
  

Technical Physics Letters, Vol. 30, No. 8, 2004, pp. 619–621. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 30, No. 15, 2004, pp. 1–7.
Original Russian Text Copyright © 2004 by Kitsanov, Korovin, Klimov, Rostov, Tot’meninov.

                 
Mechanically Tuned Relativistic Backward Wave Oscillator
S. A. Kitsanov, S. D. Korovin, A. I. Klimov, 

V. V. Rostov, and E. M. Tot’meninov*
Institute of High-Current Electronics, Siberian Division, Russian Academy of Sciences, Tomsk, Russia

* e-mail: totm@lfe.hcei.tsc.ru
Received January 26, 2004

Abstract—A high-power relativistic microwave oscillator with low magnetic field is created based on a back-
ward wave oscillator (BWO) with resonance reflector. For fixed parameters of the slow-wave structure (SWS)
and the electron beam, the oscillation frequency of this BWO can be mechanically tuned within a 12% band by
moving the resonance reflector relative to the SWS. A maximum output pulse radiation power of 4 ± 1 GW at
a working frequency of 3.6 GHz is achieved with a magnetic field of 4.6 kOe. © 2004 MAIK “Nauka/Interpe-
riodica”.
In recent years, much attention has been devoted to
the creation and development of high-power relativistic
microwave oscillators with the working frequency con-
trolled within a broad range. One of the most effective
coherent radiation sources of this type is the backward
wave oscillator (BWO), which is characterized by a
short transient time and good adaptation to variable
electron beam parameters. Unfortunately, for electron
beam energies in the relativistic range, the frequency of
normal BWOs can be tuned within a rather narrow band
of 3–4% [1] mostly by displacing a below-cutoff
waveguide section relative to the slow-wave structure
(SWS). The next step in this direction, which allowed
the working frequency to be mechanically tuned within
15% on a half-maximum power level, was provided by
changing the SWS period while simultaneously adjust-
ing the below-cutoff waveguide section [2]. In these
BWO variants, high output powers and efficiencies
were achieved for magnetic fields above the cyclotron
resonance level. The effect of magnetic field on the
Cherenkov radiation synchronism was insignificant.

This study was devoted to an alternative approach,
whereby mechanical tuning of the BWO frequency is
achieved by using preliminary high-frequency modula-
tion of the electron velocity with controlled high-fre-
quency current phase relative to that of the synchronous
wave at the SWS input (modulation phase) rather than
by changing the SWS geometry. In this scheme, reflec-
tion of the backward wave from a broadband resonance
reflector (a lumped inhomogeneity) is achieved through
excitation of a closed symmetric mode with the radial
index increased by unity. Previous analysis [3] of the
starting conditions showed that the modulation phase,
which can be controlled by reflector displacements, sig-
nificantly influences the normalized starting length and
synchronism detuning. It is important to note that
dependence of the synchronism detuning on the modu-
lation phase is generally retained in the nonlinear
1063-7850/04/3008- $26.00 © 20619
regime. An obvious result suggested by the boundary-
value problem solution is that the range of variation of
this detuning (and, hence, of the frequency) expands
with increasing amplitude of the electron velocity mod-
ulation in the region of the resonance reflector. In order
to avoid a decrease in the BWO efficiency, it is neces-
sary to consistently modify the SWS parameters (i.e.,
reduce the system length).

Previously [4], it was demonstrated that the use of
an electrodynamic system with increased transverse
dimensions and the selective properties retained by
means of preliminary modulation not only decreases
the probability of high-frequency breakdown at a high
power of the pulsed electromagnetic radiation but also
creates prerequisites for retaining the regime of high-
efficiency generation in magnetic fields below the
cyclotron resonance level. In fact, the power consumed
for the creation of magnetic field in a BWO operating
in a periodic pulsed regime was decreased by a factor
of more than 10 at an oscillator efficiency of about
20%. In these investigations, it is necessary to take into
account and compensate for the effect of magnetic field
on both the efficiency and frequency of the oscillator.

In this context, our study was aimed at evaluation of
the possibility of mechanically tuning the frequency by
more than 10% for a multigigawatt BWO operating in
the 8-cm range by displacing the whole SWS relative to
the resonance reflector.

The BWO geometry was optimized using the fully
electromagnetic numerical PIC-code KARAT [5]. In
this geometry (Fig. 1), the mean corrugation diameter is
approximately 1.5 times the radiation wavelength for
the working E01 mode. Optimum electron beam charac-
teristics determined from these calculations corre-
sponded to a cathode voltage of about 1.2 MV and a
beam current of about 12.5 kA. Variation of the mag-
netic field showed that the interval of stable generation
was rather narrow: from ≈2.5 to ≈4.5 kOe. The lower
004 MAIK “Nauka/Interperiodica”
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limit is related to the growth of transverse electron
velocities in the beam formed in the diode, while the
upper limit is determined by cyclotron absorption of the
backward wave. The results of calculations performed
for various positions of the resonance reflector relative
to the SWS showed that displacement of the reflector
(i.e., a change in L0) is accompanied by a shift of the
oscillation frequency within ≈100 MHz/cm (Fig. 2).

It should be noted that the maximum tuning band-
width on a half-maximum power level, Fmax/Fmin – 1 ≈
14% (3.48–3.95 GHz), was obtained provided a certain
correction of the BWO regime with respect to the mag-
netic field. This is probably related to a change in the
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Fig. 1. Schematic diagram of a relativistic BWO with reso-
nance reflector.
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Fig. 2. Experimental plots of the (1) output radiation
power P (2) oscillation frequency F, and (3) focusing mag-
netic field strength H versus drift length L0.
TE
conditions of cyclotron absorption of the backward
wave depending on the oscillation frequency. The max-
imum calculated oscillation power (≈4.5 GW) corre-
sponds to an efficiency of ≈32%. In the course of
numerical modeling, it was found that the transient pro-
cess duration increases on approaching regimes corre-
sponding to the boundaries of the effective tuning band.
This can be explained by growth of the oscillator start
current at a fixed electron beam current.

The experiments were performed with a periodic
pulsed nanosecond electron accelerator of the Sinus-7
type, which generated a single pulsed electron beam
with a duration of 50 ns at a cathode voltage of
≈1.2 MV and diode current of about 16 kA. The ampli-
tude of the electron beam current in the electrodynamic
system of the oscillator increased with the magnetic
field and stabilized at a level of ≈13 kA for H ≈ 4 kOe.
In this case, the beam did not touch internal surfaces of
the left and right waveguides contacting with the reso-
nant reflector. The significant difference (≈3 kA)
between the aforementioned currents was probably
related to leaks in the vacuum diode.

The output microwave radiation power was deter-
mined using a calibrated nondirectional waveguide-
strip coupler, a short symmetric dipole antenna, and an
aperture calorimeter. The radiation spectrum was mea-
sured using a heterodyne technique, whereby the inter-
mediate-frequency signal was processed by a TDS-644
oscillograph equipped with a fast-Fourier-transform
(FFT) converter. Figure 3 shows the typical signal mea-
sured at the output of the waveguide-strip coupler and
the heterodyne frequency meter for a particular position

∆F

3 2 1

Ch1 25.0 mV Ω Ch2 300 mV Ω M 12.5 ns
Ch3 300 mV Ω 10.0 dB 100 MHz

Fig. 3. Typical oscillograms of the (1) BWO output signal,
(2) cathode voltage, and (3) diode current and (∆E) FFT of
the heterodyne signal. Oscillation frequency, F1 = F2 – ∆F;
heterodyne frequency, F2 = 3.9 GHz; ∆F ≈ 3.4 GHz; diode
current, ≈16 kA; cathode voltage, ≈1.2 MV; magnetic field,
H ≈ 4.6 kOe.
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(L0 = 7.4 cm) of the resonance reflector. A certain struc-
ture in the microwave signal is probably related to
reflection of a part of the microwave power from the
output window of the radiating horn. At each fixed posi-
tion of the resonance reflector, the output radiation
power and frequency depended on the magnetic field.
For this reason, the optimum magnetic field was
selected for each L0. Based on the obtained experimen-
tal data, it is possible to realize a variant of the relativ-
istic BWO frequency tuning depicted in Fig. 4. Within
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Fig. 4. Plots of the peak output radiation power P and oscil-
lation frequency F versus resonance reflector position L0.
The peak power was measured using (1) a waveguide strip
coupler, (2) an aperture calorimeter (not taking into account
the reflected and scattered microwave power), and (3) a short
symmetric dipole.
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the indicated band, the magnetic field varied from 4.1
to 4.9 kOe.

It should be noted that there is certain instability in
the microwave pulse amplitude, duration, and fre-
quency near the boundaries of the tuning band. This
instability can be related to a certain competition of par-
asitic oscillations (in our experiments, parasitic oscilla-
tions were generated at 3.2 and 4.5 GHz) and insuffi-
cient length of the accelerator voltage pulse.

Conclusions. We have realized mechanical tuning
of the oscillation frequency of a relativistic BWO by
means of displacement of a resonance reflector with
respect to the SWS at fixed corrugation parameters and
electron beam characteristics. In experiments with the
optimum position of the resonance reflector, the peak
output radiation power in the single mode regime was
4 ± 1 GW at an efficiency of ≈25%. The bandwidth of
mechanical tuning on a half-maximum power level was
12% (3.44–3.85 GHz).
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in a Fiber Optical Sensor Employing Optical Vortices
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Abstract—Three methods of processing the image of an interference spiral formed in a fiber optical sensor
employing optical vortices have been considered. It is established that a method based on recognition of the
spiral image is most stable with respect to noises. Using this technique, it is possible to determine the angle of
spiral rotation even when the visibility of the interference pattern decreases to 0.2. The passage from intensity
measurements to determination of the geometric parameters of the image significantly increases the range of
linearity of interferometric devices employing optical vortices. © 2004 MAIK “Nauka/Interperiodica”.
Fiber optical interference sensors of most known
types are characterized by nonlinear relations between
the phase difference and the interference band inten-
sity [1]. However, the linear region of the sensor char-
acteristic can be significantly expanded [2] in a scheme
employing the properties of optical vortices [3]. Such
situations are encountered, for example, in fiber optical
couplers selectively transmitting optical vortices and
the fundamental HE11 mode via different channels [4].
When the two beams are added at the coupler output, a
pattern of interference spiral is formed with the angle of
rotation linearly depending on the phase difference
between the two beams. Using this property of optical
vortices, it is possible to provide linear measurements
in the entire range of rotation angles. A key problem in
these measurements is recognition of the spiral image
on a noisy background.

This study was aimed at developing a method for
determining the parameters of the interference spiral
formed in fiber optical sensors employing optical vorti-
ces for the measurement of physical quantities.

The distribution of intensity in the interference pat-
tern is described by the standard relation [5]

(1)

where I1 and I2 are the intensities of the Gaussian beam
and the optical vortex;

are the phases of these beams; r and ϕ are the polar
coordinates in the screen plane; z is the distance to the
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screen; R(z) = z[1 + ( /z2)] is the curvature radius; z0 =

 is the Rayleigh length; ρ is the waist radius; φ0 is

the initial phase of the beam; and the subscripts “g” and
“v” refer to the Gaussian beam and the optical vortex,
respectively. In the case of coaxial propagation of the
two beams, a pattern of interference spiral is formed on
the screen, where the bright and dark bands correspond
to the phase differences Φ1 – Φ2 = 2mπ and (2m + 1)π
(m = 1, 2, …), respectively. Let us express the phase dif-
ference in the screen plane z = const as

(2)

where

a = k  – ,

b' = z/z0g) – (l + 1) z/z0v) + φ0.

Then, the equation describing the interference spiral
can be written as

(3)

where b0 = ∆Φ – b' for a vortex with the topological
charge l = 1.

The angle of rotation of the spiral pattern is charac-
terized by the parameter b0, which is directly related to
the phase difference ∆Φ. However, it is impossible to
determine b0 in the interference pattern independently
of the other parameters, including the coordinates of
the center of this pattern and the spiral twist parameter
a. Prior to analysis of the methods of measurement of
the b0 value, let us consider one method of determina-
tion of the center of the interference pattern.

z0
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Fig. 1. Processing of the spiral interference image: (a) intensity distribution; (b) the intensity I versus azimuthal angle ϕ along a
circle within the detection ring; (c) the pattern of moire fringes; (d) the azimuthal angle ϕ of the intensity minimum versus square
radius of a circle within the detection ring.
It can be shown that the center of mass of a homo-
geneous spiral described by Eq. (3) is displaced relative
to the origin. However, for two spirals corresponding to
states of a singular beam with opposite phases, the cen-
ter of mass of such a double spiral coincides with the
center of the interference pattern. This simple principle
underlies the method used for determining the origin of
coordinates of the spiral image.

The positions of the intensity maxima and minima
in the interference pattern were determined by scanning
along the x and y coordinates. Using the ratio of the sum
of like coordinates to the number of measurements, the
position of the center of mass is determined as

(4)

However, this approach is difficult to use in experi-
ment because a real pattern contains a large number of
additional noisy maxima and minima not coinciding
with the spiral (Fig. 1a). In order to eliminate the influ-
ence of this noise, we employed filtration of the image
elements and smoothening of the image. Computer-
aided filtration eliminates all points of the image occur-
ring outside a certain average interval of intensities
( , ). Once the intensity measured at a given

point is below a preset minimum, I < , the intensity
at this point on the image is set equal to zero (I = 0). If
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the intensity exceeds a preset maximum, I > , the
image intensity is set equal to this average maximum
value (I = ). After this discrimination, the image is
smoothened by averaging over neighboring points
and the center of the spiral pattern is calculated by for-
mulas (4) using the procedure described above.

We have developed two methods of determining the
rotation parameter b0 without determination of the twist
parameter a. The first method is based on finding the
minimum (or maximum) intensity on a circle occurring
inside the detection ring and centered at the center of
the spiral pattern (Fig. 1b). The inner and outer radii of
the ring (rmin, rmax) are selected so as to provide that the
average intensity within this ring would not be lower
than one-third of the average maximum intensity of the
image. The circle radius was kept constant during the
measurement. However, this method leads to a rather
large uncertainty because of intensity fluctuations and
errors of determination of the image center.

The second method is based on the formation of
moire fringes as a result of superposition of the initial
and mirror images of the spiral with respect to the y axis
(Fig. 1c). A theoretical value of the angle of rotation of
this pattern is determined using the following consid-
erations. For the mirror image of the initial pattern,
only the angle ϕ is changed to the opposite (–ϕ) in
expression (2). This corresponds to sign reversal of the
topological charge of the optical vortex and to alter-
ation of the spiral twist direction. The result of subtrac-

Imax

Imax
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Fig. 2. (a) Processing of the spiral interference image: (I) recognition of the spiral interference pattern with indicated parameters;
(II) distribution of minima (black points) and maxima (bright points) in the interference pattern; (III) spiral rotation angle ϕ versus
frame number (proportional to the sample temperature); (IV) integral intensity versus parameter b0. (b) Experimental dependence
of the spiral rotation angle on the temperature for a fiber optical sensor employing optical vortices.
tion of the images of these spirals is analytically
described by the relation

(5)

This formula shows that the angle of rotation of the
edge dislocation axis (zero intensity line) is b0/2. To
determine the angle of rotation of the edge dislocation
axis, we plotted the integral intensity versus azimuthal
coordinate (the sum was taken along the line ϕ = const
for r varying from –rmax to rmax). After smoothening of
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TE
this curve, its minimum coincided with the position of
the edge dislocation. This method is highly sensitive to
the error of determination of the image center. Even
small displacement of the centers of subtracted images
significantly changes the appearance of the edge dislo-
cation.

Then, we developed the third method of determin-
ing the spiral rotation angle, which is referred to as rec-
ognition of the spiral image. This method, based on
finding a minimum (or maximum) of the integral inten-
sity (3) as a function of the parameter b0, significantly
decreases the noise level of the image [6]. To determine
CHNICAL PHYSICS LETTERS      Vol. 30      No. 8      2004
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the parameter a, we also set a circle inside the detection
ring (like that used in the first method described above),
but the radius r of this circle is varied within (rmin, rmax).
This variation is accompanied by measurement of the
angular coordinate ϕ as a function of r2. The resulting
curve is approximated by the straight line ϕ(r2), whose
slope gives the a value (Fig. 1d). Using this approach,
it is possible to recognize the image of the spiral and
determine the necessary geometric parameters of this
image.

In experiment, we measured the dependence of the
spiral rotation angle on the temperature using a scheme
of the Y-shaped fiber optical coupler [4] with the funda-
mental HE11 mode propagating in the sample arm and
an optical vortex propagating in the reference arm. For a
small change in the temperature (within a few tens of
degrees), the temperature dependence of the phase of the
HE11 mode can be approximated by a straight line [7].
The interference pattern was recorded using a CCD
camera and the image was processed on a computer.
Heating the sample arm in a water-filled thermostat led
to rotation of the interference spiral. These data were
processed by a special routine (written in Delphi lan-
guage) using the third method of determination of the
spiral rotation angle (Fig. 2a). The temperature incre-
ment on the passage from frame to frame was ∆T ~
4 × 10-4 K.

Figure 2b shows the temperature dependence of the
rotation angle measured in the interval from 298.5 to
305 K. The average error of these measurements was
0.012 rad and the responsivity of such a temperature
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
sensor with a coupler made of SMS 28 fiber (Korning
Inc.) was 198 rad/(m K).

Thus, using optical vortex in one arm of an interfer-
ence fiber optical sensor, it is possible to reduce the
measurement of physical quantities to determination of
the geometric parameters of the image of the spiral
interference pattern, thus significantly expanding the
range of linearity of the interferometric device.
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Abstract—A new method is proposed for determining chlorine traces in monolayer films adsorbed on solid
substrates. The method is based on secondary-ion mass spectrometry (SIMS) with the formation of positive
chlorine-containing molecular ions. In contrast to the traditional method making use of inert gases, the second-
ary ions are generated by bombarding the chlorine-containing substrate with a beam of methane molecules.

This leads to the formation of C  ions with molecular masses of 82, 84, and 85 amu. These peaks are reliably
observed in the form of a doublet not masked by the peaks of ions of the substrate material and the other back-
ground reaction products. © 2004 MAIK “Nauka/Interperiodica”.

Cl2
+

As is known, it is very difficult to use secondary-ion
mass spectrometry (SIMS) for detecting trace amounts
of halogens and other elements susceptible to accepting
electrons with the formation of negative atomic and
molecular ions [1– 4]. This difficulty is also encoun-
tered when using SIMS for detecting organochlorine
compounds on silicon substrates [5].

Below, we describe the results of experiments
devoted to the mass-spectrometric detection of trace
amounts of chlorine. The SIMS measurements were
performed on a modified LKB 2091A mass spectrome-
ter, in which the standard oil diffusion pump was
replaced by a turbomolecular pump in order to provide
for an oilless vacuum in the working chamber. In addi-
tion, the mass spectrometer was linked to a computer of
the IBM PC type for data acquisition and processing.

In the conventional SIMS configuration (see, e.g., [1]),
a solid target is probed by a beam of inert gas (mostly
argon) ions. In the first stage of our investigation, we
used a standard plasma ionization source (Ion Technol-
ogy Inc.) for mass spectrometers, which ensured bom-
bardment of a solid target (substrate) with a 10-keV ion
beam with a 1-mm beam spot diameter on the target
surface. The sensitivity of the mass spectrometer with
respect to chlorine was evaluated by comparing the
spectra obtained from commercial single crystal silicon
(with a chlorine impurity content on the level of
requirements adopted in the electronic technology) to
the spectra of samples intentionally treated with hydro-
chloric acid. The surface of the latter samples contained
microscopic impurities of metals and trace amounts of
1063-7850/04/3008- $26.00 © 20626
chlorine (typically, at a relative content below 1% in the
form of chlorine-containing salts).

Figure 1 shows the mass spectrum of a sample
treated with hydrochloric acid. The spectrum displays
intense peaks due to silicon isotopes (%): 28Si, 92.18;
29Si, 4.71; and 30Si, 3.12. The presence of trace impuri-
ties is reflected by a small peak observed in the region
of 23 amu (Na). It should be noted that the spectra of
some of the initial samples showed the presence of
traces of other metals, in particular, calcium. However,
no evidence of chlorine was observed upon the treat-
ment with hydrochloric acid (see Fig. 1), although it
was evident that chlorine in such samples was present
with high probability.

512
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128

0
20 24 28 32 36 40 44

A. M. U

Fig. 1. Conventional SIMS spectrum of a silicon sample
treated with hydrochloric acid, showing resolved peaks of
silicon isotopes (three sequential records were performed in
order to check for reproducibility).
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In order to reliably check for the possibility of
detecting chlorine, we used a target in the form of a
NaCl crystal plate, where chlorine accounts exactly for
half of the total number of atoms. The chlorine-free ref-
erence sample was a high-purity silicon wafer. The
spectrum of the NaCl target probed by an atomic beam
of argon exhibited clear peaks of 23Na and traces of
molecular nitrogen (28 amu), but the signals of chlorine
(35 and 37 amu) atoms or related molecules were com-
pletely absent. Irradiation with the beams of hydrogen,
neon, argon, krypton, and xenon ions led to the appear-
ance of only very weak (detected on a noise level) sig-

nals corresponding to the molecular ions of  at 70
(2 × 35) and 72 (35 + 37) amu; the peak at 74 amu was
virtually indistinguishable on the noise background.

Thus, attempts to directly detect chlorine using stan-
dard gases for the probing of samples with known con-
tents of this element gave spectra with completely
absent atomic peaks at 35 (75%) and 37 (25%) amu and
the corresponding molecular peaks (70, 72, and 74 amu).
Our experiments showed that the absence of chlorine
ions and molecular radicals is related to the extremely
low cross sections for the formation of positive ions
from chlorine atoms and molecules. This behavior is in
sharp contrast with that of silicon: the peaks corre-
sponding to Si are clearly observed even with maxi-
mum attenuation and minimum slit widths (which cor-
responds to signal attenuation by a factor on the order
of 108).

In order to reach a higher sensitivity with respect to
chlorine and provide for a highly effective production
of positive ions containing chlorine, we used for the
first time methane as the probing gas. In contrast to the
case of inert gases, the obtained mass spectrum exhib-
ited two intense peaks corresponding to CCl+ ions. The
spectrum measured by SIMS using methane is
presented in Fig. 2 and interpreted in the legend to this
figure.

The results of our experiments show that the pro-
posed new method using SIMS ensures the detection of

Cl2
+
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trace amounts of chlorine with high sensitivity on the
surface of solid substrates.
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Abstract—Thin cadmium sulfide (CdS) films have been electrochemically synthesized on metal substrates and
the related photosensitive surface barrier structures have been obtained. The proposed method can be used in
the technology of thin-film photoelectric converters with large areas. © 2004 MAIK “Nauka/Interperiodica”.
The synthesis of high-quality films of various semi-
conductor materials—in particular, cadmium sulfide
(CdS) and telluride (CdTe)—and the technology of het-
erojunctions based on such films are among the main
problems in semiconductor electronics and solar ener-
getics [1, 2]. The research and development in this field
employs various technological approaches based on
vapor phase deposition, electrodeposition on nanopo-
rous substrates, chemical synthesis, etc. [2–5].

We have studied the possibility of obtaining thin
CdS films on metal substrates by the electrochemical
method. Below, we present the first results and report
on the properties of obtained films and related surface
barrier structures.

The electrochemical synthesis of semiconductor
films is most promising in solving the problem of
obtaining large-area solar energy converters. Another
advantage is that the synthesis is conducted at room
temperature, which decreases deviations from stoichi-
ometry. In addition, this method is economically pro-
fitable.

Surface barrier structures provide fast and conve-
nient solution of the complex problem involving
(i) obtaining physical information, (ii) identification of
electrochemically synthesized semiconductor films,
and (iii) verification of the possibility of obtaining
effective photoelectric converters. For standardization
of the conditions of synthesis, CdS films were electro-
chemically deposited onto the surface of cylindrical
electrodes with a diameter of d = 5 mm made of metal-
lic cadmium and flash pressed into fluoroplastic
sleeves. Prior to the exposure in electrolyte, the edge
surfaces of cylindrical cadmium electrodes were pre-
treated by two methods: (a) mechanical grinding with
an abrasive powder of the ASM-0.7 grade (A-type sam-
ples) and (b) the same mechanical grinding followed by
etching in a brominated methanol solution for removal
of the damaged surface layer (B-type samples).
1063-7850/04/3008- $26.00 © 20628
Sulfide films were deposited using a 1 M aqueous
Na2S solution as the electrolyte. The electrochemical
process was conducted for ~30–60 min in a potentio-
static regime at a voltage of ϕ = 1 V and a temperature
of T = 303–323 K. The experiments were performed
using a PI-50-1.1 potentiostat and a standard tempera-
ture-controlled electrochemical cell with cadmium
auxiliary electrode and silver chloride reference elec-
trode. After electrolysis, the samples were rinsed
sequentially with distilled water and ethanol and dried
in air. The edge surface of preliminarily etched cad-
mium electrodes of the B-type surface exhibited visible
block structure with homogeneous regions of various
orientations having dimensions on the order of 4–6 mm.
An analogous structure was observed upon deposition
of a sulfide film.

As a result of the electrochemical process, cadmium
electrodes were coated with a film of yellow color char-
acteristic of CdS. In samples of the A type, the coating
was visibly highly homogeneous over the area and had
a uniform thickness. The samples of the B type exhib-
ited a pronounced block structure, while the coating
quality within each block was higher than that in sam-
ples of the A type.

The composition of the electrochemical deposit was
determined by electrooptical method using surface bar-
rier structures (Schottky barriers) obtained by covering
the upper surface of a sulfide film with a thin (~0.1 mm
thick) layer of silver or indium. The pure silver and
indium layers were obtained by thermal deposition in
vacuum (≅ 10–4 Torr) onto the surface of as-deposited
sulfide films without any pretreatment. The barrier con-
tact area was approximately 2 × 2 mm2.

The dark current–voltage characteristics (I–V curves)
of Ag(In)/CdS/Cd structures of the A type showed the
absence of rectification. The I–V curves of such struc-
tures were linear and their resistances at T = 300 K var-
ied within broad limits (R = 1–1 × 103 Ω). In contrast,
004 MAIK “Nauka/Interperiodica”
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Ag/CdS/Cd and In/CdS/Cd structures of the B type
exhibited rectification (Fig. 1). The residual resistance
of these samples determined for the linear portion of the
I–V curves was significantly higher than the resistance
of nonrectifying structures of the A type and varied
within 104–105 Ω. The current passage direction always
corresponds to positive voltage on the barrier (silver or
indium) contact. The rectification coefficient deter-
mined as the ratio of the direct and reverse currents at
U = 0.4 V in the B-type structures at T = 300 K reached
5–10. The absence of rectification in structures of the A
type can be explained by defectness of the CdS layer
resulting in the formation of conducting channels
between the barrier metal contact and the cadmium
substrate.

Barrier structures of the B type also exhibited a pho-
tovoltaic effect, which was most pronounced when the
rectifying structures were illuminated from the side of
barrier (silver or indium) contacts. The sign of the
photo emf always corresponded to minus on the CdS
layer, which agrees with the rectifying direction
(assuming electron conductivity of the synthesized CdS
films). In the best samples, the room-temperature pho-
toresponse in the region of a linear dependence of the
output voltage on the radiation intensity reached
≅ 102 V/W.

Figure 2 shows the spectral dependence of the rela-
tive quantum efficiency η("ω) of the typical surface
barrier structure based on a synthesized CdS film. As
can be seen, the obtained structures exhibit photosensi-
tivity in a broad range of photon energies "ω ≥ 1.7 eV.
The maximum quantum efficiency was observed at
"ωmax ≈ 2.44 eV (T = 300 K), which corresponds to the
bandgap width of bulk CdS crystals [6, 7]. The short-
wavelength decay of the photosensitivity in the region
of "ω * 2.44 eV can be related to insufficiently high
quality of the Me(In,Ag)–CdS interface in the barrier
structures obtained in this stage of research. On the
other hand, this is a promising level that gives us hope
that further development of CdS deposition technology
will provide for a significant increase in the quantum
efficiency of photoelectric converters. The long-wave-
length limit of the photosensitivity of CdS-based Schot-
tky barriers generally agrees with published data on the
optical and photoinduced absorption in bulk CdS single
crystals [7–9]. However, it should be noted that the
energy position of this limit is displaced toward longer
wavelengths as compared to the long-wavelength pho-
tosensitivity edge reported for the bulk CdS crystals
in [3, 5], while the slope S ≅  11 eV–1 in the exponential
region of the photosensitivity buildup in the interval of
photon energies 1.9–2.2 eV is much lower than that in
the bulk CdS crystals studied in [9]. This circumstance
can be related to an increase in the density of charged
centers in our thin CdS layers, which leads to smearing
of the edges of empty bands by the electric fields of
point defects of the crystal lattice.
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
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Fig. 1. Stationary dark current–voltage characteristic of an
Ag/CdS/Cd surface barrier structure measured at T = 300 K
(sample no. 2PT, current passage direction corresponds to
positive bias voltage on the barrier layer).
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Fig. 2. Spectral dependence of the relative quantum effi-
ciency η of photoconversion for the typical surface barrier
structure Ag/CdS/Cd measured at T = 300 K (sample
no. 2PT illuminated from the side of barrier layer). Arrows
indicate the photon energies corresponding to spectral pecu-
liarities.
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In conclusion, we have developed a method for the
electrochemical deposition of thin semiconducting CdS
films from aqueous solutions onto metal substrates and
showed the possibility of using this method in the eco-
nomically profitable technology of highly effective
thin-film photoelectric converters with large areas.
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Abstract—We have measured the electric conductivity of a low-sensitivity TATB-based explosive compressed
by a shock wave. The results confirm the hypothesis that subthreshold shock waves induce the transition of crys-
talline explosives into a semiconductor state. © 2004 MAIK “Nauka/Interperiodica”.
In recent years, much attention has been devoted to
the so-called predetonation conductivity observed in
heavy metal azides, whereby the electric conductivity
of such crystalline explosives exhibits a significant
increase in the initial stage of explosion development,
prior to the intense energy evolution and mechanical
fracture of the material [1].

The aim of this study was to check for the possible
development of predetonation conductivity in a low-
sensitivity explosive based on triaminotrinitrobenzene
(TATB) under the action of a shock wave with a pres-
sure at the wave front close to the detonation initiation
threshold. It should be recalled that TATB under normal
conditions is a good insulator. The electric conductivity
of this explosive under shock wave loading conditions
was not measured previously.

The conductivity measurements were performed
using the stick technique [2], whereby a thin rectangu-
lar plate of the material studied is oriented parallel to
the shock wave front and placed in a medium retaining
its insulating properties in the pressure range studied. In
this study (as well as in [2]), the medium was a paraffin–
corundum (30 : 70 w/w) mixture (gramiculit-2) selected
so as to provide the coincidence of shock wave adia-
bates of the medium and the material studied [3]. Elec-
trodes of the measuring circuit were connected to the
sample stick ends. The electric field in the sample was
parallel to the shock wave front. The sample had the
dimensions 25 × 4 × 0.75 mm and an initial density of
1.905 g/cm3. The experimental arrangement is sche-
matically depicted in Fig. 1. The sample in the assem-
bly was loaded by a shock wave from a generator cre-
ating a rectangular pressure pulse. As a result, constant
pressure was maintained in the sample for 1.5–2.0 µs
until arrival of the unloading wave from an organic
glass plate.

The electric conductivities of the auxiliary materials
(gramiculit-2 and Vaseline filling the gaps) under the
same shock loading conditions were studied in special
experiments and have proved to be several orders of
1063-7850/04/3008- $26.00 © 20631
magnitude lower than the conductivity of the explosive
under consideration.

We have measured the conductivity of a TATB-
based explosive for pressures at the shock wave front in
the range from 8.2 to 34.3 GPa. Shock-wave loading to
a pressure of 8.2 and 11.14 GPa did not lead to an
increase in the conductivity above the initial (back-
ground) level.

The measurements at 14.8 GPa and above revealed
a significant increase in the conductivity between
electrodes when the shock wave entered the sample.
Figure 2 shows the plot of conductivity g versus time
observed in the experiment with a pressure amplitude
of 17.7 GPa. This curve exhibits two regions with sig-
nificantly different rates of the conductivity buildup.
Initially, for a certain period of time after the arrival of
the shock wave, the conductivity grows at a relatively
low rate, but then the growth rate sharply increases.

The sharp buildup of the conductivity in the second
stage can be naturally related to the process of energy
evolution accompanying reactive decomposition of the
main body of explosive and to an increase in the volume

1 2 3 4 5 6 8 7 9 10

Fig. 1. Schematic diagram of the experimental arrange-
ment: (1) organic glass plate; (2) Al foil, ∆ = 0.01 mm;
(3) gramiculit-2 disk, ∅ 60 × 5 mm; (4) gramiculit-2 disk,
∅ 60 × 3 mm; (5) Al foil, ∆ = 0.050 mm; (6) sample (IS),
25 × 4 × 0.75 mm; (7) Al foil, ∅ 5 × 0.05 mm; (8) contact
screws; (9) reference pressure sensor; (10) charge screen.
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fraction of products with high conductivity in the heter-
ogeneous reaction medium. At a pressure of 23.9 GPa
and above, the rapid conductivity growth stage termi-
nates on reaching a level of g ~ 100 (Ω m)–1, which is
typical of the decomposition products of condensed
high explosives [4] and can be considered as evidence
of the complete conversion of explosives into such
products.

Thus, the results of our experiments indicate that a
low-sensitivity TATB-based high explosive compressed
by a shock wave front with a pressure of ≥15 GPa exhib-
its the phenomenon of predetonation conductivity. The
duration of the first stage of the conductivity buildup
strongly depends on the pressure at the shock wave
front and is on the order of 1 µs at 14.8 GPa, 0.3–0.4 µs
at 17.7 GPa, and about 0.1 µs at 23.9 GPa.

In experiments with a pressure of 14.8 and 17.7 GPa
at the shock wave front, the specific conductivity of the
explosive measured at the moment of the shock wave
escape from the sample was on the order of 1 (Ω m)–1,
which is close to the values for semiconductors such as
germanium.

On the whole, the results obtained in this study
agree with the hypothesis [5–7] according to which the
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Fig. 2. Interelectrode conductivity kinetics measured for a
shock wave front pressure of 17.7 GPa (arrow indicates the
moment of shock wave escape from the sample).
TE
action of subthreshold shock waves may lead to the
injection of conduction electrons to a rather high den-
sity in TATB crystals, whereby the electron conductiv-
ity of this explosive increases to a level characteristic of
semiconductors.

In conclusion, it should be noted that recently
Chambers et al. [8] studied the electromagnetic proper-
ties of shock-wave-compressed crystalline RDX and
also concluded that this action converts RDX into a
semiconductor. Thus, the semiconductor detonation
model proposed in [5, 6] probably has a universal char-
acter. The base assumption of this model, according to
which the combustion wave originating from micro-
scopic foci in detonating explosive propagates by
means of electric conductivity, can be valid not only in
TATB-based explosives but in RDX, HMX, TNT, and
other explosives as well. In this context, it would be of
interest to carry out analogous measurements of con-
ductivity kinetics during the shock wave loading of
high explosives of other types.
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Abstract—A system comprising the classical van der Pol oscillator coupled with an additional oscillator circuit
is considered in the presence of an algorithm ensuring chaotization of the self-sustained oscillations. A mathe-
matical model of the system is described and the results of numerical analysis illustrating the new method of
chaotizing coupling are presented. © 2004 MAIK “Nauka/Interperiodica”.
The classical van der Pol oscillator is a representa-
tive of self-sustained oscillators. A system of such an
oscillator inductively coupled with an additional oscil-
latory circuit is well known and even considered in
handbooks (see, e.g., [1]). However, such systems were
mostly studied using approximate analytical methods.
The van der Pol oscillator with additional oscillatory cir-
cuit exhibits only regular oscillations and offers a good
example of a system with increased stability of oscilla-
tions [2–4]. In this context, the possibility of chaotiza-
tion of the self-sustained oscillations in such a system
may seem paradoxical. Nevertheless, it is possible to
introduce chaos into this system by using a simple algo-
rithm of a mutual chaotizing coupling between the mas-
ter oscillator and the additional oscillatory circuit.

This paper is devoted to an analysis of processes in
the van der Pol oscillator coupled with an additional
oscillatory circuit under the conditions of chaotization
of the self-sustained oscillations.

Equations describing the van der Pol oscillator cou-
pled (inductively) with an additional oscillatory circuit
can be written as follows [1]:

(1)

Here, x and y are the dimensionless variables; ε, µ, and
ξ are positive parameters; and m1, 2 are the coupling
coefficients.

With certain values of parameters in Eqs. (1), the
system has two basins of attraction (P1 and P2), corre-
sponding to the lower and upper frequencies (slow- and
fast-wave basins of attraction, respectively). However,
even provided that the excitation conditions (phase and
amplitude balance) for both frequencies are satisfied,
prolonged realization of biharmonic oscillations is
impossible. The oscillations are self-excited in one of
the two basins of attraction, while oscillations in the

d2x/dt2 µ 1 x2–( )dx/dt– x+ m1d2y/dt2,=

d2y/dt2 εµdy/dt ξy+ + m2d2x/dt2.=
1063-7850/04/3008- $26.00 © 20633
other basin of attraction can be considered as possible
(potential self-sustained oscillations). These oscilla-
tions are excited upon changing parameters of the sys-
tem or the initial conditions, as well as upon additional
excitation by an external force operating at a frequency
close to that corresponding to potential self-sustained
oscillations in the other basin of attraction.

It is possible to produce chaotization of the regime
by changing the basins of attraction of the self-sus-
tained oscillations by setting an algorithm ensuring
variation of the detuning parameter ξ. This nonlinear
condition can be formulated as follows:

(2)

where ξ1 and ξ2 are the values of detuning for which
oscillations are excited in one of the two basins of
attraction. For certainty, let ξ = ξ1 and ξ2 correspond to
the excitation of oscillations in the basins of attraction
P1 and P2, respectively.

Equations (1) with conditions (2) define a mathe-
matical model describing the controlled nonlinear cha-
otization of oscillations in the van der Pol oscillator
with an additional oscillatory circuit. We performed
numerical calculations for this system with the param-
eters µ = ε = 1 using the fourth-order Runge–Kutta
method with an integration time step of t = 0.006. The
master oscillator was assumed to be symmetrically
coupled with the additional circuit: m1 = m2 = m.

As was noted above, the presence of two basins of
attraction in the system under consideration allows
forced switching of the oscillations from one basin of
attraction to the other. For the investigation of processes
involved in this switching by means of a chaotizing cou-
pling algorithm, it is expedient to select a regime in
which a region of bistability exists within a certain inter-
val of the detuning parameter. For example, such a region

ξ
ξ1, if x y,>
ξ2, if x y,<




=
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exists for Eqs. (1) with the coupling parameter m = 0.9.
In this case, oscillations are switched in the vicinity of
ξ = ξ0 ≈ 1. For ξ = 0.98, oscillations are self-excited at the
upper frequency (ω = 1.96), while for ξ = 1.02, the sys-
tem is self-excited at the lower frequency (ω = 0.97). A
short (within t ∈  [0, 40]) action of the external harmonic
drive signal with a frequency of Ω = 1 and an amplitude
of A = 0.04 induces self-sustained oscillations in the
slow-wave basin of attraction P1 with a frequency of ω =
0.96. If the external drive signal is not switched off at
t > 40, the system exhibits a regime of forced synchroni-
zation with the induced oscillations at ω = Ω.

Taking into account the above peculiarities in the
behavior of the van der Pol oscillator with an additional
oscillatory circuit, it was expedient to perform a numeri-
cal analysis of the proposed chaotization regime for the
detuning parameters selected so that ξ1 > ξ0 and ξ2 < ξ0.
Our calculations were conducted for ξ1 = 1.3 and ξ2 = 0.5.

0.880.87 0.89 0.90 m
–0.4

0

0.4

[x]

Fig. 1. A plot of the maximum value of variable x(t) versus
coupling parameter m (the initial condition was 0.1 for all
variables).
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Fig. 2. (a) The phase portrait for t ∈  [0, 180] and (b) the power
spectrum calculated for the initial conditions corresponding to
the values of variables for m = 0.8950807 in Fig. 1.
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Figure 1 presents a bifurcation diagram showing
variation of the maximum value of the variable x(t)
(denoted by [x]) in the course of adiabatic increase in
the coupling parameter m. As can be seen, for m ∈
[0.89, 0.91], there is irregular scatter of points corre-
sponding to the maximum values of x(t), which is evi-
dence of chaotization of the oscillatory process. The
transition to chaos proceeds via period-doubling bifur-
cations (Feigenbaum scenario). In the chaotic regime,
oscillations in the two basins of attraction exhibit com-
petition and the system behaves as if it permanently
occurs in the transient regime.

In the case of adiabatic decrease in the coupling
parameter, the interval of m corresponding to chaos
somewhat shifts toward lower values (i.e., exhibits a hys-
teresis). The system leaves the regime of chaotic oscilla-
tions by means of reverse (period-halving) bifurcations.

Figure 2 shows the characteristic phase portrait
(attractor map) (a) and the power spectrum S (b) of this
system calculated for a coupling coefficient corre-
sponding to irregular scatter of points in Fig. 1. The
phase portrait reflects a chaotic character of oscillations
established in the system with regular dynamics under
the action of the simplest chaotizing coupling algo-
rithm determined by the detuning parameter. The struc-
ture of this phase portrait resembles that of the Rössler
attractor. The oscillation power spectrum is continuous
but exhibits resonance peaks in the spectral power den-
sity of oscillations. This spectrum is indicative of a
good intermixing of the phase trajectories. The charac-
teristic Lyapunov exponent in the regime correspond-
ing to the calculated spectrum is λ = 0.31.

In conclusion, the results presented above show that
self-sustained oscillations in the van der Pol oscillator
with an additional oscillatory circuit confirm can be
chaotized using a rather simple chaotizing coupling
algorithm. It should be noted that the chaotization of
oscillations in this system can also be provided by using
a chaotization feedback algorithm considered in [3] in
application to oscillators with inertia.
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Abstract—Magnetohydrodynamic impact on a cold supersonic nitrogen flow with external magnetic field was
realized in an experimental complex based on the Big Shock Tube at the Ioffe Physicotechnical Institute.
A pulsed supersonic flow with a Mach number of M = 4 and steady phase duration of about 1.5 ms was created
by expansion of the shock-heated nitrogen flow from a supersonic nozzle. The gas was ionized by pulsed dis-
charge between two electrodes mounted on the nozzle wall so that an electric current of up to ~500 A passed in
the direction perpendicular to the gas flow at the dielectric wall. External magnetic field ~0.3 T was perpendic-
ular to the gas flow and the current direction. It is established that the magnetic field significantly modifies the
shock wave structure in the flow. © 2004 MAIK “Nauka/Interperiodica”.
In an experimental complex based on the Big Shock
Tube (BST), hydrogen is the driving gas and nitrogen is
the working gas filling a low-pressure channel. The
channel edge is adjacent to a rectangular test chamber
with a flat supersonic nozzle. The test chamber is sepa-
rated from the channel by a thin plastic diaphragm,
which allows a low pressure on the order of 1 Pa to be
maintained in the chamber.

The test chamber walls and the nozzle parts are
made of a dielectric material. The lateral vertical walls
of the chamber are provided with glass windows for
optical diagnostics of the gas flow structure by means
of a coaxial schlieren device viewing the nozzle region.
The distance between windows (equal to the nozzle
width) is 75 mm. Electromagnetic coils situated above
and below the chamber are arranged so that their com-
mon axis crosses the axis of windows. These coils gen-
erate pulsed magnetic field with a duration of 4.5 ms
and magnetic induction of up to 1.5 T. The experimen-
tal setup is described in more detail elsewhere [1].

Nitrogen filling the low-pressure channel is heated
by the shock wave reflected from the channel edge on
which the inlet of the supersonic nozzle occurs. The
temperature of nitrogen behind the reflected shock
wave front reaches ~1700 K. The gasdynamic parame-
ters of the flow in front of the nozzle inlet remain con-
stant for approximately 1.5 ms. Passing through the
wedge-shaped nozzle, nitrogen is accelerated to a
supersonic velocity corresponding to the Mach number
M = 4. At the nozzle outlet, the gas has a pressure of
~5 kPa, a temperature of ~400 K, and a velocity of
~1600 m/s.

Figure 1 schematically shows the test chamber
design and the main elements of the electric circuit. In
1063-7850/04/3008- $26.00 © 20635
the outlet cross section of the nozzle (which has a
height of 95 mm), two electrodes are flash-mounted in
one of the nozzle walls (lower wall in Fig. 1) in the
region near the windows. The electrodes have the
dimensions 6 × 4 mm in plane, with the longer side ori-
ented in the flow direction. Electric current passed
through the working gas with the aid of these electrodes

B

I
V

R

U +
–

Tr

4

5

21

3

Fig. 1. Schematic diagram of the test chamber design and
electric circuit: (1) nozzle; (2) electrodes; (3) test chamber
wall with window; (4) initiating voltage pulse; (5) to oscil-
lograph (B, I, and V are vectors of the magnetic induction,
electric current, and working gas flow, respectively).
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Fig. 2. Schlieren patterns of the flow structure at the nozzle
outlet observed for (a) I = 400 A, B = 0 and (b) I = 500 A,
B = 0.3 T.
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Fig. 3. Oscillograms of the electric current passing through
the ionized nitrogen flow without (dashed line) and with
(solid line) applied magnetic field.
T

provides for the magnetohydrodynamic (MHD) impact
on the gas flow.

Since the supersonic nitrogen flow is not ionized,
the main problem is to provide for conductivity in the
gas during its steady flow in the nozzle. The simplest
method is based on initiation of a working current by
means of a single high-voltage discharge between elec-
trodes. For this purpose, electrodes (Fig. 1) are con-
nected to an electric circuit comprising serially con-
nected source of pulsed voltage U, high-voltage pulse
transformer Tr, and load resistor R. The voltage U was
generated by a distributed line consisting of 14 like LC
cells with a characteristic discharge time of 800 µs,
which was charged to a preset voltage prior to experi-
ment. Transformer Tr forms a high-voltage pulse initi-
ating the discharge between electrodes.

The operation of all devices is synchronized by a
signal from a pressure sensor situated in the shock tube
channel at a certain distance from the test chamber. The
sequence of operation of the magnetic system and the
circuit initiating discharge in the nitrogen flow is
adjusted so as to provide for the working current pas-
sage through the steady flow in the nozzle at the
moment of maximum magnetic induction. After estab-
lishment of a steady flow in the nozzle (~300 µs past the
nozzle start), a high-voltage pulse (with a length of sev-
eral microseconds) is applied to the primary winding of
the transformer. The resulting breakdown initiates dis-
charge of the source of pulsed voltage U. The current
passes through the supersonic gas flow for ~1 ms and
reaches several hundred amperes.

In the first stage, the experiments were performed
without magnetic field application, the working current
through the plasma was measured, and the pattern of
flow at the nozzle outlet was observed. Figure 2a pre-
sents the schlieren pattern of the flow obtained in the
steady state at the moment of current passage with an
amplitude of I = 400 A. Since the gas flow in the nozzle
is symmetric with respect to the central plane, the effect
of electric discharge on the flow can be evaluated by
comparing the flow structure at the upper edge (free of
electrodes) and the lower edge (with electrodes). The
top part of the pattern displays a characteristic weak
discontinuity 1 accompanying the supersonic gas
expansion at the sharp edge. The bottom part of the pat-
tern reveals weak shock waves 2 (formed as a result of
plasma heating by the current) and a turbulent shear
layer 3 downstream from the shock.

Switching on the magnetic field with the Lorentz
force directed opposite to the flow velocity vector sig-
nificantly changes the flow structure. Figure 2b shows a
schlieren pattern observed with the MHD drag effect at
the same moment of time past the nozzle start as the
pattern in Fig. 1. The magnetic induction amplitude
was B = 0.3 T and the current amplitude was I = 500 A.
Similar to Fig. 2a, the top part of the pattern shows only
a weak discontinuity 1. A characteristic feature of the
flow structure in this case is the sharply pronounced
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      2004
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strong shock wave 2 originating from a point situated
~30 mm upstream from the nozzle edge. Interaction of
the shock wave with a boundary layer at the nozzle wall
leads to the flow separation 3 immediately downstream
from the shock.

Figure 3 shows oscillograms of the current pulses
corresponding to the two cases presented in Fig. 2. As
can be seen, the presence of magnetic field (solid curve)
significantly changes the character of establishment of
the working current in the supersonic nitrogen flow. In
this case, the current pulse has two maxima: the first
corresponds to the stage of flow formation, and the sec-
ond, to the steady expansion stage. Estimates show that
the ratio of the power of electric heating of the gas to
the power of supersonic flow does not exceed 0.5. The
ratio of pressures behind and in front of the shock wave
front (calculated using the wave front slope relative to
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
the nozzle surface and the local Mach number) amounts
to approximately 5.

In conclusion, it should be noted that this study con-
tinues a series of investigations devoted to the MHD
control of supersonic flows. In contrast to the previous
experiments using weakly ionized xenon as the work-
ing gas, we have succeeded in realizing for the fist time
the effective MHD impact on a cold supersonic flow of
nitrogen.
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Abstract—The laws of formation of the heterointerfaces formed upon ytterbium (Yb) deposition at room tem-
perature (T = 300 K) onto a (2 × 1)-reconstructed Si(100) surface were studied by methods of photoelectron
spectroscopy (PES) with excitation by synchrotron radiation and low-energy electron diffraction (LEED). In
the range of submonolayer surface coverages θ, the adsorption of Yb atoms leads to destruction of the surface
dimers. This is accompanied by the formation of an amorphous film consisting of mixed Yb and Si atoms. For
θ > 1.5, a partly ordered metallic ytterbium film containing dissolved Si atoms is formed on the substrate sur-
face. In all stages of deposition, there is charge transfer from Yb to Si atoms, which is manifested by a shift of
the Si 2p core level. This shift is especially pronounced (reaching 1.5 eV) for silicon atoms dissolved in the
metallic film. © 2004 MAIK “Nauka/Interperiodica”.
Photoelectron spectroscopy (PES), including the
variant with excitation by synchrotron radiation, is a
powerful tool for studying solid surfaces. This is related
primarily to the fact that the electronic state of atoms
occurring on the surface or in a subsurface layer is
highly sensitive to both chemical environment and the
structure of the uppermost and subsurface layers. For
this reason, information concerning both the mecha-
nism of formation of interfaces and their physicoche-
mical properties can be extracted from photoelectron
spectra.

This paper briefly describes the results of PES inves-
tigation of a thin-film structure formed upon deposition
of ytterbium onto a (2 × 1)-reconstructed Si(100) sur-
face. The Yb–Si(100) interface is essentially a model
system for some rare earth elements (including ytter-
bium) whose valence during the interaction with silicon
frequently increases from 2+ to a certain fractional
value 2 + x (x < 1). To our knowledge, no such experi-
ments have been reported so far.

Thin-film structures were obtained by room-temper-
ature deposition of ytterbium on the surface of single
crystal silicon. The experiments were performed using
a photoelectron spectrometer and a synchrotron radia-
tion channel of the Russian–German Laboratory at the
BESSY II storage ring (Berlin, Germany). The overall
energy resolution of the electron energy analyzer and
monochromator was 150 meV. The photoelectron spec-
tra were obtained using synchrotron radiation with a
primary photon energy of hν = 130 eV, which corre-
sponded to photoelectron spectra of the Si 2p core lev-
els, and hν = 108 eV, which allowed us to study the
valence band of silicon and the Yb 4f level. The state of
1063-7850/04/3008- $26.00 © 20638
the sample surface and the structure of surface films
formed in the course of ytterbium deposition were
monitored by low-electron energy diffraction (LEED).

The samples were prepared using n-type single
crystal silicon wafers with a resistivity of about 1 Ω cm.
Prior to experiments, the wafers were heated in a vac-
uum chamber of the photoelectron spectrometer, first
for 2 h at 900 K and then for a short time at 1450 K.
This treatment ensured obtaining of an atomically clean
Si(100)2 × 1 reconstructed surface. Ytterbium atoms
were deposited onto the substrate surface by evapora-
tion from tantalum Knudsen cells. The residual pres-
sure in the spectrometer chamber during evaporator
operation did not exceed 8 × 10–10 mbar. The rate of
deposition was 0.01–0.08 monolayer per second (one
monolayer coverage of Yb atoms corresponds to their
surface density of 6.78 × 1014 cm–2, which equals the
density of silicon atoms on the Si(100) surface). The
PES measurements were performed at room tempera-
ture in a vacuum of 1 × 10–10 mbar.

Figure 1 shows the Si 2p photoelectron spectra
observed for the Yb–Si(100) system studied. Each
spectrum is normalized to the maximum peak height.
As can be seen from Fig. 1a, deposition of even a very
small amount of ytterbium (see the spectrum for a sur-
face coverage of θ = 0.15) leads to a decrease in the
manifestation of features related to the valence band
and to the appearance of two well-resolved peaks due
to divalent Yb atoms [1]. In the interval 0.15 < θ ≤ 1.5,
an increase in the metal coverage is accompanied by
complete disappearance of the valence-band signals
and by broadening of the ytterbium peaks. This broad-
ening is probably related to the fact that Yb atoms
004 MAIK “Nauka/Interperiodica”
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occupy various positions in the surface structures
formed, which can take place in the case of formation of
disordered structures. In the range of coverages θ > 1.5,
the spectra become more complicated, displaying addi-
tional resolvable components. Eventually, at θ > 3, the
spectra are identical with the spectra of thick films of
metallic ytterbium deposited on a tantalum substrate [1].
This result indicates that exposure to a sufficiently large
dose of Yb atoms leads to the formation of a metallic
ytterbium film on the Si(100) substrate.

The above conclusions are confirmed by the spectra
of Si 2p core levels (Fig. 1b). Here, spectrum 1 corre-
sponds to the initial clean surface of silicon. This spec-
trum, as was demonstrated in a number of papers (see,
e.g., [2, 3]), comprises a superposition of signals from
Si atoms occurring on the crystal surface, in the subsur-
face layers, and in the bulk. According to recent
data [3], the spectrum of the Si 2p level involves six
components. Two of these are due to the surface dimers.
As is known, such dimers are formed as a result of the
2 × 1 reconstruction of the Si(100) crystal face. Result-
ing from superposition of all six components, the spec-
trum has two main peaks at binding energies of 99.2
and 99.8 eV and a shoulder (SU in Fig. 1b) at lower
binding energies. The latter feature is attributed to
dimers [4, 5]; its shape depends on the degree of perfec-
tion of the crystal surface and on the energy resolution
of a particular spectrometer.

As can be seen from Fig. 1b, deposition of even a
very small amount of ytterbium (see the spectrum for a
surface coverage of θ = 0.15) significantly attenuates
the SU signal. This implies that the metal atoms destruct
dimers. As the degree of coverage increases, the region
of SU transforms first (at θ ≈ 0.3) into a long tail extend-
ing toward lower binding energies and then into a very
broad peak eventually (at θ = 1) beginning to dominate
in the spectrum. As the metal coverage increases fur-
ther, the latter peak shifts toward lower binding ener-
gies and, at θ ≥ 1.5, transforms into two quite well-
resolved peaks. The spacing of these peaks on the
energy scale is the same as that for the clean silicon sur-
face, but both peaks are significantly (1.5 eV) shifted
toward lower binding energies.

The above, rather complicated pattern of evolution
of the photoelectron spectra of Si 2p core level of sili-
con can be convincingly interpreted assuming that the
formation of an Yb–Si(100) heterointerface involves
the following processes:

(a) intermixing of Si and Yb atoms at the interface;
(b) dissolution of Si atoms in the metallic ytter-

bium film;
(c) charge transfer from electropositive Yb atoms to

electronegative Si atoms, which decreases the binding
energy of electrons populating the Si 2p level.

Indeed, evolution of the Si 2p spectrum observed in
the region of θ < 1.5 consists in the formation of a very
broad peak to the right of the signals of pure silicon.
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
This result is indicative of the charge transfer from
deposited Yb atoms to Si atoms. The very large width
of the observed peak is related to the fact that Si atoms
accounting for this signal occur on the surface in vari-
ous states and, accordingly, possess different charges.
This situation may arise if Si and Yb atoms form a dis-
ordered or amorphous two-component film. Obviously,
the binding energy of electrons populating Si 2p levels
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Fig. 1. Normalized photoelectron spectra of (a) the valence
band of silicon and the Yb 4f level and (b) the Si 2p level in
the Yb–Si(100) system for the degree of ytterbium coverage
θ = 0 (1), 0.15 (2), 0.3 (3), 0.5 (4), 0.7 (5), 0.85 (6), 1.0 (7),
1.5 (8), 3 (9), 8 (10), and 20 (11). The spectra were excited
using photon energies hν = 108 (a) and 130 eV (b).
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will vary, depending on the state in which the given
atom occurs. If this variation exceeds the magnitude of
the spin–orbit splitting for the Si 2p level (0.608 eV),
the experimental spectra display a single broad signal
instead of two peaks.

For θ > 0.15, the broad signal splits into two narrow
peaks. This implies that the number of possible states in
which Si atoms can occur in the growing ytterbium film
has significantly decreased. This is most likely related
to the onset of formation of a quite ordered metallic
ytterbium film containing dissolved Si atoms.

The above notions are partly confirmed by the Yb 4f
spectra (Fig. 1a) and by the results of our structural
investigations. Indeed, an increase in the amount of
deposited ytterbium in the interval of coverages 0.15 <
θ ≤ 1.5 is accompanied by the broadening of peaks in
the spectra of the Yb 4f level. This broadening indicates
that Yb atoms occupy qualitatively different positions
in the growing film. Apparently, a certain fraction of
dissolved Si atoms can segregate at the film surface.
However, the content of such atoms is likely to be
small. This conclusion follows from the results of mea-
surements of the work function [6]. According to these
data, the change in the work function upon deposition
of Yb atoms on Si(100) is very large, exceeding 2 eV
for θ > 1. Evidently, if the density of electronegative
Si atoms on the surface of ytterbium film were large,
the change in the work function would be much less
pronounced.

For θ > 3, the Yb 4f spectra are identical to the spec-
tra of bulk ytterbium. This is evidence of the formation
of a metallic ytterbium film featuring at least a short-
range order.

According to the results of our structural investiga-
tion, the diffraction reflections of the clean (2 × 1)-
reconstructed Si(100) surface disappear at θ ≈ 0.5,
while the 1 × 1 pattern due to the bulk lattice of Si
atoms practically vanishes at θ ≈ 1. These results can be
considered as evidence that the deposition of Yb atoms
up to a coverage of θ ≤ 1 is accompanied by the forma-
tion of a two-dimensional amorphous film comprising
a mixture of Yb and Si atoms.

For the coverages θ ≥ 3, corresponding to the forma-
tion of a metallic ytterbium film (see Fig. 1a), the
T

LEED pattern displayed only a diffuse background.
However, this result does not contradict the conclusion,
based on the spectra presented in Fig. 1b, according to
which this coverage corresponds to a more or less
ordered film. Indeed, this ordering may have a limited
character, for example, in the case of a film consisting
of misoriented crystallites. Obviously, such a film will
not give a regular LEED pattern.

Thus, experimental results obtained in this study
indicate that the deposition of ytterbium onto recon-
structed Si(100)2 × 1 surface at 300 K in the range of
submonolayer surface coverages θ leads to destruction
of the surface dimers. This is accompanied by the for-
mation of an amorphous film consisting of mixed Yb
and Si atoms. For θ > 1.5, a partly ordered metallic
ytterbium film containing dissolved Si atoms is formed
on the substrate surface. In all stages of deposition,
there is charge transfer from Yb to Si atoms, which is
manifested by a shift of the Si 2p core level. This shift
is especially pronounced (reaching 1.5 eV) for silicon
atoms dissolved in the metallic film.
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Abstract—The growth of silicon carbide (SiC) nanoclusters by molecular beam epitaxy on silicon substrates
has been studied using a combination of experimental and theoretical methods. The first results concerning the
initial stages of this growth are presented. © 2004 MAIK “Nauka/Interperiodica”.
Unique properties of silicon carbide (SiC), includ-
ing high thermal and radiation stability, high thermal
conductivity, large breakdown fields, high carrier injec-
tion rate, the possibility of operation at high frequen-
cies, and some others, make this wide-bandgap semi-
conductor very attractive for applications in micro- and
optoelectronics [1]. However, this material still has not
found wide use because of the considerable difficulties
encountered in all attempts to obtain high-quality
defect-free single crystals of required dimensions at
acceptable expenditures. The most promising method
of obtaining 3C-SiC samples is molecular beam epit-
axy (MBE) on high-quality single crystal silicon sub-
strates for which the production technology is well
developed.

Another promising field of application for silicon
carbide is related to the creation of semiconductor het-
erostructures with SiC-based quantum dots. In such
structures, SiC nanoparticles can play the role of quan-
tum antidotes of tunnel barriers. Unfortunately, because
of the large mismatch of the coefficients of temperature
expansion and the lattice parameters of silicon (5.43 Å)
and silicon carbide (4.35 Å), considerable elastic
stresses arise at the interface and lead to the formation
of structural defects significantly impairing the quality
of growing epilayers. Therefore, solving the task of
obtaining high-quality SiC-based structures with
desired characteristics requires a complex experimental
and theoretical investigation of the processes involved
in the initial stage of the epitaxial growth of SiC on the
surface of silicon substrates.

In this context, we have experimentally studied the
initial stages of nucleation and growth of silicon car-
bide under the conditions of MBE using electron-beam
evaporation of carbon with deposition onto (111)- and
(100)-oriented single crystal silicon substrates. The
deposition conditions were varied within a broad range
1063-7850/04/3008- $26.00 © 20641
of substrate temperatures (350–1250°C) and carbon
flux densities (1012–1017 cm–2). The structure and mor-
phology of the deposits and the kinetics of related pro-
cesses were studied by reflection high-energy electron
diffraction (RHEED), atomic force microscopy (AFM),
and spectral ellipsometry (SE) [2]. Using AFM data, we
also determined the surface density, dimensions, and
shapes of SiC clusters.

As a result of these experimental investigations, it
was established that the MBE growth of SiC involves
the following main stages:

(1) adsorption of carbon atoms;
(2) modification of the surface superstructure and

the formation of a Si1 – yCy solid solution;
(3) nucleation of SiC in the Si1 – yCy solid solution;
(4) transition from quasi-two-dimensional (2D) to

3D growth of the nuclei;
(5) growth and coalescence of the nuclei;
(6) growth of the SiC epilayer and the formation of

cavities on the silicon side of the SiC–Si interface.
The minimum temperature necessary for the forma-

tion of SiC was 500°C. Figure 1 shows an AFM image
illustrating nucleation on a Si(111) surface exposed to
a carbon flux of 5 × 1013 cm–2 s–1 for a time period of
about 10 s at 925°C. As can be seen, MBE results in the
formation of cone-shaped 3D clusters with an average
radius on the order of 700 Å, an average height of about
40 Å, and a surface density on the order of 109 cm–2.

A physical model describing the nucleation and
growth of SiC nanoclusters must take into account
microscopic features of the system studied, involving
diffusion transport of Si and C atoms on the surface and
in the bulk of substrate, the surface structure, the pres-
ence of elastic stresses in the crystal lattice, etc. How-
ever, it is very difficult to trace the evolution of this
004 MAIK “Nauka/Interperiodica”
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Fig. 1. AFM image of a Si(111) surface exposed for 5 s to an atomic carbon flux of 5 × 1013 cm–2 s–1 at 925°C.
macroscopic system on a macroscopic time scale. For
this reason, we suggest using a combination of the afore-
mentioned experimental techniques and a complex of
computer-aided methods, including molecular dynamics,
kinetic Monte Carlo calculations, and analysis of kinetic
equations for modeling the growth of SiC nanoclusters
and the evolution of their dimensions and shapes.

We have assessed the possibility of using the classi-
cal molecular dynamics (MD) method to estimate the
activation energy of migration for carbon adatoms on the
silicon crystal surface. The MD method, which is
described in sufficient detail elsewhere (see, e.g., [3, 4]),
reduces to solving the Newton equations of motion for
a given system of atoms (representing a model crystal
and growing crystalline clusters). The particular algo-
rithm used in this study was described in [4–8]. Forces
acting upon each atom were calculated using a many-
body potential proposed by Tersoff [9], which is known
to describe with good accuracy some properties of Si,
C, and 3C-SiC, such as the cohesive energy, lattice
parameters, elastic constants, and energies of point
defect formation.

In order to determine the adsorption sites of atoms
(Si or C) on the silicon surface and elucidate the possi-
ble pathways of diffusion, it is necessary to construct
the so-called potential energy surface. The local min-
ima on this surface correspond to the possible adsorp-
tion sites. The initial model considered Si adatoms on
the Si(100) surface with a 2 × 1 reconstruction. The first
calculation was performed for a silicon crystal with

Minimum activation energies of migration for Si adatom on
a (2 × 1)-reconstructed Si(100) surface estimated using the
MD method (this study), ab initio calculations [11], and
experimental SEM data [12]

Activation energy 
of migration MD Ab initio Experiment

Em, eV 0.68 0.60 0.67 ± 0.08
TE
dimensions 6a0 × 6a0 × 6a0 (where a0 is the crystal lat-
tice parameter), possessing a diamond structure, a 2D
periodicity, and two free (100) faces reconstructed
according to the symmetric 2 × 1 superstructure (see,
e.g., [10]). As is known, the uppermost layer of atoms
in this reconstruction comprises rows of dimers aligned
in the 〈110〉  direction. MD calculations for this surface
were optimized by selecting a minimum periodicity
cell with the X axis perpendicular to the rows of dimers
and the Y axis parallel to these rows. The potential
energy surface was calculated by placing an adatom in
one of the preset positions (x, y) over a certain cell. The
positions were selected proceeding from a uniform grid
with a step of 0.04a0 (a total of 861 points). The initial
height of the adatom over the surface was 0.5a0. Then,
the total potential energy of the system was minimized
so that atoms of the crystal could perform arbitrary dis-
placements, while the adatom was capable of moving
only in the Z axis direction (i.e., perpendicularly to the
crystal surface). 

In order to describe the diffusion of adatoms on the
surface, it is necessary to determine the activation
energy for the jumps between two adsorption sites.
According to the results of Brocks et al. [11], there are
two main directions for the possible diffusion of ada-
toms: along and across the rows of dimers on the recon-
structed surface. An analysis of the potential energy
profiles in these directions gave the values of minimum
thresholds for the activation energy of migration along

the rows (Y axis):  = 0.68 eV for silicon (Fig. 2) and

 = 0.86 eV for carbon. In the perpendicular direction
(X axis), the minimum barrier height is the same (1 eV)
for adatoms of both kinds. Thus, the surface diffusion
of adatoms is anisotropic and proceeds predominantly
along the rows of dimers. This conclusion, as well as
the estimates obtained for the activation energy of
migration agree well with the results of ab initio calcu-
lations [11] and with experimental data obtained by
scanning electron microscopy (SEM) [12]. The mini-
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mum estimates of Em obtained by different methods are
listed in the table.

The MD method cannot be used for simulating the
process of cluster nucleation, because considerable
computational requirements lead to a sharp increase in
the characteristic time scale. In order to obtain informa-
tion concerning the shapes of clusters and the distribution
of their dimensions in the initial stage of the 2D growth,
we used the kinetic Monte Carlo calculations [13] and
developed a model of the formation of 3D nuclei of SiC
on silicon. The model parameters were verified by com-
paring the results of Monte Carlo calculations to the
available experimental data.

The growth of SiC nanoclusters and the evolution of
their dimensions and shapes were studied using the
method of kinetic equations [2, 14]. Within the frame-
work of this analysis, we developed a physical model
describing the growth of pyramids observed in experi-
ment (Fig. 1) and their conversion into a SiC layer com-
posed of cylinders or parallelepipeds (modeling a poly-
crystalline epilayer). Collisions between C adatoms
deposited in the course of epitaxy and migrating over
the surface of silicon lead to the nucleation of SiC nan-
oclusters [14]. Colliding with the existing clusters, C
adatoms are attached to them, which accounts for the
lateral growth. Mechanical stresses in the substrate
plane increase with the cluster size [15–17], which
leads to a decrease in the energy barrier for the migration
of Si and C atoms from the periphery to the top of a clus-
ter. The resulting atomic flow forms and completes the
upper layers of the cluster. The need for silicon atoms in
the uppermost layer is satisfied at the expense of their
flow from a subsurface region, which results in the for-

H

D

1.8

1.6

1.4

1.2

1.0

0.8

0.6

∆E, eV

–0.4 –0.3 –0.2 –0.1 0 0.1 0.2 0.3 0.4

D, lattice periods

Fig. 2. Potential energy profile of a Si adatom on a (2 × 1)-
reconstructed Si(100) surface in the direction correspond-
ing to a minimum barrier for the surface migration (D and
H are the local energy minima; the arrow indicates the bar-
rier height).
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mation of cavities in the substrate [18, 19]. The proposed
model is verified using available experimental data by
comparison between the theoretical and experimental
distributions of clusters with respect to the lateral size
and height.

Thus, we have used a combination of experimental
and theoretical methods to study the growth of silicon
carbide nanoclusters and epilayers in the course of
MBE on silicon substrates. The first results concerning
the initial stages of this growth have been obtained.
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Lasing Wavelength of Quantum Dot Heterostructures
Controlled within the 1.3–0.85 mm Range
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Abstract—We have studied the effect of high-temperature annealing on the properties of a laser heterostructure
with InAs quantum dots in AlAs/GaAs superlattice. By increasing the time of annealing at 700°C, it is possible
to provide for a smooth variation of the lasing wavelength from 1290 to 916 nm at a constant threshold current
density (250 A/cm2 at T0 = 110 K). By annealing the structure at 750°C, the lasing wavelength can be reduced
to 845 nm. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. Lasers with quantum dots (QDs) in
the active medium exhibit record low threshold cur-
rents, high differential efficiency, and high thermal sta-
bility [1]. However, the lasing wavelength of QDs in a
GaAs matrix is limited from below on a level of 1.0–
1.2 µm. In practice, laser QD structures obtained using
various methods on GaAs substrates emit at 1.3 µm [2]
and 1.5 µm [3]. However, from the standpoint of poten-
tial applications of QD lasers, it would be of impor-
tance to expand the working range of QD lasers toward
shorter wavelengths.

As is known, high-temperature annealing of QD
structures (either post-growth or in the course of depo-
sition of the upper emitter layer) leads to a short-wave-
length shift of the laser emission line as a result of par-
tial mixing of the QD and matrix materials [4]. In par-
ticular, it was reported [5] that room-temperature
emission at 950 nm was achieved in a laser heterostruc-
ture with InGaAs quantum dots in GaAs matrix upon
annealing at 700°C. The threshold current density was
about 240 A/cm2. To the best of our knowledge, lasing
at wavelengths below 900 nm was never reported in the
literature.

Obviously, the short-wavelength limit of a QD laser
heterostructure is determined by the bandgap width of
the matrix. Therefore, materials with greater bandgap
widths such as AlGaAs or Al(Ga)As/GaAs superlat-
tices are preferred to GaAs as matrices for QD arrays.
It would also be highly desirable to provide for a long-
wavelength lasing in the initial (as-grown, unannealed)
structure. Then, the possibility of wavelength tuning
within a broad range through variation of the annealing
regimen would open the way to obtaining lasers operat-
ing in various spectral regions from an epitaxial struc-
ture grown on the same wafer. Here, the key point is
1063-7850/04/3008- $26.00 © 0644
small variation of the threshold characteristics of QD
lasers in the course of annealing.

It will be demonstrated below that annealing at
700°C weakly influences the threshold current density
and the characteristic temperature of multilayer QD
arrays in AlAs/GaAs superlattices. At a lasing wave-
length of about 1.3 µm in the initial structure, the range
of controlled variation of this wavelength exceeds
400 nm. The minimum lasing wavelength reached in
our experiments was 845 nm.

Experimental. The laser heterostructures were
grown on n+-GaAs(100) substrates by molecular beam
epitaxy in a Riber-32P system. Features of the epitax-
ial growth of InAs quantum dots are described else-
where [6]. The room-temperature photoluminescence
wavelength of these QDs is about 1.28 µm. The active
region comprised five QD layers in a short-period
AlAs/GaAs superlattice matrix. Emitters of the n and
p type were obtained by depositing 1.3-µm-thick layers
of Al0.8Ga0.2As doped with Si and Be atoms, respec-
tively. The substrate temperature during deposition of
the laser structure did not exceed 600°C.

After epitaxial growth, the plate was cut into several
parts and some of these were subjected to high-temper-
ature annealing in a flow of arsenic in the growth cham-
ber of the MBE setup. The annealing was performed at
700°C for various times within 1–4 h or at 750°C
for 2 h.

All samples of the laser heterostructure were used to
fabricate laser diodes in the geometry with four cleaved
edges. The laser characteristics were studied at room
temperature in the pulsed pumping regime at a fre-
quency of 5 kHz and a pulse duration of 0.2 µs. The out-
put signal was detected using a germanium photodiode.
2004 MAIK “Nauka/Interperiodica”
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Results and discussion. Figure 1 shows the spectra
of room-temperature lasing recorded 5% above the
generation threshold for four-cleavage lasers fabricated
from the samples annealed in various regimes. Figure 2
presents a summary of data for the dependence of the
lasing wavelength on the time of annealing at 700°C
and shows variation of the threshold current density.

In the initial structure, the lasing wavelength is
1290 nm at a threshold current density of 250 A/cm2.
As can be seen, annealing at 700°C for increasing times
is accompanied by a gradual shift of the lasing wave-
length toward shorter values. The shift is most signifi-
cant after the first 1-h annealing, whereby the lasing
wavelength decreases to 998 nm. Subsequently, the las-
ing wavelength exhibits saturation with increasing
duration of annealing. The minimum lasing wavelength
achieved in this series of experiments was 916 nm. The
threshold current density exhibits weak growth after the
first anneals but eventually again decreases to 250 A/cm2.
It should also be noted that the electrical properties of
laser diodes, such as the forward voltage and resistance,
remained constant during thermal treatment to within
the experimental error.

Figure 3 shows the temperature dependence of the
threshold current density (curves 1 and 3) and the lasing
wavelength (curves 2 and 4) for lasers fabricated from
the initial heterostructure (curves 2 and 3) and the sam-
ples annealed for 4 h at 700°C (curves 1 and 4). The las-
ing wavelength exhibits a linear increase with the tem-
perature for both initial and annealed samples. The
room-temperature threshold current density is
described by a characteristic temperature of T0 = 110 K.
This high value is retained up to 100°C in the initial
sample and up to 70°C in the sample upon the first
anneal. Subsequent anneals decrease the characteristic
temperature to 60 and 30 K.

The decrease in the lasing wavelength as a result of
annealing is indicative of a decrease in the energy sep-
aration between electron states in the DQs and the
matrix. We estimated the effective bandgap width of the
obtained superlattice as 0.57 eV. Thus, the energy sep-
aration of levels decreases from 0.6 eV in the initial
structure to 0.2 eV in the samples annealed at 700°C for
4 h. Such weakly localized QD arrays usually exhibit
high values of the threshold current density and a strong
temperature dependence of the characteristics, which is
related to the thermal injection of charge carriers into
the matrix [7].

The fact that a significant decrease in the lasing
wavelength as a result of annealing in the structure
studied is not accompanied by deterioration of the
room-temperature threshold characteristics can be
related to the presence of several DQ layers in the active
region. Multilayer QD arrays allow the relative contri-
bution of the thermal population of the matrix to be
reduced as a result of the higher optical amplification.
Another remarkable circumstance is the high stability
of QD arrays with respect to the formation of structural
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
defects in the course of prolonged high-temperature
annealing. At the same time, a decrease in the energetic
localization of QDs relative to the matrix upon anneal-
ing is manifested by a decrease in the range of high-
temperature stability and in the T0 values in the region
of elevated temperatures.

Obviously, the change in the lasing wavelength
depends not only on the duration of annealing, but on
the annealing temperature as well. It is less evident that
the effects of these factors are different. Saturation of
the lasing wavelength with increasing annealing time
determines the short-wavelength limit, which cannot be
crossed at a given annealing temperature by further
increasing the treatment duration. We can ascertain
that, for the QD structure under consideration, the
shortest wavelength achieved upon a very long (“infi-
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Fig. 1. Spectra of room-temperature lasing recorded 5%
above the generation threshold for four-cleavage lasers fab-
ricated from samples annealed in various regimes.
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nite”) annealing depends only on the annealing temper-
ature.

In particular, annealing at a temperature of 600°C or
below does not lead to any significant change in the las-
ing wavelength of the given QD array. For the structure
studied, the minimum wavelength achieved by anneal-
ing at 700°C is about 0.9 µm. At the same time, an
increase in the annealing temperature to 750°C allows
the region of still shorter wavelengths to be reached:
after a 2-h annealing at this temperature, the lasing
wavelength decreased to 845 nm. However, the thresh-
old current density of this laser increases to 750 A/cm2,
which is probably explained by a strong decrease in the
energy localization of QDs relative to the matrix.

Conclusions. We demonstrated good prospects of
using InAs quantum dot arrays in AlAs/GaAs matrices
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Fig. 3. The temperature dependence of (1, 3) the threshold
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(1, 4) the samples annealed for 4 h at 700°C.
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for obtaining lasers with working wavelengths con-
trolled by high-temperature annealing. It was shown
that, by changing the annealing regime, it is possible to
reduce the lasing wavelength from 1290 to 845 nm. The
annealing at 700°C is not accompanied by deterioration
of the threshold characteristics of laser diodes.
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Abstract—Transient processes in a third-order radiophysical flow system are studied and a map of the transient
process duration versus initial conditions is constructed and analyzed. The results are compared to the arrange-
ment of submanifolds of the stable and unstable cycles in the Poincaré section of the system studied. © 2004
MAIK “Nauka/Interperiodica”.
In most investigations devoted to various dynamical
systems, the effort is concentrated on the established
regimes, while the transient processes preceding the
attainment of a certain stable state receive much less
attention. However, the knowledge about the behavior
of the imaging point before attaining the attractor, the
duration of this transient process, and the dependence
of the transient time on the control parameters provides
a deeper insight into various phenomena observed in
the system (such as, e.g., transient chaos—a phenome-
non representing essentially the transient process [1–3]
of a special kind). Previously, we studied in much detail
the transient processes in discrete maps [4–6].

This study addresses transient processes in a model
system with continuous time and considers the depen-
dence of the character of these processes on the regime
of oscillations and on the arrangement of the manifolds
of saddle cycles in the phase space.

The model system is a two-circuit radiophysical
autooscillator described by the following system of
equations [7]:

(1)

where α and γ are the control parameters and f(x) is a
dimensionless function determining the current–volt-
age characteristic of the nonlinear element of the sys-
tem under consideration. This characteristic has the
form

(2)

dx
dτ
------

α 1–( ) f x( ) z–
γ

-------------------------------------,=

dy
dτ
------

α f x( )
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--------------,–=

dz
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----- γ x y+( ),=

f x( ) 1
2
---x–

3
4
--- x 1+ x 1––( ),+=
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representing a three-segment piecewise linear function.
System (1) has been studied in sufficient detail [8–11]
and, despite simple circuitry and the form of the charac-
teristic function (2), admits complex periodic, quasiperi-
odic, and chaotic oscillations in the absence of external
action [8]. We will consider the set of control parameters
for which the system exhibits multistability [9, 10]:
when α = 1.5 and γ = 3.0, the system features oscilla-
tions with periods 7, 8, or 15, depending on the initial
conditions.

A map of the transient process duration versus the
initial conditions was constructed in the Poincaré sec-
tion of the phase space by the z = 0 plane. Since the
Poincaré section reduces the n-dimensional flow system
to an (n – 1)-dimensional system with discrete time [12],
the transient process duration can be determined using
the method developed for maps [4, 5]. According to
this, the phase trajectory with a length of several itera-
tions is calculated for all values of the initial conditions
(x0, y0) by the fourth-order Runge–Kutta method with a
step of 0.005. This procedure determines a certain
sequence of the points of intersection of the phase tra-
jectory with the plane of the Poincaré section. It was
suggested a priori that, upon this (sufficiently large)
number of iterations, the transient process is com-
pleted. Then, the obtained sequence of the intersection
points is checked for coincidence of the coordinates of
these points to within a preset accuracy. If this verifica-
tion does not reveal points with coinciding coordinates,
a longer transient process is selected and the procedure
is repeated until a regime attained by the system is
found.1 The period of a cycle attained by the imaging
point is determined by the number of points in the
Poincaré section between two points with coinciding
coordinates, while the number of iterations accom-
plished by this moment multiplied by the time step

1 Algorithm for determining the transient process duration in a cha-
otic regime is described in [5, 6].
004 MAIK “Nauka/Interperiodica”
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gives the transient process duration. Differences in the
transient process duration are mapped in terms of the
gray gradation scale.

Figures 1a and 1b present maps of the transient pro-
cess duration versus initial conditions for the cycles of
period 7 and 8, respectively. As can be seen, these maps
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Fig. 1. Gray gradation maps of the transient process dura-
tion versus initial conditions for the cycles of periods
(a) 7 and (b) 8. Bright regions correspond to shorter tran-
sient processes, while dark regions represent longer tran-
sients. In panel (b), solid and dashed lines indicate stable
and unstable manifolds of the saddle cycle 1 : 8, respec-
tively (not all of the unstable manifolds are depicted). Black
and bright points correspond to stable and unstable saddle
cycles, respectively. Region 1 corresponds to the initial con-
ditions from which the imaging point goes to infinity.
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exhibit more and less intensely colored regions. Dark
regions are situated at the boundaries of shaded areas,
while bright regions are situated inside these areas.
Shorter transient processes correspond to bright
regions, while longer transients are mapped by the dark
regions.

We also determined which transient process dura-
tions (longer or shorter) dominate for a given set of con-
trol parameters in each oscillation regime. For this pur-
pose, we constructed the distribution of initial condi-
tions (x0, y0) occurring in the Poincaré section (N) over
the intervals of transient process durations (∆T). To
determine this, we select a certain interval [T, T + ∆T]
and count the number of initial conditions in the basin
of attraction in the Poincaré section for which the tran-
sient process durations fall within the selected interval.
The corresponding normalized distributions are pre-
sented in Fig. 2, where values in the abscissa axis are
normalized to the maximum transient process duration
(T0) and those in the ordinate axis are normalized to the
total number of points (N0) in the given basin of attrac-
tion. With this normalization, the area under a curve is
equal to unity.

As can be seen from Fig. 2, the peaks of distribu-
tions for the cycles of periods 8 and 15 are shifted
toward relatively shorter transient process durations
(for each of these cycles, the transient process durations
vary within a more or less broad range). This shift
agrees with the data for 1 : 8 cycle in Fig. 1b, where the
darkest regions (corresponding to maximum transient
process durations) occupy the minimum area. Such
behavior is related to the arrangement of stable mani-
folds of the unstable (saddle) cycles forming the bound-
aries of the basins of attraction of the corresponding
attractors. Proximity of the peak of distribution for the
cycle of period 1 : 7 to the middle of the interval of tran-
sient process durations can be explained by the rela-
tively small size of the basin of attraction for this cycle
in comparison to the basins of attraction for the other
cycles (the total number of points for which this distri-
bution was constructed is 36000; the corresponding
number of points for the 1 : 8 cycle is greater by a factor
of ten, while the number of points for the 2 : 15 cycle is
greater by a factor of two). The main part of the basin
of attraction for the 1 : 7 cycle occurs in a region distant
from the attracting cycle. This implies that imaging
points with the initial conditions distant from the limit
cycle spend a rather long time for attaining the attract-
ing cycle.

Another peculiarity observed in Fig. 2 is the pres-
ence of two humps in the distribution of initial condi-
tions for the 2 : 15 cycle. This pattern can also be related
to certain features in the structure of the given basin of
attraction, which is significantly scattered over the
entire Poincaré section. Another possible reason for this
irregularity could be insufficient statistics, but the
results of calculations of the maps of transient process
durations with a fourfold difference in the numbers of
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initial conditions showed no qualitative changes in the
shape of distribution. Therefore, we can ascertain that
the observed distribution shape is inherent in the system
studied.

Figure 1b shows the arrangement of stable and
unstable manifolds of the saddle limit cycle 1 : 8 in the
Poincaré section. Near the immobile point, the mani-
fold represents a straight segment coinciding with the
eigenvector of the monodromy matrix [13]. Arbitrarily
selecting a certain number of points in the vicinity of
this manifold and tracing their evolution, it is possible
to determine the arrangement of manifolds (more rigor-
ous methods for determining this arrangement are
described in [14]). Stable and unstable manifolds are
indicated by solid and dashed lines, respectively. Inter-
sections of the unstable saddle cycle and the Poincaré
section are indicated by bright points, and intersections
of the stable cycle and the z = 0 plane are indicated by
black points. As can be seen from this figure, the dark-
est regions of the map coincide with stable manifolds of
the saddle cycle. These very regions correspond to the
maximum transient process durations. This is related to
the fact that the motion of an imaging point over such a
manifold takes a long time, because the velocity of this
motion tends to zero as the point approaches the mani-
fold (in this case, of the saddle cycle). At the same time,
the lines of stable manifolds are directed from the
regions corresponding to long transient times to the
regions of shorter times surrounding the points of inter-
section of the stable cycle and the Poincaré section.
Here, the stable manifold connects the stable and unsta-
ble saddle cycles. However close the imaging point is to
the unstable cycle or its stable manifold, it will quite
rapidly come to the stable cycle. This means that there
is only a small number of imaging points starting from
the initial conditions situated in the nearest vicinity of
the stable manifold and performing actually long tran-
sients. This conclusion is confirmed by the fact that
shorter transients are predominating in the distribution
of the transient process durations (Fig. 2).

To summarize, we have studied transient processes
in a third-order radiophysical flow system (an
autooscillator of the Chua type), constructed a detailed
map of the transient process durations in the plane of
the Poincaré section in the region of control parameters
corresponding to multistability, and determined distri-
bution of the initial conditions with respect to the tran-
sient process duration. Analysis of these maps and dis-
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
tributions revealed important peculiarities in the behav-
ior of transient processes in the basins of attraction of
various cycles.
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Abstract—Quantum effects accompanying the transport of electron beams in nanodimensional structures have
been studied. The possibility of controlling the electron beam in such structures by external electric field is con-
sidered. A two-dimensional control system is proposed comprising a resonator connected to a finite number of
waveguides. A method of calculation of the scattering matrix and the wave function in such structures is devel-
oped. It is possible to select the control field parameters for which the beam is reliably transferred to a preset
channel. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. The creation of solid state and vac-
uum structures on the micron and nanometer scales
opens ways to the development of novel devices.
Examples are offered by microwave devices with direct
cold emission into the wave field [1], switching devices
based on quantum wires [2], etc.

This study addresses the possibility of controlling
electron beams in the domains with characteristic
dimensions comparable with the electron wavelength,
whereby quantum effects become predominating. It
should be noted that such control systems can be cre-
ated by methods of both solid state electronics and vac-
uum nanoelectronics.

Let us consider a two-dimensional control system
comprising a resonator connected to three waveguides.
One of these waveguides delivers an electron beam to
the resonator, while the other two are used to shunt off
the beam from the resonator. The waveguide and reso-
nator walls represent potential barriers for electrons.
Assuming the electron energies to be sufficiently small,
we can ignore the effects of secondary emission [3]. A
variable potential is applied to control electrodes situ-
ated at the outer boundaries of the resonator. Small
dimensions (10–100 nm) and, hence, small capaci-
tances of the system provide for the high operation
speed. This device can be used, for example, as a switch
with an ultrashort operation time, an element amplify-
ing or generating microwave signals, etc.

Description of the model. Consider a two-dimen-
sional domain D containing a resonator (a disk of
radius ρ0) connected to three channels (waveguides)
representing semi-infinite bands of the same width d
(Fig. 1). Let the directions of axes of two channels (for
certainty, the 2nd and 3rd) be symmetric relative to the
direction of the 1st channel.

In the one-electron approximation (with neglect of
the self-consistent effect of the space charge of elec-
1063-7850/04/3008- $26.00 © 20650
trons), the electron wave function Ψ(x, y) obeys the
Schrödinger equation1

(1)

We assume that the motion of particles is restricted to
the domain D and that the wave function Ψ(x, y) is zero
on the boundary of this domain.

In Eq. (1), the potential U(x, y) controlling the elec-
tron beam is determined by the variable potentials V1,
V2, and V3 applied to the resonator walls A1, A2, and A3.
The system is assumed to be shielded along three non-
closed contours B1, B2, B3 consisting of the circular seg-
ments of radius B and the rays going to infinity along
the channel walls (depicted by thick dashed lines in
Fig. 1). Thus, the potential U is a solution of the
Dirichlet problem for the Laplace equation in the infi-
nite domain DB bounded by the shields B1, B2, B3 (obey-
ing zero boundary conditions) and segments A1, A2, A3
with the given potentials V1, V2, V3. As is known [4], this
solution exponentially decays along the channels.
Therefore, an approximation for U can be taken in the
form of the above solution (continued by zero along the
channels) in the finite domain of DB inside a circle of
sufficiently large radius with zero boundary conditions
on the arcs crossing the channels.

The scattering problem in the part D will be consid-
ered in the range of energies π2 < E < (2π)2 because
(i) in the adopted system of units, the energy E of elec-
trons moving in the channels must exceed π2; (ii) the
number of scattering channels increases for the electron
energies E > (2π)2, which makes effect in question; and
(iii) this energy range for d = 1–10 nm corresponds to
the typical values of particle energies within 0.01–1 eV.

1 Lengths are measured in units of the channel width d and ener-
gies are measured in the units of "2/(2m*d2), where m* is the
effective mass of electron.

∆Ψ– U x y,( )Ψ+ EΨ.=
004 MAIK “Nauka/Interperiodica”
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Let a low-intensity beam of electrons be injected
into the system via the first channel, as described by the

wave function Ψin = φ(z1) , where λ = ,

φ(z) = cos(πz)/ , and (rj, zj) (j = 1, 2, 3) are the longi-
tudinal and transverse coordinates in the jth channel
(the walls correspond to zj = ±1/2). To within the terms
exponentially decaying as rj  ∞, the scattering field
has the following form:2 

(2)

The question is whether a combination of the energy
E and the control potentials V1, V2, V3 can exist such
that the scattering probability will be concentrated
either in the 2nd or in the 3rd channel (i.e., either
|s12|2 ≈ 1 or |s13|2 ≈ 1). If this is possible, we can switch
the electron beam between output channels by reversal
of the control potentials V1 and V3.

Below, we describe a rather general and effective
method of numerical computation of the scattering
coefficients, which provides a positive answer to the
above question.

Method of calculation of scattering coefficients.
Consider a solution to Eq. (1) with asymptotic behavior
for rj  ∞ of the type

(3)

We are interested in determining the scattering coeffi-
cients s1j . The main idea of the proposed scheme of cal-
culations is as follows.

Let us consider a finite domain DR , obtained from D
by rejecting the parts of channels with rj > R, and find a
function ψR satisfying equation (1) inside DR , vanish-
ing at the boundary of this domain except for the seg-
ments rj = R and obeying the Neyman conditions in
these segments

(4)

with some coefficients cj (to be determined). Let us

2 Writing the scattering field in this form, we assume that each of
the three terms is nonzero only in the corresponding channel.

e
iλ r1–

E π2–

λ

Ψscatt s1 je
iλ r jφ z j( ), s1 j

2

j 1=

3

∑
j 1=

3

∑ 1.= =

Ψ φ z1( )e
iλ r1–

∼ s1 je
iλ r jφ z j( ).

j 1=

3

∑+

∂ΨR

∂r j

----------
r j R=

iλ δ1 jφ z1( )e iλR–– c jφ z j( )eiλR+( )=
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define the quantities cj from the condition

(5)

Used jointly, conditions (4) and (5) imply that rela-
tions (3) are approximately satisfied and we may hope
that, provided R is sufficiently large, the quantities cj

will satisfactorily approximate the scattering coeffi-
cient s1j .

Indeed, it is possible to show that

(6)

This statement has been proved for a somewhat differ-
ent (but more general) situation. This proof and estima-
tion of the coefficient γ can be found in [5–7].

The functional in (5) is quadratic with respect to cj .
Calculating the coefficients of this functional at a fixed
R, we can obtain the point cj corresponding to its mini-
mum in the form c = A–1b, where

(7)

ΨR r j R=

1/2–

1/2

∫
j 1=

3

∑
–δ1jφ z1( )e iλR– cjφ z j( )eiλR z jd  ° min.+

c j s1 j– 2

j 1=

3

∑ O e γR–( ).=
R → ∞

A jk u j
+

zp R= δjpφ zp( )eiλR–( )
1/2–

1/2

∫
p 1=

3

∑=

× uk
+

zp R= δkpφ zp( )eiλR–( )dzp,

b j u1
–

zp R= δ1 pφ zp( )eiλR–( )
1/2–

1/2

∫
p 1=

3

∑=

× u j
+

zp R= δjpφ zp( )eiλR–( )dzp.

s12eiλr2φ(z2)

B1

Ψin = e–iλr1φ(z1)

s11eiλr1φ(z1)

d 
=

 1

B3

A3

ρ0

D

A1

A2

s13eiλr3φ(z3)

B2

U|Ak
 = Vk; U|Bk

 = 0

z1

Fig. 1. Schematic diagram of the model system (see the text
for explanations).
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Here, (x, y) are the functions satisfying Eq. (1) in the

domain DR , obeying the Dirichlet conditions every-
where on the boundary of DR except for the segments
rp = R (p = 1, 2, 3), and meeting the conditions

∂ /∂  = ±iλδjpφ(zp)e±iλR on these segments.

Thus, we have reduced the calculation of the scattering
coefficients to solving the partial boundary-value prob-

u j
±

u j
± rp rp R=

40353025201510
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Fig. 2. The results of model calculations: (a, b) the scatter-
ing coefficients as functions of the energy E of incident
electrons for the control potentials V1 = 0, V2 = V3 = V =

(1.5π)2 ~ 22.2 and the resonator radius ρ0 = 1.5 (a) and 3 (b)

(solid cure shows the total losses |s11|2 + |s13|2, and dashed

curve shows the transmission coefficient |s12|2); (c, d) the

total losses |s11|2 + |s13|2 as functions of the control potential

V2 = V3 = V for V1 = 0, the electron energies E = (1.9π)2

(solid curve), (1.5π)2 (dashed curve), and (1.1π)2 (thick
solid curve for V & 10), and the resonator radius ρ0 =
1.5 (c) and 3 (d); (e, f) the patterns of wave function inten-
sity |Ψ(x, y)|2 for the control potentials V1 = 0, V2 = V3 = V =

(1.5π)2 ~ 22.2 in the cases of (e) resonator radius ρ0 = 1.5
and an electron energy of E ≈ 17.26 (the first point of mini-
mum losses in (a)) and (f) resonator radius ρ0 = 3 and an
electron energy of E ≈ 22.9 (the fourth point of minimum
losses in (b)).

(e) (f)
T

lems for the functions . These solutions can be
obtained by any appropriate numerical method. Obvi-
ously, the proposed approach is applicable for a system
with any number of channels and is insensitive to the
shape of the resonator.

Results of numerical analysis. Now, we will dem-
onstrate numerical results showing the existence of
combinations of the electron energy E and the control
potentials V1–V3 for which |s12|2 ≈ 1.

For the given numerical realization of the scheme
described above, the boundary-value problems for the

functions (x, y) were solved by the finite element
method. The triangulation grid was selected so as to
ensure calculation of the scattering coefficients with an
absolute error not exceeding 0.005. Then, the probabil-
ity of the total intensity of losses in the 1st and
3rd channels (i.e., the sum |s11|2 + |s13|2) can be consid-
ered as reliably computed if this probability is greater
than (2–5) × 10–5.

The set of problem parameters, besides the control
potentials V1, V2, V3 and the energy E, includes the
angles between channel axes, the resonator size ρ0, and
some other quantities. In order to reduce the number of
parameters and simplify calculations, we assume that
all angles between the channel axes are the same (as
depicted in Fig. 1) and V1 = 0. Preliminary test calcula-
tions showed that, owing to the symmetry of this sys-
tem, the difference V2–V3 affects the final results very
little, so that we can assume V2 = V3 = V.

Figure 2 shows some results of the model calcula-
tions. As can be seen, by varying one of the two param-
eters (E, V), it is possible to reduce the total intensity of
losses to a level below 0.1%. Small losses take place
when E and V are of the same order of magnitude. How-
ever, in the case of sufficiently small electron energies
(see solid cures in Figs. 2c and 2d), the electron beam
is virtually completely reflected. As can be seen from
the comparison of Figs. 2a versus 2b and 2c versus 2d,
the number of points corresponding to minimum losses
increases with the resonator radius ρ0 (this trend is
more pronounced with further increase in ρ).3 

Thus, by varying the potentials V1, V2, V3 in the sys-
tem under consideration, it is possible to control the
electron beam so that it will be switched (with a proba-
bility close to unity) between output waveguides. Other
numerical results showed that the control can be pro-

3 One more parameter in the problem under consideration is the
shielding radius B. The results presented here were obtained for
B = 6.5; for a closer shielding, the effect of small losses is some-
what more pronounced.

u j
±

u j
±
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vided by the field of an external electromagnetic wave
as well.
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Abstract—Correlations between the scale of surface structures formed upon high-velocity friction and the
wear intensity have been studied for Y-TZP ceramics with various values of the average grain size. An increase
in the sliding velocity from 4 to 11 m/s in the ceramics–steel friction couple leads to a decrease in the wear rate
(caused by a change in the mechanism of wear from high-temperature adhesive wear to that in the regime of
friction with boundary quasi-liquid lubricant film formation) and is accompanied by a decrease in the scale of
the crack network formed on the friction surface. © 2004 MAIK “Nauka/Interperiodica”.
High mechanical properties of partly stabilized zir-
conia-based ceramics, related to the stress-induced
martensitic transformation from a metastable tetrago-
nal (T) to the stable monoclinic (M) phase, make such
ceramics promising materials for friction units operat-
ing at high loads [1, 2]. Of special interest in this
respect are yttria-stabilized tetragonal zirconia poly-
crystalline (Y-TZP) ceramics [3].

As is known, realization of one or another mecha-
nism of wear during friction is closely related to struc-
tural transformations in the surface layers of materials
under particular tribodeformation conditions. For this
reason, analysis of the surface structures formed during
friction in the ceramics subject to structural transforma-
tions is of considerable importance.

This study was devoted to the analysis of correla-
tions between the scale of surface structures formed
upon high-velocity friction and the wear intensity for
Y-TZP ceramics with various values of the average
grain size.

The experiments were performed on samples of
two-phase Y-TZP ceramics with the composition
ZrO2—3 mol % Y2O3 with an average grain size vary-
ing from 0.9 to 2.9 µm, comprising (in the initial as-
fired state) a mixture of equiaxial grains of the tetrago-
nal and cubic zirconia phases. The friction tests were
performed using the rod-on-disk scheme without lubri-
cant, with a stepwise increase in the relative sliding
velocity from 4 to 11.2 m/s at a loading pressure of
5 MPa. The counterbody was a disk made of cast high-
speed steel. The friction path in all experiments was
1000 m. The structural and chemical transformations
on the friction surface of samples were studied by
methods of optical metallography, scanning electron
1063-7850/04/3008- $26.00 © 20654
microscopy (SEM), and electron probe microanalysis
(EPMA).

The results of tests showed that, as the relative slid-
ing velocity v  increases from 4 to 11 m/s, the wear
intensity (I) and the friction coefficient (f) of the studied
ceramics decrease (Fig. 1a). This behavior was
observed for all ceramics irrespective of the average
grain size. Figure 1b shows plots of the tribological
characteristics versus grain size d for Y-TZP ceramics
studied. As can be seen, the wear intensity I measured
at a velocity of v  = 4.3 m/s grows with increasing d; at
v  = 11.1 m/s, the wear intensity slightly decreases with
increasing grain size.

The results of SEM investigations showed that the
surface of Y-TZP samples upon friction tests in the
entire range of sliding velocities is covered with a net-
work of cracks oriented along and across the sliding
direction, forming a quasiperiodic pattern. As a result,
the sample surface appeared to be cut by these cracks
into rectangular fragments (blocks). After the tests at
v  = 7.7–11.1 m/s, the friction surfaces appeared rela-
tively smooth and contained a smaller number of
crashed and exfoliated regions as compared to the sur-
faces of samples tested at lower velocities. It should be
noted that the observed crack networks appeared only
during friction: the surface of the initial sample was
free of cracks.

The dimensions of particles in the wear products
depended on the sliding velocity. In the tests at v  =
4−6 m/s, there appeared particles of two types:
(i) relatively coarse fragments (with maximum size up
to 70 µm) of irregular shapes and (ii) smaller particles
of dimensions comparable with the ceramic grain size
(1–3 µm). The tests at v  = 7.7–11.1 m/s also led to the
formation of two fractions of particles, but the size of
004 MAIK “Nauka/Interperiodica”
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fragments in the coarse fraction (8–15 µm) was signif-
icantly smaller than that observed for the lower sliding
velocities (4–6 m/s).

The results of EPMA analyses of the friction surface
of ceramic samples in all cases showed the presence of
a surface layer containing the material transferred dur-
ing friction from the steel counterbody. SEM images
showed that, in samples tested at v  = 7–11 m/s, this
layer covers virtually the entire friction surface of
ceramics. The content of steel components both on the
friction surface and in the particles of wear products
increased with the sliding velocity.

Upon measuring distances between transverse
cracks in the direction of sliding and constructing their
distribution, we obtained the normal (Gaussian) profile
with a clear maximum. This is evidence of a certain
periodicity in the mutual arrangement of transverse
cracks in the sliding direction. Figure 2a shows the typ-
ical plot of the distance between cracks in the sliding
direction versus sliding velocity, which were observed

0.08

0.06

0.04

0.02

0

2 6 8 10 124

1.6

1.1

0.6

0.1

(a)

(b)

0.04

0.02

0
0.8 1.4 2.0 2.6

4.3 m/s

11.1 m/s

d, µm

v , m/s

I, mm3/m f

Fig. 1. Typical plots of (a) the wear intensity I and the fric-
tion coefficient f versus sliding velocity v  for Y-TZP ceram-
ics with an average grain size of 1.7 µm and (b) I versus
average grain size for Y-TZP ceramics tested at lower and
higher sliding velocities. The insets in (a) schematically
illustrate the change in the scale of the surface crack net-
work on the passage from high-temperature adhesive wear
to that in the regime of friction with boundary quasi-liquid
film formation.
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for ceramics with various values of the average grain
size. All such curves exhibit the same peculiarity: the
spacing of transverse cracks at v  = 7–11 m/s is smaller
than at v  = 4–6 m/s; moreover, the average distance
between cracks was virtually independent of the aver-
age grain size.

The process of wear at v  = 4–6 m/s can be inter-
preted in terms of the high-temperature adhesive inter-
action between ceramics and steel. This regime is char-
acterized by high wear intensities and large friction
coefficients, which is confirmed by data in Fig. 1a. As
was pointed out previously [4, 5], a decrease in the wear
intensity with increasing relative sliding velocity
(Fig. 1a) can be related to a decrease in the level of con-
tact stresses as a result of formation of the transfer layer
and its transformation from solid to quasi-liquid state.
This transformation is favored by high temperatures
developed in the friction contact zone (estimates
obtained according to [6], this region can be heated up
to 1500–2000°C, which is comparable with or even
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Fig. 2. The typical plots of (a) the average crack spacing 〈R〉
versus sliding velocity v  for Y-TZP ceramics with an aver-
age grain size of 1.7 µm and (b) the wear intensity I versus
average crack spacing 〈R〉  in the sliding direction for Y-TZP
ceramics with an average grain size of 2.93 µm.
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higher than the melting temperature of steel). The
intense mass transfer from steel to ceramic surface
leads to an increase in the amount of steel components
both on the worn surface and in the particles of wear
products. The aforementioned quasi-liquid film uni-
formly covering the friction surface on ceramic sam-
ples plays the role of a soft coat which, increasing the
effective area of contact between ceramics and the
counterbody, favors a decrease in the level of contact
stresses on the friction surface. Under these conditions,
whereby quasi-liquid film uniformly covers the surface
of ceramics, the friction coefficient exhibits a minimum
and approaches values typical of the regime of friction
with boundary lubricant (0.15–0.20 [6, 7]).

One of the most probable factors responsible for the
formation of a periodically arranged cracks are the elas-
tic oscillations arising during sliding friction in the “sam-
ple-friction test machine” system. It was reported [8]
that, at a certain relation between oscillation frequency
and the level of impact on the surface layer of a tested
material, such quasiperiodic cracking structures can
appear in the region of tensile stresses. More evidence
in favor of this mechanism is the decrease in the dis-
tance between cracks with increasing velocity (Fig. 2a).
This behavior can be explained by the decrease in the
spatial period of oscillations with increasing velocity
(i.e., with increasing couterbody rotation frequency). In
addition, high sliding velocities revealed similarity in
the trends of the crack spacing variation observed for
Y-TZP ceramics and a TiC–NiTi composite (with a
metallic matrix), which was especially pronounced in
the range of velocities above 5 m/s [4, 6]. Such a simi-
larity in the behavior of materials with dissimilar nature
and physical (mechanical) properties gives us ground to
conclude that the aforementioned factor of oscillations
in the “sample-friction test machine” system plays a
significant role in our case.

Figure 2b shows a plot of the wear intensity versus
average distance between transverse cracks in the slid-
ing direction for Y-TZP ceramics studied. As can be
seen from these data, a decrease in the intensity of wear
is accompanied by a decrease in the spacing of cracks.
The form of the particles of wear products indicates that
wear in the entire range of sliding velocities takes place
on a scale level comparable with the block size,
whereby the dimensions of coarse particles decreases
with increasing velocity similarly to the distance
between cracks. In all likelihood, the process of wear is
controlled to a considerable extent by the size of frag-
ments (blocks) on the ceramic surface, since the
strength in these regions is decreased by the boundary
cracks. Removal of ceramic particles (bounded by the
cracks) from the sample surface followed by their dis-
integration in the friction contact zone probably
accounts for the two- to threefold difference between
T

the size of particles in the wear products and the spac-
ing of cracks observed in the ceramic surface. The
depth of penetration of these cracks in depth of the sam-
ple decreases as well. The transverse sections of the
samples tested in the regime of high-temperature adhe-
sive wear exhibited cracks sloped at about 45° relative
to the friction surface, penetrating to a depth of up to
25 µm. In the samples studied after friction in the
regime of quasi-liquid film formation, the cracks pene-
trated along the normal to the friction surface and
reached a depth not exceeding 13 µm.

Apparently, the appearance of small-particle frac-
tion in the wear products observed at various sliding
velocities can be related to two factors. First, such par-
ticles can be formed in the entire range of v  as a result
of disintegration of the fragments (blocks) bounded by
cracks in the zone of friction contact. Second, based on
the dependence observed in Fig. 1b (characteristic of
the Hall–Petch effect), we may suggest that a certain
fraction of small particles formed at v  = 4–6 m/s
appeared as a result of grain-boundary disintegration.

Thus, a change in the mechanism of wear in the
Y-TZP–steel friction couple, taking place when the
sliding velocity is increased from 4 to 11 m/s, is accom-
panied by a decrease in the scale of a crack network
formed on the friction surface, whereby both the spac-
ing of cracks and their penetration depth decrease as
depicted in Fig. 1a.

Acknowledgments. This study was supported by
the Ministry of Education of the Russian Federation
(project no. 3.10-44), the U.S. Civilian Research and
Development Foundation for Independent States of the
Former Soviet Union (CRDF grant no. BRHE-016),
and the Program of Support for Leading Scientific
Schools of Russia (project no. NSh-2324.2003.1).

REFERENCES
1. S. W. Lee, S. H. Hsu, and M. C. Shen, J. Am. Ceram.

Soc. 76, 1937 (1993).
2. P. C. Becker, T. A. Libsch, and S. K. Rhee, Ceram. Eng.

Sci. Proc., Nos. 7–8, 1040 (1985).
3. L. Nettleship and R. Stevens, Int. J. High Technol.

Ceram., No. 3, 1 (1987).
4. N. L. Savchenko, P. V. Korolev, A. G. Mel’nikov, et al.,

Trenie Iznos 22, 322 (2001).
5. N. L. Savchenko, P. V. Korolev, A. G. Mel’nikov, et al.,

Wear 249, 892 (2002).
6. S. C. Lim and M. F. Ashby, Acta Metall. 35, 1 (1987).
7. A. Ravikiran and B. N. Pramila Bai, J. Mater. Sci. 30,

1999 (1995).
8. V. L. Popov and A. V. Kolubaev, Pis’ma Zh. Tekh. Fiz.

21 (19), 91 (1995) [Tech. Phys. Lett. 21, 812 (1995)].

Translated by P. Pozdeev
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      2004



  

Technical Physics Letters, Vol. 30, No. 8, 2004, pp. 657–659. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 30, No. 15, 2004, pp. 84–90.
Original Russian Text Copyright © 2004 by Sapaev.

                                                                                                
Synthesis and Properties 
of Ge–(Ge2)1 – x(GaAs)x (0 ≤ x ≤ 1.0) Epitaxial Heterostructures 

Grown by LPE from Lead-Based Solution Melts
B. Sapaev

Physicotechnical Institute, “Solar Physics” Research and Production Corporation, 
Academy of Sciences of the Republic of Uzbekistan, Tashkent, Uzbekistan

e-mail: bayram@physic.uzsci.net
Received February 25, 2004

Abstract—Epitaxial layers of wide-bandgap GaAs on germanium substrates were grown by liquid phase epi-
taxy from a lead-based solution melt in the temperature interval from 700 to 650°C. Depth–composition profiles
of the obtained epilayers were determined. Scanning images obtained using characteristic X-ray emission show
that the epilayers are structurally perfect and characterized by monotonic variation of the component concen-
trations both in depth and in the lateral direction, while the macroscopic defects and metal inclusions are absent.
The photoluminescence spectra of solid solutions exhibit edge emission bands with the maxima at hν1 =
1.32 eV and hν2 = 1.43 eV. © 2004 MAIK “Nauka/Interperiodica”.
Using group IV elements and AIIIBV semiconductor
compounds, it is possible to obtain solid solutions with
bandgap widths variable within a broad range, from
values characteristic of the former elements (Ge, Si,
Sn) to those typical of the latter compounds (GaAs,
GaP, GaN, etc.). It was reported that limited solid solu-
tions of the Si–GaAs and Ge–GaSb systems can be
obtained by means of cathode sputtering, but the struc-
tural characteristics and physicochemical properties of
such materials are still insufficiently studied [1, 2].

The synthesis of metastable continuous solid solu-
tions of the Ga–GaAs system by pyrolysis was origi-
nally reported by Alferov et al. [3]. These researchers
studied the dependence of the lattice parameter and
bandgap width of (Ge)x(GaAs)1 – x solid solutions on
the composition and determined the other physical
properties of these materials [3, 4]. Recently, Andreev
et al. [5] obtained Ge-based photocells using GaAs/Ge
heterostructures grown by metalorganic vapor phase
epitaxy (MOVPE) and doped by zinc diffusion. It was
demonstrated that these photocells are characterized by
increased open-circuit voltages and a high photore-
sponse approaching (under otherwise equal conditions)
the level achieved in GaAs photocells.

Theoretical prerequisites for the synthesis of solid

solutions of the ( )1 – x(AIIIBV)x type are provided by
the known conditions for their formation established
using an analysis based on the method of generalized
moments. According to data on the solubilities of Ge
and GaAs in liquid metals, the use of lead as the solvent
ensures all the necessary conditions for the formation
of true solid solutions of the (Ge2)1 – x(GaAs)x type [3],

C2
4
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including a rather high supersaturation at the crystalli-
zation front with respect to both components of the
solid solution. In addition, relatively low growth tem-
peratures (700–650°C) prevent the spontaneous
decomposition of solid solutions.

This paper reports on the growth and properties of
(Ge2)1 – x(GaAs)x epilayers grown by liquid phase epit-
axy (LPE) from lead-based solution melts on germa-

nium substrates. Since systems of the ( )1 – x(AIIIBV)x

type belong to the class of substitutional solid solu-
tions, their formation is facilitated in the case of com-
ponents possessing closer properties. In order to obtain
epilayers possessing desired electrical properties, it is
necessary to know the mutual solubilities of elements
and study the influence of various technological factors
on the growth of the target semiconductor compound.
These factors include, in particular, the physical state of
a solution melt contacting the substrate. The composi-
tions of Pb–Ge–GaAs solution melts and the tempera-
ture intervals of crystal growth were determined using
published data [7, 8] and the results of preliminary
experiments.

Homogeneous epilayers of (Ge2)1 – x(GaAs)x solid
solutions were grown by the conventional LPE tech-
nique on vertical substrates [6]. The epitaxy proceeds
from a large volume of intensively stirred solution melt.
After termination of the growth process, the surface of
the epilayer was cleaned from the residual material.
The epilayers were grown on (111)0°15-oriented
p-type single crystal germanium substrates (GDG
grade) with a resistivity of 40 Ω cm, a thickness of
400 µm, and an area of about 1 cm2. Prior to growth,

C2
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the substrates were cleaned by etching in an
HCl−NHO3 mixture (aqua regia), repeatedly rinsed in
deionized water, dried, and annealed for 1.5 h in vac-
uum (133 × 10–3 Pa) at 900°C. The epilayers were
grown from Pb–Ge–GaAs solution melts saturated with
respect to both Ge and GaAs by cooling at a rate of 0.5–
2.0 K/min.

The thicknesses of the obtained (Ge2)1 – x(GaAs)x

films were determined by the regime of cooling and
varied from 25 to 49 µm. Investigation of the effect of
initial temperature and cooling rate on the film thick-
ness and structure showed that the surface morphology
of epilayers significantly depends on the these factors
and the composition. This behavior is probably related
to the mutual influence of the solubilities of Ge and
GaAs in lead-based melts. The optimum technological
regimes were determined in a special series of experi-
ments. It was established that, when the crystallization
begins at a temperature above 700°C or below 580°C
and the cooling rate exceeds 1.5 K/min, the surface of
epilayers is not smooth. On the other hand, decreasing
the cooling rate below 0.5–0.75 K/min significantly
increases the process duration and the energy consump-
tion. Films grown for the crystallization onset tempera-
ture in the interval from 700 to 620°C and a cooling rate
of 0.75–1.0 K/min exhibited a mirror smooth surface.

50 10 15 20 25 30 35
d, µm

20

40

60

80

N, mol %

GaAs

Ge

Fig. 1. The typical concentration–depth profiles of compo-
nents in a (Ge2)1 – x(GaAs)x film grown by LPE on germa-
nium substrate.
T

Analysis of the scanning images obtained using
characteristic X-ray emission showed that epilayers
grown under such conditions contain no macroscopic
defects or metal inclusions and the solid solution com-
ponents are homogeneously distributed both over the
surface and in depth of the film.

Figure 1 shows the typical concentration–depth pro-
files in a (Ge2)1 – x(GaAs)x film grown on germanium
substrate. An analysis of such data leads to the follow-
ing conclusions. At the onset of crystallization in the
lead-based solution melt, germanium is predominantly
deposited because, according to the phase diagram, the
melt is saturated with this element. A decrease in the
temperature creates thermodynamic conditions for the
growth of a (Ge2)1 – x(GaAs)x layer because the melt is
supersaturated with respect to both components of the
solid solution.

After termination of the growth process, the surface
of the epilayer was cleaned from the residual material
with the aid of a special device. According to data on
the elemental depth profiles obtained using a Cameca
microanalyzer, the content of GaAs increases along the
growth axis and reaches 100% on the surface (Fig. 1).
It was found that the structure of (Ge2)1 – x(GaAs)x solid
solutions is more perfect in the epilayers grown on
Ge(111) substrates. This is confirmed by the study of
morphology of the epilayers with a dislocation density
of 3 × 104 cm–2. According to scanning images obtained
using characteristic X-ray emission (AsKα , GaKα ,
GeKα), the epilayers are structurally perfect and char-
acterized by quite monotonic variation of the compo-
nent concentrations over the sample surface (Fig. 2).

The mobility of charge carriers in the epilayers of
(Ge2)1 – x(GaAs)x solid solutions was studied in the tem-
perature interval T = 90–300 K using the samples with
fused In–Zn alloy ohmic contacts. The measurements
showed that the films with mirror smooth surfaces had
a p-type conductivity with a charge carrier density of
1.4 × 1018 cm–3 and a mobility of 155 cm2/(V s) at
300 K. An analysis of the temperature dependence of
the carrier mobility in (Ge2)1 – x(GaAs)x epilayers
(Fig. 3) shows that this curve is described by the for-
mula µ = AT–3/2.

Figure 4 shows the photoluminescence spectrum of
a Ge–(Ge2)1 – x(GaAs)x heterostructure excited by an
Kα(As)—film Kα(Ga)—film Kα(Ge)—substrate

Fig. 2. Scanning images of the epilayer cross sections measured using characteristic X-ray emission (AsKα , GaKα , GeKα).
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      2004
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LG-75 laser was recorded using a PbS detector and a
FEU-62 photomultiplier. As can be seen, the spectrum
displays two edge emission bands with the maxima at

102 T, K

102

µ, cm2/(V s)

Fig. 3. The temperature dependence of the carrier mobility
in (Ge2)1 – x(GaAs)x epilayers measured in the temperature
interval T = 90–300 K.
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Fig. 4. The typical photoluminescence spectrum of a
Ge−GaAs heterostructure measured at liquid nitrogen tem-
perature.
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hν1 = 1.32 eV and hν2 = 1.43 eV. The latter peak is
related to the edge emission from the (Ge2)1 – x(GaAs)x

solid solutions, while the former peak is probably due
to a radiative recombination center in the forbidden
band.

To summarize, it is possible to obtain structurally
perfect variband layers of (Ge2)1 – x(GaAs)x solid solu-
tions on germanium substrates by LPE from a lead-based
solution melt. These layers can be used in semiconductor
microelectronics. Epitaxial Ge–(Ge2)1 – x(GaAs)x (0 ≤
x ≤ 1.0) heterostructures can find application in solar
cells for effective energy conversion in the IR spectral
range.
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Abstract—We have studied the spectrum and kinetics of optical emission in the wavelength range from 550 to
1000 nm accompanying explosive decomposition of pentaerythritol tetranitrate (PETN) single crystals initiated
by a nanosecond electron beam. The explosive luminescence kinetics reveals two components with a continuous
spectrum, identified as luminescence accompanying the explosive decomposition, and a component with a linear
spectrum due to molecular nitrogen formed as a result of explosion. © 2004 MAIK “Nauka/Interperiodica”.
Use of high-current pulsed electron beams and high-
power laser pulses in combination with electrical and
optical measurements at a high time resolution pro-
vided a large body of experimental data on the physic-
ochemical processes involved in the explosive decom-
position of heavy metal azides belonging to the class of
initiators [1–3]. To our knowledge, no analogous exper-
iments were reported for high explosives such as pen-
taerythritol tetranitrate (PETN).

High explosives are characterized by relatively
higher initiation thresholds as compared to those typi-
cal of initiators, which implies higher requirements to
the power of excitation sources. For example, the
action of laser pulses on the free surface of PETN does
not initiate explosion even at maximum output power
levels [4]. Recently, Korepanov et al. [5] succeeded in
electron beam initiation of PETN samples pressed at
109 Pa from disperse powder with a surface area of S =
600 m2/kg. The pulsed electron beam had an average
electron energy of 250 keV, a pulse duration of ~25 ns,
and a power density of P > 4 × 109 W/cm2. The exper-
imental methods used in [5] allowed the kinetics of
explosive luminescence to be measured but did not pro-
vide spectral information.

In our study, PETN samples were initiated by a
pulsed electron beam with the parameters analogous to
those used in [5]. The spectrum and kinetics of explo-
sive (detonation) luminescence were measured using a
setup including a polychromator and a photochrono-
graph based on an electrooptical converter. Using this
setup, it was possible to measure the optical emission
spectrum in the wavelength range from 550 to 1000 nm
during explosion of a single sample. the measurements
were performed at a time resolution of 20 ns limited by
the electron beam pulse duration.
1063-7850/04/3008- $26.00 © 20660
The experiments were performed with 3 × 2 × 1-mm
PETN single crystals. The samples were initiated in a
vacuum chamber at a residual gas pressure of 10–2 Pa
and a temperature of 300 K. Each sample was glued
with its side to a wire fixed on the chamber wall. The
irradiated surface was oriented at 45° relative to the
electron beam axis and the optical axis of the measuring
setup. The results of measurements showed that the
luminescence spectrum is continuous and the emission
kinetics consists of two components: a relatively short
initial peak followed by a longer emission.

In the presence of an obstacle (a transparent film) in
front of a sample, the luminescence with a continuous
spectrum is followed by emission with a line spectrum.
The same phenomenon is observed for a sample glued
with its rear side to a massive metal substrate.

0 200 400 600 800 1000 1200
t, ns

0.5

1.0
I, a.u.

Fig. 1. Typical kinetics of the explosive luminescence from
PETN single crystals measured at λ = 770 nm. The first two
components have continuous spectra, while the third com-
ponent exhibits a line spectrum.
004 MAIK “Nauka/Interperiodica”
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Figure 1 shows the kinetics of explosive lumines-
cence from a PETN sample fixed on a massive sub-
strate, measured at λ = 770 nm (coinciding with one of
the spectral lines). Here, the leading front width of the
first peak corresponds to the electron beam pulse dura-
tion. It should be noted that only this first peak is
observed if the electron beam energy is below the initi-
ation threshold.

Figure 2 shows the luminescence spectra (with
allowance of the spectral sensitivity of the measuring
setup) measured at the moments of time corresponding
to the maxima of emission components in Fig. 1.
Apparently, the line spectrum (Fig. 2, curve 3) is due to
the emission from products formed as a result of the
explosion. These products rapidly expand to leave the
region viewed by the measuring setup and can be
observed only in the presence of a mechanical obstacle
(transparent film or a metal substrate). The observed
lines can be related to the emission from nitrogen mol-
ecules [6].

Interpretation of the emission components with con-
tinuous spectra encounters considerable difficulties.
Apparently, this emission can be related to the lumines-
cence from a PETN crystal accompanying the explo-
sive decomposition reaction.

The first question to be answered is whether this
emission represents thermoluminescence caused by the
sample heating in the course of the explosive decompo-
sition reaction. The results of our measurements show
that the spectra of the first and second components of
the emission kinetics coincide (see Fig. 2, curves 1
and 2), which is evidence of the identical nature of
these components.

If the emission were of a thermal nature, then, tak-
ing into account the duration of the first peak, it would
be necessary to conclude that the sample is heated to a
high temperature during the excitation pulse and then
cools during a time period shorter than 10–7 s. This pro-
cess is hardly possible, since thermal conduction during
the sample heating by a high-power electron beam
pulse with duration 10–7–10–6 s can be ignored: this pro-
cess really takes 10–5–10–4 s [7].

Therefore, the first emission peak with continuous
spectrum can be interpreted as electron-beam-induced
luminescence caused by the excitation pulse.

In addition, if the emission were thermal, it would
be possible to use the Wien displacement law and eval-
uate the radiation temperature from the position of the
spectral maximum. In our case, λmax = 850 nm (Fig. 2),
which corresponds to T = 3440 K. Using the Planck for-
mula, we may calculate the corresponding blackbody
radiation spectrum (Fig. 2, curve 4). As can be seen
from Fig. 2, the experimental spectrum is not approxi-
mated by the Planck radiator spectrum.
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
Moreover, according to the estimates obtained
in [5], the sample temperature at the moment of termi-
nation of the excitation pulse is ~1100 K. If this estima-
tion is correct, the thermal emission spectrum would be
shifted toward the IR range to fall out of the sensitivity
range of the experimental equipment.

Thus, the entire combination of experimental facts
leads to the unambiguous conclusion that the observed
explosive emission should be interpreted as lumines-
cence from PETN crystals in the course of development
of the explosive decomposition reaction. It should be
noted that we also carried out experiments with pressed
PETN samples analogous to those studied in [5]. The
results were qualitatively the same as those reported
above for single crystals.

We may ascertain that the kinetics of luminescence
from electron-beam-initiated PETN crystals reflects
that of the reaction of their explosive decomposition.
Elucidation of the mechanism of this reaction and the
nature of related emission requires additional investiga-
tions. However, the similarity of the spectral and kinetic
characteristics of the explosive decomposition of heavy
metal azides [1–3] and PETN suggests that the initial
stage of this reaction in PETN proceeds according to
the chain mechanism. An analogous approach is theo-
retically developed in [8], where an exciton mechanism
of the chain decomposition reaction of high explosives
is proposed and numerical calculations for explosives
of the RDX type are performed.
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Abstract—We have studied the temperature dependences and kinetics of conductivity and the current–voltage
characteristics of highly filled polymer-based nanocomposites containing CdS particles with an average size of
about 50 Å. The conductivity activation energy, electron density, and electron mobility were determined. The
temperature coefficient of resistance of the nanocomposites at room temperature reaches 0.15 K–1. Polymer-
based film nanocomposites with semiconductor particles are promising media for highly responsive tempera-
ture sensors, in particular, bolometers. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. Polymer-based film nanocomposites
containing semiconductor particles may possess unique
physical characteristics, combining the properties of
semiconductors and polymer films, while the presence
of nanoparticles in a polymer matrix may lead to basi-
cally new effects. Such polymeric nanocomposites
have been studied as new optical and electrophoto-
graphic media with improved characteristic [1]. We
have synthesized nanocomposites with CdS semicon-
ductor particles whose concentration can be varied in a
broad range. In this system, it is possible to study the
electrical properties and the collective effects related to
the interaction between nanoparticles at high degrees of
filling [2].

The properties of nanocomposites with high con-
centrations of semiconductor nanoparticles are still
insufficiently studied, although there are many publica-
tions devoted to the conductivity of metal–dielectric
nanocomposites near the percolation threshold. The
hopping character of conductivity in a certain interval
of compositions near the percolation threshold ensures
a high sensitivity of nanocomposites to external factors.
Therefore, the investigation of the electrical properties
of polymer-based nanocomposites and creation of var-
ious highly responsive sensors based on such materials
are important current tasks.

Experimental. A matrix for polymeric composites
with high concentrations of CdS nanoparticles was pre-
pared by mixing poly(vinyl alcohol) (PVA), possessing
good film-forming properties, and poly(acrylic acid)
(PAA), characterized by a high sorption potential with
respect to cadmium ions. The composites were
obtained using a two-stage process. First, cadmium
ions were introduced into a swollen PVA–PAA matrix,
and then, highly disperse cadmium sulfide was synthe-
sized in the matrix as described in [3]. The films were
1063-7850/04/3008- $26.00 © 20663
prepared by casting a 4% aqueous solution of the poly-
mer-based composite. The nanocomposite films had a
typical thickness of 100 µm. The content of cadmium
ions and CdS in a film sample was determined thermo-
gravimetrically, using a residue of the sample burned in
a Mettler TA-4000 thermal analyzer. The average parti-
cle size determined from the halfwidth of the X-ray dif-
fraction reflection was ≈50 Å. The dimensions of parti-
cles in nanocomposites were studied in detail previ-
ously and confirmed by the results of electron-
microscopic measurements [2].

This study was performed using a nanocomposite
film with a CdS content of 31 vol % in the PVA–PAA
matrix. The typical sample dimensions were 1 × 4 mm.
The temperature dependence of the conductivity was
studied by placing a sample with silver paste contacts
on a corundum substrate bearing a resistive heater and
a chromel–copel thermocouple. The measurements
were performed using an E6-13A teraohmmeter, a
V7-29 electrometer, and an N307/1 recorder. The bolo-
metric measurements were carried out using an MDR-2
monochromator, a 500-W incandescent lamp, an INO-2
power meter, and an RTN-31S calibrated thermoelec-
tric sensor.

Results. The shape of the current–voltage character-
istics was typical of high-ohmic semiconductors, in
which the current is limited by the space charge of
trapped carriers [4]. For this reason, the I–V curves of
the nanocomposites were measured after an equilib-
rium value of the current was established. The maxi-
mum voltage across the sample was 1000 V. In a double
logarithmic scale, the I–V curve is well approximated
by two lines corresponding to power dependences of
the current on the applied voltage with exponents equal
to 1 and 2. Thus, the I–V curve obeys the Ohm law in
the initial region and the quadratic law at higher volt-
004 MAIK “Nauka/Interperiodica”
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ages, which is characteristic of the injection current
limited by the space charge. Using the voltage Vx ≈
200 V, corresponding to the transition from linear to
quadratic behavior, and the conductivity σ = 3 ×
10−11 (Ω cm)–1 in the ohmic region at T = 20°C, it is
possible to evaluate the equilibrium density n of charge
carriers and their drift mobility µ from the relations [5]

(1)
V x enL2/ε,=

σ µne,=

10
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Fig. 1. The temperature dependence of the current relax-
ation times (1) τ1 and (2) τ2 in a polymer–CdS nanocom-
posite film.
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Fig. 2. A plot of the differential resistance R – R0 versus
incident light intensity I for a test bolometer based on a
polymeric nanocomposite film.
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where L is the distance between contacts and ε is the
permittivity of the nanocomposite. Our estimations
gave the carrier density n ≈ 1011 cm–3 and the effective
mobility µ ≈ 0.1 cm2/(V s).

Our measurements revealed long-term relaxation
currents in the nanocomposites studied. If the elec-
trodes are short-circuited after keeping a sample at a
high voltage, a discharge current is observed in the
external electric circuit. The results of fitting by least
squares showed that the relaxation current kinetics is
best described by a sum of two exponents,

(2)

where the typical vales of exponents at T = 20°C are
τ1 ~ 70 s and τ2 ~ 6200 s. We have studied the temper-
ature dependence of these characteristic times and
established that both τ1 and τ2 values decrease with
increasing temperature (Fig. 1). The temperature
dependence of the relaxation time obeys the exponen-
tial law

(3)

with the activation energies Ea(τ1) = 0.3 ± 0.06 eV and
~70 s and Ea(τ2) = 0.53 ± 0.03 eV. We may suggest that
these energies characterize the positions of traps
responsible for the discharge current in the polymeric
nanocomposite studied.

Bolometer based on a polymer–CdS nanocom-
posite film. The temperature dependence of conductiv-
ity of the nanocomposite film studied in a temperature
interval of 20–60°C is well described by a single expo-
nent with an activation energy of 1.06 eV. This value
corresponds to the temperature coefficient of resistance
α = 0.15 K–1 at room temperature. Materials with such
a high α value can be used for the creation of thermal
sensors. Thermosensitive elements based on polymeric
nanocomposites could be used as bolometers [6]. The
value of α reached in our nanocomposites is signifi-
cantly greater than the values typical of bolometers
with metallic (α ~ 0.003 K–1) and semiconductor (α ~
0.03 K–1) sensors.

In order to evaluate the room-temperature parame-
ters of a bolometer with a polymeric nanocomposite
film, we measured the dependence of the film resis-
tance on the intensity of incident light (Fig. 2). These
measurements were performed for a sample with
parameters analogous to those described above. The
dark resistance of the sample at 100 V was 3.6 ×
1010 Ω , which corresponded to the ohmic region of the
current–voltage characteristic where the space charge
could be ignored. The integral sensitivity of the test
bolometer was 5 × 1012 Ω/W, which corresponded to a
volt–watt responsivity of 1.39 × 104 V/W or a relative
resistance response of 1.75 × 104%/W. Note that the

I t( ) A* t/τ1 T( )–[ ]exp B* t/τ2 T( )–[ ]exp ,+=

τ A Ea/kT( )exp=
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typical integral sensitivity of semiconductor bolome-
ters reaches the same order of magnitude [7].

However, our nanocomposite film and the prototype
design were not optimized for bolometric applications
and, hence, the parameters can be further improved. In
particular, the sample film was too thick (≈100 µm).
A decrease in the film thickness and optimization of the
design will increase the sensitivity. Use of the nanopar-
ticles of other semiconductors may provide for an
increase in the conductivity activation energy and, hence,
in the thermal coefficient of resistance. In addition, by
selecting the film material, it is also possible to modify
the absorption spectrum of the active element and obtain
either nonselective bolometers or devices selective with
respect to a certain spectral interval. It is also possible to
obtain an array of bolometers on the same flexible poly-
meric nanocomposite film of large area.
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Abstract—Experimental data on the irradiation-induced long-range effects in rolled Ni–Cu foils are presented.
Dose-dependent variations in the microhardness and composition of the surface layers were observed on both
exposed and unexposed sides of the samples. Based on the observed microhardness and composition variations
in depth of the samples and the results of X-ray diffraction measurements, a hypothesis concerning the role of
the initial nonequilibrium state of a material in the photoinduced long-range effect is put forward. © 2004 MAIK
“Nauka/Interperiodica”.
Introduction. In recent years [1–3], it was estab-
lished that various energetic actions (e.g., ion bombard-
ment) upon solids modify the sample properties in a layer
whose thickness significantly exceeds theoretical esti-
mates. There is no commonly accepted opinion concern-
ing mechanisms of this phenomenon, referred to as the
irradiation-induced long-range effect. Various possible
mechanisms were proposed in [1, 2]. In most cases, the
main mechanism responsible for the long-range effects
caused by ion beams involves the excitation of elastic
waves and their interaction with a system of extended
defects, in particular, with impurity–defect clusters and
dislocations (especially in highly dislocated materials).

Similar long-range effects were also observed in
rolled metal foils (where the density of dislocations can
be as high as 109–1010 cm–2 [1, 2]) exposed to photon
fluxes. It was demonstrated [1, 3–5] that these effects
have a profound nature, not reduced to simple radiation
heating.

Experimental. The experiments were performed on
30-µm-thick rolled foils of a 40% Ni–60% Cu alloy.
The samples were exposed in air to the radiation of
100- and 200-W halogen lamps at a source to sample
distance of R = 70 mm. The radiation spectrum was
close to that of an incandescent lamp with a tungsten
filament. In order to improve the heat removal, each
sample during the exposure was mounted on a massive
metal plate.

The microhardness H was measured using a PMT-3
instrument at an indenter load of 20 g. The elemental
concentration–depth profiles of the surface layers of the
samples before and after irradiation were determined
by secondary-ion mass spectrometry (SIMS) in combi-
nation with ion sputtering. The SIMS measurements
were performed with an MS-7201 spectrometer; the
1063-7850/04/3008- $26.00 © 20666
sample surface was sputtered by 4.5-keV argon ions at
an ion beam current density of 20 µA/cm2, which cor-
responded to a calculated sputtering rate of 3 nm/min.

Results and discussion. By analogy with the results
presented in [2], the irradiation of our foils at the source
powers indicated above led to a change in the values of
microhardness H measured on both the front (exposed)
and rear side of the sample. Investigation of the dose
dependence of H in a broad range of exposures (Fig. 1)
showed that microhardness varied in a nonmonotonic
manner: the changes had alternating signs and tended to
zero for large doses. Upon termination of the exposure,
the microhardness returned to the initial value. Taking
into account that microhardness is a structure-sensitive
parameter, this behavior can be explained by relaxation
of the structure (most likely, of the defect structure) to the
initial state. Similar effects were reported in [3–5].

Thus, we can ascertain that irradiation gives rise to
structural changes in the surface layers and in the vol-
ume of the foil. This is accompanied by the redistribu-
tion of elements in the surface layers on both sides of
the samples, as evidenced by the results of SIMS profil-
ing. Figure 2 shows the typical pattern of redistribution
of the alloy components (compared to the initial com-
position) in a film exposed for 3 s to a 100-W lamp (the
profiles were measured within 1 h after irradiation of
the sample). As can be seen, the redistribution of com-
ponents takes place on both the exposed and (to a com-
parable extent) unexposed sides of the foil, thus show-
ing manifestations of the long-range effect. The expo-
sure leads to enrichment of the alloy surface with
nickel. The question as to why nickel segregates at the
sample surface is still unanswered. We may suggest that
this ratio of components is unstable even relative to the
initial state, being caused by the additional “energy
004 MAIK “Nauka/Interperiodica”
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pumping” and leading to the subsequent relaxation of
the system to the initial state over the course of several
hours after the exposure.

In order to elucidate the role of the structural factor
in the manifestation of the photoinduced long-range
effect, we studied foils annealed for 30 min at 600°C in
a vacuum furnace. The measurements of microhardness
in the annealed samples showed no evidence of the
long-range effect. Thus, based on the obtained experi-
mental data, we may suggest that the photoinduced
long-range effect is related to the initial inhomogeneity
of the alloy structure, that is, to the presence of an elas-
tically stressed state in the as-rolled film material. Fol-
lowing [3–5], we suggest that the main mechanism
responsible for the observed manifestations of the long-
range effect is excitation of the elastic waves and their
interaction with the initial structural imperfections.
Naturally, the question arises as to what is the source of
excitation of these waves. For photon irradiation, one
possible mechanism of the long-range effect is as fol-
lows. From the standpoint of quantum mechanics, the
interaction of matter with radiation is a resonance phe-
nomenon corresponding to equality of the photon
energy and the energy required for the system transition
from one state to another. In metals, this is usually man-
ifested by excitation of the electron subsystem. One of
the main energy characteristics of a metal is the work
function, defined as the energy required for transferring
an electron from the Fermi level to the infinity.

In our case, the incident photon energy is too small
to excite the electron subsystem of the metal, which at
first glance contradicts the proposed model. However, it
was demonstrated [6, 7] that the electron work function
can be significantly reduced in strained materials. This
effect is primarily related to a change in periodicity of
the electron density, which, in turn, modifies the elec-
trostatic potential in the metal. In addition, a very
important factor decreasing the electron work function
is the presence of surface dislocations. The dislocations
produce a dissipative effect on emerging at the surface
(both front and rear), thus favoring a decrease in the
electron work function. Additional photon–electron
interaction, dependent on the radiation frequency, may
enhance this effect. Thus, the system under consider-
ation may feature the photoeffect. An alternative model
of the photoeffect proposed in [3] was based, in contrast
to our model, on the presence of a natural oxide layer
on the metal surface. We believe that the photoeffect
leads to excitation of the electron subsystem in the sur-
face layers, which is equivalent to the formation of a
localized hole. This hypothesis is confirmed by a
change in the surface potential observed for the irradi-
ated surface. If the hole localization time is comparable
with the period of thermal oscillations of atoms, the
surface layers may feature structural transformations.

Thus, we may suggest that the elastically stressed
state of our samples makes possible the photoeffect
leading to violation of the energy balance in the system.
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
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Fig. 1. Variation of the microhardness H of the (1) front
(exposed) and (2) rear sides of Ni–Cu foils with increasing
exposure time t for samples irradiated using (a) 100-W and
(b) 200-W halogen lamps.
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In systems with developed dislocation structures, this is
manifested by displacement of the dislocation loops
toward sinks (surfaces, grain boundaries, etc.), which is
probably the driving force for the out-diffusion of
nickel atoms to the foil surface. In the field of elastic
stresses, this process can acquire an avalanche charac-
ter and is accompanied by a change in the defect struc-
ture in the volume and in the surface layers on both the
exposed side and (due to the long-range effect) the rear
side of the foil. Considering the dependence of the
observed effect on the exposure time (i.e., on the
absorbed radiation dose), we may suggest that the ini-
tial irradiation stage (small exposure times) is charac-
terized by a relatively small density of mobile defects.
Under these conditions, the dislocation loops move
freely and change the dislocation structure. For pro-
longed irradiation, the intensity of motion of the dislo-
cation loops increases and the moving loops begin to
collide with each other. If the colliding loops have dif-
ferent orientations, the collisions result in the formation
of sessile dislocation loops capable of blocking the
motion of other dislocations.
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Abstract—The sputtering of a lone cluster consisting of 27 copper atoms from a (0001) graphite surface bom-
barded by normally incident 100- and 200-eV Xe+ ions was simulated by the molecular dynamics method. The
angular distributions of sputtered copper atoms and scattered xenon ions are discussed. © 2004 MAIK
“Nauka/Interperiodica”.
Previously [1–3], we studied by the molecular
dynamics method [4] the sputtering of copper clusters
comprising several dozens of atoms from a (0001) sin-
gle crystal graphite surface bombarded by 200-eV Ar+

ions at normal incidence. It was shown that the angular
distributions of the scattering probability exhibit six
peaks in the 〈1100〉  directions corresponding to the
most open directions in the structure of copper clusters
on the graphite substrate.

In this study, we have simulated the sputtering of a
lone surface cluster consisting of 27 copper atoms
(27Cu) from a (0001) single crystal graphite surface
bombarded by 100- and 200-eV xenon ions. We have
also traced the scattering of Xe+ ions interacting with
the target. The (0001) graphite substrate was modeled
by two atomic layers, each containing 960 carbon
atoms, respectively. The initial 27Cu cluster on the
graphite surface comprised three atomic layers consist-
ing of 14, 10, and 3Cu atoms (in order of increasing dis-
tance from the substrate surface). The method used for
creating the two-component cluster–substrate system
and the molecular dynamics algorithm were described
in detail previously [1]. In the present model, in con-
trast to that studied in [1], the 27Cu–graphite substrate
system was created by free relaxation allowed only in
the (0001) plane in order to avoid uncontrolled distor-
tions. For each primary ion energy, we simulated
500 events of the normal incidence of Xe+ ions onto the
target. The development of each collision cascade was
followed for 3 ps.

Figure 1 shows the azimuthal distribution of the dif-
ferential sputtering yield dY/dα of single Cu atoms
from a 27Cu cluster on the graphite surface bombarded
by xenon ions of two energies. The distribution
obtained for the 200-eV Xe+ ions (curve 1) is qualita-
1063-7850/04/3008- $26.00 © 20669
tively similar to that observed for 75Cu clusters sput-
tered by Ar+ ions of the same energy [1, 3]. In particu-
lar, there are six peaks of the dY/dα value separated by
60°, which correspond to the most open directions of
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Fig. 1. The azimuthal distribution of the differential sputter-
ing yield dY/dα of single Cu atoms from a 27Cu cluster on
the (0001) graphite surface bombarded by (1) 200-eV and
(2) 100-eV Xe+ ions; Y is the sputtering yield (atoms per
ion) and α is the azimuthal angle measured from the [1000]
direction counterclockwise in the (0001) plane on the
graphite surface).
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the 27Cu cluster structure. In contrast, the distribution
of dY/dα for Cu atoms sputtered by 100-eV Xe+ ions
(Fig. 1, curve 2) exhibits no azimuthal periodicity.

Xenon ions with a primary energy of 100 eV, strik-
ing the same points of the 27Cu cluster as the 200-eV
ions, transfer a lower energy in the course of sequential
collisions, leading to sputtering of a terminal atom from
the cluster. Due to many-body atom–atom and ion–
atom interactions, which play a relatively more signifi-
cant role with decreasing energy and increasing ion
mass (Xe versus Ar), the effect of focusing of a sput-
tered atom by the surrounding atoms of the cluster is
not manifested. This leads to an increase in the contri-
bution of recoil atoms (having randomly distributed
directions of motion) to the sputtering yield. In addi-
tion, the lack of periodicity in the pattern of azimuthal
peaks of dY/dα for 100-eV Xe+ ions is also due to the
fact that an incident ion transfers energy to the sur-
rounding atoms and does not reach the atomic chain
(accessible for a 200-eV ion) capable of releasing a
sputtered atom.

Angular distributions of the sputtered Cu atoms
with respect to the polar angle θ (measured from the
external normal to the substrate surface) observed for
Xe+ ions with a primary energy of both 100 and 200 eV
are qualitatively similar to the distributions observed
for 200-eV Ar+ ions [1–3] and exhibit a single maxi-
mum in the region of 90°. An insignificant number of
sputtered Cu atoms, together with scattered Xe+ ions
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Fig. 2. The polar distribution of the (1, 6; 2, 5) scattering
probability G and (3, 8; 4, 7) average energy E ions scattered
from a 27Cu cluster on a (0001) graphite surface bombarded
by Xe+ ions with a primary energy of (1, 6; 4, 7) 100 eV and
(2, 5; 3, 8) 200 eV. Curves 6, 5, 8, and 7 are six-point piece-
wise-linear approximations of experimental points 1, 2, 3,
and 4, respectively.
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moving at polar angles above 90°, were not reflected
from the substrate because of its limited size.

Figure 2 shows the polar distributions of the scatter-
ing probability G of Xe+ ions and their average energies
for a primary ion energy of 100 eV (points 1 and the cor-
responding six-point piecewise-linear approximation 6)
and 200 eV (points 2 and approximation 5). As can be
seen, the distributions exhibit maxima at virtually the
same polar angle (~70°), which represent overlapping
peaks in the probability of ion scattering from the clus-
ter and, in many cases, of the secondary (after the ion–
cluster interaction) reflection from the graphite sub-
strate. A significant increase in the scattering probabil-
ity for the 100- and 200-eV ions begins at θ ~ 60° and
45°, respectively, reflects the increasing contribution of
ions reflected from the substrate. The probability of
reflection at smaller polar angles for these energies
decreases because a considerable fraction of incident
ions penetrates into the graphite surface. The difference
between the critical angles corresponding to a sharp
increase in the scattering probability of ions with differ-
ent energies is determined by the elastic properties of
the (0001) graphite plane bombarded by the ions. The
total reflection coefficients for 100- and 200-eV Xe+

ions are ~1.0 and 0.68, respectively, which is mani-
fested by the mutual arrangement of the scattering
probability curves in Fig. 2. Interacting with the 27Cu
cluster, incident xenon ions with a primary energy of
100 and 200 eV transferred 67–72% of their initial
energy to the cluster.

As can be seen from the data in Fig. 2, the polar
angles corresponding to maxima in the average ener-
gies of reflected xenon ions virtually coincide with the
angles of maxima in the scattering probability for both
energies, which is indicative of the dominating contri-
bution of high-energy ions to the peak of ions reflected
at large polar angles. The mutual arrangement of the
curves of average energy shows that, for 100-eV inci-
dent ions (points 4, approximation 7), a greater average
energy of scattered ions is observed within the interval
of polar angles below 45°, while for 200-eV incident
ions (points 3, approximation 8), ions of greater aver-
age energies are scattered in the interval of angles
above 45°. This behavior is also related to the effect of
substrate.

Ions scattered at small polar angles interact predom-
inantly with the copper cluster. The 200-eV projectiles
are obviously capable of penetrating deeper into the
cluster and give a part of their energy to the substrate.
In contrast, 100-eV Xe+ ions interact predominantly
with copper atoms in the two upper layers. In both
cases, many-body interactions of Xe+ ions with copper
atoms in the cluster are also manifested by the effect of
collective reflection of a heavy ion from much lighter
atoms of the surface cluster. An analogous phenomenon
of the collective reflection of a heavy ion from much
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      2004



        

SIMULATION OF THE INTERACTION OF LOW-ENERGY IONS 671

                          
lighter target atoms was simulated [5] for 50-eV Xe+

ions normally incident onto a Ni(100) surface.

A comparison of the above data and the results
observed for copper clusters on a graphite substrate
bombarded by 200-eV Ar+ ions shows that the average
energies of scattered Xe+ ions are on the average two to
four times smaller than those of Ar+ ions of the same
primary energy. This difference is related to different
mechanisms of the reflection of heavy and light ions
from copper clusters. The polar angles corresponding
to maxima in the scattering probabilities and average
energies of reflected Xe+ and Ar+ ions generally coin-
cide, which reflects the dominating role of a graphite
substrate in the formation of the angular distributions
for normally incident low-energy ions of both kinds
scattered at large polar angles.
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
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High-Current Penning Discharge 
with Self-Heated Cathode
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Abstract—A theoretical model of self-sustained Penning (reflective) discharge is formulated based on the
equation of continuity of the electron flow and the equation of energy balance on the cathode. Using the pro-
posed theory, it is possible to calculate the current–voltage characteristic of a high-current reflective discharge
with self-heated cathode in a broad range of discharge cell dimensions, magnetic fields, and electron work func-
tions of the cathode materials. The theory predicts two regimes of discharge operation with thermionic emission
from the cathode: (i) a low-voltage regime with a high current density and (ii) a high-voltage regime with a sig-
nificantly lower current density. An advantage of the developed theory is that, in the limiting case, it also
describes the operation of normal cold cathode reflective discharge. © 2004 MAIK “Nauka/Interperiodica”.
Reflective discharge, also known as Penning dis-
charge, has been known for many years and used as the
source of charged particles—electrons and ions [1–3].
An important advantage of this discharge is high effi-
ciency of the process of plasma formation in a broad
range of electrical parameters and system geometries.
Although the main laws of Penning discharge (in par-
ticular, a decrease in the discharge voltage with increas-
ing gas pressure and magnetic induction in the gap) are
well known, no convenient theory capable of calculat-
ing all discharge parameters (including the current–
voltage characteristic) under preset conditions has been
developed so far. Recently, Nikulin [4] formulated a
theoretical model which describes the interplay of the
ionization processes and the loss of charged particles in
the reflective discharge quite well. Using this model, it
is possible to determine in the general case the condi-
tions necessary for maintaining the existence of dis-
charge plasma in crossed electric and magnetic (B × E)
fields. Unfortunately, the original model [4] was con-
sidered in one-dimensional geometry, which does not
allow the results of calculations to be applied to real
(usually axisymmetric) discharge cells. 

There are several factors hindering calculations of
the current–voltage characteristic of a real reflective
discharge with satisfactory accuracy. First, consider-
able difficulties are encountered in calculations of the
ionization rate and the motion of charged particles in
the crossed fields. Second, even within the framework
of a linear model of gas ionization and charged particle
drift ensuring a quite reliable evaluation of the dis-
charge voltage, the discharge current cannot be calcu-
lated without introducing external circuit parameters.
However, once such parameters are introduced, the
model loses generality and does not allow general rela-
1063-7850/04/3008- $26.00 © 20672
tions between the system parameters and characteris-
tics to be analyzed. 

Sometimes, additional electrodes are specially
introduced into the discharge. These electrodes exhibit
self-heating and emit electrons, thus significantly influ-
encing the discharge voltage and current [3, 5]. On the
one hand, such an additional heated element compli-
cates calculation of the discharge parameters and intro-
duces significant nonlinearity into the system of model
equations. On the other hand, the presence of this ele-
ment “binds” the theoretical model to certain absolute
values of the electrode temperature and emission cur-
rent. Below, we will demonstrate that such a nonlinear
element introduced into a theoretical model allows all
other parameters of the reflective discharge to be calcu-
lated with satisfactory accuracy. 

Consider the classical axisymmetric discharge cell
comprising a ring anode and two parallel disk cathodes
of radius R spaced by distance h. The magnetic field
lines are parallel to the anode axis and perpendicular to
the cathode plane. One disk cathode is assumed to be
thermally insulated and, being strongly self-heated, can
produce thermionic emission. The other disk cathode
remains cold. We have calculated the current–voltage
characteristic of this discharge cell using the following
simplifying assumptions. 

(i) We consider a stationary high-current regime,
whereby all voltage drops in a cathode region of the
volume discharge. The main part of the interelectrode
volume is occupied by quasi-neutral plasma (discharge
plasma column) separated from electrodes by narrow
space charge regions. 

(ii) It is assumed that plasma in the discharge col-
umn is weakly ionized and the density of neutral atoms
is independent of the current. This assumption restricts
004 MAIK “Nauka/Interperiodica”
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the applicability of the model to the range of relatively
high pressures, especially in the high-current regime. 

(iii) We assume that a flow of fast electrons with
energies approximately corresponding to the discharge
voltage is formed in the cathode region. This electron
flow transfers energy from the source to the plasma and
ensures ionization of the gas in the discharge column. 

(iv) Ionization of the gas by slow plasma electrons
is ignored. The role of plasma electrons reduces to
transferring a part of the electric current through the
gap in the direction perpendicular to the magnetic field.
This assumption is valid, provided that the discharge
voltage is much greater than the ionization potential of
the gas [4]. 

(v) The model assumes that ions in the plasma col-
umn are not influenced by the magnetic field and the
ion current is homogeneously distributed over the cath-
ode surface. Inhomogeneity of the plasma distribution
in height of the discharge cell is ignored. This averag-
ing over the height significantly simplifies calculations
and facilitates the analysis of the general features of
discharge. 

(vi) A disk cathode capable of producing thermionic
emission is assumed to be thermally insulated. The
cathode temperature is determined by the balance of
power supplied with bombarding ions and the radiative
heat removal from the surface. The temperature of the
self-heated cathode is assumed to be the same over the
whole surface. 

The current–voltage characteristic of the Penning
discharge can be calculated as described in [5]. One
parameter in this problem is the λ of fast electrons,
which determines the scale on which a fast electron
with the kinetic energy eUc moves across the magnetic
field during the lifetime τf . Such electrons perform ran-
dom walk across the magnetic field with a step on the
order of the Larmor radius and a frequency close to the
rate of collisions in the plasma. The characteristic elec-
tron diffusion length is given by the formula 

(1)

where Uc is the voltage drop across the cathode region,
Df is the diffusion coefficient, B is the magnetic induc-
tion, m is the electron mass, and Ei is the average energy
of the electron–ion pair formation. Within the frame-
work of the proposed model, the λ value is independent
of the gas pressure [4, 5]. 

Another parameter in the problem under consider-
ation is the electron multiplication coefficient µ, equal
to the number of secondary electrons appearing upon the
loss of one fast electron. This coefficient is defined as 

(2)

Applying the calculation procedure developed in [5]
to our discharge geometry, we obtain the condition of

λ Uc B,( ) Dfτ f
4m
3Ei
--------

Uc

B
------,= =

µ Uc( ) eUc/Ei.=
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self-sustained discharge involving the discharge cell
parameters R and h: 

(3)

Here, Jem is the total current of thermionic emission
from the self-heated cathode, Jic is the total ion current
to the cathode, γ is the coefficient of ion-induced elec-
tron emission from the cathode, and I0(x) and I1(x) are
the modified Bessel functions of the zeroth and first
order. 

The power balance on the hot cathode surface can be
written as 

(4)

where σ is the Stephan–Boltzmann constant, Tc is the
hot cathode temperature, εT ≈ 0.5 is the emissivity of
the hot cathode, St is the cathode surface area, and the
factor 1/2 takes into account that only half of the ion
current strikes the self-heated cathode. 

The total current of thermionic emission can be cal-
culated using the Richardson–Dushman formula 

(5)

where ϕc is the electron work function of the hot cath-
ode material and A0 ≈ 100 A/(cm2 K2). 

Using the system of Eqs. (1)–(5), it is possible to
calculate the cathode temperature, thermionic emission
current, and ion current to cathode for a given discharge
cell geometry, magnetic induction, and discharge volt-
age. Then, we readily determine the total discharge cur-
rent as 

(6)

Thus, we have calculated the current–voltage char-
acteristic of a discharge cell with known characteristics
of the cathode material. Simplifications introduced into
the model resulted in the absence of gas pressure in all
equations. For this reason, the obtained current–voltage
characteristic also does not explicitly depend on the gas
pressure. This parameter can be implicitly taken into
account if we allow for the relationship between the
average energy Ei of the electron–ion pair formation
and the real kinetics of the ionization process depen-
dent on the gas pressure. 

Analysis of the above system of equations showed
that there exists a certain critical magnetic induction Bcr
determining the range of voltages admitting solutions
for the discharge current. It was found that, for B < Bcr ,
a solution for the current exists for any applied voltage,
while B > Bcr implies that there appears an interval of
voltages in which no stationary solutions for the current
can exist. The physical reasons for the appearance of
this “forbidden” interval can be elucidated by tracing
variations of the discharge current and the self-heated

Jem

J ic
-------- γ+ µ λ

R
--- R

h
--- 2 µ 1+( )– 

  I1 R/λ( )
I0 R/λ( )
-------------------+ 1.=

StεTσTc
4
 . 1/2UcJ ic,

Jem πR2A0Tc
2 ϕc/kTc–( ),exp=

J Jem 1 γ+( )J ic.+=
4
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cathode temperature as functions of the discharge volt-
age at a given magnetic induction. 

Figure 1 shows two examples of behavior of the dis-
charge current and the cathode temperature dependent
on the voltage for different relations between B and Bcr .
As can be seen for B > Bcr , the current–voltage charac-
teristic separates into two parts: one branch is charac-
terized by a high current density at relatively low volt-
ages, while the other branch corresponds to high volt-
ages and significantly lower current densities. Note that
both branches correspond to high cathode tempera-
tures. In the high-voltage region, the current is almost
independent of the voltage. The main peculiarity of this
regime is that, on approaching the forbidden interval of
voltages, the cathode temperature and the discharge
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Fig. 1. Calculated current–voltage characteristics (solid
curves) and temperatures (dashed curves) of the reflective
discharge with self-heated tungsten cathode (h = 1 cm, R =
1 cm, γ = 0.1) for the magnetic induction below and above
the critical value (Bcr ≈ 0.087 T): (1) B = 0.05 T (<Bcr);
(2) B = 0.1 T (>Bcr). 

Fig. 2. Plots of the discharge voltage Uc versus magnetic
induction B for the cold cathode reflective discharge calcu-
lated for various cathode parameters (γ, R): (1) 0.05, 1 cm;
(2) 0.05, 3 cm; (3) 0.1, 1 cm; (4) 0.1, 3 cm. 
T

current sharply drop and tend to zero. This behavior
allows the boundaries of the forbidden interval to be
interpreted as the voltages corresponding to reflective
cold cathode discharge at a given magnetic induction. 

The relation between magnetic induction and
applied voltage, B(U), for the reflective discharge with
cold cathodes can be obtained from Eq. (3) by assum-
ing that Jem = 0, which corresponds to the absence of
thermionic emission from cold cathodes. Figure 2 gives
several examples of such curves for Ei = 40 eV. Evi-
dently, these curves correspond to a small current of the
reflective discharge (low-current regime) with cold
cathode, which not only is determined by processes in
the discharge but also depends on the parameters of the
external circuit and the voltage source. 

In the B–U plane, the region of existence of the
reflective discharge with self-heated cathode is
bounded from above by the B(U) curve, exhibiting a
clear minimum corresponding to the critical magnetic
induction Bcr . The position of this curve is determined
primarily by the discharge cell geometry and the ion–
electron emission coefficient γ. 

As can be seen from the current–voltage character-
istic for B < Bcr (Fig. 1), the standard discharge with
self-heated cathode can be self-sustained in a broad
range of voltages. This discharge regime is especially
useful in devices intended for operation in a broad
range of current densities [3, 5]. The current–voltage
characteristics of Penning discharge with self-heated
cathode exhibit negative differential resistance typical
of the arc discharge. This is a natural result, because
these discharges feature the same mechanism of elec-
tron emission determined by the high cathode tempera-
ture. In the limiting case of a very high current, the cur-
rent–voltage characteristics cease to depend on the
magnetic induction, which corresponds to the usual arc
discharge. 
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Abstract—Parameters of a noisy Lorenz system were reconstructed from its time series using the method of
proper coordinates. The effects of low- and high-frequency additive and multiplicative noise on the relative
error of reconstruction of the system parameters have been studied. It is demonstrated that the method of proper
coordinates provides for increased accuracy of reconstruction of the Lorenz system parameters in the presence
of additive noise. © 2004 MAIK “Nauka/Interperiodica”.
Nonlinear systems featuring dynamical chaos are
widely used for secret data transmission and in commu-
nication systems using dynamical chaos as a source of
oscillations bearing information [1]. Important prereq-
uisites for the creation of effective data transmission
systems of this type is the possibility of identification of
nonlinear systems generating chaotic signals and
reconstruction of the parameters of nonlinear systems
in the presence of internal and external noise.

An effective means of determination of the parame-
ters of noisy structures described by systems of nonlin-
ear differential equations is offered by the method of
proper coordinates [3]. Using this method, it is possible
to transform functions of the y(x, V) type (where x is an
independent variable and V is the vector of initial
parameters) into relations

(1)

via differential equations satisfied by the y functions.
Relations (1) allow the vector V to be reconstructed
using the realizations of processes generated by the
given nonlinear system without analytically solving the
initial systems of nonlinear differential equations. Eval-
uation of the parameters of nonlinear systems with the
aid of the method of proper coordinates is performed
through transformation of the differential equations
into integral equations, followed by an original linear
regression procedure [3].

This paper reports on the results of investigation of
the possibility of using the method of proper coordi-
nates for reconstruction of the parameters of a noisy
system with dynamical chaos. For this purpose, we
have used the well-known dynamical system of the
Lorenz type,

(2)

Y x( ) C1 V( )X1 x( ) … Ck V( )Xk x( )+ +=

Ẋ σX– σY , Ẏ+ XZ– rX Y ,–+= =

Ż XY bZ ,–=
1063-7850/04/3008- $26.00 © 0675
where X, Y, and Z are the variables and r, σ, and b are
the system parameters [2]. Equations (2) describe the
formation of chaotic signals and the course of dynami-
cal processes in various multimodal nonlinear devices
and systems.

Using numerical simulation methods, we have stud-
ied the effect of noise on the quality of parameters of
dynamical system (2) reconstructed from the time
series of X, Y, and Z variables generated by numerical
integration of system (1) using the Euler method. The
additive and multiplicative noise was introduced into
the model as described by the equations

(3)

Here, the quantities mσ, mr , and mb determine the rela-
tive intensity of the multiplicative noise (fluctuations of
the system parameters) with respect to the values of r,
σ, and b, while the quantities ux , uy , and uz determine
the relative intensity of the additive noise with respect
to the values of X0, Y0, and Z0 in the state of equilibrium

(X0 = Y0 = , Z0 = r – 1 [2]). The m and u values
were simulated using random number generators.

Parameters of the model Lorenz system (r = 28, σ =
10, b = 8/3) were selected so as to ensure the regime of
dynamical chaos with a strange attractor [2]. We have
reconstructed the system parameters using two meth-
ods and performed comparative analysis of the results.

The first method, providing a basis for comparison
of the accuracy of reconstruction of r, σ, and b, is based

Ẋ σ 1 mσ+( ) Y X–( ) ux X0,+=

Ẏ XZ r 1 mr+( ) X Y– uyY0,+ + +–=

Ż XY b 1 mb+( )Z– uzZ0.+=

b r 1–( )
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on evaluation of the parameters , , and  using
Eqs. (2) according to the Euler method:

(4)

Here, Xi , Yi , and Zi are the values of time series of the
system variables on the Ith step (I = 1, …N) and h is the
step of numerical integration. The second method of
reconstruction of the Lorenz system parameters is
based on the method of proper variables [3].

During simulation of the time series of Xi , Yi , and Zi ,
the N value was no less than 104 and the h value did not
exceed 1% of the period of quasi-resonance oscillations
in the Lorenz system [4]. In order to determine the
influence of the noise spectrum on the reconstruction of
parameters of the dynamical Lorenz system, we com-
pared the effects of the initial noise in Eqs. (3) and the
noise obtained by its low-frequency filtration. The
accuracy of reconstruction was evaluated by the rela-

tive errors of , , and .

Data on the average m and u noise intensities (in %)
for which the relative error of reconstruction of the
Lorenz system parameters does not exceed 1.5% are
presented in the table, where values I were obtained by
the method of proper coordinates and values II refer to
the method using Eqs. (4). 

As can be seen from the data in the table, the method
of proper coordinates increases the accuracy of restora-
tion of the parameters of the dynamical Lorenz system
in the presence of additive noise by a factor of 3–5 as
compared to the method using Eqs. (4). The low-fre-
quency (LF) noise influences the accuracy of restora-
tion stronger than the high-frequency (HF) noise,

σ̃ r̃ b̃

σ̃ 1
N
----

xi 1+ xi–
h yi xi–( )
----------------------, r̃

i

∑ 1
N
----

yi 1+ yi–
h

-------------------- xizi yi+ +

xi

---------------------------------------------,
i

∑= =

b̃
1
N
----

xiyi

zi 1+ zi–
h

-------------------–

zi

---------------------------------.
i

∑=

σ̃ r̃ b̃

Reconstruction of parameters of the noisy Lorenz system
using the method of proper coordinates (I) and the Euler
method (II)

Noise

Average noise intensities (%) for which the
relative error of reconstruction is  <1.5%

σ r b

I II I II I II

HF 
noise

m 0.5 2 3 5 4 6

u 0.075 0.025 1.5 0.3 2 0.4

LF 
noise

m 0.3 1.5 2 3 2.5 4

u 0.002 0.00065 0.025 0.008 0.07 0.02
TE
which is related to the inertial character of processes in
nonlinear devices and systems with chaotic dynamics.
It should also be noted that the inertia in the dynamical
Lorenz system depends nonlinearly on the amplitude of
oscillations of the X, Y, and Z variables [5]. For this rea-
son, the degree of noise influence depends on the num-
ber of transitions of the phase trajectory of the Lorenz
system between the regions with different equilibrium
states in the phase space. For the multiplicative noise,
the method based on Eqs. (4) is advantageous only in
the case of a noise with zero mean. On the other hand,
this method is characterized by anomalous errors
related to the fact that some values of (Xi – Yi), Yi , and
Zi in the time series of processes generated by the
Lorenz system are close to zero.

In order to check the reliability of results, the recon-
struction of the Lorenz system parameters based on the
method of proper coordinates was used for an analysis
of the Xi , Yi , and Zi time series generated by nonlinear
systems (Duffing and van der Pol oscillators, fractal
Brownian motion) basically different from the Lorenz

system. The obtained , , and  estimates have
proved to be physically unrealizable in the Lorenz sys-
tem and were characterized by anomalous shapes of the
regression relations obtained by the method of proper
coordinates. This fact points to the principal possibility
of using the method of proper coordinates for identifi-
cation of a given system in a set of several nonlinear
systems.

Conclusions. (i) Using the method of proper coor-
dinates, it is possible to identify nonlinear systems and
reconstruct their parameters from the realizations gen-
erated by these systems in the regime of dynamic chaos
with strange attractors.

(ii) The method of proper coordinates increases the
accuracy of restoration of the parameters of the dynam-
ical Lorenz system in the presence of additive noise by
a factor of 3–5 as compared to the Euler method.
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Abstract—The possibility of nanofragmentation development during the initial relaxation stage in the subsur-
face layer of a solid after preliminary loading is studied by computer simulation using the molecular dynamics
method. It is established that disoriented nanoblocks can form in the initial stage of relaxation. This fragmen-
tation arises in the region of strain localization in the vicinity of stress concentrators and then spreads in depth
of the material. In the region of strain localization, the radial distribution function (RDF) of atomic density
exhibits smeared maxima corresponding to peaks in the RDF of the ideal fcc crystal structure. In the crystal
region free of strain localization, the RDF peaks exhibit splitting caused by the strain-induced symmetry break-
age. The obtained results suggest that fragmentation is the possible mechanism of relaxation of internal stresses
in loaded solids. © 2004 MAIK “Nauka/Interperiodica”.
The knowledge of elementary events and mecha-
nisms involved in the development of plastic deforma-
tion in solids is among the key aims of investigations in
materials science and the physics of strength and plas-
ticity. In addition to the classical mechanisms, modern
physical mesomechanics also recognizes the very
important role of fragmentation processes involving the
rotational deformation mode [1–3]. It was demon-
strated [3] that, in the analysis of these processes, it is
necessary to take into account the influence of the sur-
face as a special state of solids. Such phenomena are
usually studied in the stage of active loading. However,
the characteristic rates of related processes are rather
low, which makes possible their realization in the initial
stages of relaxation or upon a change in the regime of
straining (for example, during fatigue loading). For this
reason, it is also necessary to study the possible frag-
mentation of materials in the initial relaxation stage.
Experimental investigations of such phenomena
encounter considerable difficulties related to their
extremely small temporal and spatial scale. 

In this context, we used the molecular dynamics
method to study the features of plastic deformation near
the free surface of a model solid in the initial stage of
relaxation, that is, immediately after termination of the
stage of active loading. 

We have simulated the behavior of a copper crystal
in response to preliminary mechanical loading. The
model crystal, having the shape of a parallelepiped with
edges parallel to the crystallographic directions [100],
[010], and [001], comprised three regions. The central
region represented a freely strained part of the crystal,
while the boundary planar regions parallel to the (001)
plane simulated the external action. In this study, the
1063-7850/04/3008- $26.00 © 200677
boundary regions realized the so-called string boundary
conditions [4] with fixed values of the projections of
atomic velocities onto the [001] direction. The behavior
of atoms in the other directions was not preset and was
determined by the corresponding atomic environment.
In order to take into account the extension of the model
crystal, we used periodic boundary conditions in the
[010] direction and simulated free boundaries in the
[100] direction. The interatomic interactions were
described within the framework of the method of
embedded atom [5, 6]. 

In order to avoid the induced effects related to the
symmetry of the ideal crystal lattice, the model copper
crystal was heated to 20 K. The load was applied when
the atomic structure attained the equilibrium state cor-
responding to this temperature. Initially, the model
crystal was subjected to compression by displacing the
boundary regions in the opposite directions at a veloc-
ity of 50 m/s. The loading was continued until reaching
various degrees of straining and then the crystal was
allowed to relax. 

Detailed investigation of the relaxation process was
performed by tracing the time evolution of atomic con-
figurations and constructing the radial distribution
functions (RDFs) of atomic density [7]. The results of
our investigation showed that relaxation of the model
crystal is accompanied by the formation and develop-
ment of strain localization bands. Detailed analysis
showed that these bands originate at the free surface,
from sources in the vicinity of stress concentrators
occurring in the middle parts of free surfaces and at the
interfaces between the central strained region and the
boundary regions simulating the external load. This is
illustrated in Fig. 1, which shows the structure of the
04 MAIK “Nauka/Interperiodica”
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model crystal at the moment corresponding to the onset
of formation of the strain localization band. As can be
seen, the band originates at the surface and then spreads
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Fig. 1. The atomic structure and the RDF functions of
atomic density in regions A and B of the model crystal at the
moment corresponding to the onset of a strain localization
band. The dashed lines indicate the positions of RDF peaks
corresponding to the ideal fcc crystal lattice. The atomic
unit of length corresponds to 0.529177 × 10–10 m. 
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Fig. 2. The atomic structure and the RDF function of atomic
density in region A of the model crystal in the fragmentation
stage. The frame in the structure of region A shows one of
the nanoblocks formed as a result of fragmentation. 
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in depth of the material. A thorough analysis of the
RDF of atomic density in various parts of the model
crystal showed that the formation of the strain localiza-
tion band is accompanied by rearrangement of the
atomic structure. Figure 1 shows that the initial “split”
RDF peaks observed for a strained crystal lattice
exhibit transformation in the localized strain region into
smeared maxima corresponding to peaks in the RDF of
the ideal fcc crystal structure. 

Further analysis of the relaxation process elucidated
the mechanism of rearrangement of the atomic struc-
ture. Figure 2 shows the model crystal structure in the
subsequent moment of time, from which it is seen that
fragmentation has spread virtually over the whole crys-
tal. Thus, the process of plastic straining in the relax-
ation stage can proceed via the formation of disoriented
crystalline nanoblocks. Each fragment has an fcc struc-
ture, as evidenced by the RDF function of one of the
blocks presented in Fig. 2. The smearing of the RDF
peaks (corresponding to peaks in the RDF of the ideal
fcc crystal structure) is explained by the existence of
boundaries between nanoblocks and by the mutual
influence of these blocks. 
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Abstract—Flexoelectric instability was observed in a hybrid aligned nematic liquid crystal layer with the
director having planar orientation at one substrate and homeotropic at the other substrate. The threshold and
contrast characteristics of the electrooptical cell and the differential flexoelectric coefficient e = e11 – e33 for this
configuration were determined. The e value is in good agreement with theoretical predictions and experimental
data obtained by different methods. © 2004 MAIK “Nauka/Interperiodica”.
The flexoelectric effect in nematic liquid crystals
(NLCs) is caused by the linear relation between orien-
tational deformation of the director n and the electric
polarization P [1]. In planar NLC layers, the develop-
ment of flexoelectric instability leads to a static periodic
spatial deformation of the director field. This is mani-
fested by the appearance of a domain structure, in which
the domain lines parallel to the initial director. Such
domains were originally described by Vistin [2] and their
flexoelectric nature was established in subsequent exper-
imental [3, 4] and theoretical investigations [5, 6]. 

Cholesteric liquid crystals and twist NLC layers
also exhibit flexoelectric instability [7, 8], which differs
from that developed in the liquid crystal layers with
planar orientation of the director. The differences are
related to inhomogeneity (twist structure) of the direc-
tor field. The standard liquid crystal geometries with
planar and homeotropic director orientations were the-
oretically studied by Derzhanski et al. [9–11]. At the
same time, investigations of NLC layers with hybrid
orientations are almost unstudied, although such sys-
tems may feature the flexoelectric effect coexisting with
various orientational instabilities such as the nonthresh-
old Fréedericksz effect and electroconvection [12]. It
should be emphasized that information of this kind can
be can be of considerable value for application in an
electrooptical system based on liquid crystals. 

This study was aimed at determining the electroop-
tical characteristics of hybrid aligned NLC layers in the
regime of flexoelectric instability. 

We studied NLC crystals based on 4-n-methoxyben-
zilidene-n-butylaniline (MBBA) prepared by casting
MBBA solution between glass plates bearing transpar-
ent SnO2 electrodes. The NLC layer thickness could be
varied by placing mylar spacers of different preset
thicknesses between the substrates. The planar orienta-
tion of the director was provided by rubbing the sub-
strate in one direction or by oblique deposition of sili-
1063-7850/04/3008- $26.00 © 20679
con oxide. The homeotropic orientation was spontane-
ously formed after treatment of the substrate surface
with ethanol. The influence of the NLC layer thickness
on the flexoelectric effect was determined using cells
prepared with spacer thicknesses d = 13, 23, and 40 µm.
The lateral cell dimensions were 1 × 1.5 cm. All mea-
surements were performed at T = 25 ± 0.1°C. 

The domain structures were observed with an
Amplival-Pol.U polarization microscope (Carl Zeiss,
Jena), recorded using a video camera, and digitized by
a framegrubber with 512 × 512-pixel resolution and
256 gray levels. During the measurements, the applied
dc bias voltage was varied from U = 0 V to U > Uc with
a step of ∆U= 50 mV. The measurements at each bias
voltage were performed after equilibration of the sam-
ple for 3 min (the characteristic time of relaxation pro-
cesses in the NLC samples was ≈1–10 s). The digitized
images were stored, processed, and displayed on a
computer. 

The image contrast was calculated by the formula 

where Iij is the intensity of Ith pixel in the jth line, 
is the average intensity of the jth line, and angle brack-
ets denote averaging over various lines. We determined
the contrast using 100 lines in each recorded image.
The period of domain structures was determined by
Fourier transformation of digitized images obtained at
a threshold voltage. 

Let us consider the structural and phase transforma-
tions in the NLC cells studied. Figure 1 shows the pat-
tern of flexoelectric domains in a hybrid aligned NLC
layer. The domains are oriented in the direction parallel
to the initial director at the substrate with planar orien-
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tation. This pattern of longitudinal domains was
obtained with the polarizer and analyzer parallel to the
director (X axis) at the bottom surface of the NLC layer.
The threshold voltage Uc for the longitudinal domain
formation was Uc = 2.4 V (Fig. 2), regardless of the bias
voltage polarity and the NLC cell thickness. The period
λ of the domain structure increased in proportion to the
cell thickness: λ/d = 2.5 ± 0.1. 

Observation of the behavior of impurity particles
showed that they are immobile when the bias voltage
reaches the flexoelectric instability threshold. This is

x

y

Fig. 1. The pattern of flexoelectric domains in a hybrid
aligned MBBA-based NLC layer near the threshold voltage
Uc = 2.4 V. 
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Fig. 2. Plots of (1) the contrast K and (2) the angle φm of the
director deviation from the XOZ plane versus applied dc
bias voltage U. 
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indicative of a stationary character of deformation of
the director field. As the voltage increases to U ≈
2.74 V, the impurity particles begin to rotate in the
direction perpendicular to the axes of longitudinal
domains, which is evidence of a hydrodynamic flow
arising inside the flexoelectric domains. The results of
the optical polarization analysis sowed that the director
deviates from the XOZ plane corresponding to the ini-
tial orientation. The angle of deviation was determined
as follows. The NLC cell was fixed on the table of the
polarization microscope and crossed Nicol prisms
were rotated with a 1° step relative to the direction of
initial planar orientation of the director at the bottom
substrate. Then, the intensity profiles in the Y axis
direction were compared using images averaged over
100 lines. For a homeotropic director orientation at the
upper substrate, the polarization of the transmitted
light is parallel to the director orientation n in the mid-
dle of the NLC layer. Thus, the intensity reaches max-
imum when the analyzer axis coincides with the direc-
tor n. Figure 2 shows the dependence of the angle of
the director deviation from the XOZ plane (the plane of
initial director orientation in the hybrid aligned cell) on
the applied voltage. When the bias voltage reaches
U2c = 5.8 ± 0.1 V, an electrohydrodynamic instability
develops inside the flexoelectric domains and the Wil-
liams domains moving in the X axis direction are
observed [12]. 

Selecting the flexoelectric coefficient e = 1.7 ×
10−11 C/m (close to the experimental value recently
reported in [13]) and using the MBBA parameters in
the single-constant approximation (K = 6.5 ×
10−12 N/m, εα = –0.53), we obtain µ= ε0εαK/e2 = –0.1
[12]. This corresponds to a threshold voltage of the
flexoelectric domain formation of Uc = 2.7 V and a
period of λ = 2.1d, which are close to the values
obtained in our experiments. When the applied voltage
is increased further, the electroconvection suppresses
the flexoelectric instability. 

Thus, we have observed for the first time the flexo-
electric instability development in the form of longitu-
dinal domains in a hybrid aligned MBBA-based NLC
layer. It was established that the threshold voltage of the
longitudinal flexoelectric domain formation is indepen-
dent of the NLC layer thickness, while the spatial
period increases linearly with the layer thickness.
Using the obtained results, it is possible to estimate the
values of flexoelectric coefficients. 

Acknowledgments. This study was supported by
the Federal Program “Integration” (project no. B0065)
and by the Russian Foundation for Basic Research
(project no. 02-02-17435). 

REFERENCES 

1. R. B. Meyer, Phys. Rev. Lett. 22, 918 (1969).
2. L. K. Vistin’, Dokl. Akad. Nauk SSSR 194, 1318 (1970)

[Sov. Phys. Dokl. 14, 908 (1970)].
CHNICAL PHYSICS LETTERS      Vol. 30      No. 8      2004



        

ELECTROOPTICS OF HYBRID ALIGNED NEMATICS 681

                 
3. M. I. Barnik, L. M. Blinov, A. N. Trufanov, and
B. A. Umanskiœ, Zh. Éksp. Teor. Fiz. 73, 1936 (1977)
[Sov. Phys. JETP 46, 1016 (1977)].

4. M. I. Barnik, L. M. Blinov, A. N. Trufanov, and
B. A. Umanski, J. Phys. (France) 39, 417 (1978).

5. Yu. P. Bobylev and S. A. Pikin, Zh. Éksp. Teor. Fiz. 72,
369 (1977) [Sov. Phys. JETP 45, 195 (1977)].

6. Y. P. Bobylev, V. G. Chigrinov, and S. A. Pikin, J. Phys.
Colloq. 40, 331 (1979).

7. B. A. Umanskiœ, L. M. Blinov, and M. I. Barnik, Pis’ma
Zh. Tekh. Fiz. 6, 200 (1980) [Sov. Tech. Phys. Lett. 6, 87
(1980)].

8. B. A. Umanskiœ, V. G. Chigrinov, L. M. Blinov, and
Yu. B. Pod’yachev, Zh. Éksp. Teor. Fiz. 81, 1305 (1981)
[Sov. Phys. JETP 54, 694 (1981)].
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
9. A. I. Derzhanski and H. P. Hinov, J. Phys. (France) 38,
1013 (1977).

10. A. I. Derzhanski, A. G. Petrov, and M. D. Mitov, J. Phys.
(France) 39, 273 (1978).

11. A. I. Derzhanski and A. G. Petrov, Acta Phys. Pol. A 55,
747 (1979).

12. V. A. Delev, A. P. Krekhov, and L. Kramer, Mol. Cryst.
Liq. Cryst. 366, 2701 (2001).

13. T. Takahashi, S. Hashidate, H. Nishijou, et al., Jpn. J.
Appl. Phys., Part 1 37, 1865 (1998).

Translated by P. Pozdeev
4



  

Technical Physics Letters, Vol. 30, No. 8, 2004, pp. 682–686. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 30, No. 16, 2004, pp. 41–50.
Original Russian Text Copyright © 2004 by Dubrovskii, Sibirev, Cirlin.
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Abstract—A new kinetic model describing the growth of nanodimensional whiskers according to the vapor–
liquid–crystal (VLC) mechanism is proposed. A self-consistent equation determining the whisker growth rate
as a function of the liquid drop radius and the growth conditions is obtained. A manifold increase in the growth
rate on the drop containing an activating substance as compared to the case of growth on the nonactivated crys-
tal surface is explained. The proposed approach generalizes the phenomenological Givargizov–Chernov model
and allows the functional form and the kinetic coefficients in the dependence of the growth rate on the control
and energy parameters to be determined. The results of numerical calculations of the whisker growth rate as a
function of the drop radius for various growth conditions are presented and compared to experimental data on
the growth of nanodimensional GaAs whiskers on gold-activated GaAs(111)B surface. © 2004 MAIK
“Nauka/Interperiodica”.
The growth of whiskers according to the vapor–liq-
uid–crystal (VLC) mechanism was discovered in 1964
by Wagner and Ellis [1] in experiments with crystals
growing on the surface of silicon activated by a gold
layer. Subsequently, the formation and physical proper-
ties of whiskers grown in various systems have been
extensively studied. The characteristic cross-sectional
dimensions of whiskers reported in the 1960s–1970s
were 1–10 µm [1, 2]. At present, using advanced crystal
growth technologies and diagnostic methods, it is pos-
sible to obtain and study whiskers with a diameter of
10–100 nm [3]. Nanodimensional whiskers (NWs) of
silicon, GaAs, and other semiconductors are promising
materials for micro- and optoelectronics [3–6]. As for
the theory of whisker (and NW) growth, the phenome-
nological Givargizov–Chernov model [2] developed in
the 1970s based on the VLC mechanism is still the main
model. However, this model, while satisfactorily
explaining some experimental facts, cannot provide an
exhaustive description of the laws of NW growth. 

This study was aimed at the development of a
kinetic model of NW growth describing this process in
a rather general form, containing the Givargizov–Cher-
nov model as a particular case, and determining the
functional form and the kinetic coefficients of the
dependence of the NW growth rate on the control and
energy parameters of particular systems. 

Consider a system comprising an NW of substance A
with a diameter D, growing from a drop of supercooled
solution of substance A in the melt (A + B) containing
activating substance B (Fig. 1a). Supersaturation of the
1063-7850/04/3008- $26.00 © 20682
growth solution is created as a result of supply of com-
ponent A from the gaseous phase. The gaseous phase
may be either vapor or a molecular beam, depending on
the method of deposition: vapor phase epitaxy (VPE)
versus molecular beam epitaxy (MBE). The rate of this
supply is characterized by the flux density J of compo-
nent A to the drop surface. It is assumed that the binary
system A + B has a simple phase diagram of the Au + Si
type. In such cases, the components exhibit no mixing
in the solid state; above the eutectic temperature, the
system comprises a binary liquid phase of A + B(I) (not
forming chemical compounds) in equilibrium with a
solid phase of component A. According to the VLC
growth mechanism, a particle (molecule) of substance A
passes from the gaseous phase (vapor, indicated below
by index (v)) into the liquid phase (indicated by (l)) on
a part of the crystal surface (solid, indicated by (s)) cov-
ered by a drop of this liquid. The liquid phase gradually
solidifies on the crystal surface and the liquid drop
propagates upward [1]. The NW diameter is believed to
be equal to the diameter of the liquid drop, which
depends on the method of preparation of the activating
substance and on the substrate temperature T. There-
fore, the temperature T, the flux J of substance A, and
the drop diameter D are control parameters of the
growth process. The problem consists in determining
the NW growth velocity VL = dL/dt as a function of
these parameters. 

In most cases, crystals grow from solution layer by
layer [2, 7]. In such cases, the mechanism of normal
growth of a face with diameter D depends on the
004 MAIK “Nauka/Interperiodica”
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dimensionless parameter ID3/v, where I is the rate of
formation of two-dimensional nuclei of the crystal
(solid) phase (nucleation rate) and v  is the rate of their
lateral growth. For ID3/v  @ 1, the growth proceeds via
polycenter nucleation, while ID3/v  ! 1 corresponds to
monocenter nucleation [7]. 

It is natural to assume that the growth of NWs pos-
sessing small diameters D (Q ~ 10–100 nm) proceeds
by means of monocenter nucleation, so that 

(1)

where h is the monolayer (ML) step height [7]. To
determine the nucleation rate, we use the following
expression for the free energy of formation of a crystal-
line nucleus consisting of i molecules A in a supersatu-
rated solution (Fig. 1b): 

(2)

Here, the first term is the energy required for the forma-
tion of a boundary of the nucleus: a ≡ πσ(αls/kBT)2, αls

is the energy of the liquid–crystal boundary per unit
length, σ is the area occupied by a molecule of sub-
stance A on the surface, and kB is the Boltzmann con-
stant. The second term shows the gain of the volume
energy as a result of the phase transition from liquid to
solid phase: ∆µ is the difference of chemical potentials
for substance A in the solid and liquid phases
(expressed in kBT units). To determine this difference, it
is necessary to take into account the Gibbs–Thomson
dimensional effect [2], related to the presence of an
additional Laplace pressure in both the liquid drop and
the NW possessing curved surfaces. For simplicity, the
contact angle between the liquid drop and the solid sur-
face is assumed to be 90° and the drop curvature is
equal to that of the cylindrical NW. In this case, 

(3)

where D0 = 4(Ωsγsv – Ωlγlv)/kBT is a quantity (with the
dimensionality of length) determined by the difference
of the specific surface energies at the crystal–gas (γsv)
and liquid–gas (γlv) interfaces; Ωs and Ωl are the spe-
cific volumes per molecule of substance A in the solid
and liquid phases, respectively; ζ = (C/Ceq) – 1 is the
supersaturation of the solution; C is the concentrations
of substance A in the drop of solution; and Ceq is the
equilibrium concentration of this solution. The expres-
sion for the supersaturation is written using the approx-
imation of dilute solution; in the general case, the
concentration C should be replaced by the solution

V L
πD2

4
----------hI ,=

Fi 2 ai( )1/2 ∆µi.–=

∆µ 1 ζ+( )ln D0/D,–=
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activity [7]. Here and below, we assume that the gradi-
ent of concentration of substance A in the drop is small. 

Relation (2) yields the following simple expressions
for the main parameters of the classical theory of nucle-
ation [8]: 

(4)

where ic is the number of molecules in the critical
nucleus, F is the activation barrier for nucleation
(expressed in kBT units), and –F''(ic) is the free energy
of the formation of nucleus in the subcritical region.
Finally, assuming that the growth of nuclei proceeds by
means of the diffusion transfer of molecules from the
liquid phase to a monoatomic step formed at the bound-
ary of the nucleus [7] (Fig. 1b), using the Zeldovich
formula [8] for the nucleation rate on the NW surface,
and taking into account formula (4), we arrive at the
following expression for the nucleation rate: 

(5)
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Fig. 1. Schematic diagrams illustrating (a) the NW growth
of substance A (NWA(s)) from a liquid drop of the solution
of A in activating substance B (B + A(l)) on the surface of
crystal A by the VLC mechanism (v   l  s; the flux
of substance A from the vapor phase (v) is J) and (b) the
mechanism of NW growth from solution by mechanism of
two-dimensional nucleation at the liquid–crystal interface.
The NW is a cylinder of diameter D and height L and the
two-dimensional nucleus is a disk of monoatomic height h. 
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Here, τD = exp[(ED + EB)/kBT] is the average time
between two sequential deliveries of molecules to the
monoatomic step, ED is the activation barrier for the
diffusion of molecule A in solution, EB is the activation
barrier for the incorporation of molecule A into the
monoatomic step, and vD is the preexponential factor
(having the same order of magnitude as the frequency
of thermal oscillations in the bulk of liquid). 

To determine the supersaturation in the drop of solu-
tion, we use the equation of balance for the number of
molecules A in the drop: 

(6)

where the first term on the right-hand side gives the
number of molecules A adsorbed from the vapor phase
on the drop surface per unit time, the second term is the
number of desorption events, and the third term
describes the loss of molecules A from the liquid phase
as a result of crystallization. The quantity τA =

exp(EA/kBT) is the average lifetime of molecules A
in the surface layer of the liquid, EA is the activation
barrier for desorption from the liquid surface, vA is the
preexponential factor (having the same order of magni-
tude as the frequency of thermal oscillations in the bulk
of liquid), χv l is the coefficient of condensation of mol-
ecules A at the vapor–liquid interface, rl = (3Ωl/4π)1/3,
and R = D/2 is the drop radius. The above equation of
balance is written for the case of deposition by means
of MBE; in the case of VPE, the adsorption term should
be doubled. An analysis of Eq. (6) shows that supersat-
uration rapidly reaches a stationary value, for which
Eqs. (1)–(3), (5), and (6) give the self-consistent sta-
tionary equation 

(7)

This equation contains four dimensionless parameters:
a is related to the energy of the liquid–crystal interface;
d ≡ D/D0 is the dimensionless drop diameter; Φ =
(χv lτAJ/2rlCeq) – 1 is the parameter determined by the
balance of the adsorption–desorption processes on the

drop surface; and b = ( /8σ)(τA/τD)  reflects the
ratio of the lifetime of molecules of A on the drop sur-
face and the characteristic time of attachment to the
nucleus. 

v D
1–

2
3
---πR3dC

dt
------- πR2χv lJ 2πR2rlC

τ A

------- πR2V L

Ωs

------,––=

v A
1–

Φ ζ– bd2 f ζ( );–

f ζ( ) 1 ζ+( ) 1 ζ+( )ln 1/d–=

× a
1 ζ+( )ln 1/d–

-------------------------------------– .exp

πa D0
2

T

According to Eqs, (1), (5), and (7), the NW growth
rate is proportional to the difference of supersaturations
in the gas and liquid phases, 

(8)

with the coefficient V0 = 2rlΩsCeq/τA . 

Using Eqs. (7) and (8), it is possible to draw several
general inferences concerning the character of NW
growth by the VLC mechanism. First, by analogy with
the Givargizov–Chernov model, allowance for the
Laplace pressure in the drop and nanocrystal gives the
minimum critical size below which the growth of NWs
is impossible [2]. This minimum drop diameter is 

(9)

In the narrow interval of growth temperatures, the sur-
face energies can be approximately considered as inde-
pendent of the temperature. In this approximation, the
minimum diameter decreases in inverse proportion to
the temperature and to the logarithm of the flux of sub-
stance A to the surface. 

The problem of a rate-limiting stage in the whisker
growth was repeatedly discussed in the literature [2, 3,
7]. If the growth is controlled by processes at the gas–
liquid interface, the supersaturation in the gas phase is
significantly greater than that in the solution (Φ @ ζ).
In this case, Eqs. (7) and (8) give a trivial result: VL =
χv lΩsJ – 2rlΩsCeq/τA, which implies that the NW
growth rate is determined only by the balance of
adsorption–desorption processes at the drop surface.
An increase in the normal growth rate on the activated
part of the surface can be explained only by better
adsorption and/or higher efficiency of the chemical
reaction over the drop of solution, as well as by lower
desorption from the drop surface as compared to that on
the nonactivated surface of the crystal. In this case,
NWs of various diameters grow at the same rate. 

If the main role is played by processes at the liquid–
crystal interface (which has numerous experimental
evidence [2, 3]), the NW growth proceeds under the
condition that Φ ≈ ζ. In this case, it is possible to obtain
an automodel solution of Eq. (7) using the sharp depen-
dence of the nucleation rate on the supersaturation. For
this purpose, f(ζ) is represented as [8] 

(10)

where Γ = –(∂F/∂ζ)|ζ = Φ = ic(Φ)/(Φ + 1) is a large
parameter (on the order of the critical drop size for Φ = ζ
and not too large supersaturations). Substituting repre-

V L V0 Φ ζ–( )=

Dmin

D0

1 Φ+( )ln
------------------------ 1

T J /J0ln
--------------------∝ .=

f ζ( ) f Φ( ) Γ Φ ζ–( )–[ ] ,exp=
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sentation (10) into Eq. (7) and taking into account (8),
we obtained an automodel solution for the NW growth
rate: 

(11)

Here, F∗  ≡ F(Φ) = a/[ln(1 + Φ) – 1/d] is the activation
barrier for nucleation at Φ = ζ, β ≡ b/a1/2, and x(U) is a
solution of the equation 

(12)

Equations (11) and (12) suggest two important partial
cases. For relatively large D ~ Dmin, we have a strong
inequality U ! 1 and, hence, x ≈ U and the dependence
of the NW growth rate on the control parameters
acquires an exponential form 

(13)

For small D, the NW growth rate rapidly increases with
the drop diameter and, at a diameter exceeding Dmin, a
solution of Eq. (12) reaches the asymptote x ≈ lnU
beginning with U ~ e. In this case, the NW growth rate
is described by the formula 

(14)

This expression explains why NW growth by the VLC
mechanism proceeds much faster than in the absence of
activating agents. According to formula (14), the NW
growth rate is inversely proportional to the square of the
energy αls of the liquid–crystal interface. For most sub-
stances, this value is five or six times smaller than that
(αvs) at the gas–crystal interface [7]. Therefore, even
for equal coefficients of condensation on the liquid and
crystal surfaces (χv l ≈ χvs), the ratio of growth rates on
the activated and nonactivated surfaces (for the same
face areas) is (αvs/αls)2 ~ 30. Formula (14) also explains
the quadratic dependence of VL on ∆µ∗  = ln(1 + Φ) –
D/D0 empirically introduced in the Givargizov–Cher-
nov model. Indeed, ignoring the logarithmic depen-
dence in formula (14) and rejecting the term linear in
∆µ∗ , we obtain the Givargizov–Chernov formula VL =

K[ln(1 + Φ) – D/D0]2 [2]. In addition, the proposed
model allows us to interpret the kinetic coefficient of
crystallization K. Moreover, formula (14) explains an

V L aχv lΩsJF*
2– x βd2F*

3/2 F*–( )exp[ ] .=

xex U .=

V L F*–( )exp∝ a
1 Φ+( )ln D0/D–

-------------------------------------------– .exp=

V L

χv lJh
π

-------------
kBT
α ls

--------- 
 

2 βa3/2

1 Φ+( )ln D0/D–( )3/2
----------------------------------------------------- D

D0
------ 

  2

 
 
 

ln=

∫ × 1 Φ+( )ln
D0

D
------– 

 
2

a 1 Φ+( )ln
D0

D
------– 

 – .
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increase in the growth velocity with the drop diameter
observed in many experiments [2–7]. 

Figure 2 shows the results of numerical calculations
of the NW growth rate as a function of the drop diame-
ter performed using Eqs. (7) and (8) for various values
of the control parameters. These numerical solutions
confirm the above qualitative conclusions and agree
with experimental data on the MBE growth of nanodi-
mensional GaAs whiskers on the GaAs(111)B surface
activated with gold [9]. Thus, the proposed kinetic
model describes the dependence of the NW growth rate
on the control parameters and explains a number of
physical phenomena observed for the MW growth by
the VLC mechanism. Fine processes related to the
dependence of the interfacial and surface energies on
the solution concentration, the transition from mono-
center to polycenter nucleation, the growth from drops
of controlled size, etc., will be considered in separate
publications. 
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Fig. 2. Plots of the NW growth rate V versus drop diameter D
calculated using Eqs. (7) and (8) for b = 100, Φ = 3, V0 =
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20. Solid symbols show the experimental data obtained by
processing scanning electron microscopy images of GaAs
whiskers on gold-activated GaAs(111)B surface [9]. These
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conditions: gold layer thickness, 2.5 nm; temperature of the
gold-activated surface, 610°C; GaAs layer thickness,
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GaAs deposition rate, 0.4 ML/s. 
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Abstract—A system of cobalt nanoparticles exhibits a transition from the superparamagnetic state into the
state with cooperative magnetic ordering caused by the magnetic interaction between Co particles. It is shown
that this transition can be used for obtaining nanogranular materials possessing soft magnetic properties at a
large electric resistivity. © 2004 MAIK “Nauka/Interperiodica”.
The magnetic properties of ferromagnetic (FM)
nanoparticles (with diameters not exceeding 10 nm) are
determined by a combination of characteristic dimen-
sional effects: first, by the transition of particles into a
monodomain state, whereby the particle size is compa-
rable with the correlation length of exchange interac-
tion; second, by the structural transformation accompa-
nied either by a change in the phase state or by the for-
mation of a complex nanostructural system comprising
a “core” and a passivating “shell;” third, by the transi-
tion of the system of monodomain FM nanoparticles
into a superparamagnetic state, whereby thermal fluctu-
ations exceed the remagnetization threshold deter-
mined by the magnetic anisotropy. In other words,
above a certain temperature (called the blocking tem-
perature TB), the ensemble of monodomain particles
behaves like a gas of paramagnetic molecules possess-
ing large magnetic moments.

In the class of nanocrystalline magnetic materials, a
special position is occupied by granular nanocompos-
ites comprising magnetic nanoparticles dispersed in a
nonmagnetic matrix. Both the practical value and basic
significance of such materials are determined by the
fact that their magnetic properties can be controlled by
varying the size and density of magnetic nanoparticles.
An important role in the modification of magnetic prop-
erties of these systems is played by the magnetic inter-
action between particles.

Investigations of the magnetic properties of granu-
lated systems [1–3] showed magnetic hysteresis at tem-
peratures above the blocking temperature (T > TB). This
hysteresis is related to the magnetic interaction
between nanoparticles, which otherwise would exhibit
a purely superparamagnetic behavior. The transition
from a superparamagnetic state into the state with a
cooperative magnetic ordering caused by the magnetic
interaction was theoretically and experimentally stud-
ied for composite materials with a magnetic phase con-
tent not exceeding 20 vol % [4–7]. However, interpre-
1063-7850/04/3008- $26.00 © 20687
tation of the magnetic properties of such systems is hin-
dered by their complex dependence on many
parameters and factors, including the dispersion of par-
ticle dimensions, the existence of various structural and
magnetic phases in nanoparticles, the presence of a spe-
cific local anisotropy of nanoparticles, and the afore-
mentioned magnetic interaction between nanoparticles.
It is very difficult to establish with confidence which of
these factors plays a decisive role in the formation of
magnetic properties of such granular systems.

From the standpoint of practical applications, it
would be of interest to study the magnetic properties of
a system with a large volume fraction (v  > 40%) of the
magnetic phase [8]. In such cases, the integral magnetic
properties can be interpreted assuming a dominating
role of the magnetic interaction between FM nano-
particles.

This letter presents the results of investigation of
nanogranular films prepared by pulsed plasma sputter-
ing of a SmCo5 target in vacuum at a residual pressure
of 10–6 Torr [9]. The thickness of the sample films was
~100 nm. Using these samples, we studied the effect of
annealing on the structure, magnetic properties (coer-
cive force, magnetization), and electric conductivity of
nanogranular layers. The samples were annealed in
vacuum at a pressure of 10–5 Torr with applied magnetic
field of H ~ 103 Oe.

An important peculiarity of the employed technol-
ogy is that the SmCo5 phase is absent in the synthesized
layers. This is explained by a high activity of sputtered
samarium particles, which exhibit rapid oxidation in
the residual atmosphere of the vacuum chamber. The
data of Auger electron spectroscopy (AES) showed evi-
dence of a considerable amount of carbon in the sam-
ples. The results of electron microscopy and X-ray dif-
fraction measurements showed that the sample film
structure comprises magnetic particles of a Co(C) solid
solution with an average size of D = 1.5 nm surrounded
004 MAIK “Nauka/Interperiodica”
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by samarium oxide (Sm2O3); the volume fraction of the
magnetic phase amounted to ~60% [10]. Evidently, this
morphology accounts for the relatively high resistivity
of the samples (ρ ~ 5 × 10–2 Ω cm).

Figure 1a presents the magnetization curves mea-
sured at T = 300 K in the film plane (curve 1) and in the
perpendicular direction (curve 2). Figure 1b shows the
results of measurements at T = 77 K, which reveal a
hysteresis loop. At room temperature, the magnetiza-
tion curves exhibited no hysteresis, which was
observed only at low temperatures (T < TB). This
behavior of the hysteresis loop is characteristic of a
superparamagnetic material. Previously [10], it was
established that the magnetic moment in such films is
oriented in the sample plane. Therefore, using curve 2
in Fig. 1, it was possible to evaluate the effective satu-
ration magnetization (~300 G).

Figure 2 presents analogous data—magnetization
curves (a) and hysteresis loops (b)—for a film annealed
at Tan = 530 K. The electron-microscopic examination
showed that annealing did not produce any visible
increase in the particle size. As can be seen, the magne-
tization curve 2 measured in the direction perpendicular
to the sample plane remained virtually unchanged. This
result suggests that the saturation magnetization also
remained the same. On the other hand, there is a signif-
icant change in magnetic properties measured in the
sample plane (curve 1): the film becomes ferromagnetic
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Fig. 1. Magnetization of the nanogranular films in the initial
state: (a) room-temperature magnetization in the magnetic
field oriented (1) in the sample plane and (2) in the perpen-
dicular direction; (b) hysteresis loop observed at T = 77 K.
TE
and exhibits hysteresis even at T = 300 K (HC ≤ 3 Oe);
in addition there is evidence of a uniaxial anisotropy
(HK ≥ 10 Oe).

To explain these changes in magnetic properties of
the annealed film, let us consider the temperature
dependence of the coercive force HC (Fig. 3). This
curve reveals two regions. In the region of low temper-
atures, HC exhibits a sharp decrease with increasing
temperature T (region I). At high temperatures, HC var-
ies less sharply with the temperature (region II) and
turns to zero at T = TP.
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Fig. 2. Magnetization of the nanogranular films upon
annealing at Tan = 530 K: (a) room-temperature magnetiza-
tion in the magnetic field oriented (1) in the sample plane
and (2) in the perpendicular direction; (b) hysteresis loops
observed at room temperature in the directions of the
(1) easy and (2) hard magnetization axis.
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Fig. 3. Temperature dependence of the coercive force for a
nanogranular film upon annealing. The inset shows the plot
of HC = f(T1/2). See the text for explanations.

1 2
CHNICAL PHYSICS LETTERS      Vol. 30      No. 8      2004



        

MAGNETIC INTERACTION BETWEEN SUPERPARAMAGNETIC PARTICLES 689

                                          
In order to interpret the behavior of HC = f(T), we
use a phase diagram of the magnetic state of an ensem-
ble of superparamagnetic particles proposed by Allia
et al. [4]. According to this phase diagram, the HC =
f(T) curve reflects the transition of our system from an
FM-blocked superparamagnetic state (SP state, region I)
to the state with magnetic ordering caused by the mag-
netic interaction between nanoparticles (region II). In
the latter region, an increase in the temperature leads
(instead of the usual transition from the FM to super-
paramagnetic state) to the appearance of an intermedi-
ate magnetically ordered state in the ensemble of super-
paramagnetic particles (ISP state, region II), where the
material exhibits unusual magnetic properties (e.g.,
small coercive force HC). In addition to the blocking
temperature, the material is characterized by another
critical temperature: the temperature of transition to the
superparamagnetic state (TP).

The blocking temperature can be estimated using
the well-known relationship

(1)

and the plot of HC = f(T1/2) presented in the inset in
Fig. 3. The blocking temperature determined from
these data is TB ~ 130 K. In the interval TP > T > TB, the
coercive force has a nonzero value, which is indicative
of the existence of a magnetic order (region II). The
magnetic energy of the ensemble of interacting mag-
netic nanoparticles can be expressed as [5]

(2)

where K is the anisotropy constant, V is the particle vol-
ume, M is the magnetization, and Km is the magnetic
interaction constant. The system exhibits a transition to
the superparamagnetic state (HC = 0) at

(3)

where kB is the Boltzman constant. As can be seen from
Fig. 3, in our samples, TP ~ 450 K.

The magnetic and electrical properties of the sam-
ples exhibit insignificant variations depending on the
conditions of synthesis and annealing. Data for the
films in the initial (as-grown) state and upon annealing
are presented in the table. As can be seen, the annealed
films exhibit soft magnetic properties at a relatively
high electric resistivity.

Thus, instead of the traditional method of obtaining
magnetically soft nanocrystalline materials by means

HC HC0 1 T /TB( )1/2–[ ]=

E KV KmM2,+=

TP KmM2/3kB,=
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of a structural transition from the amorphous to nanoc-
rystalline state [12], we suggest using the magnetic
transition in nanogranular composites from superpara-
magnetic state to the state with a cooperative magnetic
ordering caused by the magnetic interaction between
nanoparticles. Using this method, it is possible to
obtain materials with increased electric resistivity, hav-
ing good prospects for use in microwave devices.
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Magnetic and electrical properties of Co–Sm–O films before
and after annealing
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Abstract—We present the results of the first experiments on the HF heating of hydrogen–deuterium plasma at
ion cyclotron frequencies in the Globus-M spherical tokamak. A power of 200 kW at a frequency of 9.1 MHz
introduced via a single-loop antenna led to an increase in the ion temperature from 170 to 300 eV. Characteristic
times of the ion temperature buildup and decay corresponded to the ion energy confinement time in the tokamak
plasma. © 2004 MAIK “Nauka/Interperiodica”.
Experiments on the HF heating of plasma at ion
cyclotron frequencies in the Globus-M spherical toka-
mak (R0 = 0.36 m; a0 = 0.24 m) have been under prep-
aration for several years [1]. Two experimental scenar-
ios were considered, according to which HF power is
introduced into the tokamak plasma (i) at a cyclotron
frequency of hydrogen ions present as a small impurity
in deuterium plasma or (ii) at a frequency several times
higher by mechanism of magnetic pumping with fast
magnetoacoustic (FMA) waves. The results of prelimi-
nary modeling [2, 3] showed that the efficiency of HF
wave absorption in the tokamak plasma in both cases
are rather close. However, the efficiency of plasma
heating can be different because the HF power is depos-
ited in different components of the plasma. In the first
case, a considerable part of the energy is spent for heat-
ing ions, while in the second case, only electrons are
heated. 

This Letter presents the results of the first experi-
ments on HF heating of the tokamak plasma via hydro-
gen impurity in deuterium plasma for a toroidal mag-
netic field of 0.4 T. The plasma density at the discharge
axis for a current of 250–300 kA could reach up to
4−5 × 1019 m–3. 

Figure 1 shows the tokamak chamber section and
the arrangement of the fundamental and higher cyclo-
tron harmonics for hydrogen and deuterium ions at a
frequency of 9 MHz in the cross section of the plasma
column. The positions of these harmonics determine
the localization of the energy deposition for the excited
waves (1 indicates the main resonance for hydrogen
and the second harmonic for deuterium; 2, the third har-
monic for deuterium; 3, the second harmonic for hydro-
gen; and 4, an ion–ion hybrid resonance for equal frac-
tions of deuterium and hydrogen in the plasma). This
1063-7850/04/3008- $26.00 © 0690
pattern was calculated assuming that the vacuum mag-
netic field at the axis is 0.4 T and the paramagnetic field
is 0.05 T. Closed curves in Fig. 1 show the positions of
the surfaces of equal magnetic flux, illustrating the
magnetic field topology in the Globus-M spherical
tokamak. As can be seen, some zones of the energy dep-
osition according to this scenario unavoidably occur
near the chamber walls, which can reduce the efficiency
of plasma heating. 

In the first stage of these experiments, HF energy
was fed to the antenna at a low level (not exceeding
500 W) at an HF pulse duration up to 80 ms. This
regime was used for training the antenna and finding
the optimum coupling of the antenna to the plasma.
Upon adjustment, the amplitude of the HF wave
reflected at a high plasma density significantly
decreased and the plasma was not contaminated by
impurities. Then, the level of power fed to the antenna
was increased to ~200 kW, the pulse duration was
reduced to 20 ms, and additional training was effected
until the intensity of the spectral lines of impurity ions
was stabilized. 

Figure 2 shows the time variation of the main
plasma parameters (discharge 6736), including the dis-
charge current, amplitudes of the incident and reflected
waves, integral of the plasma density over the central
vertical chord, and intensity of the Dα and CIII emis-
sion lines. In this discharge, the generator frequency
was 9.1 MHz, the level of introduced power was
220 kW, and the level of reflected power was 90 kW.
Therefore, the coefficient of reflection with respect to
power was about 40%. As can be seen, there was a small
increase in the plasma density (up to 3 × 1019 m–3) during
the HF pulse, but this was not accompanied by any
increase in the level of plasma contamination. 
2004 MAIK “Nauka/Interperiodica”
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Figure 3 shows the energy spectra of hydrogen
and  deuterium recharge atoms measured using an
AKORD-12 atomic analyzer [4, 5]. The instrument,
installed in the middle plane of the tokamak and ori-
ented perpendicularly to the chamber axis, operated in
the so-called passive regime and measured the integral
spectra of atoms extracted from plasma along the detec-
tor axis. Figure 3 shows the spectra of hydrogen (1) and
deuterium (2) measured 16 ms after the HF pulse front
(tokamak discharge 6736) in comparison to the spectra
of hydrogen (3) and deuterium (4) measured in the
absence of HF heating (discharge 6739). As can be
seen, only the hydrogen spectrum exhibits a “tail” of
high-energy (1.1–4 keV) particles during the action of
the HF pulse. This result shows evidence that deuterium
is heated predominantly via hydrogen ions. It should be
noted that the proportion of particles in the high-energy
tail of the spectrum of hydrogen does not exceed 5% of
the total number of particles contributing to the spec-
trum. In the “thermal” energy range (~0.25–1.1 keV),
all spectra are well described by the Maxwell distribu-
tion functions with the same temperature for hydrogen
and deuterium, amounting to ~300 and ~170 eV for the
discharges with and without HF heating, respectively.
However, no direct correlation is observed between the
numbers of particles contributing to the spectra of dis-
charges with and without HF heating: the former num-
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Fig. 1. Schematic diagram showing the tokamak chamber
section and the positions of resonance surfaces for the
excited waves: (1) the main resonance for hydrogen and the
second harmonic for deuterium; (2) the third harmonic for
deuterium; (3) the second harmonic for hydrogen; (4) an
ion–ion hybrid resonance for equal fractions of deuterium
and hydrogen in the plasma. 
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ber is about half of the latter. This can be related to the
difference in the densities of atoms in the near-wall
zones of these discharges. 

In order to establish a relationship between the tem-
perature determined from the “passive” spectra of
recharge atoms and the real ion temperature of the
plasma, we numerically simulated the atomic flows
extracted from plasma of the Globus-M tokamak. The
results of this simulation performed as described
in [6, 7] showed that a high-density plasma (n0 ≈ 5 ×
1019 m–3) is characterized by significantly lower atomic
fluxes from the central regions. As a result, the temper-
ature determined using the spectra of recharge atoms
may be underestimated. In a simple case when the
plasma temperature and density can be approximated
by the parabolic distributions, the recharge spectra give
an ion temperature about 20% lower than the real value
in the central region. For a different (e.g., flatter) distri-
bution of parameters observed in spherical tokamaks,
the discrepancy may be even greater. 

Figure 4 shows the time variation of the ion temper-
ature (without absorption corrections) as determined
from the spectra of recharge atoms measured in the
tokamak discharges with and without HF heating (nota-
tions are the same as in Fig. 3). The characteristic times
of buildup and decay of the ion temperature during the
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Fig. 2. Time variation of the main plasma parameters (dis-
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incident and reflected waves, respectively; (d) integral of
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action and upon termination of the HF pulse, respec-
tively, correspond to the ion energy confinement time
the tokamak plasma. The ion temperature dynamics is
virtually the same for both hydrogen and deuterium,
which is indicative of a good energy exchange between
the two plasma components. 

It should be noted that HF heating of the plasma
takes place at a rather high relative density of hydrogen
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Fig. 3. The energy spectra of (1, 3) hydrogen and (2, 4) deu-
terium recharge atoms measured using an AKORD-12 atomic
analyzer (1, 2) 16 ms after the HF pulse (discharge 6736) and
(3, 4) in the absence of HF heating (discharge 6739): (I) ther-
mal part of the spectrum; (II) high-energy tail.
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Fig. 4. Time variation of the ion temperature determined from
the spectra of (1, 3) hydrogen and (2, 4) deuterium recharge
atoms measured (1, 2) with HF heating (discharge 6736) and
(3, 4) without HF heating (discharge 6739). 
T

ions (≈50%) measured by the same atomic analyzer.
This result cannot be rationalized using the commonly
accepted notions about the absorption of ion cyclotron
waves in plasma, based on the data for large thermonu-
clear setups with large aspect ratios. In such systems,
the resonance conditions are satisfied in the volume of
plasma only for one harmonic. At the same time, the
width of the region of nontransparency for the ion
cyclotron waves at a high hydrogen density becomes
very large due to a weak magnetic field gradient.
Another important feature of the regime of HF plasma
heating in our experiments is the relatively low limiting
energy (~4 keV) of the tail of high-energy particles
observed in the hydrogen recharge spectra. This (in the
general case positive) effect can be related to the rela-
tively low frequency of the HF waves employed and to
the losses of ions from untrapped orbits on spherical
tokamaks. We believe that limitation of the HF power
contribution to the high-energy part of the ion distribu-
tion will eliminate many undesired phenomena (such as
instability development, interaction with walls, etc.)
related to the appearance of high-energy ion popula-
tions in tokamak plasma. 

The above experimental results are important from
the standpoint of basic knowledge of the physics of
plasma–HW wave interaction. The proposed method of
plasma heating offers greater possibilities for addi-
tional plasma heating in spherical tokamaks. 
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Abstract—The effect of a thin adsorbed film on the fluctuational electromagnetic tangential force of interaction
between a moving nanoparticle and a flat solid surface was theoretically studied for the first time in a nonrela-
tivistic approximation. Particular calculations were performed for a metal film on a dielectric and for a dielectric
film on a metal. In both cases, the nanoparticle is assumed to be made of a nonmagnetic metal. It is shown that,
at a normal temperature, the presence of an adsorbed film may lead to an increase in the tangential friction force
by one or two orders of magnitude for a certain relation between the particle distance from the surface and the
film thickness. In the case of a dielectric film on a metal substrate, a decrease in the temperature is accompanied
by exponential decrease in the viscous friction. For a metal film on a dielectric substrate, the tangential force
exhibits a quadratic dependence on the temperature. © 2004 MAIK “Nauka/Interperiodica”.
In practical applications related to the interpretation
of the interaction between the probe of an atomic force
microscope (AFM) and the sample surface, an impor-
tant particular case is the substrate with a permittivity
εs(ω) covered by an adsorbed film of thickness d and
permittivity εa(ω) (Fig. 1). Recent measurements of the
viscous dissipative force in “pure” dynamic silicon–
mica [1], aluminum–gold [2], and gold–gold [3] con-
tacts were performed at room temperature in vacuum.
However, a comparison of these experimental data with
the values predicted by the theory of fluctuational elec-
tromagnetic interactions revealed discrepancies reach-
ing several orders in magnitude [4–6]. These discrepan-
cies stimulate the search for factors missing in the the-
ory which would provide for a increase in the
magnitude of fluctuational electromagnetic interac-
tions. In particular, the role of heating (cooling) of the
AFM probe by near fluctuational fields was recently
considered in [7]. Another important factor can be the
presence of adsorbed layers of foreign molecules. In
particular, according to estimates [8], the presence of
adsorbed K atoms at a concentration of 1018 m–2 on a
Cu(001) surface leads to an increase in the coefficient
of viscous friction between flat copper samples by
seven orders of magnitude. It should be noted, however,
that the estimation [8] was based on the theory of fluc-
tuational dissipative interaction between semi-infinite
media separated by a flat vacuum gap, while scanning
probe microscopy (in particular, AFM) features the
interaction between a nanoprobe with the curvature
radius R and a flat surface. This system is more ade-
quately described by the theory developed in [4–6]. 
1063-7850/04/3008- $26.00 © 20693
Let us consider, for certainty, a probe moving paral-
lel to a surface at a distance z0. We assume that the stan-
dard conditions of applicability of the nondelayed
dipole approximation are satisfied [4–6], so that R !
z0 ! c/ω0, where c is the speed of light in vacuum and
ω0 is the characteristic absorption frequency of the
electromagnetic spectrum. The main difference
between this problem and the case of interaction
between a particle and a semi-infinite medium with flat
boundary consists in the need for modification of the
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Fig. 1. Schematic diagram illustrating interaction between a
particle and a surface covered by a thin adsorbed film:
(1) vacuum; (2) film; and (3) substrate (see the text for
explanations). 
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solution of the Poisson equation for the Fourier compo-
nent Φωk(z) of the electric potential induced in the
medium by the moving fluctuating dipole (ω is the fre-
quency; k is the two-dimensional wave vector parallel
to the surface; the z axis is perpendicular to the surface). 

A solution for the function Φωk(z) in this system
(Fig. 1) constructed in the regions of vacuum (1),
film (2), and substrate (3) must satisfy the conditions of
continuity of the potential and the electric displacement
at the boundaries z = 0 and z = –d. An analysis shows
that all the general formulas [4–6] for the tangential
force (Fx) and the rate of heating (dQ/dt) caused by the
fluctuational electromagnetic field remain valid, pro-
vided that the dielectric response of the semi-infinite
medium ∆(ω) = (ε(ω) – 1)/(ε(ω) + 1) is replaced by the
function 

(1)

(2)

(3)

As can be seen, formula (1) satisfies obvious limiting
relations D(ω, k)  ∆1(ω) for εa(ω)  εs(ω);
D(ω, k)  ∆1(ω) for d  ∞; and D(ω, k)  ∆2(ω)
for d  0. 

In terms of function (1), the viscous tangential force
acting upon the article can be written as (negative sign
corresponds to retardation) 

(4)

(5)

where " and kB are the Planck and Boltzmann con-
stants, respectively; α(ω) is the dipole polarizability of
the particle; T1 and T2 are the temperatures of the parti-
cle and the surface (in the general case, different); and
primed and double-primed quantities denote the real
and imaginary components. In particular, the complex
polarizability of a spherical particle of radius R and per-
mittivity ε(ω) is 

(6)

Using relations (1)–(3), the complex displacement can

D ω k,( )
∆1 ω( ) ∆2 ω( ) 2kd–( )exp–
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3"V
2π

---------- ω kk4 2kz0–( ) f ω k,( ),expdd∫
0 ∞,
∫–=

f ω k,( ) "ω
2kBT1
--------------α'' ω( )dD'' ω k,( )

dω
-------------------------coth=

+
"ω

2kBT2
--------------D'' ω k,( )dα'' ω( )

dω
------------------,coth

α'' ω( ) R3Im
ε ω( ) 1–
ε ω( ) 2+
---------------------.=
TE
be written as 

(7)

where a = exp(–2kd) and the argument ω is omitted. 

In the case of a particle moving perpendicularly to
the surface [9], the numerical coefficient on the right-
hand side of Eq. (4) is doubled. The corresponding for-
mula, describing the dissipative part of the normal force
of interaction between a particle and the surface, con-
tains a conservative contribution related to the standard
van der Waals interaction (with dynamic corrections).
The corresponding expressions can be written by anal-
ogy with formula (4). 

The basic difference between formula (4) and those
for the tangential interaction of a particle with a semi-
infinite medium (see, e.g., [5, Eq. (4.31)] is the depen-
dence of D''(ω, k) on the wave vector k (even without
taking into account the possible nonlocal character of
εs(ω) and εa(ω)). In the general case, this circumstance
leads to a more complicated dependence of Fx on the

distance z0, differing from the law Fx ~  obtained
in [4, 5]. 

Let us apply the above results to some particular
cases. 

1. Metal film on a dielectric substrate. In the
microwave spectral range (ω ≈ kBT/") far from the
phonon resonances, we obtain εa(ω) ≈ 1 + 4πσ0i/ω,
where σ0 is the static conductivity (obviously,
4πσ0/ω @ 1). Taking into account Eqs. (2) and (3), we

obtain (ω) ≈ 1, (ω) ≈ 0, and ∆1(ω) ≈ 1 + i.

Then, Eq. (7) yields 

(8)

When z0/d @ 1, substitution of formula (8) into Eq. (5)
shows that the force Fx increases by a factor of z0/d in
comparison to the case of a “pure” surface. On the con-
trary, the dependence of Fx on z0 becomes weaker (Fx ~

 instead of Fx ~ ). Under the conditions of AFM
experiments, the inequality z0/d @ 1 can be satisfied
only for a sufficiently large distance of the point of
close contact from the sample surface. At a distance on
the order of 1 nm or lower, the amplification effect
ceases and, hence, the presence of adsorbed layers does
not (on the average) significantly influence the interac-
tion for a probe moving perpendicularly to the surface.
Note also the quadratic dependence of Fx on the tem-
perature and a weak (if any) dependence of this force on
the properties of the substrate. 

D'' ω k,( )
∆1'' 1 a2 ∆2

2–( ) a∆2'' 1 ∆1
2–( )–

1 a2 ∆1
2 ∆2
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------------------------------------------------------------------------------------,=
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2. Dielectric film on a metal substrate. In this
case, (ω) ≈ –1, (ω) ≈ 0, and ∆1(ω) = (ω) +

i (ω). Then, Eq. (7) yields 

(9)

This formula shows the possibility of a resonance for
1 + a (ω) = 0 and (ω) < 0. Let εa(ω) have the stan-
dard form 

(10)

where ε0 and ε∞ are the static and optical permittivities,
respectively; ωL and ωT are the longitudinal and trans-
verse phonon frequencies, respectively; and γ is the
damping factor. Using Eqs. (2) and (10), one can
readily show that the resonance condition is satisfied
for two surface modes of the phonon-polariton type.
The dispersion equations of these modes (with omitted
terms of higher orders in small parameter ) have the
following form: 

(11)

(12)

(13)

(14)

Figure 2 shows an example of dispersion relations (11)
and (12) for a silicon carbide film on a metal substrate,
calculated for the following parameters [10]: ωT =
1.49 × 1014 s–1; ωL = 1.8 × 1014 s–1; γ = 8.9 × 1011 s–1;
and ε∞ = 6.7. In this case, formula (13) yields kmax =
1.16/d. In the presence of a resonance at a frequency of
ω = ωTx(kd), where x(kd) is the function determined by
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the right-hand sides of Eqs. (11) and (12), formula (9)
can be reduced to the following form: 

(15)

(16)

where the argument of the function x(kd) is omitted.
Upon substitution of formulas (6) and (15) into Eq. (4),
integration with respect to the frequency is simple, and
the integral with respect to the wave vector can be cal-
culated by numerical methods. It was interesting to
compare the results of calculations of the forces of
interaction between a metal particle and a metal surface
with and without a dielectric film. Restricting the con-
sideration to the case of equal temperatures (T1 =T2)
and equal conductivities of the particle and substrate,
we obtain from Eq. (4) for the pure surface 

(17)

Using Eqs. (4)–(6) and (15)–(17), the ratio of forces Fx

for surfaces with and without an adsorbed film can be
written as 

(18)

where ωW = kBT/" is the Wien frequency and Y(α, β) is
a function determined by numerical methods (the dis-
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Fig. 2. Dispersion relations of the surface electromagnetic
modes for a dielectric film (SiC) on metal (Au) substrate.
Curves 1 and 2 correspond to formulas (11) and (12),
respectively. 
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tance z0 from the pure and coated surface is assumed to
be the same). 

Figure 3 shows the results of calculation of the ratio
H(α, β) for a silicon carbide film on gold. Curves 1 and
2 correspond to the surface modes of two types deter-
mined by formulas (11) and (12). The calculation was
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Fig. 3. The ratio of tangential forces for the interaction of a
gold nanoparticle with a gold substrate with and without a sil-
icon carbide film of thickness d at T = 300 (a) and 77 K (b).
Curves 1 and 2 correspond to dispersion relations deter-
mined by formulas (11) and (12), respectively. 
TE
performed for two temperatures: T1 = T2 = T = 300 K
(Fig. 3a) and T1 = T2 = T = 77 K (Fig. 3b). As can be
seen, the presence of a dielectric film on the metal sub-
strate can increase the dissipative force at room temper-
ature by one or two orders of magnitude, the maximum
effect being observed for a certain relation between the
distance from the particle to the surface and the film
thickness (in our case, for z0/d ≈ 3–4). A decrease in the
temperature reduces the tangential force three or four
orders of magnitude (Fig. 3b). Thus, in the general case,
the presence of an adsorbed film decreases the friction.
This effect is related to the exponential temperature fac-
tor in Eq. (4) and the large value of parameter β =
ωT/ωW (β = 14.9 at T = 77 K). For dielectric films with
lower values of the transverse phonon frequency ωT

(e.g., for ZnS), the temperature-induced decrease in the
interaction force is less pronounced. 
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Abstract—The cross section for the electromagnetic radiation absorption by an inhomogeneous cylindrical
particle has been calculated for an arbitrary ratio of the dielectric core radius to the particle radius. The bound-
ary conditions correspond to the diffuse reflection of electrons from the internal and external surfaces of the
metal layer. Limiting cases are considered, and the results of analysis are discussed. © 2004 MAIK
“Nauka/Interperiodica”.
Introduction. The electromagnetic properties of
small metal particles may significantly differ from the
properties of massive samples of the same metal [1]. If
the linear size R of a particle is on the order of or
smaller than the electron mean free path Λ, interaction
of electrons with the boundaries of the particle signifi-
cantly modifies their response to an external electro-
magnetic field. This is manifested by special optical
properties of such samples (metal particles). In particu-
lar, when the condition R < Λ is fulfilled, one of the
basic optical characteristics—the absorption cross sec-
tion—exhibits an unusual dependence on the ratio R/Λ.
At room temperature, the value of Λ in pure metals with
good conductivity (aluminum, copper, silver, etc.)
ranges from 10 to 100 nm. The dimensions of experi-
mentally investigated particles can be as small as sev-
eral nanometers; therefore, the condition R < Λ can be
readily realized. 

The response of electrons to an external electromag-
netic field, with allowance of their interaction with the
sample boundaries, can be described within the frame-
work of the standard kinetic theory of the electron con-
ductivity of metals [2]. This theory poses no restrictions
are imposed on the relation between the mean free path
of electrons and the particle size.

The equations of macroscopic electrodynamics are
applicable only to large samples, for which R @ Λ.
Therefore, the well-known Mie theory describing the
interaction between electromagnetic waves and metal
bodies within the framework of macroscopic electrody-
namics cannot be used to describe the aforementioned
size effects. Lesskis et al. [3, 4] developed a theory of
the interaction between electromagnetic radiation and a
spherical particle based on the solution of the Boltz-
mann equation for conduction electrons in metals. 

In recent years, much attention has been devoted to
the interaction of electromagnetic radiation with
nonspherical particles [5]. In particular, a number of
1063-7850/04/3008- $26.00 © 20697
papers [6–9] reported on such interactions involving
cylindrical particles. However, all the works cited
above considered only homogeneous particles, in other
words, ignored the internal structure of absorbing
particles. 

Quite recently, the results of experimental investiga-
tions involving particles with a complicated internal
structure were reported in [10, 11]. The objects studied
comprised a dielectric (or metal) core surrounded by a
metal shell. This structure obviously influences the
optical properties of particles. 

We have used the aforementioned kinetic method
and calculated the distribution function describing the
linear response of conduction electrons in inhomoge-
neous cylindrical particles (comprising a dielectric core
and a metal shell) to an alternating magnetic field of a
plane electromagnetic wave. Using the obtained distri-
bution function, we have calculated the absorption
cross section of a particle as a function of its radius, the
radiation frequency, and the ratio of the dielectric core
radius to the particle radius. 

Mathematical model and calculation procedure.
Consider a cylindrical particle of length L, comprising
a dielectric core of radius R1 surrounded by a nonmag-
netic metal shell of radius R2 (we assume that L @ R2).
The particle is exposed to the field of a plane electro-
magnetic wave of frequency ω bounded from above by
the near-infrared range (ω < 2 × 1015 s–1). We assume
that the direction of the magnetic field in the electro-
magnetic wave coincides with the cylinder axis and that
the particle is small, so that R2 ! 2πc/ω, where c is the
speed of light in vacuum. The inhomogeneity of the
external field and the skin effect are ignored (R2 < δ,
where δ is the skin depth). In the frequency range under
consideration, the contribution of the current of dipole
electric polarization to the absorption cross section is
small compared to the contribution of eddy currents
induced by the external magnetic field of the wave [3].
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Therefore, we do not take into account the effect of the
external electric field of the wave.

The absorption of electromagnetic energy by the
cylindrical inhomogeneous particle can be described
as  follows: a uniform periodic magnetic field H =
H0exp(−iωt) of the wave induces an eddy electric field
E in the particle. The induced eddy electric field acts on
the conduction electrons and causes deviation f1 of their
distribution function f from the equilibrium Fermi dis-
tribution f0 (assumed to have a spherical shape). This
gives rise to the eddy electric current in the particle 

(1)

where h is the Planck constant and e, v, and m are the
electron charge, velocity, and effective mass, respec-
tively. The energy  dissipated per unit time is given
by [12]

(2)

where the upper bar denotes averaging with respect to
time and the asterisk denotes complex conjugation. 

The problem is reduced to finding the eddy-field-
induced deviation f1 of the electron distribution func-
tion from the equilibrium distribution f0. In the linear
approximation with respect to the external field, f1 sat-
isfies the kinetic equation [2, 13]

(3)

where r is the radius vector (the coordinate origin is
selected on the particle axis), τ is the electron relaxation
time, and ε is the kinetic energy of electron. 

Solving Eq. (3) by the method of characteristics [14],
we obtain an expression for calculating the deviation f1
of the electron distribution function from equilibrium.
The boundary conditions corresponded to the diffuse
reflection of electrons from the internal and external
surfaces of the metal layer. 

For calculating the integrals in Eqs. (1) and (2), it is
convenient to pass to cylindrical variables both in the
coordinate space (r⊥ , ϕ, rz; polar axis Z is parallel to the
magnetic field vector H0) and in the velocity space
(v ⊥ , α, v z; polar axis is the v z axis). The cylinder axis
coincides with the Z axis. 

The cross section for the absorption of electromag-
netic radiation is calculated by dividing the mean dissi-
pated power  (see formula (2)) by the average power

flux c /8π in the wave:

(4)
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Accomplishing the calculation, according to Eq. (4),
we obtain the absorption cross section of the elongated
cylindrical inhomogeneous particle, which can be pre-
sented in the following form: 

(5)

where 

(6)

(7)

(8)

n is the density of conduction electrons, and v f is the
Fermi velocity. Relations (7) and (8) are written in
terms of the variables 

For K  0 (or α0  0), Eq. (5) yields 

(9)

This expression coincides with the result obtained pre-
viously [7] for a cylindrical elongated homogeneous
metal particle. 

Figures 1 and 2 show the results of numerical calcu-
lation of the dimensionless absorption cross section
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F(x, y, K) for an elongated cylindrical inhomogeneous
particle. 

Discussion of results. The dimensionless absorp-
tion cross section F depicted in Fig. 1 as a function of
the dimensionless frequency y refers to the free electron
case, whereby the inverse mean free path x of electrons
in the metal shell is very small (x = 0). The calculations
were performed for various ratios K of the core radius
to the particle radius. An analysis of these curves shows
that a special feature in the behavior of the dimension-
less absorption cross section is a phase shift observed
for the curves corresponding to different K and smooth-
ening of the oscillations of the frequency dependence
with increasing K (and the resulting decrease in the
metal volume fraction). At high frequencies of the
external field (y @ 1), the main contribution to the
absorption is due to electrons occurring in the narrow
(with a thickness of 1 ~ v f/ω) metal regions near the
reflecting cylindrical surfaces inside the particle. For
this reason, the absorption cross section at high fre-
quencies increases with the K value despite the
decrease in the metal volume fraction. This is explained
by a more rapid increase in the area from which elec-
trons are scattered and, hence, in the effective volume
of absorbing layer. The maximum of the dimensionless
absorption cross section at small x (x ! 1) corresponds
to the case when the time of flight for electrons between
the two reflecting surfaces is close to the period of the
external electromagnetic field. 

For analysis of the dependence of the dimensionless
absorption cross section on the ratio K of the core

0.8

0.6

0.4

0.2

0 2 4 6 8 10

2

1

3

F(y)

y

Fig. 1. Dimensionless absorption cross section F versus the
dimensionless frequency y for x = 0 and K = 0.3 (1),
0.71 (2), and 0.95 (3). 
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radius to the particles radius, it is convenient to use
Fig. 2, showing variation of the G value representing
the cross section per unit metal volume in a particle: 

As can be seen, this specific absorption cross section
exhibits unusual behavior in the case of cylindrical par-
ticles with a pure metal shell (were electrons possess a
large mean free path) and in the case of very small
cylindrical particles obeying the condition x ! 1. In
such particles, the specific absorption cross section in a
broad range of K can increase even for decreasing field
frequency. As the x value grows, the specific absorption
cross section becomes a monotonically increasing
function of the field frequency (the strength of the
induced eddy electric field is proportional to the fre-
quency of the external electromagnetic field). For
K ~ 1, the specific absorption cross section is small in
the entire frequency range because the cylindrical metal
shell is very thin and electrons (moving between the
two boundaries of this shell) cannot be significantly
accelerated by the external field (and the current den-
sity in the shell tends to zero). 
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Abstract—Representation of a perturbed optical vortex past a uniaxial crystal and a polarization filter on the
complex plane and the orbital Poincaré sphere was experimentally and theoretically studied. It is shown that the
main properties of a polychromatic optical vortex are adequately described using eight experimentally mea-
sured quantities, including four orbital and four spin Stokes parameters of a singular beam. © 2004 MAIK
“Nauka/Interperiodica”.
The possibility of generating optical vortices in a
polychromatic light (“white” vortices) was originally
suggested by Berry and Klein [1], who succeeded in
reproducing the fine structure of a wave caustic by
means of white light scattering in a corrugated glass.
The fine structure was obtained by a regular “package”
of individual vortices, which eventually form an ana-
logue of the crystal lattice [2]. The vicinity of each vor-
tex at the sites of this lattice exhibited specific colora-
tion significantly different from the rainbow pattern.
Nevertheless, this method principally did not allow the
formation of individual white vortices. Leach and
Padgett [3] suggested a new method of obtaining white
vortices using conventional computer synthesized
holograms. According to this approach, the beam dis-
persion past the hologram is corrected using a special
prism compensating for the angular dispersion of the
hologram. 

Recently [4], we analyzed the main properties of
single white vortices arising in a beam passed through
a uniaxial crystal and a polarization filter. Our method
is simple, convenient, and allows the position of a vor-
tex in the beam to be controlled. However, white vorti-
ces generated by this method exhibit a characteristic
fine structure different from the structure of monochro-
matic vortices. This is related to the fact that a degener-
ate vortex, appearing at the crystal axis in the absence
of external polarization perturbation, splits into two
single vortices under the action of an external perturba-
tion. The contours of such vortices smear with increas-
ing distance from the axis and eventually the vortices
disappear. It was shown [4] that this process is caused
by depolarization of the beam. At the same time, per-
turbed white vortices acquire new properties. Experi-
ments show that the vicinity of a perturbed vortex
exhibits a surprisingly weak coloration sharply differ-
ent from that in the minima of diffraction patterns.
However, prior to studying the distribution of colors at
the vortex core, it is necessary to outline the set of
parameters which allow the state of polychromatic vor-
tices to be consistently described. 
1063-7850/04/3008- $26.00 © 20701
This study was aimed at finding and characterizing
the main parameters responsible for the state of white
vortices in the beam past a uniaxial crystal. 

Let a circularly polarized polychromatic light beam
pass sequentially through a uniaxial crystal and a quar-
ter-wave plate (phase corrector) with a deviation of µ
from the standard phase difference (π/2), so that ∆ =
π/2 + µ. (It was noted previously [4] that the effect of a
λ/4 plate on a polychromatic light beam is accompa-
nied by transformation of the polarization state for the
spectral components near the spectral maximum, and
the other components introduce a depolarized back-
ground. In addition, it is possible to use the achromatic
Fresnel rhomb as an analog of the λ/4 plate.) The elec-
tric field components can be determined using the for-
mulas [5, Eq. (2)] 

(1)

where δ = ar2, a is the crystal lattice constant, ∆ is the
phase difference introduced by the polarization pertur-
bation of the λ/4 plate, G0 = exp{–ikr2/2Z}/Z is the
wave function of the fundamental Gaussian beam, and
Z = z + iz0 , z0 = kρ2/2, ρ is the beam waist radius at
z = 0. The initial beam is assumed to be left-polarized.
In the vicinity of the vortex core, the beam field compo-
nents Ex can be represented in the following form: 

(2)

where A =  and B = sinµ/ . Consider the col-
umn vector 

(3)
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which resembles the Jones vector, well known in polar-
ization optics [6]. Let us select a new basis set for com-
ponents of the ( vector using the transformations 

(4)

In the general case, the parameters A and B are complex
quantities (as, e.g., in the case of a Gaussian beam dif-
fraction on a wedge [7]). For this reason, it is conve-
nient to form a united complex parameter β, 

(5)

where Ω = . Now, the state of the field in the
vicinity of the core of a monochromatic vortex can be
represented by a point on the complex plane with the
real (Re(β)) and imaginary (Im(β)) axes. Note that lines
of equal intensity at the vortex core have an elliptical
shape (see formula (2)). A change in the vortex param-
eters modifies the shape of this ellipse. Evolution of the
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Fig. 1. Representation of the state of an optical vortex on
(a) the complex plane and (b) the orbital Poincaré sphere. 
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TE
shape of a perturbed vortex is represented by a trajec-
tory of the point on the complex plane (Fig. 1a). Mov-
ing along the straight rays outgoing from the origin of
coordinates on the complex plane, we can trace the
change in the vortex ellipticity for a constant slope of
the major semiaxis. The motion along the circle cen-
tered at the origin corresponds to a constant ellipticity.
The slope of the semimajor axis changes by π upon
complete tracing of the contour. 

In order to provide for a general description of the
state of the vortex core, we use the properties of stereo-
graphic projection and map the points of the complex
plane β(+, –) on a sphere tangent to the plane at the origin
(Fig. 1b). In polarization optics, this sphere is called the
Poincaré sphere and the Cartesian coordinates on the
sphere are called the Stokes parameters. These parame-
ters will be referred to as the orbital vortex parameters

{ , , , and } (the term will be explained
below) to be distinguished from the polarization (or
spin) Stokes parameters. In terms of column vector (3),
the orbital vortex parameters can be written as 

(6)

Thus, the poles of the sphere correspond to ideal
optical vortices with different signs of the ellipticity,
while the equator corresponds to completely distorted
vortices—the states of degenerate edge dislocations
(superpositions of two vortices with opposite topologi-
cal charges). In our case, the perturbation µ shifts the

vortex states along the meridian crossing the  axis.
The vortex ellipticity Q and the angle of the major
semiaxis ψ are determined from the formulas 

(7)

Let a polychromatic beam propagate through the
crystal. For the sake of simplicity, the spectral function
of the beam is assumed to be as follows [4]: 

(8)
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The orbital parameters of this polychromatic beam are 

(9)

where γ = ∆n2d; α = ∆n1/h [4];  is the wave number at
the spectral maximum; ∆n1 and ∆n2 are the birefrin-
gences of the uniaxial crystal and the λ/4 plate, respec-
tively; and h is the crystal thickness. Using expression
(7), the ellipticity of the vortex core is set as 

where  and  are the axes of the ellipse formed by the
line of the equal intensity level. These values can be
determined experimentally. 

In order to elucidate the physical meaning of the
orbital vortex parameters, let us determine the aver-

age value of the operator of orbital momentum  =
−i∂/∂ϕ [8]: 

(10)

As can be seen, the third parameter determines the
orbital angular momentum L of a perturbed vortex, by
analogy with the third Stokes parameter S3 determining
the spin angular moment of the field. This result indi-
cates that the northern hemisphere of the orbital
Poincaré sphere (Fig. 1) corresponds to the vortices
with positive orbital angular momenta, while the south-
ern hemisphere represents the states with negative
momenta. 
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For the experimental investigation, a coherent light
beam from an incandescent lamp was passed through a
LiNbO3 crystal, λ/4 plate, and a polarization filter [4].
The slope of the λ/4 plate was varied, thus introducing
a polarization perturbation and splitting the degenerate
vortex at the axis. The beam image was monitored by a
CCD camera and processed on a computer. Using these
data, lines of equal intensity in the vicinity of the vortex

were constructed and the ellipse semiaxes  and 
were determined. The results of these measurements
presented in Fig. 2a show a good agreement between
theoretical and experimental curves of the ellipticity Q
versus radial displacement r. It should be noted that
complete description of the state of a polychromatic
vortex can be provided in terms of the quantity W =

(  +  + )1/2/  characterizing the probability
to encountering an optical vortex in the state with ellip-
ticity Q. Figure 2b shows a theoretical plot of the prob-
ability W versus r. As the distance from the beam axis
increases, the degree of polarization in the beam past
the crystal exponentially decays to zero. In the experi-
ment, this is manifested by iridescence of the singular-
ities. Since the results of theoretical calculations of the
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Fig. 2. Plots of the (a) ellipticity Q of the perturbed vortex
core, (b) probability W of encountering a vortex in the state
with the ellipticity Q, and (c) the degree of polarization P
versus radial displacement r (rel. units): (1) theory; (2) expe-
riment. 
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polarization P (corresponding to the measurement of
four spin Stokes parameters) were reported elsewhere
[4], we only present here the experimental plot of P(r)
(Fig. 2c). 

In conclusion, the results of our investigation
showed that exhaustive description of the state of a
polychromatic singular beam requires using eight
experimentally measured quantities, including four
orbital and four spin Stokes parameters. Evolution of a
singular beam is conveniently represented by a trajec-
tory constructed either on the complex plane or on the
orbital Poincaré sphere. 
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Abstract—It is demonstrated that acoustic waves propagating in a moving liquid can be scattered on inhomo-
geneities of the velocity field of the medium, and a theory of such scattering is developed. The obtained
estimates show the possibility of acoustic diagnostics of the velocity field inhomogeneities in moving media.
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The velocity of propagation of waves of different
types in a moving medium depends not only on the
characteristics of the medium as such (e.g., on the index
of refraction) but also on the velocity of motion of this
medium. In the case of electromagnetic waves, this is
manifested by partial light entrainment according to the
relativistic Fresnel–Fizeau effect [1]. Acoustic waves,
which propagate at velocities significantly lower than
the speed of light, also exhibit a similar effect with
complete entrainment [2]. Previously, this phenomenon
was studied predominantly in the case of a homoge-
neous velocity field of a moving medium. However,
inhomogeneities in the velocity field may give rise to
new interesting effects. Recently, we demonstrated for
optical [3] and acoustic [4] waves (see also [5]) that
optical and acoustic nonreciprocal waveguides and
lenses (with different signs of focal distances for the
counterpropagating acoustic waves) can be formed in
moving media featuring a transverse (with respect to
the main wave propagation direction) variations of the
velocity of motion, for example, in tubes with flowing
water. 

Recently [6], we reported on another related optical
effect: the relativistic diffraction (scattering) of electro-
magnetic radiation on inhomogeneities of the velocity
of a dielectric medium. This paper is aimed at an anal-
ysis of the acoustic analogue of this phenomenon. We
propose a theory describing the scattering of acoustic
waves on spatial inhomogeneities of the hydrodynamic
velocity field of a medium. We believe that, based on
this analysis, the possibility of acoustic monitoring of
the velocity of a medium “in a pure form” (i.e., when
the motion of a medium is not accompanied by signifi-
cant changes in its temperature, density, or other acous-
tic characteristics) can be of interest in various practical
applications. 

The initial set of equations describing the motion of
a medium represents the equations of continuity and
1063-7850/04/3008- $26.00 © 200705
the Euler equations [2, 7] 

(1)

where ρ, v, and p are the liquid density, velocity, and
pressure, respectively. Let us separate the motion of the
medium into a “hydrodynamic” component (in the
absence of acoustic waves, indicated by subscript “0”)
and acoustic component (primed values) and assume
the sound amplitude to be small: ρ = ρ0 + ρ'; p = p0 + p';

v = v0 + v', and v0 ! cs , where cs =  is the
sound velocity in the immobile medium; ρ0 and p0 are
constants depending neither on the time t nor on the
spatial coordinates r. Linearizing of Eqs. (1) with

respect to the primed quantities, we obtain p' = ρ' and 

(2)

This closed problem can be solved using perturbation
theory for a small hydrodynamic velocity v0 by setting

p' =  + ; v' =  + . Here, the zero order corre-
sponds to v0 = 0 and the usual acoustic equations [2, 7].
In the first-order approximation, we have 

(3)

The solution can be obtained in the form of a retarded
potential [8]. Assuming that the inhomogeneity of the

∂ρ
∂t
------ divρv+ 0, ∂v

∂t
------ v∇( )v+

∇ p
p

-------,–= =

∂ρ/∂ρ0( )s

cs
2

∂v'
∂t
------- ∆ p'

ρ0
--------+ v0∇( )v'– v'∇( )v0,–=

∂ p'
∂t
------- ρ0cs

2divv'+ div p'v0.–=

p0' p1' v0' v1'

∆ p1'
1

cs
2

----
∂2 p1'

∂t2
-----------– f ,–=

f ρ0div v0' ∇⋅( )v0' v0' ∇⋅( )v0 v0divv0'+ +{ } .=
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velocity field is localized in a certain spatial region, we
obtain for the far wave zone 

(4)

According to this solution, the scattered acoustic wave
in the general case is nonmonochromatic (even for a
monochromatic incident wave). The monochromaticity
can be retained if the velocity v0 of the hydrodynamic
motion is stationary at all points (∂v0/∂t = 0). 

Let a stationary hydrodynamic motion occur in a
finite region of liquid with the volume V representing a
body of revolution with a symmetry axis coinciding
with the axis of rotation. Consider a plane monochro-
matic longitudinal acoustic wave representing a solu-
tion of Eq. (3) incident on this region with the velocity
distribution  = mAexp(ik(m · r) – iωt), where m is
the unit vector of the wave propagation direction, A is
the amplitude, k = 2π/Λ is the wave number, and Λ is
the wavelength. Let us calculate the scattering of this
wave on the velocity field inhomogeneity v0(r) of the
type 

(5)

where u = [W · r], and W is the angular rotation velocity.
Substituting relations (5) into expression (4), we obtain 

(6)

where n is the unit vector of the direction to the point of
detection. Selecting a cylindrical coordinate system

such that W = (0, 0, Ω), r = (x1, x2, xΩ), ς = ,

and ϕ = . Taking into account that Φ(r) is

p1' R0 t,( ) 1
csR0
---------- rf t

R0

R0 r⋅
R0

------------- 
 –

cs

-------------------------------–

 
 
 
 
 

.d∫∫∫=

v0'

v0 r( ) u r( )Φ r( ), Φ r( )
1 r V ,∈
0 r V ,∉




= =

p1'
ρ0ΩA iωt– ikR0+( )exp

4πR0
----------------------------------------------------------- re ik r n m–( )⋅( )–d∫∫∫=

× m1x2 m2x1–( ) 2Φ r( )k2 2ik m gradΦ,( )–( )




+ m1
∂Φ
∂x2
-------- m2

∂Φ
∂x1
--------– 

  ik x1
∂Φ
∂x2
-------- x2

∂Φ
∂x1
--------– 

 +

– x1 m ∇⋅( )∂Φ
∂x2
-------- x2 m ∇⋅( )∂Φ

∂x1
--------– 

 




,

x1
2 x2

2+

x1

x2
-----arctan
TE
independent of the angle ϕ, so that Φ(r) = Φ(ς, xΩ), we
obtain 

(7)

where 

and n⊥Ω  and m⊥Ω  are the projections of the correspond-
ing vectors onto the plane (x1, x2). The integration is
performed over the region of hydrodynamic velocity
inhomogeneity characterized by the longitudinal size l
and the longitudinal cross section profile a(xΩ). 

For the region of inhomogeneity having the shape of
a round cylinder, the integrals can be expressed through
cylindrical functions [6]. For the region of an arbitrary
shape, the calculation simplifies if its dimensions are
shorter than the wavelength Λ. Assuming also that
ka(xΩ), kl ! 1, we obtain 

(8)

where Fm = (a(xΩ))4 is the form factor deter-

mined by the dimensions of the region of the hydrody-
namic velocity inhomogeneity. For a cylindrical region,
we have Fm = 2la4; for a spherical region of radius l,

Fm = l5. Formula (8) shows that the scattering is

absent in the direction of wave incidence and in the
opposite direction. If the directions of wave incidence
and the axis of rotation are mutually perpendicular, we
obtain (assuming that the wave propagation direction
coincides with x1 and ϕm = 0) 

(9)

The extrema Ψmax, min = ±1 of the scattering amplitude
Ψ(θn, φn) are attained for θmax, min = π/2, φmax = π/4 and
5π/4, and φmin = 3π/4 and 7π/4 (two maxima and two
minima). 

p1'
ρ0ΩA iωt– ikR0+( )exp

2πR0
-----------------------------------------------------------m⊥Ω=

× re ik r n m–( )⋅( )– ς ϕ ϕm–( )sind∫∫∫
Φk2 ik m⊥Ω ϕ ϕ m–( )∂Φ

∂ς
-------cos mΩ

∂Φ
∂xΩ
---------+ 

 – 
 × ,

r n m–( )⋅( )
= ς n⊥Ω ϕ ϕ n–( )cos m⊥Ω ϕ ϕ m–( )cos–[ ] xΩ nΩ mΩ–( ),+

p1'  = ik3ρ0ΩA iωt– ikR0+( )exp
2R0

---------------------------------------------------------m⊥Ω n⊥Ω ϕn ϕm–( )sin–

× mΩnΩ m⊥Ω n⊥Ω ϕn ϕm–( )cos+( )Fm,

xΩd
l–

l∫

16
15
------

p1' ik3ρ0ΩA iωt– ikR0+( )exp
4R0

-----------------------------------------------------------Ψ θn φn,( )Fm,=

Ψ θn φn,( ) θn 2ϕn.sinsin
2

=
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The maximum pressure amplitude in the scattered

wave is | | = ρ0Ωk3FmA. For a plane acoustic

wave, we have  = Acsρ0 [2]. For a spherical region,
this yields 

(10)

For Ω = 2 rev. s–1, Λ = 2 m, cs = 1450 m/s, l = 0.5 m, and
R0 = 100 m, we obtain η = 3.6 × 10–6. This result is evi-
dence of the possibility of acoustic diagnostics of the
hydrodynamic velocity inhomogeneities. The possibil-
ity of observing the scattering wave is also limited by
the absorption and scattering of acoustic waves in the
liquid, which significantly depend on the sound fre-
quency. 

REFERENCES 
1. R. W. Wood, Physical Optics (Macmillan, New York,

1934; ONTI, Moscow, 1936).

p1max' 1
4R0
---------

p0'

η
p1'

p0'
-----

4
15
------k3l3 l

R0
-----Ωl

cs

------.= =
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 8      200
2. L. D. Landau and E. M. Lifshitz, Course of Theoretical
Physics, Vol. 6: Fluid Mechanics (Nauka, Moscow,
1986; Pergamon, New York, 1987).

3. N. N. Rozanov, G. B. Sochilin, and O. B. Danilov, Opt.
Spektrosk. 95, 908 (2003) [Opt. Spectrosc. 95, 849
(2003)].

4. N. N. Rozanov and G. B. Sochilin, Pis’ma Zh. Tekh. Fiz.
30 (11), 85 (2004) [Tech. Phys. Lett. 30, 483 (2004)].

5. A. Ya. Al’pin, in Proceedings of the Jubilee Scientific–
Engineering Conference of North-Western Division of
Russian Academy of Engineering Sciences (S-Peterb.
Gos. Tekh. Univ., St. Petersburg, 2001), pp. 159–170.

6. N. N. Rozanov and G. B. Sochilin, Opt. Spektrosk. 94,
624 (2003) [Opt. Spectrosc. 94, 569 (2003)].

7. M. B. Vinogradova, O. V. Rudenko, and A. P. Sukho-
rukov, The Theory of Waves (Nauka, Moscow, 1979) [in
Russian].

8. L. D. Landau and E. M. Lifshits, The Classical Theory
of Fields (Nauka, Moscow, 1988; Pergamon Press,
Oxford, 1975).

Translated by P. Pozdeev
4


	619_1.pdf
	622_1.pdf
	626_1.pdf
	628_1.pdf
	631_1.pdf
	633_1.pdf
	635_1.pdf
	638_1.pdf
	641_1.pdf
	644_1.pdf
	647_1.pdf
	650_1.pdf
	654_1.pdf
	657_1.pdf
	660_1.pdf
	663_1.pdf
	666_1.pdf
	669_1.pdf
	672_1.pdf
	675_1.pdf
	677_1.pdf
	679_1.pdf
	682_1.pdf
	687_1.pdf
	690_1.pdf
	693_1.pdf
	697_1.pdf
	701_1.pdf
	705_1.pdf

