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Abstract—We calculated the ionization fraction for hydrogen and helium (He I) as a function of the
redshift z by including the two-photon decays of high hydrogen and parahelium levels and the radiative
transfer in the helium 2 3P1 ↔ 1 1S0 intercombination line. We show that this yields corrections of no more
than a few percent to the ionization fraction for hydrogen and speeds up significantly the recombination for
helium compared to the recent works by Seager et al. (1999, 2000), in which these effects were disregarded.
c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

The recombination dynamics of primordial hydro-
gen and helium in the Universe has been considered
in several papers (for a brief overview and a list of
references, see Seager et al. 2000). However, new
and more accurate and detailed studies of this process
are still of interest. This is attributable to the increas-
ing accuracy of new cosmic microwave background
radiation (CMBR) measurements aimed at separat-
ing the contributions from various new fundamental
physical factors—hidden matter, dark energy, etc.

Seager et al. (2000) performed the most detailed
calculations of the matter recombination dynamics
in the Universe by numerically solving a system of
nonstationary equations for the hydrogen (300), He I
(200), and He II (100) level populations, the electron,
proton, H−, H2, and H

+
2 densities together with an

equation for the matter temperature. The mean in-
tensity of the radiation was assumed to be Planck-
ian, except the frequencies in the resonance lines,
for which Sobolev’s approximation was used. The
authors took into account both radiative and colli-
sional transitions; however, the contribution from the
latter was insignificant (a result obtained previously
by other authors). It should be emphasized that both
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singlet (parahelium) and triplet (orthohelium) states
were included for He I.
The main result from Seager et al. (2000) re-

garding the He I recombination is that it is much
slower than that in the equilibrium case (according
to Saha’s formula) and slower than that obtained
by other authors. In this case, the transitions from
the second parahelium level, the two-photon (2 1S0 ↔
1 1S0) ones and those in the resonance line (2 1P1 ↔
1 1S0), act as themain regulators of the recombination
rate. It turned out that (as with hydrogen) the re-
sults of multilevel calculations could be satisfactorily
described in terms of an effective three-level model
atom (which was suggested previously for hydrogen
by Peebles (1968) and Zel’dovich et al. (1968)) for
parahelium with the appropriate fitting of the total re-
combination coefficient to all upper levels. Therefore,
Seager et al. (1999) developed a simplified code, rec-
fast.for, for computing the recombination dynamics in
terms of the effective three-level model atoms of hy-
drogen (the 1s, 2s, 2p levels plus the combined con-
tinuum of the higher levels) and helium (the 1s 1S0,
2s 1S0, 2p 1P1 levels plus the combined continuum of
the higher parahelium levels).
In this paper, we study the influence of additional

factors, namely, the two-photon transitions from high
hydrogen and parahelium levels to the ground state
and the radiative transfer in the helium 2 3P1 ↔ 1 1S0
c© 2005 Pleiades Publishing, Inc.
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intercombination line, on the hydrogen and helium
(He I) recombination dynamics. These factors were
not included explicitly in the recfast.for code by Sea-
ger et al. (1999) and were probably disregarded in
their multilevel calculations (Seager et al. 2000). We
considered how these factors could be included in the
recfast.for code and obtained a significant speedup of
the He I recombination. We also wrote our own code
for computing the helium recombination dynamics by
including all of the factors mentioned above. Our code
yielded results that agreed closely with those obtained
with the modified recfast.for code.

BASIC EQUATIONS AND RELATIONS

The nonstationary equation for the ionization frac-
tion of a chemical element (hydrogen or helium), y =
N+/N , in a homogeneous expanding Universe can
be written as

(1 + z)H(z)N(z)
dy

dz
=

∑
i

Ri, (1)

where N is the total number density of its atoms and
ions, N+ is the number density of its ions, H(z) is
the Hubble factor, z is the redshift, and Ri is the
number of uncompensated transitions from level i
to the ground level 1 that determine the irreversible
recombination. The relation dz/dt = −(1 + z)H(z)
was used to pass from the time scale t to the redshift
scale.
Equation (1) is valid under the assumption that the

level populations of excited states satisfy the (station-
ary) statistical equilibrium equations at the current
electron and ion number densities. This assumption
in fact holds, since the population of excited states is
determined by the permitted transitions (in a black-
body background radiation field), while the electron
and ion number densities are determined by the much
slower two-photon transitions and by the redshift of
resonance photons due to the expansion of the Uni-
verse. We consider only radiative transitions, because
collisional transitions are known (see, e.g., Seager
et al. 2000) to play no role. In this case,

Ri = Ni(Ai1 +Bi1J1i) −N1B1iJ1i, (2)

where Ni is the population of the ith level; Ai1, Bi1,
and B1i are the Einstein coefficients of the transitions
between the ith and first levels; and J1i is a “mean”
intensity of the radiation at the transition frequency.
Until now, the two-photon decay of the second

level (2 1S0 for helium) and the redshift of photons
in the principle resonance line (2 1P1 → 1 1S0 for he-
lium) have been considered as the only regulators of
the hydrogen and helium recombination rates (see,
e.g., Seager et al. (2000) and references therein).
However, it is clear that similar processes should also
be taken into account for the higher hydrogen and
parahelium levels. In addition, as we show below, the
intercombination transition from the lower state of
orthohelium, 2 3P1 → 1 1S0, also plays a prominent
role.
For two-photon transitions, Eq. (2) can be rewrit-

ten as

R
(2q)
i = NiA

(2q)
i1 (3)

×
[
1 − N1gi
Nig1

e−hν1i/kT

]/
(1 − e−hν1i/kT );

the reverse process is assumed to be the capture of
two blackbody photons (with temperature T ) with the
total energy equal to the transition energy hν1i. Here,
ν1i is the transition frequency, and gi is the statistical
weight of the ith level.
For the resonance transitions in the approximation

of a complete frequency redistribution during scat-
tering and on the condition that the intensity of the
radiation in the short-wavelength line wing tends to
the Planck function, we have

Ri = β1iNiAi1 (4)

×
[
1 − N1gi
Nig1

e−hν1i/kT

]/
(1 − e−hν1i/kT ),

where β1i is the probability of photon escape from
the scattering process due to the expansion of the
medium (the Universe). It is defined via the Sobolev
optical depth τik:

βik = (1/τik)
(
1 − e−τik

)
, (5)

1/τik =
4π
hc

H(z)
NiBik

(
1 − Nkgi
Nigk

)−1

.

Relations (4) and (5) correspond to the approxi-
mation of Sobolev (1947) (see also the review by
Grachev (1994) devoted to generalizations of this
approximation), although it yields an exact solution
in terms of the kinematics (uniform expansion) under
consideration. Substituting (5) in (4) yields

Ri =
8πH(z)
λ3

1i

g1Ni
giN1

(1 − e−τ1i) (6)

× 1 − (N1gi/Nig1)e−hν1i/kT

1 −Nig1/N1gi

/
(1 − e−hν1i/kT ),

where the transition wavelength λ1i = c/ν1i. Since
hν1i � kT andNi � N1 for the energy and the pop-
ulations of excited states, respectively, even at the
onset of He+ recombination (at z ≈ 2700), we may
disregard the exponential term compared to unity in
the last factor in Eqs. (3) and (6) and the second
term in the denominator of the fraction in Eq. (6). The
formulas mentioned above can then be rewritten as

R
(2q)
i = NiA

(2q)
i1 [1 − (N1gi/Nig1)e−hν1i/kT ] (7)
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and

Ri =
8πH(z)
λ3

1i

g1Ni
giN1

(1 − e−τ1i) (8)

× [1 − (N1gi/Nig1)e−hν1i/kT ],

where N1 = N −N+, since the overwhelming ma-
jority of neutral hydrogen and helium atoms (at the
recombination epoch) are in the ground state.
Thus, the problem is reduced to solving Eq. (1)

with Ri on the right-hand side given by formu-
las (7) and (8); the populations of excited states
on the right-hand sides of these formulas can be
determined from the statistical equilibrium equations
at the current electron and ion number densities.
Note that we used this approach previously (Grachev
and Dubrovich 1991) to compute the hydrogen re-
combination dynamics in terms of a 60-level model
atom. However, during almost the entire helium
recombination period (z = 2700–1800), the radiation
temperature remains high enough for the populations
of excited He I states (offset by less than 5 eV from
the continuum) to be close to their equilibrium values
(with respect to the continuum), i.e., to be defined by
the Boltzmann–Saha formulas at the electron tem-
perature equal to the radiation temperature (Te = T ):

Ni = NeN+ gi
2g+g(Te)

ehνic/kTe , (9)

g(Te) = (2πmkTe)3/2/h3,

where Ne is the electron number density, and hνic is
the threshold energy of ionization from the ith level.
Formulas (7) and (8) can then be rewritten as

R
(2q)
i =

N(1 − y)
r1

giA
(2q)
i1 e

hνic/kT (10)

× (1 − r1e−hν1c/kT ),

Ri =
8πH(z)
λ3

1i

1
r1
ehνic/kT (11)

× (1 − e−τ1i)(1 − r1e−hν1c/kT ),

where r1 = (2g+/g1)g(Te)(1 − y)/(Ney).
Since it is important to take into account the two-

photon transitions from high helium levels, we give
below a brief derivation of the formulas for the tran-
sition probabilities according to Dubrovich (1987).
The simultaneous emission of two photons by ex-
cited atoms has long been known and described in
textbooks (see Berestetskii et al. 1982). The role
of this process in the hydrogen atom in producing
continuum radiation in the interstellar medium (Kip-
per 1950) and in the early Universe (Zel’dovich et
al. 1968) has also been known for a long time. How-
ever, only one hydrogen state, 2s, is taken into ac-
count in these specific cases. At the same time, as
ASTRONOMY LETTERS Vol. 31 No. 6 2005
Dubrovich (1987) showed, similar decays of higher
levels can also make a significant and, in several
cases, major contribution at certain parameters of the
medium and the CMBR.Here, we consider this ques-
tion only for the hydrogen and helium recombination
dynamics in the early Universe.
It follows from the quantum-mechanical selection

rules that, in fact, we must consider only the is and
id states. According to Berestetskii et al. (1982)
(Eq. (59.28)), the exact expression for the probability
of a spontaneous two-photon transition can be writ-
ten as

dW =
210π6ν3ν ′3

9h2c6
(12)

×
∣∣∣∣∣
∑
i′,l′

[
(dα)1s,i′l′(dβ)i′l′,il
νi′l′,il + ν

+
(dβ)1s,i′l′(dα)i′l′,il
νi′l′,il + ν ′

]∣∣∣∣∣
2

dν,

where ν + ν ′ = νil,1s; the subscripts il, i′l′, and 1s
number the initial, intermediate, and final atomic
states (i is the principal quantum number, and l is the
orbital angular momentum); (dα)il,i′l′ is the matrix
element of the dipole moment; α and β number the
spatial components of the dipole moment vector; ν
and ν ′ are the frequencies of the emitted photons; h
is Planck’s constant; and c is the speed of light. The
sharp maxima in Eq. (12) at ν or ν ′ = νii′ correspond
to the resonances of the cascade transition from the
excited level downward with the emission of photons
of a discrete atomic spectrum. The high transition
probability corresponding to them for specific quasi-
equilibrium conditions with external Planckian ra-
diation also leads to a high capture probability of the
same photons. Strictly speaking, this question should
be studied in more detail, since the transition near but
not quite at the resonance, can make a contribution
through the Lyman photon escape into the wing. In
principle, this additionally speeds up the recombina-
tion dynamics. However, a detailed analysis requires
solving the transfer equations, which will be done in
the next paper. Here, we consider only the transitions
that give a continuous distribution of the emitted
photons; i.e., we restrict our analysis to the case
νi1 − ν ′ ∼ ν. As a result, the derived recombination
rate may be considered a lower limit.
Since we are interested in the two-photon tran-

sitions to the final state with a zero orbital angular
momentum (the s state), according to the selection
rules for dipole transitions, l can be only 0 (the s state)
or 2 (the d state). For both values, l′ can be only 1 (the
p state). In this case, the expression for W is sim-
plified significantly. It can be simplified even further
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if we note that, according to the sum rule for dipole
transitions (Berestetskii et al. 1982; Eq. (52.8)), the
transitions from i′ = i give about 90% of the con-
tribution (Berestetskii et al. 1982; Eq. (52.6)). As a
result, we obtain an expression for the structure of
the matrix element that is well known for the 2s− 1s
transition in hydrogen. In our case, to calculate W ,
we must only take into account the frequency differ-
ence, i.e., multiply A2s,1s by (νi1/ν21)5 and add up
the two decay channels (from the s and d sublevels)
with their statistical weights. Finally, we obtain the
following expression for hydrogen:

WH ≡ giA(2q)
i1 = 54A2s,1s

(
i− 1
i+ 1

)2i 11i2 − 41
i

.

(13)

At large i, we have an approximate value of WH =
89i s−1. In fact,WH increases with level number only
to a certain value of i. This is because the dipole
approximation has a validity limit—the wavelength
of the emitted photon (in our case, ∼2/νi1 → const)
must be larger than the orbital size of the excited
state (∼i2). For hydrogen, imax ∼ 30 (Beigman and
Syrkin 1983).
A similar analysis can also be performed for the

decays of hydrogenic He I states. For i > 6–7, this
approximation is quite legitimate for the matrix ele-
ments i(s, d) − ip. It also becomes accurate enough
for our purposes for the square of the matrix element
ip→ 1s if we apply a correction by a factor of 1.15–
1.20 that follows from a comparison of the tabulated
oscillator strengths of these transitions for He I and
hydrogen. Of course, we must again renormalize (13)
to the frequency of the emitted photons, i.e., multi-
ply W for hydrogen by (24.6/13.6)5 = 19.4. Finally,
we obtain forWHe I

WHe I ≡ giA(2q)
i1 = 1045A

(
i− 1
i+ 1

)2i 11i2 − 41
i

.

(14)

The condition constraining i is here the same as
that for hydrogen. If the validity condition for the
dipole approximation (for i < 40) is satisfied, then
A = 10 s−1 should be taken in Eq. (14). Otherwise,
there is an uncertainty attributable to the theoreti-
cally poorly calculated and experimentally unknown
change ofAwith level number. The contribution from
these levels (with i > 40) is most likely moderate. It
can be approximately included by taking A = 12 s−1.
However, for highly accurate measurements of the
power spectrum to obtain information about weak,
but fundamentally important factors, A must be an-
alyzed further.
The influence of the two-photon decays of up-

per levels on the recombination dynamics must be
more significant for He I than for hydrogen. This
is attributable to two factors. First, the absolute
value ofW is much higher. Second, the relationships
between the populations of the 2s level and the
Rydberg levels differ significantly, since the ratio
of these populations contains the Boltzmann factor
exp(−hνi2/kTr). This ratio is about 3 × 10−5 for
hydrogen and is a factor of 85 larger for He I, for
which the absolute value of the energy difference
is approximately the same, but its recombination
temperature is much higher. The contribution to the
destruction rate of “superfluous” Lyman photons is
determined by the product of the population by the
decay probability.

We wrote a code for solving Eq. (1) for heliumwith
terms of forms (10) and (11) on the right-hand side;
apart from the two-photon transitions from the sec-
ond parahelium level (i = 2s↔ 1), we also included
the transitions from higher levels (i = 6–40), which
were assumed to be hydrogenic (Rydberg) ones. We
take hνic ≈ 1Ry/i2 for their energy measured from
the ionization threshold and use formula (14) for the
Einstein coefficients. In addition, apart from the res-
onance transition from the second parahelium level,
i = 2p 1P1 ↔ 1s 1S0 (below, we write i = 2p↔ 1 for
simplicity), we also included the spin-forbidden one-
photon transition from the second orthohelium level,
2p 3P1 ↔ 1s 1S0, for which the Einstein coefficient is
A2 3P1,1 1S0

= 233 s−1 (Lin et al. 1977). It should be
noted that we used Saha’s formula (equilibrium ion-
ization) for the hydrogen ionization fraction, which
appears in Ne = N+

H +N+
He; this is valid for fairly

high z at which the He I recombination mainly takes
place.

We also made appropriate modifications to the
recfast.for code by Seager et al. (1999), in which the
two-photon transitions from the second level alone
(i = 2s↔ 1) were included; the Einstein coefficients
A

(2q)
2s,1 for hydrogen and parahelium (ΛH and ΛHe I

in the notation of Seager et al. (1999)) are ΛH =
8.22 s−1 and ΛHe I = 51.3 s−1. Clearly, to include
the two-photon transitions from higher levels, we
must make the following substitution according to
formula (10):

Λ → Λ +
iN∑
i=i0

giA
(2q)
i1 e

h(νic−ν2s,c)/kT . (15)

In the recfast.for code, the contribution from the
i = 2p↔ 1 transition for hydrogen and parahelium
is described by the factors KH and KHe I, where K =
λ1,2p/[8πH(z)]. Therefore, according to formula (11),
the contribution from other lines (for one-photon
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Fig. 1. Profiles of the helium ionization fraction. The
numbers near the curves are: 1—according to the stan-
dard recfast.for code; 2, 3, 4—with the inclusion of addi-
tional channels of irreversible recombination (see also the
text); 5—the equilibrium case (Saha’s equation). For the
parameters, see the text.

transitions) can be included by the substitution

1
K

→ 1
K

[
1 +

∑
i

(
λ1,2p

λ1i

)3

eh(νic−ν2p,c)/kT (16)

× 1 − e−τ1i

1 − e−τ1,2p

]
.

Since the optical depth is τ1,2p � 1 for the principal
resonance transition throughout the recombination,
the corresponding exponential term may be disre-
garded.
As our calculations show, the results obtained

using our code and the recfast.for code modified in
the above way are virtually identical (at the currently
adopted model parameters of the Universe).

COMPUTATIONAL RESULTS

The parameters in the problem include the equilib-
rium CMBR temperature T0, the Hubble factor H0,
the total-to-critical density ratio Ωtotal, the baryon-
to-critical density ratio ΩB, the dark matter-to-
critical density ratio ΩDM, the Λ-to-critical den-
sity ratio ΩΛ at the current epoch, and the mass
fraction of primordial helium Y . We performed test
calculations for T0 = 2.728 K, Ωtotal = 1, Y = 0.24,
H0 = 70 km s−1 Mpc−1, ΩB = 0.04, ΩDM = 0.26,
and ΩΛ = 0.7.
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Fig. 2. Influence of additional transitions on the profile
of the ionization fraction yH = N+

H /NH. rH = 2(yoldH −
ynewH )/(yoldH + ynewH ), where yoldH corresponds to the basic
2s ↔ 1 and 2p ↔ 1 transitions alone, and ynewH corre-
sponds to the basic transitions plus the transitions from
high levels, is along the vertical axis. The values of the
parameters are the same as those for Fig. 1.

Figure 1 shows the results of our calculations. The
numbers correspond to the successive inclusion of ir-
reversible helium recombination channels: 1, only the
basic 2s↔ 1 and 2p↔ 1 transitions of parahelium; 2,
the basic transitions plus the transition in the ortho-
helium line; 3, the basic transitions plus the transi-
tions from high parahelium levels (i = 6–40) at A =
10 s−1 in formula (14); 4, the basic transitions plus the
two additional channels (the solid and dashed lines for
A = 10 s−1 and A = 12 s−1 in formula (14), respec-
tively); and 5, the equilibrium case (Saha’s formula).
We see from this figure that successively including
the additional irreversible recombination channels in-
creases significantly the He I recombination rate. Our
results are virtually identical (indistinguishable in the
figure) to those obtained with the recfast.for code,
modified as described in the previous section.
Using the recfast.for code, we also included addi-

tional irreversible recombination channels for hydro-
gen, namely, the two-photon transitions from the i =
3–40 levels to the first level and the radiative trans-
fer in the corresponding Lyman lines. We used (13)
and (15) to include the first channel and (16) for the
second channel; the exponentials in parentheses in
these formulas may be disregarded, since the Sobolev
optical depths in the Lyman lines τ1i � 1. The first
and second channel were found to lead to a decrease
in the hydrogen ionization fraction by less than 4.2%
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and 1%, respectively, and, collectively, by less than
4.3% (for the same model parameters as those for
helium). The results are shown in Fig. 2. Note that
we additionally performed similar calculations using
our code (Grachev and Dubrovich 1991), which is
based on the solution of Eq. (1) together with the sta-
tistical equilibrium equations for the hydrogen level
populations in terms of the 60-level model atom, and
obtained virtually the same result as that in Fig. 2.

CONCLUSIONS

We computed the hydrogen and He I recombina-
tion dynamics by including the two-photon decays of
high hydrogen and parahelium levels and the radiative
transfer in the helium 2 3P1 ↔ 1 1S0 intercombina-
tion line. This was shown to lead to changes in the
hydrogen recombination rate that could be detected
through the PLANCK program. The results obtained
are of importance in correctly estimating the contri-
bution from the small factors attributable to the pres-
ence of dark matter, the baryonic and nonbaryonic
mass fractions in the Universe, and the fraction of
relativistic (at the recombination epoch) particles—
neutrinos, possibly axions, and other light, weakly in-
teracting particles. Our calculations for helium show
that including new overequilibrium Lyman photon
destruction factors speeds up significantly the He I
recombination compared to that predicted by Seager
et al. (1999, 2000), who disregarded these effects.
This is also of importance in correctly assessing the
role of helium in the hydrogen recombination. In ad-
dition, this is of great importance in determining the
profiles and intensities of the hydrogen and He I re-
combination lines. In particular, the large role of high
levels in irreversible recombination gives rise to the
absorption lines in the CMBR spectrum attributable
to the transitions in Balmer lines and in various more
complex helium lines. This is of fundamental impor-
tance in detecting and identifying such lines. The
role of weakly nonresonance transitions from high
levels, which can cause an additional increase in the
recombination of both hydrogen and helium, should
be considered as the next step in this direction.
As regards the effect of our refinements of the He I

recombination dynamics on the theoretical CMBR
power spectra, it can be roughly estimated from
Fig. 17 in the paper by Seager et al. (2000), who
compared their results with those obtained by Hu
et al. (1995) under the assumption of equilibrium
He I ionization (using Saha’s formula). Since our
helium ionization fraction profile lies almost in the
middle between the equilibrium (Saha) profile and the
profile by Seager et al. (see Fig. 1), one might expect
the deviation from the results byHu et al. (1995) with
our refinements to decrease by a factor of about 2
(e.g., for the multipole number l = 1500, 1% will be
instead of 2%). In this case, the uncertainty in A
(see Fig. 1, curves 4), which is estimated to be
about 20%, will give the same relative uncertainty in
the correction to the theoretical power spectrum.
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Abstract—We compare the radial distributions of known localized gamma-ray bursts (GRBs) relative to
the centers of their host galaxies with the distributions of known objects in nearby galaxies (supernovae
of various types, X-ray binaries), the hypothetical dark-matter profiles, and the distribution of luminous
matter in galaxies in themodel of an exponential disk. By comparing the moments of empirical distributions,
we show that the radial distribution of GRBs in galaxies differs significantly from that of other sources. We
suggest a new statistical method for comparing empirical samples that is based on estimating the number
of objects within a given radius. The exponential disk profile was found to be in best agreement with the
radial distribution of GRBs. The distribution of GRBs relative to the centers of their host galaxies also
agrees with the dark matter profile at certain model parameters. c© 2005 Pleiades Publishing, Inc.

Key words: gamma-ray bursts, supernovae, dark matter.
INTRODUCTION

At present, gamma-ray bursts (GRBs) and their
afterglows are intensively studied over the entire
electromagnetic spectrum (from gamma rays to
radio waves) by all available astronomical methods.
Detailed studies of the spectra and light curves
provide insights into what properties the gamma-ray
generator must have and give an idea of what physical
conditions of the medium must be near a GRB.
The rich phenomenology of GRBs and their possible
astrophysical models have been discussed in many
reviews (see, e.g., Postnov 1999; Blinnikov 2000;
Zhang and Meszaros 2004). That the afterglows of
GRBs are associated with the synchrotron radiation
of the ultrarelativistic shock waves produced by
them in the interstellar medium surrounding the
GRB source may be considered to have been estab-
lished (see the review by Piran (2004) and references
therein).

The situationwith theGRBs proper is not so good.
The belief that GRBs could be directly associated
with the explosions of supernovae of a special type,
an energetic subclass of collapsing Type-Ibc super-
novae with kinetic explosion energies above 1051 erg
(the so-called hypernovae), has been strengthened in
recent years. The association of GRBs with super-
novae has received strong observational confirmation

*E-mail: lisett@xray.sai.msu.ru
1063-7737/05/3106-0365$26.00
after GRB 030329, when spectral features typical of
Type-Ibc supernovae were detected in the spectra
of its optical afterglow (Hjorth et al. 2003; Stanek
et al. 2003; Matheson et al. 2003). However, a re-
cent analysis of the latest observations of GRBs and
their accompanying supernovae (Postnov 2004) leads
us to conclude that only relatively weak GRBs (like
GRB 980425 and GRB 031203) could be associated
with bright supernovae. Thus, at present, we cannot
unequivocally associate each GRB with the collapse
of a massive star accompanied by a hypernova explo-
sion and reject other GRB formation hypotheses, in-
cluding those outside the scope of the standard model
of modern physics. Note, in particular, the interesting
possibility of the association of GRBs with the poorly
studied dark matter in galaxies (Gurevich et al. 1997;
Blinnikov 2000).

Thus, the association of GRBs with known astro-
physical objects in galaxies (in particular, with Type-
Ibc supernovae) should be verified by independent
methods. The presence of objects that are spatially
distributed in galaxies in the same way as GRBs
could be evidence for their relationship. This is the
main motivation for our study.

A comparison of the locations of GRBs in galaxies
with known populations of astrophysical sources is
not new. Previously, this problem was tackled by
Tsvetkov et al. (2001) and Bloom et al. (2002).
Tsvetkov et al. (2001) showed that the surface-
density distribution of the then known GRBs in
c© 2005 Pleiades Publishing, Inc.
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galaxies is similar to the surface brightness distribu-
tion of spiral galaxies (the Kolmogorov–Smirnov test
yields a probability ofPKS = 68%). The distribution of
GRBs is similar to the surface brightness distribution
of elliptical galaxies with a lower probability (PKS =
40%). The authors found no statistically significant
correlation between the distributions of GRBs and
OB associations (PKS = 4%) as well as between
GRBs and Type-Ib and Ic supernovae (PKS = 9%).

Bloom et al. (2002) collected detailed statistics
on the angular distances of GRB sources from the
centers of their host galaxies and took into account
the errors in the GRB localization and in the es-
timation of the galaxy radii. They compared the
spatial distribution of GRBs with the distribution of
merging binary neutron stars and black holes (which
was theoretically derived by the population-synthesis
method). The Kolmogorov–Smirnov probability was
PKS � 2 × 10−3% in the latter case and PKS = 45%
when comparing the distributions of GRBs and
regions of massive star formation (in the model of a
galactic disk with an exponential surface brightness
distribution). This result is commonly cited as an
indirect confirmation of the collapsar hypothesis, ac-
cording to which GRBs originate from the evolution
of massive stars (Woosley 1993).

In this paper, we analyze more complete data on
the localization of GRBs in their host galaxies (mid-
2004) and compare their distribution with the ra-
dial distributions of Type-Ibc and Ia supernovae and
(high-mass and low-mass) X-ray binaries in nearby
galaxies as well as with the hypothetical dark matter
profiles. The Kolmogorov–Smirnov method, which
is commonly used to compare the various empirical
distributions, is inapplicable due to the occasionally
significant localization errors of GRBs in galaxies.
Therefore, in contrast to previous studies, we use a
method for comparing the moments of the derived
distributions by taking into account the localization
errors of the sources. We also suggest a new method
for comparing the fractions of sources within the op-
tical radius of the galaxy.

All of the methods used yield the following main
result: the statistically radial distribution of GRBs
in galaxies does not coincide with that for any class
of (thermonuclear and collapsing) supernovae and
X-ray binaries. We also show that the radial dis-
tribution of GRBs in distant galaxies is similar to
the distribution of luminous matter in the model of
an exponential disk (which confirms the results by
Tsvetkov et al. (2001) and Bloom et al. (2002)) and
resembles the dark matter profile with the parameters
that correspond to the optical radius of the GRB host
galaxies.

In this paper, we present the observational data
and briefly describe the methods for comparing the
statistics and their application to specific samples:
GRBs, Type-Ibc and Ia supernovae, X-ray binaries,
and dark matter. Subsequently, we discuss the results
obtained and give our conclusions.

OBSERVATIONAL DATA

We analyzed the following groups of objects:
GRBs, Type-Ia and Ibc supernovae, (high-mass and
low-mass) X-ray binaries, and the hypothetical dark
matter distributions in galaxies. Each group (except
dark matter) is a set of data on the galactocentric
distances of the objects. All distances were normal-
ized to the characteristic radius of the host galaxy.
In general, this is either the optical radius of the
galaxy ropt (within which 50% of the galaxy’sB-band
luminosity is contained), or the radius calculated
from the 25-mag. R band isophote, or the mean of
these two values (for the GRB hosts, the latter two
values can differ by several factors). For the GRBs,
we additionally took into account their localization
errors recalculated in units of the host radii.

GRBs. Data on the GRBs localized before 2002
were taken from Bloom et al. (2002). The locations
of the GRBs in their host galaxies localized after 2002
were determined from original reports (see Table 1).

The degree of reliability of the GRB association
with its host galaxy was discussed in detail by Bloom
et al. (2002). In general, it is assumed everywhere
that the galaxy closest to (within 1 arcsec of) theGRB
is the host and that the misidenification probability
is negligible. The (approximate) geometrical center,
which is defined as the image centroid (Bloom et al.
2002) or half the maximum size of the galaxy image,
is taken as the center of the observed host galaxy. The
galaxy radius is calculated at half light or from the
empirical magnitude–radius relation

rhalf light = 0′′
.6 × 10−0.075(m−21),

where m = Rhost is the R magnitude of the host
galaxy (Odewhan et al. 1996; Bloom et al. 2002).
The accuracy of the characteristic sizes of the galaxy
is estimated to be ∼30%. To take into account the
projection effect of the galaxies onto the plane of the
sky, the distances in Table 1 were multiplied by a
projection factor of 1.15 (since the distances decrease,
on average, by ≈13% when the spatial distribution
of the sources is projected onto the plane of the sky;
Bloom et al. 2002).

Supernovae. The radial distributions of various
types of supernovae in galaxies were analyzed by
Bartunov et al. (1992, 1994). To construct the radial
distribution of supernovae, we used an updatable
database of the Sternberg Astronomical Institute
catalog of supernovae (http://virtual.sai.msu.ru/
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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∼pavlyuk/distrib/radial.html). The centers of the
host galaxies for supernovae are determined with an
error of about 10% (Tsvetkov and Pavlyuk 2004).

X-ray binaries. We used data from Grimm et al.
(2002) to construct the radial distribution of Galactic
(high-mass and low-mass) X-ray binaries.

Dark matter. Since there is no generally recog-
nized law for the dark matter density in galaxies at
present, we used two model distributions. The Burk-
ert (B) model (Burkert 1995; Gentile et al. 2004)
without a central density peak explains satisfacto-
rily the observed rotation curves of nearby galaxies.
The spatial density distribution of dark matter in this
model is described by the formula

ρB(r) ∝ 1
(r/rcore + 1)[(r/rcore)2 + 1]

, (1)

where the scale parameter rcore � 15 kpc for current
galaxies (see, e.g., Gentile et al. 2004).

In addition, we considered the Navarro–Frenk–
White (NFW) theoretical model (Navarro et al. 1997;
Wechsler et al. 2002; Gentile et al. 2004) with a
central density peak, in which the density distribution
of dark matter obeys the law

ρNFW(r) ∝ 1
(r/rs)(1 + r/rs)2

. (2)

Observational data for nearby galaxies yield rs �
30 kpc (Gentile et al. 2004).

To properly compare the radial distributions of
objects in spiral galaxies with the dark matter profile,
we assumed that the observed GRBs (if they are
associated with dark matter) isolate a disklike region
in a spherically symmetric cloud of dark matter, since
the presence of a dense interstellar gas is a necessary
condition for bright optical afterglows of GRBs. The
characteristic galactic disk thickness is less than one
kiloparsec, and the dark matter density changes only
slightly across the disk on such scales (see Stoehr
et al. 2003; Hayashi et al. 2004). Therefore, the
dark matter surface density ΣDM(r) has the same
radial dependence as the volume density: ΣDM(r) ∝
ρDM(r). Since the surface density should be multi-
plied by r to be compared with the one-dimensional
density of the radial distribution of objects f(r)
derived from observations, we used the relation
f(r)[DM] = rρDM(r) to analyze the dark matter.

The parameter rcore for the Burkert model is re-
lated to the optical radius of the galaxy by an empirical
relation obtained by Donato et al. (2004):

log(rcore) = (1.05 ± 0.11) log rd + (0.33 ± 0.04),
(3)

where rd = 0.59ropt is a parameter in the model of an
exponential galactic disk (since Donato et al. (2004)
ASTRONOMY LETTERS Vol. 31 No. 6 2005
Table 1. New data on the localization of GRBs relative to
the centers of their associated host galaxies

GRB z r0 σr References

000131 4.5 1.09 0.30 [1]

000210 0.846 1.50 0.99 [2]

000911 1.058 0.23 0.95 [3]

000926 2.038 0.13 0.01 [4]

010222 1.477 0.77 0.92 [5]

010921 0.45 1.28 0.44 [6]

011121 0.36 0.86 0.12 [7]

011211 2.14 1.15 0.38 [8]

020405 0.69 2.21 0.62 [9]

021004 2.3 0.00 0.94 [10]

021211 1.01 2.32 1.07 [11]

031203 0.1055 0.03 0.015 [12]

040701X 0.2146 0.00 0.86 [13]

040924 0.859 0.00 1.5 [14]

041006 0.0716 0.33 0.13 [15]

Note: z is the redshift of the galaxy, r0 is the estimated dis-
tance between the centers of the GRB error region and the host
galaxy (in units of the optical radius of this galaxy), and σr is
the radius of the GRB error region. The data sources are: [1]
Bloom et al. (GCN notice #1133); [2] Piro et al. (2002); [3]
Price et al. (2002); [4] Castro et al. (2001); [5] Frail et al.
(2001); [6] J.S. Bloom et al. (GCN notice #1135); [7] J.S. Bloom
(GCN notice #1260); [8] D.W. Fox et al. (GCN notice #1311);
[9] N. Masetti et al. (GCN notice #1375); [10] A. Fruchter
et al. http://www-int.stsci.edu/∼fruchter/GRB/021004/; [11]
A. Levan et al. (GCN notice #1758); [12] A. Gal-Yam et al.
(astro-ph/0403608); [13] E. Pian et al. (GCN notice #2638);
[14] A. Henden (GCN notice #2811); [15] J.P.U. Fynbo et al.
(GCN notice #2802).

used a different definition for ropt, the relationship to rd
is different). The parameter of the NFW model was
taken to be rs = 2rcore. Note that Stoehr et al. (2003)
and Hayashi et al. (2004) provided evidence for the
presence of a plateau in the spatial density distribu-
tion up to distances of 1 kpc in the NFWmodel, so the
Burkert dark matter distribution may be considered
as a fit to the NFW distribution without a central
peak.
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Fig. 1.Radial distributions of objectsF (r) =
r∫
0

f(x)dx, where f(x) is the density of the distribution.We present data onGRBs

(GRB), Type-Ibc (SN Ibc) and Ia (SN Ia) supernovae, X-ray binaries (XB), dark matter (DMb is the Burkert profile (1995),
rcore = 0.83ropt; DMn is the NFW profile (Navarro et al. 1997), rs = 1.67 ropt and the exponential disk (Edisk). The step
distributionswere constructed for the GRBs without smoothing. The smooth curves represent the smoothed (with localization
errors) cumulative distributions of GRBs (GRBw), supernovae (SN Ibcw), and GRBs at z < 1.5 (GRB [z < 1.5]).
We also used the surface-density profile of lumi-
nous matter in galaxies in the model of an exponential
disk:

Σexp(r) ∝ exp(−r/rd), (4)

for which the radial distribution is
f(r)[exp] = r exp(−r/rd). (5)

Radial Distributions of the Objects under Study

We begin by constructing the radial distributions
of the objects under study. We use the dimension-
less galactocentric distances (i.e., each galactocen-
tric distance was normalized to the optical radius of
the corresponding host galaxy). On average, 〈ropt〉 �
2.5 kpc for the distant galaxies in which GRBs were
observed (Bloom et al. 2002) and 〈ropt〉 � 15 kpc
for the nearby galaxies in which the supernovae un-
der study are located. The radial distribution of the
measured GRBs (without localization errors) as a
function of the galactocentric distance is indicated
in Fig. 1 by the step line for all the GRBs under
consideration (black line) and GRBs with redshifts
less than 1.5 (gray line).

Due to the GRB localization errors, the probability
density of finding the source at a given radius, p(r),
should be taken in place of the galactocentric dis-
tance r. The probability density f(r) for N sources
can be calculated by adding the individual probability
densities: f(r) =

∑N
i=1 pi(r). The localization errors

are taken into account as follows. If r0 is the mea-
sured galactocentric distance of the center of the error
region for an individual GRB and σr is the error in the
GRB location (i.e., the error region is assumed to be
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Table 2. Central moments of the radial distributions of GRBs, supernovae, and X-ray binaries calculated without
localization errors

µi(r), i = 1, 2 µ1(r) ± σµ1(r) µ2(r) ± σµ2(r) rmed ± σrmed

GRBs 1.18 ± 0.21 1.45 ± 0.42 0.82 ± 0.20

Nearby GRBs, z < 1.5 1.00 ± 0.17 1.03 ± 0.33 0.76 ± 0.18

Type-Ibc supernovae (SN Ibc) 0.43 ± 0.03 0.12 ± 0.06 0.40 ± 0.03

Type-Ia supernovae (SN Ia) 0.54 ± 0.02 0.14 ± 0.02 0.47 ± 0.03

X-ray binaries (LMXB and HMXB) 0.54 ± 0.03 0.029 ± 0.01 0.58 ± 0.04

Note: µ1(r) is the mean, µ2(r) is the variance, and rmed is the median. The rms deviations were calculated by the bootstrap method.
circular in shape, which is not always the case), then
the probability density of finding the source at dis-
tance r from the center of the host galaxy is described
by the Rice distribution (Bloom et al. 2002)

p(r; r0, σr)dr =
r

σ2
r

e
− r2+r2

0
2 σ2

r I0

(
r r0
σ2
r

)
dr, (6)

where I0 is a modified Bessel function of the ze-
roth order. In the case of a small localization error,
the probability distribution of the source’s location is
close to the δ(r − r0)-function. A large localization
error leads to a probability density with broad wings.
Thus, more accurate data are more significant, and
the weight (significance) of each observation is taken
into account.

In analyzing the radial distributions of supernovae,
the error with which the center of the galaxy image
is determined rather than the localization error of the
supernova itself makes a major contribution to the
error in their galactocentric distances. Since analysis
indicates (Tsvetkov and Pavlyuk 2004) that this error
does not exceed 10% of the optical radius, we took
σr = 0.1r for supernovae.

The profiles of the GRB distribution function

F (r) =
r∫
0

f(x)dx are represented in Fig. 1 by the

smooth curves. For comparison, this figure also
shows the smoothed radial distributions of super-
novae (Figs. 1a and 1b) and X-ray binaries (Fig. 1c).
In addition to the distributions of GRBs with and
without localization errors, Fig. 1d shows the theoret-

ical dark matter profiles F (r)[DM] =
r∫
0

ρDM(x)xdx

in models (1) and (2) for the parameters calculated
using relation (3), rcore = 0.83 ropt and rs = 1.67 ropt,
respectively. This figure also shows the radial distri-
bution of galactic luminous matter in the model of
ASTRONOMY LETTERS Vol. 31 No. 6 2005
an exponential disk (4) for rd = 0.59ropt, F (r)[exp] =∫ r
0 ρexp(x)xdx.

THE METHODS FOR COMPARING THE
POPULATIONS OF OBJECTS

We used the following methods to compare the
empirical distributions of the objects under study in
galaxies: (1) estimating the moments of the empirical
distributions and (2) counting the number of objects
within a given radius. These methods were applied to
the observed distributions of objects in galaxies with
and without localization errors.

Let us consider these methods successively.

Estimates of the Distribution Moments
The moments of the probability distribution func-

tions are important in various astrophysical prob-
lems (see, e.g., the review by Blinnikov and Moess-
ner 1998). Let us consider the estimates for the first
two moments (mean and variance) of the distribu-
tions of the objects under study. The mean relative
galactocentric distances (the first moment) in the
distributions of various objects provide information
about the characteristic localization (centroid) of the
population under study. The variance (the second
central moment) is indicative of the degree of scatter
about the mean.

The mean (the first moment) and variance (the
second central moment) of the empirical distributions
were estimated using standard formulas (see, e.g.,
G. Korn and T. Korn 1968):

µ1(r) ≡ 〈r〉 � 1
N

N∑
i=1

ri, (7)

µ2(r) � 1
N − 1

N∑
i=1

(ri − 〈r〉)2.
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Fig. 2. First (a) and second (b) moments of the dark matter distribution versus Burkert and NFWmodel parameters.
Since the estimate of the mean for small sam-
ples with outliers can be strongly biased, in addition
to the first two moments, the medians are consid-
ered. The median can be estimated from the condition
F (rmed) � 1/2 (F is the empirical distribution func-
tion of the random variable r); i.e., a value of r above
and below which there is half of all data is found.

We estimated the errors in the moments of the
empirical distributions using the bootstrap method
(Éfron 1988; see the Appendix). Table 2 gives our es-
timates for the first two moments of the distributions
and the medians with the rms deviations estimated by
the bootstrap method for gamma-ray bursts (GRB),
Type-Ibc supernovae (SN Ibc), Type-Ia supernovae
(SN Ia), and X-ray binaries (XB).We emphasize that
the localization errors of the sources themselves are
ignored in this analysis.

Including the localization errors of the sources

Table 3. Moments of the observed radial distributions f(r)
of GRBs and Type-Ibc supernovae with localization errors,
moments of the theoretical radial dark matter distributions
for the two models, and moments of the radial luminous-
matter distribution in the exponential disk model

µi(r), i = 1, 2 µ̄1(r) µ̄2(r)

Gamma-ray bursts (GRBw) 1.22 2.94

Nearby gamma-ray bursts, z < 1.5 (GRBw) 1.07 2.35

Type-Ibc supernovae (SN Ibcw) 0.43 0.30

Dark matter

Burkert (DMb: rcore = 0.83ropt) 2.11 8.61

NFW (DMn: rs = 1.67ropt) 2.13 9.70

Exponential disk (rd = 0.59ropt) 1.18 2.09
allows us to directly consider the probability densi-
ties f(r) rather than the distribution functions F (r).
If the probability density is known, themoments of the
distributions can be calculated using the formulas

µ̄i(r) =

∞∫
0

xif(x)dx

∞∫
0

f(x)dx
. (8)

Table 3 gives the calculated moments of the distribu-
tions, µ̄1 and µ̄2, for GRBs with localization errors
(GRBw) and Type-Ibc supernovae with localization
errors (SN Ibcw). In Fig. 2, the first and second mo-
ments are plotted against the parameters rs and rcore
for the dark-matter models under consideration. The
first moments for GRBs taken from Tables 2 and 3 are
shown for comparison. We emphasize that, in con-
trast to the moments calculated using formulas (7),
moments (8) are not central, but ordinary; therefore,
only the first moments can be compared; the second
moments µ2 and µ̄2 cannot be compared.

Counting the Objects within ropt
Consider another quantitative comparison test for

empirical samples, which allows the localization er-
rors of the sources to be taken into account.

Let us calculate the number of objects within ropt
of the galaxy for each sample. To take into account the
localization errors, we proceed as follows. We specify
the brightness profile of the galaxy in the form of the
function

K(x) �
{

1, r < ropt

0, r > ropt.
(9)

The approximate equality implies that we assume
the error in the radius to be 30% and fit the edges
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Fig. 3. Histograms of Nin/N obtained through numerical simulations for (a) GRBs and (b) Type-Ibc supernovae.
of the galaxy by a smooth monotonic function. For
definiteness, the wings of the galaxy are assumed to
be described by a normal (cumulative) distribution
function with a dispersion of σ = 0.3.

Let the location of the object relative to the galactic
center ri and its (presumably normal) error σi be
known. To count the fraction of objects within ropt,
we can use the random variable

Nin

N
=

1
N

N∑
i=1

∞∫
−∞

f i(x)K(x)dx, (10)

where f i(x) ≡ f(x, ri, σi) is the probability density of
the normal distributionwithmean ri and dispersion σi
(x varies within the range −∞ to∞).

Let us find the distribution of the random vari-
ableNin/N . For this purpose, we draw a new random
variable x for each source ri in accordance with the
initial distribution function f i(x) with known mean
and dispersion. We repeat the procedure n times for
each value of ri. The estimate of the number of objects
within ropt is then(

Nin

N

)
k

� 1
N

N∑
i=1

K(xi,k), k = 1, n. (11)

In the limit of a large number of trials, a normally
distribution random variable (Nin/N)k must be ob-
tained, and its rms error can be estimated. The result
of our numerical simulations for 2000 trials is given in
Table 4 (column 2). Figure 3 shows the histograms
of Nin/N for GRBs (Fig. 3a) and Type-Ibc super-
novae (Fig. 3b) derived from numerical simulations.
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For sources with a given radial distribution func-
tion (e.g., for dark matter and an exponential distribu-
tion of luminous matter in galactic disks),Nin/N can
be estimated using the formula

Nin

N
�

∞∑
i=1

K(xi)f(xi)

∞∑
i=1

f(xi)
, (12)

where f is specified by relations (1), (2), and (5). The
values ofNin/N are given in Table 5;Nin/N is plotted
against rs and rcore for dark matter in Fig. 4.

For discrete empirical samples, there is a different
method for counting the number of objects within a
given radius. Let us define the random variable

yi =

{
1, |ri| ≤ 1

0, |ri| > 1,
(13)

which has a discrete probability distribution. The
probability of an object being within the optical radius
of the host galaxy (yi = 1) is

pi =

1∫
−1

f i(x)dx, (14)

while the probability P (yi = 0) = (1 − pi) for the ith
object under study. The estimates of the mean and
variance of yi (see G. Korn and T. Korn 1968) are

µ1(yi) = pi, µ2(yi) = pi(1 − pi). (15)

The sum of the means yi for all objects of a given class
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Table 4. Fractions of the sources within the galaxy radius,Nin/N , for various types of objects

Tested sample Nin/N [Nin/N ]

Gamma-ray bursts (GRB) 0.553± 0.048 0.5602± 0.054

Type-Ibc supernovae (SN Ibc) 0.960± 0.004 0.966± 0.007

Note: The second and third columns give the results of our numerical simulations for 2000 trials using formulas (11) and (16),
respectively.
yields an estimate of [Nin/N ] and its dispersion:

[Nin/N ] =
N∑
i=1

µ1(yi)/N,

σ[Nin/N ] =

√
N∑
i=1

µ2(yi)/N.
(16)

The values of [Nin/N ] and σ[Nin/N ] for GRBs and
Type-Ibc supernovae calculated by this method are
listed in the third column of Table 4; these are in close
agreement with the values obtained by our numerical
simulations using the first method.

DISCUSSION

Analyzing the moments of the empirical distribu-
tions of the objects under study (Tables 2 and 3) and
counting the number of sources within the optical
radius of the galaxy (Tables 4 and 5) led us to con-
clude that the radial distribution of GRBs in galaxies
differs significantly from the distributions of super-
novae of various types and X-ray binaries. GRBs
are, on average, farther from the galactic centers
and are distributed more widely than other objects.
This conclusion is in conflict with the hypothesis
that all GRBs are associated with the corresponding
supernovae, but it is consistent with the assumption
that only nearby GRBs with relatively small energy
release are associated with bright hypernovae, while
more energetic GRBs seen at high redshifts are not
accompanied by bright supernovae.

Table 5. Fractions of the sources within the galaxy ra-
dius,Nin/N , for the theoretical dark-matter and luminous-
matter profiles in the exponential disk model calculated
using formula (12)

Tested distributions Nin/N

Burkert dark matter (DMb: rcore = 0.83ropt) 0.38

NFW dark matter (DMn: rs = 1.67ropt) 0.425

Exponential disk (rd = 0.59ropt) 0.50
All GRBs are distant objects, and the typical red-
shift of the galaxies under consideration is∼1; at such
large distances, the morphology of the galaxies may
differ from their current morphology. The typical opti-
cal radii of the GRB host galaxies and the galaxies in
the closest neighborhood are ∼2–3 and 10–15 kpc,
respectively. Such a large difference in the radii can-
not be explained in terms of cosmological effects,
which cause an effective decrease in the optical radius
by only a few percent. Spectroscopic observations
of the host galaxies of GRBs (Sokolov et al. 2001)
lead one to conclude that these are galaxies with an
enhanced star formation rate and significant inter-
nal extinction, although, in general, the properties
of these galaxies (Hurley et al. 2003) correspond to
those of late-type field galaxies at the corresponding
redshifts. A small optical radius could be indicative of
the actual small size (compact galaxies) or the exis-
tence of a significant part of the gaseous galactic disk
unaffected by star formation (Begum et al. 2005).

If we associate GRBs with the evolution of mas-
sive stars, then the assumption about a nonstandard
pattern of star formation in the GRB host galaxies,
which causes the initial mass function of young stars
to change in favor of a larger number of very mas-
sive stars, could be a possible way out of the dis-
agreement between our radial distributions of Type-
Ibc supernovae and GRBs in galaxies. This could
explain why GRBs are associated mostly with late-
type galaxies, because the (secondary) star formation
in such galaxies proceeds under conditions of slow
differential rotation. A detailed determination of the
chemical composition of the gas inGRB host galaxies
can serve as a test of this hypothesis.

Since no data are available for high-redshift Type-
Ibc supernovae, a comparison is made using super-
novae in nearby galaxies. We could attempt to at-
tribute the difference between the derived radial dis-
tributions of GRBs and supernovae in galaxies to
different radial distributions of massive stars in galax-
ies at high redshifts. However, this explanation is in
conflict with the satisfactory description of the GRB
distribution by the model of luminous matter with an
exponential surface density.
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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A comparison of Tables 4 and 5 shows that the
observed fraction of GRBs within the optical radius
differs only slightly from the fraction of dark matter
in the disk. One would think that the behavior of the
second moment for dark matter (see, in particular,
Fig. 2) rejects the association of GRBs with dark
matter. However, it should be kept in mind that the
second (noncentral!) moment increases sharply the
weight of the distant galactic regions. We calculated
this moment directly for the dark matter density;
of course, the GRB localization observations were
selected by the presence of an ordinary gas, which
also has a quasi-exponential radial distribution in
the galaxy. Including this truncation changes only
slightly the numbers in Tables 4 and 5 and the first
moment, but reduces greatly the second moment for
dark matter.

CONCLUSIONS

Our analysis shows that the distribution of lumi-
nous matter in galaxies in the model of an exponential
disk with the parameter rd = 0.59ropt is in best agree-
ment with the spatial distribution of GRBs in their
host galaxies. This is confirmed by previous studies
(Tsvetkov et al. 2001; Bloom et al. 2002). However,
this result cannot be unequivocally interpreted as evi-
dence that GRBs originate from youngmassive stars,
since the disk brightness follows the distribution of all
(including low-mass) population-I stars and gas.

It can also be asserted that the radial distribution
of GRBs agrees with the distributions of dark matter
in galaxies at quite realistic parameters rs and rcore
under the assumption that the decrease in the scale
parameter of the spatial dark matter distribution is
proportional to the optical radius of the GRB host
galaxies.
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APPENDIX

The Bootstrap Method

The main idea behind the method is to approxi-
mate the unknown distribution function of a random
variable by an empirical distribution. This approx-
imate distribution function is used to estimate the
moments of the random variable (mean and variance).

In accordance with this empirical distribution,
various realizations (samples) of the random variable
are modeled by the Monte Carlo method. Obtain-
ing a sample each time, we determine the moment
(mean and dispersion) of the distribution of interest.
Modeling the sample of the random variable many
times, we obtain the mean value of the moment and
its distribution function. According to the central
limit theorem, the derived distribution function of
the parameters approaches a normal law. Thus, the
confidence intervals for the moments of the empirical
distribution can be estimated.

REFERENCES
1. O. S. Bartunov, I. N. Makarova, and D. Yu. Tsvetkov,

Astron. Astrophys. 264, 428 (1992).
2. O. S. Bartunov, D. Yu. Tsvetkov, and I. V. Filimonova,

Publ. Astron. Soc. Pac. 264, 1276 (1994).
3. A. Begum, J. N. Chendalur, and I. D. Karachent-

sev, Astron. Astrophys. (2005, in press); astro-
ph/0502307.

4. S. I. Blinnikov, Surv. High Energy Phys. 15, 37
(2000).

5. S. Blinnikov and R. Moessner, Astron. Astrophys.,
Suppl. Ser. 130, 193 (1998).

6. J. S. Bloom, S. R. Kulkarni, and S. G. Djorgovski,
Astron. J. 123, 1111 (2002).

7. A. Burkert, Astrophys. J. 447, L25 (1995).
8. S. Castro, T. J. Galama, F. A. Harrison, et al., astro-

ph/0110566 (2001).
9. F. Donato, G. Gentile, and P. Salucci, Mon. Not. R.

Astron. Soc. 353, L17 (2004).
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Abstract—A flare of maser radio emission in the 1665-MHz OH line with a flux density of about 1000 Jy
was discovered in the star-forming region W75 N in 2003. At the time of its observations, it was the
strongest OH maser in the entire history of research since the discovery of cosmic OH masers in 1965.
The linear polarization of the flare emission reached 100%. A weaker flare with a flux density of 145 Jy was
observed in this source in 2000–2001; this was probably a precursor of the intense flare. The intensity
of two other spectral features decreased when the flare emerged. This change in the intensity of the
emission from maser condensations (a brightening of some of them and a weakening of others) can be
explained by the passage of a magnetohydrodynamic shock through regions of enhanced gas concentration.
c© 2005 Pleiades Publishing, Inc.

Key words: interstellar medium, OH masers, variability.
INTRODUCTION

W75 N is an active region of star formation in
the Galaxy that is accompanied by maser emission in
OH, methanol, and H2O lines. Mapping observations
of masers with a high angular resolution have shown
that the maser emission sources are associated with
ultracompact H II regions (Hunter et al. 1994; Minier
et al. 2000; Slysh et al. 2002) and are, possibly,
located in protoplanetary disks surrounding young
massive stars. In this paper, we report the discovery
of an intense flare of emission as a result of which
W75 N became the brightest OH cosmic maser in the
entire history of observations.

OBSERVATIONS

Polarization observations of the maser emission
from W75 N in all four Stokes parameters were
performed with the Nançay radio telescope (France)
(van Driel et al. 1996) in October 2003 and with
the Kalyazin 64-m radio telescope (Russia) (Slysh
et al. 2001) in July and October 2004 in two circular
polarizations in the 1665- and 1667-MHz OH lines.
Digital autocorrelators with a spectral resolution of
0.137 km s−1 were used at both telescopes to analyze
the spectra. The number of channels at Nançay was
8192 divided in eight sections with 1024 channels
each (both frequencies were observed simultaneously,
and an individual polarization corresponded to each
section); the bandwidth was 0.781 MHz. At Kalyazin,

*E-mail: rett@asc.rssi.ru
1063-7737/05/3106-0375$26.00
there was only one section of 4096 channels with a
bandwidth of 3.125 MHz; therefore, the right- and
left-hand circular polarizations were measured se-
quentially. In addition, several records were made on
magnetic tape in the S-2 VLBI system on April 12,
2001, at the 64-m radio telescope in the Bear Lakes
(Russia) and on July 22, 2004, at Kalyazin (the band-
width in both cases was 8 MHz). A spectral analysis
was performed with a software correlator (the resolu-
tion could be varied over a wide range). The sensitivity
was 1.0 K Jy−1 for the Nançay radio telescope and
0.65 K Jy−1 for the Bear Lakes and Kalyazin radio
telescopes. The flux density calibration for the Bear
Lakes and Kalyazin radio telescopes was performed
with the continuum sources Cygnus A and 3C 274.
The beam width of the Nançay radio telescope was
3′.5 in the east–west direction and 19′ in the north–
south direction. The Bear Lakes and Kalyazin radio
telescopes had circular beams with a width of 8′. In
addition to our own observations, we also analyzed
observational data for this source in OH lines from the
NRAO VLBA archive for November 2000 and Jan-
uary 2001 (the observations by Fish and Migenes).

RESULTS

The spectra of W75 N obtained with the VLBA
in 1998 (Slysh et al. 2002) and 2001 (the VLBA
archive) as well as at Nançay in 2003 and Kalyazin
in 2004 in the 1665-MHz OH line in right-hand
circular polarization are shown in Fig. 1. Some dif-
ferences between the VLBA spectra and the three
c© 2005 Pleiades Publishing, Inc.
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Fig. 1. Spectra for the OH maser W75 N in the 1665-MHz line (right-hand circular polarization) taken at different epochs.
July 1998: VLBA array, July 1, 1998; Nov. 2000: VLBA array, November 22, 2000; Oct. 2003: Nançay radio telescope,
October 24, 2003; July 2004: Kalyazin radio telescope, July 14, 2004; Oct. 2004: Kalyazin radio telescope, October 20, 2004;
A–K are the spectral features identified by Slysh et al. (2002), and P1, P2 and N1, N2, N3 are the new spectral features of the
precursor (P) and the flare (N). The VLBA spectra are shown in interferometric mode, in which contribution from the nearby
maser W75 S at a distance of 14′ is eliminated.
remaining spectra stem from the fact that these were
taken in VLBI mode, while the single-dish spectra
were taken in the total-power mode. We do not show
the total-power spectra from individual VLBA an-
tennae, because, unfortunately, these are distorted by
the emission from the nearby maser W75 S due to a
large beam. Several features, which were designated
as A, C, E, F, G, J, and K in the paper by Slysh
et al. (2002), were observed in the first 1998 spectrum
obtained during the VLBA mapping. These were also
present in the previous observations of 1983 (Baart
et al. 1986) with approximately the same intensity,
except features J and K at radial velocities of 3.0
and 0.65 km s−1 with a variable intensity. The sub-
sequent VLBA observations in November 2000 and
January 2001 (the VLBA archive) showed that the
spectrum of the source remained unchanged in the
range of radial velocities from 4 to 14 km s−1, while
significant changes occurred at lower radial veloc-
ities. A strong spectral feature at a radial velocity
of 2.3 km s−1 with a flux density of 145 Jy and a
line width of 0.35 km s−1 (75 Jy in the right-hand
circular polarization shown in Fig. 1) and a weaker
feature at a radial velocity of −0.2 km s−1 with a
flux density of 35 Jy appeared. We designate these as
P1 and P2, respectively. At the same time, features
J and K dimmed by a factor of 2 to 3. The subsequent
observations with the Bear Lakes 64-m telescope in
April 2001 (the spectrum is not shown) demonstrated
that the flared features P1 and P2 dimmed by a factor
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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of 2 to 5 while remaining at the same radial velocities.
This flare of features P1 and P2 may be assumed
to have been a precursor of the even brighter flare
of maser emission that we first observed 2.5 years
later with the Nançay radio telescope on October 24,
2003. The spectrum in Fig. 1 exhibits a very intense
feature at a radial velocity of 1.8 km s−1 with a flux
density of 750 Jy and a line width of 0.35 km s−1 (N1)
and two weaker features at radial velocities of 0 (N2)
and −1 km s−1 (N3). The polarization measurements
at Nançay show that all features of the flare (N1,
N2, and N3) have a high (≥80%) degree of linear
polarization. The difference between the radial veloc-
ities of the new features N1 and N2 and those of the
precursor, about −0.5 km s−1, and the decay of the
precursor in April 2001 suggest that a flare of the new
spectral features rather than a brightening of the old
features was observed. At the same time, the flux den-
sities and radial velocities of features A–G remained
unchanged. Features J and K, if present, have a flux
density of no more than 10 Jy. The subsequent obser-
vations performed at Kalyazin in July 2004 confirmed
the existence of flared features almost at the same
radial velocities and with the same flux densities. The
more recent observations at Kalyazin in October–
December 2004 point to a decay of the strongest
spectral feature N1 with the simultaneous growth of
the weaker flare features N2 and N3. In the other
OH line at a frequency of 1667 MHz observed at
Nançay, new spectral features also appeared, but their
intensity did not exceed 20 Jy and was comparable to
that of the remaining spectral features.

DISCUSSION

Although the variability of OH masers is well
established, no OH maser emission flares with such
high flux densities have been reported previously.
However, a spectral feature with a flux density of
960 Ju in left-hand circular polarization was ob-
served in the source G351.78-0.54 in 1980 (Caswell
and Haynes 1983). At present, there is no known
OH maser with a flux density higher than or com-
parable to that of W75 N. An intense flare of maser
emission has been observed twice in the 1.35-cm
water-vapor line in Orion (Abraham et al. 1981;
Matveyenko et al. 1981; Omodaka et al. 1998) with
a flux density above 10 MJy. Since the flux density of
water masers, on average, exceeds that of OH masers
by a factor of 10–103, it is not surprising that the scale
of the flare is, accordingly, larger for water masers.

Slysh et al. (2002) suggested a model for the
maser W75 N in which the maser spots are located
in disks rotating around two massive stars, which, in
turn, excite the ultracompact H II regions VLA 1 and
VLA 2 (Torrelles et al. 1997) (Fig. 2). The spectral
ASTRONOMY LETTERS Vol. 31 No. 6 2005
features from A to I at radial velocities from 12.45
to 3.70 km s−1 are associated with VLA 1 (some of
the weaker features are unseen on the scale of our
diagram and have no designations); only two features,
J and K at radial velocities of 3.0 and 0.65 km s−1,
respectively, are associated with VLA 2. Judging by
the radial velocities of the new spectral features of
the flare at 2 and 0 km s−1, these could also be
associated with VLA 2. VLA 1 and VLA 2 are the
separate centers of maser emission also in H2O and,
probably, methanol lines. These ultracompact H II re-
gions are excited by young massive stars of spectral
type B1 or B2 with a mass of 10 M� (Shepherd
et al. 2004). The separation between the stars is ∼
1400 AU. Torrelles et al. (1997) suggested a model
for the source W75 N in which the stars are the
sources of a wind and a shock that excite the maser
emission. The maser system associated with VLA 2
is more compact and, apparently, more active. This is
evidenced by the observations of the flare of the high-
velocity masers in the 1667-MHz OH line in 1986
(Hutawarakorn et al. 2002) and the variability of
the H2O maser emission with a period of 11.5 yr
associated with VLA 2 (Lekht and Krasnov 2000).
The new flare in the 1665-MHz OH line with a flux
density of 1000 Jy that is reported in this paper also
occurred in the maser system associated with VLA 2.
Within the framework of the model of a stellar-wind
shock, we can assume that the flare began upon the
arrival of the shock to a region of enhanced abundance
of H2O and hydroxyl molecules and elevation of the
kinetic temperature in this region or was triggered by
the enhancement of abundance of H2O and hydroxyl
molecules caused by the shock.

Almost simultaneously with the rise in the flux of
the spectral features of the precursor flare at radial
velocities of 2.3 and −0.2 km s−1, the flux of the
spectral features J and K at radial velocities of 3.0 and
0.65 km s−1 decreases. We see from Fig. 1 that these
features are absent in the 2001 spectrum of W75 N,
at least at a level of 10 Jy, while in 1998 these were
comparable in flux to the brightest feature A (Slysh
et al. 2002). Features J and K were even brighter
in the past: the peak flux of feature J was observed
in 1993 (Hutawarakorn et al. 2002), and this feature
was weaker at earlier epochs, 1983 and 1986 (Baart
et al. 1986; Hutawarakorn et al. 2002), as well as at
later epochs (1998) (Argon et al. 2000; Slysh et al.
2002). Using this data, we can estimate the duration
of the emission from feature J at a half-intensity level,
t = 11 yr, with a peak in 1993. It is well known
from the VLBA maps (Fig. 2) (Slysh et al. 2002)
that feature J (like feature K) is extended and in the
shape of a thin 10.7 × 2.4-mas strip with a position
angle of 114◦. At a distance of 2 kpc to W75 N, this
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corresponds to linear sizes of the maser condensa-
tion l1 × l2 = (21.4 × 4.8) AU. If the emission from
feature J is assumed to have been produced by the
passage of a shock through a clump of matter with the
above sizes, then the shock velocity must be no less
than l1/t = 9.3 km s−1 if the clump lies in the plane
of the sky or more if the projection effect is taken into
account.

It is unlikely that normal supersonic shocks can
propagate with such a velocity, since the speed of
sound in molecular clouds is low, less than 1 km s−1.
However, magnetohydrodynamic waves propagating
with the Alfvèn velocity may well be an agent exciting
the maser emission. It is well known that the mag-
netic field in maser emission regions can exceed 5 ×
10−3 G, as follows from Zeeman splitting measure-
ments. Thus, for example, two maser condensations
in W75 N have a magnetic field of 5.2 × 10−3 and
7.7× 10−3 G, respectively (Slysh et al. 2002). Taking
the magnetic field to be H = 3 × 10−3 G and the gas
density to be nH2 = 105–106 cm−3, we obtain Alfvèn
velocities of 15 and 5 km s−1, respectively, in agree-
ment with the estimates of the propagation velocity
of the disturbance that generated the maser emission
of component J. We can assume that having passed
through component J, the disturbance traveling with
the Alfvèn velocity reached the next condensation,
which gave rise to another flare of maser emission.
This time, its intensity was a factor of about 50 higher
than that of component J, which can be explained
by more favorable conditions for the maser emission.
More detailed information about the evolution of the
maser emission flare with time can be obtained from
high-angular-resolution VLBI mapping and from the
Radioastron space interferometer.

CONCLUSIONS

We have discovered the brightest flare of maser
emission in the OH line in the entire history of ob-
servations since 1965. The flare is associated with
the activity of the young massive star that excites
the ultracompact H II region VLA 2 in the star-
forming region W75 N. The onset of the flare was
accompanied by a weakening of the emission from
other maser condensations associated with VLA 2.
Such behavior can be explained by the passage of
a magnetohydrodynamic shock through regions of
enhanced gas concentration.
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Original Russian Text Copyright c© 2005 by Tsygankov, Lutovinov.
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Abstract—We analyze the observations of the X-ray pulsar LMC X-4 performed by the INTEGRAL
observatory and the All-Sky Monitor (ASM) of the RXTE observatory over a wide energy range. The
observed hard X-ray flux from the source is shown to change by more than a factor of 50 (from∼70 mCrab
in the high state to ∼1.3 mCrab in the low state) on the time scale of the accretion-disk precession period,
whose mean value for 1996–2004 was determined with a high accuracy, Pprec = 30.275± 0.004 days. In
the low state, a flare about 10 h in duration was detected from the source; the flux from the source increased
by more than a factor of 4 during this flare. The shape of the pulsar’s broadband spectrum is essentially
invariable with its intensity; no statistically significant features associated with the possible resonance
cyclotron absorption line were found in the spectrum of the source. c© 2005 Pleiades Publishing, Inc.

Key words: pulsars, neutron stars, X-ray sources.
INTRODUCTION

The X-ray pulsar LMC X-4 in the Large Mag-
ellanic Cloud (LMC) (the distance to the object is
d = 50 kpc) is a high-mass binary with a pulsa-
tion period of ∼13.5 s (Kelley et al. 1983), in which
the compact object is eclipsed by its optical com-
panion, an O8 star of the 14th magnitude with a
mass of 20M� (Chevalier and Ilovaisky 1977), ev-
ery ∼1.408 days (Li et al. 1978; Lang et al. 1981;
Levine et al. 2000). Levine et al. (2000) provided the
following orbital parameters for the binary: ax sin i =
26.333 ± 0.019 light seconds, the eccentricity e <
0.003(2σ), and the epoch of the zero orbital phase
T0 = MJD51110.86571.
Lang et al. (1981) pointed to the existence of a

superorbital period in the binary, ∼30.5 days, within
which the intensity of the source changes by a factor
of about 60. These authors also assumed that this ef-
fect is produced by the blockage of direct X-rays by a
precessing accretion disk tilted with respect to the or-
bital plane, much as is the case in the binary Her X-1
(Tananbaum et al. 1972). Based on the measure-
ments of almost the same X-ray flux observed from
the source during eclipses in its low and high states,
Woo et al. (1995) concluded that the intrinsic lumi-
nosity of the pulsar is constant, which also confirms
the assumption made by Lang et al. (1981). Having
analyzed the RXTE and GINGA observations, Paul
and Kitamoto (2002) estimated the rate of decrease

*E-mail: st@hea.iki.rssi.ru
1063-7737/05/3106-0380$26.00
in the precession period of the accretion disk to be
Ṗ ∼ −2 × 10−5 s s−1.

The flaring activity of LMC X-4 has been widely
discussed in the literature (see, e.g., Epstein et al.
1977; Skinner et al. 1980; Kelley et al. 1983; Levine
et al. 1991). A flare with a duration from dozens of
seconds to dozens of minutes is detected from the
source during its high state, on average, once a day.
However, there is also evidence (Woo et al. 1995) for
the presence of bursts in the low state.

In different periods, the pulsar LMC X-4 demon-
strates both a spin-down and a spin-up, suggesting
that its period is close to its equilibrium value. In this
case, according to the disk-accretion theory (Ghosh
and Lamb 1979), a neutron star with an equilib-
rium period of ∼13.5 s and an X-ray luminosity of
∼4 × 1038 erg s−1 would have a very high magnetic
moment, ∼1031.5 G cm3 (Woo et al. 1996).

The spectrum of the source above several keV is
described by a power law with a high-energy cutoff.
The measured absorption column density toward the
source (along with the best-fit parameters) does not
depend on the phase of the precession period; its
value, NH ∼ 5.5 × 1020 atoms cm−2, is close to the
Galactic column density, suggesting the absence of
strong internal absorption in the binary (Naik and
Paul 2003). Different authors (Levine et al. 1991; Mi-
hara 1995; Woo et al. 1996; La Barbera et al. 2001)
obtained several estimates for the presence of a cy-
clotron absorption line in the source’s spectrum in the
c© 2005 Pleiades Publishing, Inc.
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energy range 19 to 100 keV, but as yet there are no re-
liable measurements of its intensity and, accordingly,
the surface magnetic field of the neutron star.
In this paper, we present the results of our tim-

ing and spectral analyses for the pulsar LMC X-4
performed by using INTEGRAL and RXTE observa-
tions over a wide (1–100 keV) energy range. Prelimi-
nary results were obtained by Lutovinov et al. (2004).

OBSERVATIONS

The INTEGRAL International observatory (Win-
kler et al. 2003), which carries four scientific in-
struments that allow the emission from astrophysical
objects to be studied over a wide wavelength range
(from optical to hard γ rays), was placed in orbit
by a Russian Proton launcher on October 17, 2002
(Eismont et al. 2003).
In this paper, we analyze the data obtained with

the ISGRI detector of the IBIS gamma-ray telescope
(Ubertini et al. 2003) and the JEM-X
X-ray monitor of the INTEGRAL observatory (Lund
et al. 2003). The ISGRI detector has an effective
area of ∼960 cm2 at 50 keV, is effectively sensitive
to photons in the energy range 20 to 200 keV (the
energy resolution is∼7% at 100 keV), and allows the
image of the sky within a 29◦ × 29◦ field of view (the
full coding zone is 9◦ × 9◦) to be reconstructed with a
nominal spatial resolution of∼12 arcmin (the angular
size of the mask element). See Lebrun et al. (2003)
for a more detailed description of the detector. The
main elements of the two identical JEM-X modules
(JEM-X1 and JEM-X2) are coded mask xenon–
methane gas chambers placed at about 3.2m from the
plane of the detectors. Each module of the telescope
has the following technical characteristics: the energy
range 3–35 keV, the field of view (the full coding
zone) 13.2◦ (4.8◦) in diameter, and the detector area
500 cm2 (Lund et al. 2003).
About 500 individual pointings were made as

part of the studies of the LMC region performed
by the INTEGRAL observatory from January 2
through January 28, 2003, during which the pul-
sar LMC X-4 was within the field of view of the
INTEGRAL instruments. The total observing time
for the source was ∼106 s; at all pointings, it was
in the full coding zone. We also used data from the
All-Sky Monitor (ASM) of the RXTE observatory
(http://xte.mit.edu/ASM−lc.html) to analyze the
long-period characteristics of the source. These data
are daily averaged fluxes from the source in the energy
range 1.3–12.2 keV.
We constructed an X-ray image and performed a

spectral analysis of the IBIS data using the methods
described by Revnivtsev et al. (2004) and Lutovinov
ASTRONOMY LETTERS Vol. 31 No. 6 2005
et al. (2003). An analysis of a large set of calibration
observations for the Crab Nebula revealed a system-
atic error of∼10% in the estimated absolute flux from
the source over a wide energy range; the spectral
shape was reconstructed with an accuracy as high
as 3–5%. We took this into account in our spectral
analysis by adding a systematic error of 5%. All of
the errors given in this paper are purely statistical.
The standard OSA software of version 4.1, which was
provided by the INTEGRAL Science Data Center
(http://isdc.unige.ch), was used for our timing anal-
ysis of the source on pulsation period time scales and
for our analysis of the JEM-X data.
Figure 1 shows the IBIS 20–60 keV map of

the LMC region. This map was constructed over
the entire period of the source’s observations in
January 2003. Apart from the pulsar LMC X-4
itself, the black hole LMC X-1 and the single pulsar
PSR 0540–69 are detected in the image at a statis-
tically significant level. No emission is detected from
the SN 1987A remnant (Shtykovskiy et al. 2005).

TIMING ANALYSIS

The Precession Period

As was said in the Introduction, there is a period
of about 30 days in the binary LMC X-4 that is
most likely related to the eclipse of the neutron star’s
emitting regions by a precessing tilted accretion disk.
To determine the exact precession period, we used
the ASM/RXTE data obtained from January 1996
through July 2004. The best precession period of
the accretion disk was found by the epoch-folding
technique (Leahy et al. 1983) to be 30.275 days. We
used the following method to estimate the error of
this measurement: for each point on the light curve of
the source within a 1σ error in the flux, we randomly
chose a point that was used as a new flux from the
source. In this way, we modeled another light curve
for which, in turn, the best period was determined. We
obtained a total of about 100 periods whose spread
was considered to be a 1σ confidence interval. Such
an analysis yielded the following mean precession
period of the accretion disk for 1996–2004: Pprec =
30.275 ± 0.004 days.
The hard X-ray (20–50 keV) light curve of the

source shown in Fig. 2a has a characteristic shape.
About 2 days after the beginning of its observations,
the pulsar switched to the high state; in another
5 days, its flux increased by a factor of about 6–
8 and reached a peak (∼70 mCrab). The arrows
in the figure indicate the switch-on and switch-off
times estimated more than 20 years ago by Lang
et al. (1981); the switch-on time was calculated by
using the ephemerides derived by these authors; the
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Fig. 1. IBIS/INTEGRAL 20–60 keV image of the LMC region containing the X-ray pulsar LMC X-4. The sources detected
at a statistically significant level are labeled; the position of the SN 1987A remnant is indicated by the cross.
switch-off time was determined by assuming that the
high state of the source lasted ∼60% of the entire
precession period (Lang et al. 1981). We see that
the presumed zero phase (switch-on time) of the
superorbital cycle is greatly shifted relative to the
current INTEGRAL measurements. Note that the
same relationship between the durations of the high
and low states is also obtained from the INTEGRAL
observations of the source (Fig. 2a).
Unfortunately, the switch-on time of the object

under study was not observed by the INTEGRAL
observatory directly, and we had to use interpolation
to determine the zero phase of the precession period.
The switch-on time of the pulsar LMCX-4 estimated
in this way is MJD 52644.5 ± 1.0. Owing to good
statistics and a long series of observations, we were
able to determine the mean precession period with a
high accuracy (see above), which ensures the deter-
mination of the presumed zero phase 20 years ago
with an accuracy of ∼1 day by assuming the period
to be constant. Using our value of the precession
period, we can calculate the presumed zero phase
closest to that measured by Lang et al. (1981). Our
result is either ∼18.5 days before or ∼12 days after
this time. Thus, the precession period of the accretion
disk, on average, must either increase with Ṗ ∼ 1.3×
10−3 s s−1 or decrease with Ṗ ∼ −2 × 10−3 s s−1.
Here, we give lower limits on the rate of change in
the period, since we disregard the change that is a
multiple of an integer number of periods.

On the other hand, the mean rate of change in
the precession period can be estimated by using our
values and those obtained by Lang et al. (1981).
This estimation yields a value of Ṗ = (−2.5 ± 0.8) ×
10−5 s s−1, which ismuch lower than our previous es-
timate obtained by extrapolating the switch-on times
and agrees, within the error limits, with the value
determined by Paul and Kitamoto (2002).

The observed discrepancy in the estimated rates of
change in the precession period may stem from the
fact that the precession period of the accretion disk
for the pulsar LMC X-4 has evolved not uniformly,
but with spinups/spindowns much higher than the
average level.

Using long-term ASM/RXTE observations (Jan-
uary 1996–August 2002), Klarkson et al. (2003)
constructed a dynamic power spectrum for the source
under study. Throughout the period of observations,
the precession period was constant near 30.28 days.
However, due to the 3σ error of ±0.46 days, no firm
conclusion about the precession-period variations
can be reached.
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Fig. 2. (a) Hard X-ray (20–50 keV) light curve for the pulsar LMCX-4 constructed from IBIS/INTEGRAL data. The arrows
indicate the switching-on and switching-off times for the source, as estimated by other authors. (b) The light curve for the
source constructed from ASM/RXTE data over eight years of observations and folded with the best period derived from these
data. The errors correspond to one standard deviation.
Figure 2b shows the averaged light curve of the
pulsar LMC X-4 constructed from ASM/RXTE data
over ∼8.5 years of its observations and folded with
the best period of 30.275 days. Interestingly, there is
a statistically significant rise in the source’s intensity
with a duration of about three days near phase ∼0.8
of this cycle. A similar feature in the light curve of
the pulsar can be seen in Figs. 1 and 3 from Lang
et al. (1981). A similar rise in the source’s intensity
during the off state is also observed in another X-ray
pulsar, Her X-1 (Jones and Forman 1976).

The Orbital Period

Figure 3a shows the 20–50 keV light curve for the
pulsar LMC X-4 when the source was near the peak
of its observed X-ray flux. The times of the eclipses of
the X-ray source by its optical companion are clearly
seen from this figure. The ingress and egress were
ASTRONOMY LETTERS Vol. 31 No. 6 2005
accompanied by smooth variations in the pulsar’s
observed intensity. However, a significant rise in the
flux from the source with a duration of about three
hours was observed a short time (on the order of an
hour) after the egress. The ingress and egress dura-
tion can be estimated from the source’s light curve,
∼3 ks. At the neutron star’s orbital velocity of about
500 km s−1 (Kelley et al. 1983), this corresponds to
the transition region’s size of∼1.5× 106 km, which is
comparable to the sizes of the atmospheres of late-O
main sequence stars (Woo et al. 1996).
The time dependence of the hardness, which is

defined as the ratio of the fluxes from the source in
the 40–60 and 20–40 keV energy bands, is shown
in Fig. 3b. We see a tendency for the radiation from
the object under study to soften as it approaches
an eclipse, but this dependence breaks down im-
mediately after the eclipse. The hardness during the
eclipses themselves is not shown in the figure, be-
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Fig. 3. (a) Orbital light curve for the pulsar LMC X-4 constructed from IBIS data during its high state. The dashed lines
indicate the ingress and egress times estimated by Lang et al. (1981). (b) Variations of the source’s hardness on the time scale
of the orbital period. The errors correspond to one standard deviation.
cause no statistically significant flux can be recorded
from the source.
The dashed lines indicate the eclipse ephemerides

taken from the papers by Li et al. (1978), Lang
et al. (1981), and Levine et al. (2000). Note that the
orbital period in the binary is highly stable and has
been almost constant over more than twenty years of
the pulsar’s studies. The INTEGRAL observations
of the source in 2003 confirm this conclusion (see
Fig. 3). Several authors (Woo et al. 1996; Levine
et al. 2000) have attempted to measure the rate of
change in the orbital period, but the significance of the
values obtained is low (Ṗorb/Porb = (−5.3 ± 2.7) ×
10−7 yr−1 and Ṗorb/Porb = (1.1 ± 0.8) × 10−6 yr−1,
respectively) and is consistent with the observational
data.
Note that the low-state flux from the source does

not drop to zero and is recorded by the INTEGRAL
instruments, although it decreases. Thus, for exam-
ple, according to the observational data spanning the
time interval MJD 52662.5–52665, the 20–50 keV
flux from the source was 2.6 ± 0.4 mCrab, while sev-
eral days later, MJD 52667–52668, it decreased by
almost a factor of 2, 1.3 ± 0.5mCrab.
The intensity of the pulsar LMC X-4 decreases

sharply during its X-ray eclipses. We analyzed the
flux during eclipses for two time intervals, when the
source was in its high and low states (MJD 52648.8
and MJD 52665, respectively). In both cases, no
emission was detected from the object under study at
a statistically significant level, and we obtained only
upper limits on its 20–50 keV flux, which proved to
be identical, ∼1.2 mCrab (1σ). Note that during the
X-ray eclipse on January 20, 2003, (MJD 52659.94–
52660.17), when the source’s intensity decreased, its
observed 20–50 keV flux was significantly higher
than the above upper limits, 3.7 ± 1.0 mCrab, but
the significance of this measurement is low. A similar
analysis for the soft (0.1–2.4 keV) X-ray emission
was performed by Woo et al. (1995). The results
obtained by these authors suggest that the source’s
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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intensity is constant during its eclipses, which they
interpreted as evidence that the pulsar’s intrinsic lu-
minosity is constant. This conclusion was based on
the assumption that the X-rays observed during an
eclipse are scattered by the widely distributed matter
around the source, possibly the corona above the
outer edges of the accretion disk, much as is the case
in the pulsar Her X-1 (Lutovinov et al. 2000).

Flares

Many authors have described the flaring activity of
the pulsar LMCX-4. Short flares (up to 1000 s in du-
ration), during which the pulsar’s intensity changes
by a factor of 2 to 5, are most characteristic of the
source under study (Levine et al. 2000).
ASTRONOMY LETTERS Vol. 31 No. 6 2005
An rise in the observed flux from the source was
recorded during its low state (MJD 52666) on a
time scale atypical of it. The flare duration was about
10 h (orbital phase 0.3–0.6), and the peak intensity
(∼10 mCrab) exceeded the average low-state level by
a factor of about 4. Figure 4 shows the flare profile
constructed from IBIS data in the 20–50 keV energy
band.

SPECTRAL ANALYSIS
In the previous section, we showed that a signif-

icant number of features could be distinguished in
the light curve of the pulsar LMC X-4. Therefore,
studying the spectral evolution of the source with time
is of considerable interest. Another goal of the spec-
tral analysis was the search for the possible cyclotron
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Best-fit parameters for the spectrum of LMC X-4 derived from INTEGRAL data (JEM-X + IBIS)a

State Luminosity, 1037 erg s−1 b α Ec, keV Ef , keV χ2
N (N)c

High (MJD 52646–52650) 38.7 0.20 ± 0.15 9.1 ± 0.8 11.0 ± 0.6 0.88(128)
Flares (in high state) 47.9 0.44 ± 0.20 8.9 ± 1.0 11.9 ± 0.8 0.82(126)
Low (MJD 52662.5–52668) 1.4 0.2d 9.1d 14.8 ± 3.2 1.19(4)
Flare (MJD 52666) 3.1 0.2d 9.1d 17.1 ± 5.3 0.41(6)

a All errors are given at a 1σ level.
b The 4–100 keV luminosity at an assumed distance to the source of 50 kpc.
c The χ2 value normalized to the number of degrees of freedomN .
d The parameters were fixed at the values obtained for the high state.
resonance absorption line whose existence was men-
tioned by several authors (see the Introduction).

A power law with an exponential high-energy cut-
off (White et al. 1983), which is typical of this class
of objects, was chosen as a basis for the spectral
analysis of the source over a wide (4–100 keV) energy
range:

I(E) = AE−α ×


 1, E < Ec

exp[−(E − Ec)/Ef], E ≥ Ec,

(1)

where E is the photon energy in keV, A is the nor-
malization of the power-law component, α is the
photon index, Ec is the cutoff energy, and Ef is the e-
folding energy in the source’s spectrum. We identified
a total of four states in which an independent analysis
of the pulsar’s spectrum was performed: the high
state (without including the X-ray eclipse times), the
bursts immediately after the source’s egress, the low
state (without including the X-ray eclipse times), and
the flare occurred on January 27, 2003 (MJD 52666).

The best-fit parameters for the source’s spectra
based on model (1) are given in the table. We were
able to reconstruct the spectra over a wide energy
range (using JEM-X data) only in the high state.
Since the JEM-X monitor is not sensitive enough,
the source was detected at a statistically significant
level only by the IBIS telescope. Therefore, when fit-
ting the spectra in this state, we fixed the parameters
in the standard X-ray energy range (<20 keV) at the
values obtained for the high state. We see from the
table that the shape of the source’s spectrum and
its parameters (slope and cutoff parameters) remain
almost constant with the pulsar’s intensity variations.
Figure 5 shows the energy spectrum of LMC X-4
reconstructed from INTEGRALdata in a wide energy
range for the high state.

To test the hypothesis about the presence of a
cyclotron feature in the source’s spectrum within
the energy range 4–100 keV, we modified the fitting
model by adding the corresponding component:

exp

[
−
AcycW

2
cyc(E/Ecyc)2

(E − Ecyc)2 +W 2
cyc

]
, (2)

where E is the photon energy in keV, Ecyc is the
cyclotron energy, Wcyc is the width of the cyclotron
line, and Acyc is its depth.

Using the modified model, we fitted the pulsar’s
spectrum during the high state, except the X-ray
eclipse times. We used the same procedure that was
employed to study the X-ray pulsar KS 1947+300
(Tsygankov and Lutovinov 2005): the energy of the
center of the presumed cyclotron line Ecyc was varied
over the range 5–100 keV at 5-keV step, while its
width was fixed at 5 keV; for each trial energy of the
line center, we tested the significance of an improve-
ment in statistics using the ∆χ2 test. As a result,
we found no such energy of the cyclotron line Ecyc in
the energy range under study whose inclusion in the
model would lead to an improvement in the quality of
the spectral fit by more than 2σ.
The result obtained could mean that either the

energy of the cyclotron line lies outside our energy
range (4–100 keV) or the INTEGRAL instruments
are not sensitive enough for the cyclotron line to be
detected in the spectrum of the source LMCX-4. The
relationship between the spin period of the neutron
star and its luminosity, assuming that the period is
close to its equilibrium value, argues for the hypothe-
sis of a strong magnetic field (>1013 G) in the binary
(Woo et al. 1996).

CONCLUSIONS

We presented the results of our long-term timing
and spectral analyses for the X-ray pulsar LMC X-4
performed by using the INTEGRAL observations
in January 2003 and the long-term (1996–2004)
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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ASM/RXTE observations. We determined the pre-
cession period (30.275 ± 0.004 days) averaged over
the last ∼8.5 years with high accuracy. Since the
source’s switch-on times predicted by different au-
thors do not coincide, we showed that this parameter
is not constant and most likely varies nonuniformly.
The IBIS/INTEGRAL data revealed small bursts
that emerged after the egress of the X-ray source.
We detected a flare about 10 h in duration during the
low state. On the time scales of the orbital period, its
value determined more than 20 years ago is stable and
satisfies well our observational data. We performed a
spectral analysis for different states distinguishable
by the object’s intensity. The spectrum of the source
is described by a power law with a high-energy cutoff,
which is characteristic of this class of objects. To
test the hypothesis about the presence of a cyclotron
feature in the source’s spectrum within the energy
range 4–100 keV, we properly modified the fitting
model. This analysis showed that there is no such
feature in the source’s spectrum at a confidence
level exceeding 2σ. A comparison of the derived
constraints with the results of other authors (Woo
et al. 1996) is more likely indicative of a strong
magnetic field (>1013 G) on the neutron-star surface
than a weak field (<5 × 1011 G).
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Abstract—We analyze the temperature dependence of the abundances of the chemical elements Si, Ca, Cr,
and Fe in the atmospheres of normal, metallic-line (Am), magnetic peculiar (Ap), and pulsating magnetic
peculiar (roAp) stars in the range 6000–15 000 K. The Cr and Fe abundances in the atmospheres of
Ap stars increase rapidly as the temperature rises from 6000 to 9000–10 000 K. Subsequently, the Cr
abundance decreases to values that exceed the solar abundance by an order of magnitude, while the Fe
abundance remains enhanced by approximately +1.0 dex compared to the solar value. The temperature
dependence of the abundances of these elements in the atmospheres of normal and Am stars is similar
in shape, but its maximum is several orders of magnitude lower than that observed for Ap stars. In the
range 6000–9500 K, the observed temperature dependences for Ap stars are satisfactorily described in
terms of element diffusion under the combined action of gravitational settling and radiative acceleration.
It may well be that diffusion also takes place in the atmospheres of normal stars, but its efficiency is very
low due to the presence of microturbulence. We show that the magnetic field has virtually no effect on the
Cr and Fe diffusion in Ap stars in the range of effective temperatures 6000–9500 K. The Ca abundance
and its variation in the atmospheres of Ap stars can also be explained in terms of the diffusion model
if we assume the existence of a stellar wind with a variable moderate rate of ∼(2–4) × 10−15M� yr−1.
c© 2005 Pleiades Publishing, Inc.

Key words: Peculiar stars, chemical content, diffusion.
INTRODUCTION

Magnetic chemically peculiar (Ap) stars are upper-
main-sequence stars with anomalously strong lines
of certain chemical elements (Si, Cr, Sr, Eu) in their
spectra. They also possess global poloidal magnetic
fields whose longitudinal components vary over a
wide range, from dozens of gauss (Aurière et al.
2005) to dozens of kilogauss, as in the well-known
star HD 215441 of Babcock (1960). The anomalous
chemical elements gave names to the subtypes of
Ap stars: Si, SiCr, and SrCrEu stars. Despite the
observed anomalies, the global characteristics of
Ap stars (their spectral energy distribution, photo-
metric indices, and hydrogen-line intensities) do not
differ greatly from those of normal stars of the same
spectral type, which makes it possible to study their
atmospheres in the first approximation by standard
methods. An analysis of the atmospheric chemical
composition for Ap stars shows that the abundances
of the anomalous elements exceed those in the solar
atmosphere by several orders of magnitudes. Of
course, these anomalies do not refer to the chemical
composition of a star as a whole; otherwise, its

*E-mail: ryabchik@inasan.rssi.ru
1063-7737/05/3106-0388$26.00
global characteristics would not correspond to main-
sequence stars. They are localized only in a small part
of the star, the stellar atmosphere. Michaud (1970)
considered the formation of chemical anomalies in
stellar atmospheres stable to turbulent motions in
which element diffusion proceeds under the com-
bined action of gravitational settling and radiative
acceleration. Depending on which of the processes
predominates, a chemical element can sink down
from the bottom of the convection zone (helium is
the best example) or rise and accumulate in the
atmosphere. The convection zone (e.g., the H II zone)
acts as a reservoir that ensures element accumulation
in the upper radiative atmospheric layers. Michaud
et al. (1976) computed the diffusion of chemical
elements in the envelopes of stars with masses from
one to five solar masses. Here, by “the envelopes”
we mean the layers beneath the photosphere. These
first approximate computations showed that certain
elements (Mg, Ca) must be underabundant in (1.2–
2.0) M� stars, while the iron-peak elements must
exhibit an overabundance starting from a mass of
1.4M�, which corresponds to an effective tempera-
ture of 6500 K. Interestingly, the iron itself must be
underabundant up to Teff = 9000 K. These authors
c© 2005 Pleiades Publishing, Inc.
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pointed out that all computations for stars with M ≥
2.6M� are subject to large errors, because for hotter
stars with Teff > 10 000 K, the H II convection zone
disappears completely, and the computations begin
from the layers where the diffusion approximation
for the radiative flux, which is valid for large optical
depths, is no longer applicable. It is necessary to
consider the detailed atomic structure of each element
in the first ionization stages and to solve the transport
equation for a large number of frequencies. Such
computations were performed by Babel (1992) for Ca,
Ti, Cr, Mn, and Sr and a temperature of 8500 K; this
author showed for the first time that diffusion in a
stellar atmosphere leads to steep gradients in the dis-
tribution of elemental abundances. In the first approx-
imation, this distribution can be represented by a step
function with a jump at the depth of the upper bound-
ary of the H II convection zone, which corresponds
to log τ5000 ∼ −0.6 according to Schwarzschild’s
criterion. Recently, diffusion computations have been
introduced in model atmosphere computations (see,
e.g., LeBlanc and Monin 2004), and it has become
possible to construct self-consistent diffusion models
to be compared with observations. However, such
computations are time-consuming and have been
carried out so far only for a few effective temperatures
near 8000 K.

In this paper, we analyze the determinations of the
Si, Ca, Cr, and Fe abundances in the atmospheres
of peculiar stars over a wide range of effective tem-
peratures (6000–15 000 K) and compare them with
those in the atmospheres of normal main sequence
stars and with predictions of the diffusion theory.

THE TEMPERATURE DEPENDENCE OF
ELEMENTAL ABUNDANCES FOR STARS

From the literature, we selected normal stars
(51), metallic-line Am stars (20), magnetic pecu-
liar Ap stars (32), and pulsating magnetic peculiar
roAp stars (14), which represent the coolest Ap stars.
Homogeneity of the method for determining the
chemical composition and a low rotational velocity,
ve sin i ≤ 50 km s−1, served as the selection criteria.
For example, we took the elemental abundances in
the atmospheres of normal and Am stars from a series
of papers of Adelman’s team (see references in the ta-
ble), from Varenne and Monier (1999), and from Hill
and Landstreet (1993). A comparison of the results
for the same stars in these papers showed agreement
between the model atmosphere parameters and the
derived abundances, within the typical error limits
of the abundance analysis: ±150 K for the effective
temperature and ±0.15 dex for the abundances. The
elemental abundances in the atmospheres of peculiar
stars were taken mostly from our own papers and from
ASTRONOMY LETTERS Vol. 31 No. 6 2005
those of Adelman’s team. For two stars, HD 153882
(Ryabchikova et al. 1995) and α2 CVn (Kochukhov
et al. 2002), we used the weighted means determined
from the maps of element distribution over the stellar
surface. In all the remaining cases, the spectroscopic
variability characteristic of many peculiar stars was
disregarded; therefore, part of the scatter in ele-
mental abundances may be attributable to this fact.
Only five of the 32 Ap stars have no magnetic-
field measurements, with two of them exhibiting
spectroscopic and photometric variability typical of
magnetic stars. The methods for determining the
chemical composition used by different teams were
also compared by Ryabchikova et al. (2004a). Almost
all the determinations of the stellar atmospheric
abundances use model atmospheres computed with
the ATLAS9 code (Kurucz 1993). Atomic data,
mainly the oscillator strengths of spectral lines, are
of greatest importance in determining the chemical
composition. Since for the elements Si, Ca, Cr,
and Fe under consideration, the overwhelming major-
ity of works used the oscillator strengths included in
the Vienna atomic line database, VALD (Kupka et al.
1999; Ryabchikova et al. 1999), the inhomogeneity
effect of the atomic data in our sample of elemental
abundances was minimized. In those cases where
the abundance of an element was determined from
lines in two ionization stages and the numbers of
lines were comparable, we used a mean for the two
stages. If the results differed by more than 0.3 dex, we
took the elemental abundance in the ionization stage
with the predominant number of lines. The Si, Ca,
Cr, and Fe abundances in the atmospheres of all stars
in our sample are presented in the table, where the
first and second columns give the star’s HD number
and its effective temperature, respectively. The last
column gives a reference to the paper from which the
elemental abundances were taken. The table contains
no abundance errors, but these are shown in the
corresponding figures for Ap stars, which exhibit the
largest scatter.

In Figs. 1 and 2, the abundances of the elements
under study are plotted against the stellar effective
temperature. The horizontal lines indicate the solar
abundances of the elements. Although, in general, the
Si and Ca abundances in Ap stars show a correla-
tion with the effective temperature (the abundances
increase up to Teff = 10000–12 000 K and then de-
crease almost to their solar values), fairly large de-
viations that can be attributed in part to a nonuni-
form Si distribution over the stellar surface are en-
countered. One of the two Ap stars with the largest
Si underabundance, HD 108662 (17 Com A), is a
spectroscopic variable, and, depending on the phase
of observations, both an overabundance and an un-
derabundance can be observed (Savanov et al. 1996).
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Si, Ca, Cr, and Fe abundances in the atmospheres of normal and chemically peculiar B–F stars

Star HD Teff, K
log(N/Ntot) References

Si Ca Cr Fe

Normal main-sequence stars

165908 6100 −4.86 −6.12 −6.56 −4.85 Adelman et al. (2000)

30810 6109 −4.51 −5.66 −4.62 Varenne and Monier (1999)

222368 6177 −4.11 −5.76 −6.30 −4.51 Adelman et al. (1997)

27383 6179 −4.42 −5.90 −4.50 Varenne and Monier (1999)

28363 6348 −4.54 −5.53 −4.58 Varenne and Monier (1999)

27991 6431 −4.46 −5.60 −4.55 Varenne and Monier (1999)

30869 6456 −4.50 −5.55 −4.60 Varenne and Monier (1999)

28406 6530 −4.45 −5.72 −4.65 Varenne and Monier (1999)

27848 6548 −4.37 −5.66 −4.55 Varenne and Monier (1999)

31845 6631 −4.39 −5.70 −4.57 Varenne and Monier (1999)

28736 6646 −4.37 −5.63 −4.54 Varenne and Monier (1999)

27534 6675 −4.40 −5.77 −4.64 Varenne and Monier (1999)

18404 6680 −4.38 −5.63 −4.55 Varenne and Monier (1999)

27561 6681 −4.44 −5.79 −4.65 Varenne and Monier (1999)

26345 6690 −4.37 −5.65 −4.55 Varenne and Monier (1999)

61421 6696 −4.46 −5.73 −4.56 Varenne and Monier (1999)

28911 6710 −4.40 −5.70 −4.61 Varenne and Monier (1999)

128167 6744 −4.73 −5.65 −6.60 −4.89 Adelman et al. (1997)

185395 6810 −4.23 −6.05 −6.20 −4.40 Adelman et al. (1997)

26015 6828 −4.40 −5.71 −4.60 Varenne and Monier (1999)

26462 6874 −4.53 −5.76 −4.72 Varenne and Monier (1999)

37954 7170 −4.75 −5.89 −6.68 −4.88 Bikmaev et al. (2002)

32115 7250 −4.53 −5.63 −6.33 −4.54 Bikmaev et al. (2002)

27819 8189 −4.42 −5.67 −4.60 Varenne and Monier (1999)

60825 9000 −4.41 −5.62 −6.21 −4.46 Adelman and Davis Philip (1996)

89021 9000 −4.36 −5.57 −5.81 −4.31 Adelman (1999)

1280 9000 −5.32 −6.10 −4.22 Kocer et al. (2003)

198001 9050 −4.42 −6.14 −6.33 −4.60 Kocer et al. (2003)

14252 9260 −4.76 −5.75 −6.48 −4.54 Hill and Landstreet (1993)

154029 9325 −4.35 −5.22 −5.78 −4.12 Adelman (1999)

47105 9440 −4.43 −5.65 −6.25 −4.41 Hill and Landstreet (1993)

176437 9550 −4.45 −6.40 −6.48 −4.87 Adelman et al. (2001)

87887 9875 −4.63 −5.89 −6.32 −4.54 Pintado and Adelman (2003)

123299 10025 −4.94 −6.33 −6.30 −4.76 Adelman (1994)

85504 10135 −4.45 −5.13 −5.88 −4.33 Adelman and Davis Philip (1996)

193432 10250 −4.69 −5.55 −6.13 −4.52 Adelman (1991)

192907 10325 −4.61 −5.75 −6.22 −4.61 Adelman (1996)

185872 10750 −4.70 −6.11 −6.22 −4.58 Adelman (1999)

38899 10825 −4.51 −5.33 −6.41 −4.57 Adelman (1991)

222173 11600 −4.60 −6.14 −6.42 −4.68 Kocer et al. (2003)
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Table. (Contd.)

Star HD Teff, K
log(N/Ntot) References

Si Ca Cr Fe

155763 12500 −4.48 −5.82 −6.67 −4.69 Adelman (1998)

179761 12900 −4.40 −5.66 −6.64 −4.80 Adelman (1991)

17081 13150 −4.52 −5.72 −6.54 −4.62 Adelman (1991)

197392 13306 −5.00 −5.45 −6.58 −4.66 Adelman et al. (2001)

195810 13679 −4.41 −5.73 −6.19 −4.52 Kocer et al. (2003)

14051 14051 −4.57 −6.24 −6.52 −4.76 Pintado and Adelman (2003)

188892 14156 −4.64 −5.37 −6.87 −4.85 Adelman (1998)

138764 14230 −4.56 −5.20 −6.58 −4.55 Adelman and Davis Philip (1994)

41692 14330 −4.29 −6.58 −4.58 Adelman and Davis Philip (1996)

28114 14690 −4.47 −6.63 −4.89 Adelman and Davis Philip (1996)

147394 15000 −4.46 −5.74 −6.55 −4.67 Adelman et al. (2001)

Am stars

27628 7321 −6.28 −4.42 Varenne and Monier (1999)

33204 7646 −4.40 −5.91 −4.35 Varenne and Monier (1999)

189849 7700 −4.63 −6.04 −6.42 −4.75 Adelman et al. (1997)

209625 7700 −4.60 −6.15 −6.12 −4.42 Adelman et al. (1997)

28546 7800 −4.43 −5.94 −4.36 Varenne and Monier (1999)

173648 8155 −4.69 −5.94 −6.02 −4.21 Adelman et al. (1999)

27962 9025 −4.45 −5.79 −5.70 −4.15 Adelman (1994)

182564 9125 −4.44 −5.57 −5.93 −4.20 Adelman (1996)

95608 9250 −4.54 −6.19 −5.90 −4.11 Adelman et al. (1999)

43378 9295 −4.87 −5.65 −6.38 −4.69 Caliskan and Adelman (1997)

97633 9450 −4.57 −5.82 −6.30 −4.45 Hill and Landstreet (1993)

58142 9500 −4.57 −6.04 −6.46 −4.66 Adelman (1994)

188728 9534 −4.34 −5.62 −5.82 −4.12 Caliskan and Adelman (1997)

95418 9600 −4.51 −5.77 −6.11 −4.33 Adelman (1996)

214994 9680 −4.50 −5.70 −6.16 −4.30 Hill and Landstreet (1993)

48915 9870 −4.35 −6.10 −5.89 −4.21 Hill and Landstreet (1993)

94334 10026 −4.58 −5.70 −6.20 −4.30 Caliskan and Adelman (1997)

147550 10100 −4.53 −5.96 −5.99 −4.39 Lopez-Garcia and Adelman (1994)

213320 10125 −4.58 −6.15 −6.21 −4.37 Adelman and Albayrak (1998)

196724 10200 −4.73 −6.16 −6.25 −4.52 Adelman and Albayrak (1998)

Nonpulsating AP stars

115708 7510 −4.46 −5.75 −4.95 Ryabchikova et al. (2001)

75445 7700 −4.29 −5.68 −5.50 −4.44 Ryabchikova et al. (2004a)

29578 7800 −4.01 −5.11 −4.83 −3.98 Ryabchikova et al. (2004a)

62140 7900 −4.66 −4.60 −4.20 Ryabchikova et al. (2001)

116114 8000 −4.41 −5.22 −5.40 −4.19 Ryabchikova et al. (2004a)

137909 8000 −4.09 −5.10 −4.64 −3.80 Ryabchikova et al. (2004a)

18610 8100 −3.82 −5.18 −4.18 −3.83 Ryabchikova et al. (2004a)

204411 8400 −4.13 −5.17 −4.80 −4.04 Ryabchikova et al. (2005)
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Table. (Contd.)

Star HD Teff, K
log(N/Ntot) References

Si Ca Cr Fe

188041 8500 −4.00 −4.82 −4.07 −3.80 Ryabchikova et al. (2004a)

108945 8800 −4.53 −6.50 −4.80 −4.00 Savanov et al. (1996)

110066 9000 −3.25 −5.03 −3.48 −3.10 Ryabchikova et al. (2004a)

212385 9200 −4.29 −4.60 −4.52 −3.77 Ryabchikova et al. (2004a)

133792 9200 −4.13 −6.10 −3.81 −3.24 Ryabchikova et al. (2004b)

66318 9200 −3.20 −6.40 −3.80 −3.05 Bagnulo et al. (2003)

153882 9250 −4.20 −3.13 Ryabchikova et al. (1995)

183806 10070 −3.90 −4.70 −4.07 −3.43 Ryabchikova et al. (2004a)

108662 10300 −5.45 −3.11 −3.02 Savanov et al. (1996)

116458 10300 −4.25 −4.64 −3.70 Nishimura et al. (2004)

40312 10450 −3.47 −3.90 −3.35 Van Rensbergen et al. (1984)

170973 10750 −3.82 −4.91 −4.80 −3.50 Lopez-Garcia et al. (2001)

192913 10900 −4.06 −5.33 −4.92 −3.36 Lopez-Garcia and Adelman (1999)

26385 11100 −3.29 −5.13 −3.95 Bolcal et al. (1991)

133029 11200 −3.36 −5.72 −4.15 −3.28 Lopez-Garcia and Adelman (1999)

43819 11300 −3.88 −5.12 −5.02 −3.57 Lopez-Garcia and Adelman (1994)

112413 11600 −4.12 −5.30 −3.60 Kochukhov et al. (2002)

10221 11900 −3.36 −4.43 −3.36 Glagolevskii et al. (2005)

22316 12000 −5.20 −4.98 −3.54 Nielsen and Wahlgren (2000)

25823 12750 −3.67 −4.98 −3.90 Bolkal et al. (1987)

37808 13100 −4.19 −5.68 −4.87 −3.47 Leone et al. (1993)

79158 13300 −4.20 −5.20 −3.50 Wade et al. (2005)

5737 13900 −4.07 −5.58 −4.00 Lopez-Garcia et al. (2001)

168733 14000 −4.19 −5.20 −3.29 Ryabchikova et al. (2004a)

Pulsating roAp stars

213637 6400 −4.85 −6.14 −6.60 −5.37 Kochukhov (2003)

101065 6600 −4.38 −6.67 −6.12 −5.34 Cowley et al. (2000)

217522 6750 −4.27 −6.14 −6.54 −5.64 Gelbmann (1998)

122970 6930 −4.45 −5.48 −6.03 −4.47 Ryabchikova et al. (2000)

24712 7250 −4.43 −5.69 −5.82 −5.00 Ryabchikova et al. (1997a)

203932 7450 −4.39 −5.17 −5.64 −4.42 Gelbmann et al. (1997)

176232 7550 −4.19 −5.28 −5.10 −4.18 Ryabchikova et al. (2000)

137949 7550 −4.24 −5.10 −5.29 −4.20 Ryabchikova et al. (2004a)

166473 7700 −4.10 −5.34 −5.43 −4.32 Gelbmann et al. (2000)

201601 7700 −4.42 −5.40 −5.55 −4.30 Ryabchikova et al. (1997b)

12098 7800 −4.50 −5.20 −5.20 −4.25 Ryabchikova et al. (2004a)

128898 7900 −4.20 −5.15 −5.74 −4.50 Kupka et al. (1996)

60435 8100 −4.13 −5.12 −5.12 −4.30 Ryabchikova et al. (2004a)

42659 8100 −4.90 −5.60 −5.20 −4.60 Ryabchikova et al. (2001)
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Fig. 1.Si (a) andCa (b) abundances versus effective temperature for normal stars (1), Am stars (2), Ap stars (3), and roAp stars
(4). The horizontal lines indicate the solar abundances of these elements.
For normal and metallic-line stars, the Si abundances
tightly cluster around the solar value with a mean
and a dispersion of −4.51 ± 0.16 and without any
temperature correlation.

Calcium is underabundant in most Am stars and,
on average, has a solar abundance in normal stars, al-
though the scatter is larger than that for Si (−5.72 ±
0.27). This may be attributable in part to the lines
that were used to derive the abundances. These are
Ca I lines in cooler stars, while the abundance in
hotter stars is derived from the single resonance Ca II
3933 Å line, which may be subject to non-LTE ef-
fects. In Ap stars, the Ca abundance increases with
temperature, with the maximum near 10 000 K and
with the subsequent decline to the solar value. How-
ever, several stars drop out of this dependence, with
the deviations being not due to abundance errors.
These cases are discussed in the next section.

The temperature behavior of the Cr and Fe abun-
dances shown in Fig. 2 is most impressive. The
abundances of these elements in the atmospheres of
Ap stars increase rapidly as the temperature rises
from 6000 to 9000–10 000 K; subsequently, the
ASTRONOMY LETTERS Vol. 31 No. 6 2005
Cr abundance decreases to values that exceed the
solar abundance by an order of magnitude, while the
Fe abundance remains enhanced by approximately
+1.0 dex compared to the solar value. At maximum,
the Cr and Fe abundances are almost the same; as
a result, the peculiar stars were classified as Cr or
SiCr stars in this temperature range. It should be
noted that, whereas Fe could be underabundant in the
coolest Ap stars (roAp stars), with the underabun-
dance reaching an order of magnitude in the most
extreme cases, the Cr abundance is nearly solar for
these stars. The rate of increase of the Cr abundance
with temperature is a factor of 1.5 higher than that
for Fe. The behavior of the abundances of these
elements in the atmospheres of normal and Am stars
is of particular interest. The temperature dependence
exhibits a maximum near the same effective tem-
peratures as those for peculiar stars, with the only
difference that this maximum is lower by several
orders of magnitude. Hot normal stars have Cr and
Fe abundances below their solar values.
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Fig. 2. Same as Fig. 1 for the Cr (a) and Fe (b) abundances.
COMPARISON WITH PREDICTIONS
OF THE DIFFUSION THEORY

According to the diffusion calculations byMichaud
et al. (1976) and LeBlanc (private communication),
silicon must have a nearly solar abundance in the
temperature range 6000–9500 K, with a possible
small underabundance. In Ap stars, a silicon over-
abundance is almost always observed at temperatures
above 8300 K.

In general, we can say that, although the tem-
perature behavior of the Ca abundance corresponds
to predictions of the diffusion theory (the abundance
increases with Teff in the range 6000–9500 K), the
observed abundance itself is higher than that pre-
dicted by the theory, according to which Ca must
remain underabundant. The causes of the increase in
Ca abundance are considered below.

The above temperature dependences of the Cr and
Fe abundances in peculiar stars up to the maximum
are in excellent agreement with predictions of previ-
ous diffusion calculations (Michaud et al. 1976) and
those performed by computing the radiation spec-
trum in detail (LeBlanc, private communication). An
extension of these calculations to the higher tem-
peratures and a comparison with observations will
give a complete picture of the formation of chemical
anomalies in the atmospheres of magnetic peculiar
stars.

Let us consider the processes that weaken or
strengthen the diffusion separation of elements in
stellar atmospheres.

The Influence of Turbulence

It was shown in the previous section that the tem-
perature dependence of the atmospheric abundances
of the main elements, Cr and Fe, for normal and
Am stars is similar in shape to that for Ap stars, but
has a much smaller scale. In principle, diffusion must
take place in the radiative atmospheres of any stars,
but the typical rates of this process are very low, and
any turbulent motions destroy stratification, creating
a homogeneous medium. The weaker the turbulence,
the more favorable the conditions in stellar atmo-
spheres for the diffusion separation of elements. The
microturbulence is zero in all Ap stars (not to be
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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confused with the broadening due to magnetic inten-
sification), while in normal and Am stars it is from
1.5 to 5 km s−1 in the range of effective temperatures
6000–10 000 K. Clearly, this enhanced microturbu-
lence is a factor that inhibits the diffusion of Cr and
Fe in normal and Am stars at these temperatures.
However, the microturbulence disappears in normal
stars at higher temperatures, but we observe no Cr
and Fe overabundances characteristic of hot Ap stars.
In the latter, the magnetic field probably plays an
important role in the diffusion process.

The Magnetic Field
The main role of the magnetic field is generally be-

lieved to be the stabilization of the atmosphere. How-
ever, the magnetic field can influence the diffusion of
elements directly. First, the diffusion of ions changes
when they move across the magnetic field, and this
difference in the diffusion of neutral particles and ions
is regarded as the main formation mechanism of the
surface abundance inhomogeneities observed in most
Ap stars (Michaud et al. 1981). Second, the Zeeman
splitting of spectral lines changes the distribution of
the energy flux, causing the radiative acceleration to
change (usually to increase) (Alecian and Stift 2004).
These effects have not yet been included in the dif-
fusion calculations, but certain conclusions about the
role of the magnetic field can be reached by comparing
the elemental abundances in stars with equal temper-
atures, but with greatly differing magnetic fields. As
an example, let us consider three stars: HD 110066
(Teff = 9000 K, Bs = 3.6 kG), HD 133092 (Teff =
9200 K, Bs ≈ 1 kG), and HD 66318 (Teff = 9200 K,
Bs = 14.5 kG), where Bs is the mean magnitude
of the surface magnetic field taken from the corre-
sponding papers listed in the table. The Cr and Fe
abundances in these stars are identical, within the
error limits, suggesting a negligible influence of the
magnetic field on the diffusion of these elements at
a given temperature. The dependences constructed
for Ap stars with different magnetic field strengths
(Fig. 2) confirm the conclusion that the temperature
has a predominant effect on the diffusion of Cr and Fe
in the range 6000–9500 K.

The Si abundance in the stars with 3.6 and
14.5 kG fields is much higher than that in the star
with a weak magnetic field, in qualitative agreement
with the Si diffusion calculations (Vauclair et al.
1979). The latter predict that stars without a mag-
netic field or with weak radial fields must have a solar
Si abundance (HD 133092), while the Si overabun-
dance in stars with strong horizontal magnetic field
components (HD 110066 and HD 66318) can reach
two orders of magnitude. Note, however, that Vauclair
et al. (1979) carried out their calculations for hotter
stars, with Teff ≥ 12 000 K.
ASTRONOMY LETTERS Vol. 31 No. 6 2005
The Stellar Wind

These three stars exhibit a different abundance
pattern for Ca, which has the same significant un-
derabundance in HD 133092 and HD 66318 and an
overabundance of the same order of magnitude in
HD 110066. As was first shown by Babel (1992) and
subsequently confirmed by LeBlanc’s more detailed
calculations (private communication), the Ca diffu-
sion produces a distribution in a quiet atmosphere
that corresponds to the abundances log(Ca/Ntot) ∼
from –6.0 to –6.2 observed in HD 133092 and
HD 66318. Including a stellar wind with a rate of ∼
(2–4)× 10−15M� yr−1 affects significantly the depth
distribution of Ca, increasing its abundance at the
maximum of the distribution by an order of magnitude
or more (see Fig. 3 in Babel’s paper), which results
in a solar Ca abundance or even overabundance.
Different moderate mass loss rates by the stars can
be assumed to be responsible for the appearance of
overabundances and Ca abundance variations in the
atmospheres of Ap stars.

CONCLUSIONS

The observed temperature dependences of the Cr
and Fe abundances in the atmospheres of magnetic
peculiar stars begin with a solar Cr abundance and
an order-of-magnitude Fe underabundance at Teff ∼
6500 K and show a maximum near Teff ∼ 9500 K. The
abundances of both elements at the maximum are al-
most equal (log(Fe/Ntot) ∼ −3.3), although the solar
abundances of these elements differ by almost two
orders of magnitude. As the temperature increases
further, the Cr abundance decreases, while the Fe
abundance remains approximately at a constant level
corresponding to a +1.0-dex overabundance. The ob-
served dependences in the range 6000–9500 K can
be satisfactorily described in terms of the element
diffusion under the combined action of gravitational
settling and radiative acceleration. The temperature
dependences of the abundances of these elements in
the atmospheres of normal and Am stars are similar
in shape, but have a maximum that is several orders
of magnitude lower than that observed in Ap stars. It
may well be that the diffusion process also takes place
in the atmospheres of normal stars, but its efficiency
is very low due to the presence of microturbulence.
We showed that in the range of effective temperatures
6000–9500 K, the magnetic field had virtually no
effect on the diffusion of Cr and Fe in Ap stars.

The Si and Ca abundances can also be explained
in terms of the diffusion model. The diffusion of Si
ions in the magnetic field can produce the observed
Si overabundances. The Ca overabundances that
cannot be produced in terms of the simple model
of the element diffusion separation can be explained
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by the presence of a stellar wind. Different mass-
loss rates within the range (2–4) × 10−15M� yr−1

can account for the Ca-abundance variations in the
atmospheres of Ap stars.
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Magnetic Configurations of Streamer Structures
in the Solar Atmosphere
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Abstract—We consider two types of streamer structures observed in the solar atmosphere. Structures of
the first type are medium-scale configurations with scale lengths comparable to the scale height in the
corona, kT/mg = 100 thousand km, which appear as characteristic plasma structures in the shape of a
dome surrounding the active region with thin streamers emanating from its top. In configurations of this
type, gravity plays no decisive role in the mass distribution. The plasma density is constant on magnetic
surfaces. Accordingly, the structure of the configurations is defined by the condition ψ = const, where ψ
is the flux function of the magnetic field. Structures of the second type are large-scale configurations
(coronal helmets, loops, and streamers), which differ from the above structures in that their scale lengths
exceed the scale height in the corona. For them, gravity plays a decisive role; as a result, instead of the
magnetic surfaces, the determining surface is BgradΦ = 0. We constructed three-dimensional images of
these structures. Some of the spatial curves called “visible contours” of the Br = 0 surface are shown
to be brightest in the corona. We assume that the helmet boundaries and polar plumes are such curves.
c© 2005 Pleiades Publishing, Inc.

Key words: Sun, solar atmosphere, magnetic field.
INTRODUCTION

X-ray observations of the solar corona raise a
number of questions that have received no unequivo-
cal theoretical interpretation. These include the origin
of the characteristic plasma structures above active
regions in the shape of a dome surrounding the active
region with thin streamers emanating from its top.

The model of an axisymmetric plasma config-
uration, which satisfies the MHD equilibrium and
plasma stability conditions, gives an answer to a
number of raised questions. The neighborhood of the
separatrix magnetic surface with a saddle singular
point on the symmetry axis satisfies the stability
condition. This surface is perceived by the observer as
a visible dome-shaped surface with a streamer above
the active region emanating from it.

The requiredmagnetic configuration can be formed
through a superposition of the counter magnetic
fields of a sunspot and its surrounding facula with
an opposite field. The simplest configuration of the
currents needed to construct the suggested model is
the axisymmetric configuration of two coaxial ring
currents. In a more general case, the equilibrium

*E-mail: moloden@izmiran.ru
1063-7737/05/3106-0398$26.00
is described by the Grad–Shafranov equation (see
Landau and Lifshitz 1982), whose simplest solutions
also yield the required configurations.

Large-scale configurations (coronal helmets, loops,
and streamers), which differ in that their scale lengths
exceed the scale height in the corona (∼100 thou-
sand km), are structures of another type. Just as the
Lorentz force in prominences extends the chromo-
spheric scale height (∼1.5 thousand km), the same is
also true in the structures considered below.

MAGNETIC STREAMER CONFIGURATIONS

Figure 1a illustrates the coronal structure above
an active region during the September 11, 1968 solar
eclipse (Koutchmy 1972) observed through a radial
filter. In the subsequent analysis, the effect of gravity
is assumed to be negligible; in the first approximation,
this corresponds to the compensation of the plasma
density gradient by radial filters.

In Fig. 1a, straight streamers are observed above
the dome-shaped coronal condensation (see Koutch-
my 1972). Figure 1b shows the YOHKOH images
(Shibata et al. 1992) obtained during the observa-
tions of the active region NOAA 6918. We see that a
region similar in shape to a hemisphere lies at the base
c© 2005 Pleiades Publishing, Inc.
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of the streamer, while the streamer emerging near its
top has a fine structure.

Koutchmy et al. (1995) suggested an axisym-
metric magnetic configuration produced by two turns
with oppositely directed currents located in the plane
of the photosphere (z = 0) as a model of such a struc-
ture in the solar atmosphere. The magnetic surface
structures obtained in this way have the characteristic
shape of hemispheres with a sharpening at the top and
with a bundle of thin streamers emanating from the
top. The surface of the hemisphere is the separatrix
magnetic surface, while the sharpening is a singular
point. Such magnetic configurations are formed by
a vortex-free magnetic field, since the currents that
produce them are localized in the z = 0 plane.

The flux function ψ = rAφ(r, z) that describes the
magnetic field of a system of two rings with radii a
and R and currents Ia and IR is

ψ =
4RIR
c

[
G(r, z) − aIa

RIR
Ga(r, z)

]
, (1)

where

Gx(r, z) =
1
kx

√
r

x

[
(1 − k2

x

2
)K(kx) − E(kx)

]
,

k2
x =

4xr
(x + r)2 + z2

,

r, φ, z are the cylindrical coordinates, E(k) and K(k)
are the complete elliptic integrals.

The meridional sections of the magnetic sur-
faces (1) have a singular point on the z axis if the
magnetic field vanishes on it. The coordinate zs of
this point is given by the relation

r2
s

R2
=

(a/R)2

λ/3
− a2R2 − (a/R)2λ/3 (2)

=
(ma/mR)2/3−a

2/R2

1 − (ma/mR)2/3
.

Here, ma/mR = (a/R)λ is the ratio of the magnetic
moments of the current rings,ma/mR = a2I2/R2IR,
and λ is a parameter (0 < λ < 3).

Figure 2a shows the configurations for various
ratiosma/mR. We see that these structures are sim-
ilar to those in Figs. 1a and 1b. In addition, Fig. 2b
shows the computed two-dimensional configuration,
∂/∂y ≡ 0, for which

ψ =
2
c

∑
i

Ii

[
ln

√
(x− xi1)2 + (z − zi1)2 (3)

− ln
√

(x− xi2)2 + (z − zi2)2
]
,

where (xi1, zi1) and (xi2, zi2) are the coordinates of
the ith pair of linear currents lying below the z = 0
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Fig. 1. (a) White-light and (b) X-ray streamer struc-
tures.

plane (i.e., beneath the photosphere). This structure
is similar to that in Fig. 1a.

SURFACE CURRENT IN THE CORONA

Let us now solve the equilibrium equations by tak-
ing into account the radial dependence of the gravity
and sheet parameters. Subsequently, having obtained
the required solution, we consider the simplest shapes
of the Br = 0 surface that arise under the action of
local field sources.

Molodensky (1993) considered the solution of the
equilibrium equations that depended on two param-
eters and represented a plasma sheet in magnetic
and gravitational fields. In the axisymmetric case,
the poloidal flux function of the magnetic field was
assumed to be

ψ = τ +
M sin2 θ

r
, τ = − q

k
ln cosh x, x = k cos θ,

(4)
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Fig. 2. Magnetic surface configurations for various models of streamer structures: (a) axisymmetric configurations and
(b) configurations with a translational symmetry.
where M is the dipole moment of the configuration,
q and k are the constants that can take on various
values, and r, θ, ϕ are the spherical coordinates.

Note the following: The equilibrium equation re-
lates the pressure to the function τ(θ). We can imag-
ine the case where p(r, θ) is a known function. The θ
component of the equilibrium equation then serves to
find the function τ(θ).

In this case, we have a nonlinear ordinary differ-
ential equation of the first order for τ(θ) that can be
reduced in several cases to the Clairaut equation (see
Kamke 1951). However, the situation is different in
the case under consideration: we only know that the
function p(θ) is nonzero in a small (or infinitesimal)
θ interval near θ = π/2 and know virtually nothing
about the pressure distribution in sheet thickness.
Under these conditions, τ(θ) can be specified as such
a function that p(θ) satisfies the above conditions.

The magnetic field and the current can be deter-
mined from (4):

Br =
1

r2 sin θ

∂ψ

∂θ
, Bθ = − 1

r sin θ

∂ψ

∂r
, Bφ = 0,

(5)

or

Br = q
tanhx

r2
+

2M cos θ
r3

, Bθ =
M sin θ

r3
, (6)

j = jϕ =
c

4π
qk sin θ

r3cosh2x
. (7)

Expressions (6) for r = const correspond to the
Kippenhahn–Schluter prominence model; for this
reason, we chose ψ in form (4). We see from (4)–
(7) that a plasma sheet with a magnetic field has
a thickness of ∼1/k, and this thickness is small
when k → ∞. In this case, the above expressions can
be simplified. Indeed, limk→∞ ln(cosh(k cos θ)) →
|k cos θ| and, since

d

dx
|x| = −Θ(x), (8)
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where the known theta-function

Θ(x) =

{
−1 for x < 0
1 for x > 0,

it follows from (5) and (8) that

Br =
q

r2
Θ(x) +

2M cos θ
r3

, (9)

and the current jϕ can be written as

4π
c
jϕ =

2q
r3

kδ(x) sin θ . (10)

The function δ(x) appeared after the differentiation
ofΘ(x) in (9). The θ and r components of the equilib-
rium equation are

∂p

∂θ
− jϕ

r

c
Br = 0,

∂p

∂r
+

jϕ
c
Bθ + ρ

∂Φ
∂r

, (11)

where Φ is the gravitational potential,
∂Φ
∂r

= g�
R2

�
r2

.

Let us substitute jφ and Br from (9) and (10) into
the first equation in (11):

∂p

∂θ
− 1

2π
qk

r2
δ(x) (12)

× sin θ

(
g
Θ(x)
r2

+ 2M
cos θ
r3

)
dx = 0.

Since
∫
xδ(x) = 0 and

d

dx

[
1
2
Θ2

]
= 2Θ(x)δ(x), (13)

we obtain from (12)

p = p0 +
1
8π

q2

r4
(1 − Θ2(x)). (14)

Let us then substitute (14) into the second equa-
tion in (11) and consider the result as an equation
defining ρ:

ρ =
1

g�R2
�

(15)

×
(
− r2∂p0

∂r
+

q2

2π
1 − Θ2

r3
− Mqk

2π
δ(x)

sin2 θ

r4

)
.

Here, p0 is the pressure in the absence of a magnetic
field, and ∂p0/∂r < 0. Therefore, the first term in (15)
is positive, the second term is proportional to 1 −
Θ2(x), it is larger than or equal to zero, and the last
term is also positive ifMq < 0. The latter condition is
most stringent for a thin sheet. Configurations with
Mq < 0 were considered by Molodensky (1993).

In particular, we see fromEq. (15) that the stretch-
ing action of the current rings for a thin sheet is
negligible compared to the interaction of the current
ASTRONOMY LETTERS Vol. 31 No. 6 2005
with the dipole field (for k ∼ 1, both terms are of the
same order of magnitude).

Let us consider the question of precisely what is
observed in the heliospheric sheet. Clearly, the in-
tensity of the radiation, i.e., the number of photons
scattered in the corona is

I =
∫

σI0ndl,

where σ is the Thomson photon scattering cross sec-
tion, I0 is the intensity of the photospheric radia-
tion inside the light-scattering volume element of the
corona, and n is the electron density. The integration
is along the observer’s line of sight. In the above
approximation of a thin sheet, we can write

I = σI0n

∫
dl = σI0n

d

cos γ
,

where d is the sheet thickness, and γ is the angle
between the line of sight and the normal to the sheet.
Since the relative intensity distribution of the sheet
radiation is of interest and since the result is usually
compared with the observed distribution of radiation
with a radial filter, the radius-dependent coefficient
σI0nd should be set equal to one.

HELMET STRUCTURES

The actual coronal configurations constitute a belt
of helmets near the equator. The goal of this section
is to construct the helmet structures produced by
a small number of local field sources (sunspots and
active regions).

Vedenov et al. (2000) showed that the helmet-
related structures and the helmet tops themselves are,
respectively, the folds and pleats of theBr = 0 surface
in the corona. The pleat is described by a semicubic
parabola, a curve with a cuspidal point at the top of
the helmet. The curvature vector æ is directed out-
ward away from the pleat everywhere below this point.
However, a typical helmet observed in the corona is
quite a specific structure that resembles most closely
an onion.Whenmoving along the helmet contour, the
vector æ changes its direction: when viewed from the
top, it is initially directed outward and subsequently
toward the inside of the helmet.

The objective of this section is to explain this be-
havior of the visible contour of theBr = 0 surface.

Note the following. The Br = 0 surface in the
simplest case of a point “charge” in a uniform field
is a sphere that rests on the segment (as a diameter)
connecting the point at which the charge was placed
with the saddle point arising when the above fields are
added. In any case, there is a portion of the Br = 0
surface in the shape of a sphere at the base of the
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helmet structure. Therefore, the entire helmet struc-
ture has at least one region on which the vector æ is
directed toward the inside of the helmet. This region
lies at the base of the helmet represented by theBr =
0 surface.

Let us make some estimates. Consider the follow-
ingmagnetic fieldmodel. Let there be two dipoles: one
dipole is inside the Sun, M, while the other dipole is
near the solar surface, µ. We assume for the sake of
definiteness that

|M | = 10|µ|.
Let the dipole M produce a field B0 = 1 G in polar
regions,

M

R3
�

= B0,

and the dipole µ be located near the photospheric
surface at a depth of 0.03 R�. It produces a field

B =
µ

(0.03R�)3
on the photosphere.

The above relations yield B = 3700 G. The diam-
eter of the corresponding region is R� × 2 × 0.03 =
42 thousand km. This is a large bipolar sunspot.

If the depth of the dipole µ is assumed to be several
factors (5–6) larger, we obtain the following field of an
active region when the above relations are retained:
∼10 G, L = 250 thousand km.

Finally, we assume that the dipole moments M
and µ are directed toward each other. Let us deter-
mine the height h of the saddle point emerging in this
case. The relation

M

(R� + h)3
=

µ

h3
,

yields h = 0.86R�. In order of magnitude, this corre-
sponds to the helmet size.

The field sources can be both the dipolesM and µ
and the “charges,”which are the ends of themagnetic
flux tubes emerging on the photospheric surface. The
latter seem preferred, since free parameters (the sep-
arations between the tube ends) are added.

In practice, the surface was constructed for a
sphere of R� = 5 length units with the poles m1,2 =
±5 units located on its θ axis at a distance of ±4
units from the center of the sphere and with the
“charges” m3 = −1 and m4 = 1 placed at the points
(x3 = −0.5, y3 = 3.6, z3 = 0) and (x4 = 0.5, y4 =
3.6, z4 = 0) near the equator. The corresponding
dipole moment vector is directed toward the initial
one.

According to the aforesaid, the Br = 0 surface
possesses the following property: a surface current
that holds a relatively dense plasma in equilibrium can
exist on it.
The Br = 0 surface is described by the equation

Br =
∑
i

mi
(ri · r)
r3
i r

= 0, (16)

wheremi are the powers of the sources,

ri = ex(x− xi) + ey(y − yi) + ez(z − zi),

r = exx + eyy + ezz.

The line of sight is specified by the unit vector

τ = exτx + eyτy + ezτz,

τ2
x + τ2

y + τ2
z = 1.

The observed intensity of the light scattered by sur-
face (16) is

1
cos γ

=
|gradBr|

(gradBrτ)
. (17)

Let us turn to (16). We multiply (16) by r and take
grad of both sides of the derived equality:

grad(rBr) = rgradBr + Br(ex + ey + ez). (18)

Since the last term in (18) is zero in view of (16),

gradBr =
1
r
grad(rBr). (19)

Using (16) and (19), we get

grad
1
r3
i

(20)

= grad
[
(x− xi)2 + (y − yi)2 + (z − zi)2

]−3/2

= −3
ri

r5
i

.

The scalar product (ri · r) is x(x− xi) + y(y − yi) +
z(z − zi), and, hence,

grad(ri · r) = r + ri. (21)

Turning to (19)–(21), we write

gradBr =
∑
i

mi

r

[
r + ri

r3
i

− 3(r · ri)
ri

r5
i

]
. (22)

In coordinate form, the expression in braces is

ex{} = ex

{
2x− xi

r3
i

− 3(rri)
x− xi
r5
i

}
etc. Denoting

the factors of ex, ey, and ez by ai, bi, and ci, respec-
tively, we have

gradBr =
1
r

∑
i

mi(exai + eybi + ezci) (23)

= exp + eyq + ezs.
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Bearing (17) in mind, we discard the common
factor 1/r to obtain

1
cos γ

=
h

j
,

where

h = (p2 + q2 + s2)1/2, j = pτx + qτy + sτz. (24)

If we set cos γ = 0, then relations (18)–(24), just
as (16), define an emitting surface, while the system
of equations 

 Br = 0

cos γ = 0
(25)

defines a spatial curve at the surface of radial mag-
netic field reversal (its visible contour). Figure 3a
shows the Br = 0 surface computed with the above
parameters, while Fig. 3b shows the observed struc-
ture of this surface.

A MODEL OF POLAR PLUMES

The representation of polar plumes as plasma con-
figurations in magnetic and gravitational fields (see
Koutchmy et al. 2001; Veselovsky et al. 1999) sat-
isfies the equilibrium conditions and, in several cases,
theMHDstability conditions. At the same time, since
a number of structures in the corona are identified
with folds and pleats of theBr = 0 surface (see Vede-
nov et al. 2000), it would also be natural to consider
the possibility of describing polar plumes in terms of
the same model.

The polar plumes are small perturbations of the
equatorial surface of an equivalent dipole farther
thanR� from the solar center. In the cylindrical r, ϕ, z
coordinates associated with the equatorial plane (z =
0), we assume that

Br = z − ε

rn
sin(uϕ), (26)

where ε, n, and u are the parameters that characterize
the deviations of the magnetic equator from the z = 0
plane. As can be seen from the subsequent analysis,
the ε amplitude can be a few fractions of a percent.
As regards u, this quantity characterizes the diameter
and may be related to the supergranule diameter,
d ∼ 30 thousand km. Accordingly, we can assume
that

u = 2πR�/d ≈ 146.

Finally, n, the rate of decrease of the perturbation
with distance, is the most uncertain quantity. In the
heliospheric sheet model with sources in the form
of “charges” ±q and a plane separating the fields of
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Fig. 3. The simplest helmet system: (a) a three-
dimensional image of theBr = 0 surface; (b) Koutchmy’s
observations of the same surface in August 1999.

the charges, the distortion of the plane that corre-
sponds to n = 0 in (26) is admissible. An arbitrary
distortion that depends only on the angles θ and ϕ in
spherical coordinates and that conserves the total flux∫
Brds = 0 is also admissible. For such distortions,

the energy
∫
B2/8πdv does not change. The current

dependent on θ and ϕ decreases with distance as
1/r2; the field B = {Br, 0, 0} also decreases.

The other extreme case is the absence of a current
at r > R�. It can be easily shown that this case is
realized at n = u. This is unacceptable for the model
under consideration, since the perturbation vanishes
at a small distance from r = R�. Next, we retain n as
a free parameter and choose it after the calculation.

Let us turn to the calculation. In rectangular x, y, z
coordinates, the unit vector along the line of sight is

τ = 0, τy, τz,
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Fig. 4. Equatorial plane of the dipole with a distortion of type (26) can produce corrugations observed as polar plumes.
and the angle

ϕ = arctan
z

x
, (27)

Note that grad
1
rn

=
exx + ezz

rn+2
(−n) and

grad(sin uϕ) = u(cos uϕ)grad(arctan
z

x
)

= un(cos uϕ)(−ex
z

r2
+ ey

x

r2
).

Taking into account (27), we have

gradBr = ex (28)

×
{ nεx

rn+2
sinuϕ + uε(cos uϕ)

z

rn+2

}
− ey + ez

{ nεz

rn+2
sinuϕ− εu(cos uϕ)

x

rn+2

}
and easily find 1/cos γ.

RESULTS OF OUR CALCULATION.
DISCUSSION

Figure 3a shows the computed Br = 0 surface for
four field sources:m1 andm2 model the general solar
field; m3 and m4 model inclusions of the opposite
sign. A three-dimensional image of the surface is
presented. We see that the surface is a helmet.

Figure 4 shows the 1/ cos γ distribution for sur-
face (25).We assumed that ε = 0.001, n = 2, and u =
146. The streamer structure manifests itself clearly,
without any noticeable reduction in the contrast at
a distance of ≈4R�. At the same time, we clearly
see the streamers only in polar regions, while in E-
and W -limb regions, the contrast vanishes due to
the superposition of many streamers. The smaller the
angle between the line of sight and the z = 0 plane
the brighter the described picture. This is because the
line of sight, being almost parallel to the plane, follows
along the fold (u ≈ 146).

It should be noted that a current exists in the
equatorial plane at all n �= u; this current increases
with decreasing n. At n = 0, the current decreases
as 1/r2, while at all n > 0, the rate of decrease of the
current is higher than 1/r2. Significantly, in contrast
to the models given by relation (16), the presence of a
current in model (25) is of fundamental importance.

Koutchmy et al. (2001) associated the polar
plumes with the current flowing in polar regions. In
this case, the equilibrium condition for a plasma with
a current in a gravitational field was satisfied. The
advantage of the model considered above is that the
current is localized near the equatorial plane, which,
of course, can be verified using observational data.
This could be done if continuous data on the coronal
structure at R� < r < 2.2R� similar to the SOHO
LASCO-2 data were available.

It makes sense to estimate the distance at which
the influence of the solar wind in the stationary
equations of motion may be disregarded. The critical
height rcr is known (Parker 1963) to be determined
from the condition for the equality between the ther-
mal energy and the energy of the ordered plasma mo-
tionmv2 = kT , wherem is the reduced proton mass,
v is the velocity, and T is the temperature (106 K). At
T = const, we have for rcr (see Brandt 1970)

rcr/R� =
GM�

2R�kT
= 6.8,

where G is the gravitational constant.
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Given the variability of the temperature, the ther-
mal conductivity, and other parameters, rcr lies within
the range (10–20)R� (see the radio observations of
Lotova and Vladimirsky 1998). Thus, these values
have the meaning of estimates. Significantly, the ve-
locity at r < rcr decreases rapidly with decreasing
distance r (in accordance with the plasma continuity
condition and the increase in plasma density). There-
fore, in several cases, the equilibrium equations in
MHD form, to which this paper is devoted, may be
considered to be valid.

CONCLUSIONS

We considered two types of filamentary structures
in the solar atmosphere. Structures in which the
plasma density is constant along the magnetic field
lines belong to the first type. The scale lengths of
such structures are smaller than their scale heights
kT/mg.

The second type of filamentary structures is char-
acterized by an inverse relationship between the scale
lengths and scale heights in the corona. This type
results from the formation of folds on the Br = 0
surface.

Vedenov et al. (2000) showed that the Whitney
folds and pleats of the Br = 0 surface describe the
tops of helmets and their surroundings. In this paper,
we showed that the same is true for a more general
case: almost all the structures of a coronal helmet can
be described by the projection of the Br = 0 surface
onto the plane of the sky. As far as we know, this
model of helmets has not yet been considered (see the
review by Koutchmy and Livshits 1992).

The projection effect plays a significant role in
our model calculations of polar plumes. When the
corrugated surface is observed at an acute angle, the
structures that are elongated along the line of sight
are distinguished on it. In general, they owe their
ASTRONOMY LETTERS Vol. 31 No. 6 2005
existence to an azimuthal current on the equatorial
surface of the magnetic dipole.
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Abstract—We consider the MHD oscillations of an inhomogeneous coronal loop that consists of a dense
cord surrounded by a shell. The magnetic field is longitudinal in the cord and has only an azimuthal
component in the shell. The parameters of the loop are chosen to be such that there are no resonances;
i.e., the resonance points are cut off. This choice is dictated by the formulated problem of considering
the influence of the radiation of MHD waves into the surrounding space on the loop oscillations, thereby
ruling out the possibility of resonant energy absorption. The wave radiation efficiency is high and allows
low oscillation Q-factors, which are equal in order of magnitude to their observed values, to be obtained.
c© 2005 Pleiades Publishing, Inc.

Key words: Sun.
INTRODUCTION

Explaining the observed rapid damping of trans-
verse coronal loop oscillations is an important prob-
lem of modern solar physics (Aschwanden et al. 1999;
Nakariakov et al. 1999). The loops are thin magnetic
flux tubes with diameters (6.3–16.8 thousand km)
much smaller than their lengths (146–406 thou-
sand km) (Ofman and Aschwanden 2002). The Q-
factor of the observed oscillations is low (Q ∼ 10).
The mechanisms of viscous dissipation with small
Reynolds numbers (Nakariakov et al. 1999) and
phase mixing of Alfvèn waves in a loop or resonant
energy absorption in a thin layer surrounding the loop
(Ruderman and Roberts 2002; Ruderman 2003; Van
Doorsselaere et al. 2004) are invoked to account
for this effect. There is also the point of view that
the damping could be caused by the radiation of
magnetosonic waves by a loop into the surrounding
corona (Solov’ev et al. 2002, 2003; Mikhalyaev and
Solov’ev 2004). An advantage of this approach is that
there is no need to use dissipative processes, whose
existence in the ordinary solar plasma seems prob-
lematic. The radiative damping mechanism allows us
to restrict our analysis to ideal MHD, which seems
most natural under typical conditions in the solar
atmosphere.

The radiation of magnetosonic waves is possi-
ble if the loop is cross-sectionally inhomogeneous.
Solov’ev et al. (2003) and Mikhalyaev and Solov’ev
(2004) used a simple model of an inhomogeneous

*E-mail: bbmikh@kalmsu.ru
1063-7737/05/3106-0406$26.00
loop that consisted of a dense cylindrical cord sur-
rounded by a coaxial shell. The plasma and the mag-
netic field in the cord and the shell were assumed to be
uniform. This model allows low oscillation Q-factors
(Q = 20–40) to be obtained. In this case, however,
the loop radius must be much larger than the cord
radius, and the Alfvén speed in the shell must be sev-
eralfold higher than that in the surrounding corona.
The latter implies that the plasma density in the shell
is much lower (by an order of magnitude) than that
in the corona, which seems unlikely. In this paper,
we attempt to overcome this difficulty and consider a
loop with a shell in which the magnetic field has an
azimuthal component. The presence of an azimuthal
field in the shell changes significantly the pattern of
oscillations—the radiation efficiency of magnetosonic
waves increases appreciably, and low Q-factors can
be obtained when the Alfvèn speed in the shell differs
only slightly from that in the corona.

The coronal magnetic flux tubes are known to
be twisted; i.e., in addition to the longitudinal mag-
netic field, they also contain an azimuthal component.
The twisting of magnetic field lines in the convection
zone, the formation of magnetic flux tubes, and their
subsequent expulsion into the atmosphere could give
rise to such tubes. In a rarefied atmosphere, the tube
undergoes expansion. As the tube expands, the az-
imuthal magnetic field concentrates on the tube pe-
riphery, and a shell with an essentially azimuthal field
(Bz/Bϕ → 0, Bϕ ∼ r−1) is formed. The longitudinal
magnetic field persists only in the central part of the
tube (Parker 1979). The mathematical difficulties that
arise in describing such a coronal tube force us to use
c© 2005 Pleiades Publishing, Inc.
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its crude model in which the magnetic field has only
a longitudinal component in the central part and only
an azimuthal component on the periphery.

The presence of an azimuthal magnetic field
suggests that longitudinal electric currents flow in
the tube. In an actual magnetic flux tube with a
continuous field distribution located in an external
longitudinal magnetic field, the azimuthal component
initially increases and subsequently decreases to zero
with distance from the tube axis. Consequently, two
regions with oppositely directed longitudinal currents
exist. The currents in the central region adjacent to
the tube axis produce an azimuthal magnetic field,
while the currents in the outer region produce a
screening effect. In our model, these currents concen-
trate at the cord–shell and shell–corona boundaries
where there are discontinuities in magnetic induction.
The existence of surface currents is an inevitable
result of choosing simplified models. For example, in
the classical model of a homogeneous magnetic flux
tube (Spruit 1982; Edwin and Roberts 1983), there
is a discontinuity in longitudinal magnetic field at
the tube boundary, and, hence, an azimuthal surface
current exists at the boundary. The longitudinal
currents could probably be generated by sources
in the photosphere or in deeper layers (Alfvèn and
Carlqwist 1967). In this case, the coronal magnetic
flux tubes resemble electric circuits closed on the
photosphere with the emf sources in dense layers.

The complex structure of the solar corona, which
consists of many thin magnetic loops, makes it nec-
essary to develop the various theoretical models of
magnetic flux tubes to determine the coronal plasma
parameters. This is a problem of the so-called coronal
seismology (Roberts 2004). The model of a coronal
loop presented here is of considerable interest from
this point of view as well.

This paper is structured as follows. We describe
the plasma and magnetic field distributions in a tube
and formulate the basic equations. In the thin-tube
approximation, we derive the dispersion relation and
the damping coefficient for fast magnetosonic waves.
We give numerical calculations, as applied to the
description of solar coronal-loop oscillations.

BASIC EQUATIONS

The magnetohydrostatic equilibrium in the ab-
sence of gravity in a cylindrical symmetry is described
by the equation

dp(r)
dr

+
1
4π
Bz(r)

dBz(r)
dr

+
1
4π
Bϕ(r)

1
r

d

dr
rBϕ(r) = 0.
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The simplest solutions of this equation are: (i) p =
const, Bz = const, Bϕ = 0 and (ii) p = const, Bz =
0, Bϕ = const × r−1. The first and second solutions
give a magnetic field with only longitudinal and az-
imuthal components, respectively. We use them to
develop a model of a double magnetic flux tube.

Let us consider a cylindrical tube of radius a in
which a central part of radius b (b < a) is isolated.
The isolated part is called a cord, and the plasma
density ρ0i in the cord is assumed to exceed the
density ρ0e in the surrounding space of the tube.
The cylindrical layer between the cord and the tube
surroundings is called a shell. Below, the subscripts i,
m, and e denote the parameters that refer to the cord,
the shell, and the external surroundings, respectively.
Let us consider a cylindrical coordinate system whose
axis coincides with the tube axis; in this coordinate
system, the cord, the shell, and the external surround-
ings are specified as the regions r < b, b < r < a, and
a < r, respectively. We assume that ρ0i and ρ0e are
uniform and that the density in the shell decreases
with radius: ρ0m = ρ0/(αr)2. The parameter α is the
scale parameter, which is the reciprocal of the length.
The quantity ρ0 has the dimensions of density and
specifies its characteristic values in the shell. The gas
pressures p0i, p0m, and p0e are assumed to be uniform.
The induction of the equilibrium magnetic field has
the distribution

B0(r) =



B0iez, r < b

(B0/αr)eϕ, b < r < a

B0eez, a < r.

The constant quantities B0i and B0e define a uniform
magnetic field in the cord and an external uniform
magnetic field, respectively. The field in the shell is
purely azimuthal and potential. The quantity B0 has
the dimensions of induction and specify its character-
istic values in the shell.

The equilibrium conditions at the boundaries of the
regions can be obtained by integrating the magneto-
hydrostatic equilibrium equation over the variable r
within the limits on both sides of the boundary:

p(r2) − p(r1) +
1
8π
Bz(r2)2 −Bz(r1)2

+
1
8π
Bϕ(r2)2 −Bϕ(r1)2 +

1
4π

r2∫
r1

Bϕ(r)2

r
dr = 0.

Considering the two boundaries, r = a and r = b, in
turn and letting the integration limits approach the
boundary, we obtain the equilibrium condition for the
magnetic flux tube

p0i +
B2

0i

8π
= p0m +

B2
0

8πα2b2
,
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p0m +
B2

0

8πα2a2
= p0e +

B2
0e

8π
.

The cord and the surroundings of the tube are
characterized by the corresponding Alfvèn and sound
speeds, VAi,Csi, VAe,Cse. In the shell, the sound speed
is Csm and the Alfvèn speed has characteristic values
given by V 2

Am = B2
0/4πρ0. If we disregard the gas

pressure in the coronal conditions, the equilibrium
conditions in terms of the speeds will be

ρ0iV
2

Ai = ρ0V 2
Am/α

2b2, ρ0V
2

Am/α
2a2 = ρ0eV

2
Ae.

(1)

Let us consider small plasma and field pertur-
bations that are described by linearized ideal MHD
equations:

ρ0
∂v
∂t

= −∇p+ curlB × B0

4π
+ curlB0 ×

B
4π
,

∂p

∂t
= −γp0divv − v∇p0,
∂B
∂t

= curl(v × B0),

where B0 is the unperturbed magnetic induction;
p0 and ρ0 are the unperturbed plasma pressure and
density; and B, p, and v are the induction, pres-
sure, and speed perturbations, respectively. We seek
solutions in the form of cylindrical modes, f(r, t) =
f(r) exp(imϕ+ kzz − iωt), where kz is the longitu-
dinal wave number, and ω is the oscillation frequency.

For unperturbed distributions of the form ρ0 =
ρ0(r), p0 = p0(r), and B0 = B0z(r)ez +B0ϕ(r)eϕ,
the following equations can be derived for the radial
speed vr(r) and the perturbation of the total pressure
P (r) = p(r) + B(r)B0(r)/4π (Appert et al. 1974):

D
d

dr
rvr = rC2iωP + rC1vr, (2)

D
d

dr
iωP = −C1iωP − C3vr,

where

D = K1K2, (3)

C1 =
B0ϕ

2πr

(
ρ20ω

4B0ϕ − m
r

(kB0)K2

)
,

C2 = ρ20ω
4 −

(
k2
z +

m2

r2

)
K2,

C3 = D
(
K1 +

B0ϕ

2π
d

dr

B0ϕ

r

)

+
(
B0ϕ

2πr

)2(
ρ20ω

4B2
0ϕ − (kB0)2K2

)
.

Here, we use the notation

(kB0) = kzB0z +
mB0ϕ

r
, (4)

K1 = ρ0ω2 − (kB0)2

4π
,

K2 = ρ0ω2(γp0 +
|B0|2
4π

) − γp0(kB0)2

4π
.

An equation for P (r) can be derived from
Eqs. (2)–(4):

d2P

dr2
+

(
C3

rD

d

dr

rD

C3

)
dP

dr
(5)

+
(
C3

rD

d

dr

rC1

C3
+
C2C3 −C2

1

D2

)
P = 0.

Since B0z = 0 in the shell, the radial equation (5)
is the same for m = ±1. Solutions of the form
f(r, t) = f(r) cosϕ cos(kzz) exp(−iωt), which de-
scribe standing waves, can then be obtained. In this
case, the tube undergoes transverse displacements
like a vibrating string. The solution of the radial
equation for the shell for the m = ±1 modes is
given in the Appendix. In addition to the zero and
infinite points, it has two singular points, the Alfvèn
resonance point rA and the cusp resonance point rC.
We assume that the tube radius is a < min(rA, rC);
in this case, there are two analytical basis solutions
of the radial equation in the region b < r < a, i.e., in
the shell, which we denote by M(r) and N(r). The
principal terms of their expansions at zero are

M(r) ∼ 1
r
, N(r) ∼ 1

r3
. (6)

We write the total-pressure perturbation in the shell
as a linear combination of the basis solutions,Pm(r) =
FM(r) +GN(r), where F and G are constants. We
express the perturbation of the radial speed vrm(r) in
terms of Pm(r) from (2).

In the cord and the external surroundings where
the magnetic field and the plasma are uniform,
Eqs. (2)–(4) take the form

vr(r) = − iω

(ω2 − V 2
Ak

2
z)ρ0

dP (r)
dr

, (7)

r2
d2P

dr2
+ r
dP

dr
+ (k2r2 −m2)P = 0, (8)

where we use the notation

k2 =
(ω2 − V 2

Ak
2
z)(ω

2 − C2
s k

2
z)

(V 2
A + C2

s )(ω2 − C2
t k

2
z)
, (9)

C2
t =

V 2
AC

2
s

V 2
A + C2

s
.
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The parameter k has the meaning of a radial wave
number; the quantity Ct is called a tube speed. The
perturbations of the total pressure in the cord, Pi(r),
and the external surroundings, Pe(r), can be ex-
pressed in terms of the solutions of the Bessel equa-
tion or a modified Bessel equation. The corresponding
speeds vri and vre can be determined using (7).

We subject the solutions in the three regions,
{vri(r), Pi(r)}, {vrm(r), Pm(r)}, and {vre(r), Pe(r)},
to the boundary conditions

vri(b) = vrm(b), vrm(a) = vre(a), (10)

Pi(b) = Pm(b) +
B2

0ϕ(b)
4πiωb

vri(b),

Pm(a) +
B2

0ϕ(a)
4πiωa

vri(a) = Pe(a).

The relation between the wave phase velocity ω/kz
and the wave number kz , i.e., the dispersion relation,
can be derived from (10).

THE DISPERSION RELATION FOR A THIN
TUBE

Below, we restrict our analysis to the m = ±1
modes, i.e., consider only the kink oscillations of the
tube. If the loop oscillates on one half-wave, then
the longitudinal wave number kz is related to the
loop lengthL by kz = π/L. Consider the wavelengths
much longer than the tube radius, i.e., a� L, im-
plying that kza� 1. This is called a thin-tube ap-
proximation. In this approximation, the arguments of
the solutions found are small, and we can use their
approximate expressions by retaining the first terms
in the expansions.

The solution in the cord can be expressed in terms
of the Bessel function J1 according to (7)–(9):

vri(r) = −iωX0i
J ′1(kir)
J ′1(kib)

,

Pi(r) = X0i
ρ0i(ω2 − V 2

Aik
2
z)

ki

J1(kir)
J ′1(kib)

.

A similar situation takes place in the external sur-
roundings, where the solution can be expressed in
terms of the Hankel function of the first kind:

vre(r) = −iωX0e
H

(1)′

1 (ker)

H
(1)′

1 (kea)
,

Pe(r) = X0e
ρ0e(ω2 − V 2

Aek
2
z)

ke

H
(1)
1 (ker)

H
(1)′

1 (kea)
,

whereX0i andX0e are arbitrary constants.
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The solution in the shell is

vrm(r) = −iω
[
C1(r)
C3(r)

(FM(r) +GN(r))

+
D(r)
C3(r)

(FM ′(r) +GN ′(r))
]
,

Pm(r) = FM(r) +GN(r),

where F and G are arbitrary constants, while D, C1,
and C3 are defined by (3).

In coronal conditions, the gas pressure may be
ignored compared to the magnetic pressure by for-
mally setting Csm = 0. In the calculations presented
in the Appendix, we should set µ = 0. The radial wave
number for the waves in the shell is then km = ω/VAm.
If the mode under consideration has a finite phase
velocity for kz → 0, then we can use the thin-tube
approximation and the approximate expressions (6)
for the solutions in the shell. In the expansions of the

functions J1 and H(1)
1 , we also retain only the prin-

cipal terms. Next, using the approximate expressions
forD, C1, and C3

D

C3
≈ − α2r4

ρ0V
2

Am

,
C1

C3
≈ − 2α2r3

ρ0V
2

Am

,

and eliminating the arbitrary constants in the bound-
ary conditions (10), we obtain the dispersion relation
for a thin tube

α2a2b2(a2 − b2)ρ0i(ω2 − V 2
Aik

2
z) (11)

× ρ0e(ω2 − V 2
Aek

2
z) − 2ρ0V 2

Am

× [b2ρ0i(ω2 − V 2
Aik

2
z) + a2ρ0e(ω2 − V 2

Aek
2
z)] = 0.

It should be borne in mind that the tube parameters in
this equation are constrained by conditions (1).

Equation (11) is the dispersion relation in the
zeroth approximation for small wave numbers kz . It
has two real solutions that describe undamped os-
cillations, which can be easily found. One of these
describes a fast magnetosonic wave whose phase ve-
locity exceeds the Alfvèn speed in the corona. There-
fore, it propagates radially into the surrounding space,
i.e., is radiated by the tube. The second solution in
the conditions under consideration typical of the solar
corona yields values of kea that are much larger than
unity, in opposition to the thin-tube approximation,
and we exclude this solution.

Damping manifests itself as the effect of the next
(first) order with respect to the small kza. In the first
approximation, the dispersion relation has a complex
solution with a relatively small imaginary part. Let us
write the complex frequency as

ω = ω0(1 + ε),

where ω0 is the solution of the dispersion relation
in the zeroth approximation, and the dimensionless
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Fig. 1. Dispersion curve for the fast magnetosonic wave radiated by a magnetic flux tube. The tube length is L = 130 thou-
sand km, and the cord radius is b = 2 thousand km. The curves successively correspond, from top to bottom, to the shell radii
a = 13, 12, 11, 10, and 9 thousand km. The remaining parameters are given in the text.
quantity ε gives the first correction. Its imaginary part
determines the damping coefficient −ω0Imε, while
the ratio Q = −1/2Imε is the Q-factor of the oscil-
lations. Since the real part of ε gives only a small
correction to the zeroth approximation ω0, we are
interested only in its imaginary part, for which the
following expression holds:

8ω2
0Imε

[
α4a2b2(a2 − b2)ρ0eρ0i(2ω2

0 (12)

− V 2
Aek

2
z − V 2

Aik
2
z) − 2ρ0V 2

Am(α2a2ρ0e + α2b2ρ0i)
]

+ πk2
ea

2

[
α4a2b2(a2 − b2)ρ0eρ0i(ω2

0 − V 2
Aek

2
z)

× (ω2
0 − V 2

Aik
2
z) − 2ρ0V 2

Am(α2a2ρ0e(ω2
0 − V 2

Aek
2
z)

− α2b2ρ0i(ω2
0 − V 2

Aik
2
z))

]
= 0.

Figure 1 shows the dispersion curves at small
wave numbers for the chosen fast mode derived
from (11) at various tube radii. Figure 2 shows
the dependence of the oscillation Q-factor derived
from (12).

RESULTS AND THEIR APPLICATION

We considered a cylindrical magnetic flux tube
with a radially nonuniform distribution of the plasma
parameters and the magnetic field. The tube is a dense
cylindrical cord surrounded by a coaxial shell. The
magnetic field is longitudinal along the tube axis in
the cord and has only an azimuthal component in
the shell; for definiteness, the field in the shell was
chosen to be potential. This implies that a longitu-
dinal surface current producing the magnetic field
in the shell flows at the cord–shell boundary. An
oppositely directed current equal in magnitude to
it flows at the shell–corona boundary; this current
screens the azimuthal magnetic field in the shell. The
electromotive forces located in the photosphere or in
deeper dense layers could be the sources of these
currents (Alfvèn and Carlqwist 1967). This model
gives a rough description of a coronal magnetic flux
tube with an azimuthal magnetic field. The expansion
of a twisted magnetic flux tube after its expulsion into
the atmosphere causes the azimuthal field to be raked
up to the tube periphery, where a shell with an almost
azimuthal magnetic field is formed (Parker 1979).

We studied the kink oscillations of the tube in an
external uniform longitudinal magnetic field. There
are two singular points of the radial equation in the
shell, the Alfvèn and cusp resonance points. We chose
the tube parameters at which the resonance points
are cut off (they remain outside the tube); therefore,
the solutions used in the shell are analytical. Thus,
there are no resonance effects in the problem under
consideration. This is done to estimate the rate of
the oscillation damping attributable to wave radia-
tion, and the possibility of the oscillation energy being
absorbed near the resonance surfaces is ruled out.

For them = 1 mode, which describes the kink os-
cillations of a loop observed with TRACE (Aschwan-
den et al. 1999; Nakariakov et al. 1999; Ofman and
Aschwanden 2002), we derived the dispersion rela-
tion (11) in the thin-tube approximation, where the
wavelength is much larger than the tube radius. Its
solution describes the fast magnetosonic waves prop-
agating into the external surrounding space of the
tube, i.e., radiated by the tube. One solution has large
values and increases infinitely when the longitudinal
wave number approaches zero; the other solution has
a finite limit. For the first mode, the thin-tube approx-
imation is not justifiable; it must be described by the
exact dispersion relation. For the second mode, the
thin-tube approximation is admissible. We studied
the tube oscillations precisely at this mode. We found
the oscillation damping coefficient (12) attributable
to the energy losses through radiation. In Figs. 1
and 2, the phase velocity and the Q-factor are plotted
against the wave number in the range of small longi-
tudinal wave numbers, where the thin-tube approxi-
mation is applicable.
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Fig. 2. Q-factor of the tube oscillations at the radiated fast magnetosonic mode. The tube length is L = 130 thousand km, and
the cord radius is b = 2 thousand km. The curves successively correspond, from bottom to top, to the shell radii a = 13, 12,
11, 10, and 9 thousand km.
We applied the results obtained to the oscillations
of solar coronal loops. The corona is characterized
by Alfvèn speeds much higher than the sound speed;
we chose VAe = 700 km s−1 and Cse = 100 km s−1.
The density in the cord is ρ0i = 5ρ0e, and a charac-
teristic density of ρ0 = 5ρ0e was chosen for the shell.
The Alfvèn speeds in the cord, VAi, and the shell,
VAm, can be determined from conditions (1). For the
sound speeds, we chose Csi = 140 km s−1 and Csm =
120 km s−1. The scale parameter is α = 0.25 cm−1.

We see from Fig. 2 that the Q-factor increases
with decreasing wave number, i.e., with increasing
tube length. For example, at the tube radius a =
12 thousand km and the cord radius b = 2 thou-
sand km, the Q-factor increases from 19.7 to 84.9
as the tube length L changes from 110 thousand to
230 thousand km. The oscillation period takes on
values within the range 239 to 497 s. The Alfvèn speed
in the shell is the same, 939 km s−1. The plasma den-
sity in the shell varies with radius; it takes on values
of 20ρ0e at the boundary with the cord and 0.56ρ0e
at the boundary with the corona in all cases. We
consider a density that is a factor of 20 higher than
that in the corona to be admissible, because this
is confirmed observationally. The density in coronal
loops was estimated to be within the range 8–18 (As-
chwanden 2001). Since the longitudinal wave num-
ber is small and kea < 0.29, the thin-tube approxi-
mation is applicable in this case. The coordinates of
the Alfvèn resonance point lie within the range rA =
35.7–74.3 thousand km, which exceed the tube ra-
dius; therefore, the resonance point does not fall with-
in the shell region under the conditions in question.
The cusp resonance in coronal conditions is absent
ASTRONOMY LETTERS Vol. 31 No. 6 2005
altogether. The Q-factor and the period increase with
cord radius. If b changes from 1 to 4 thousand km
(at a = 12 thousand km and L = 130 thousand km),
then the period increases from 270 to 328 s, while the
Q-factor increases from 18.1 to 190. The Alfvèn speed
in the shell is 939 km s−1.

Thus, the Alfvèn speed in the shell can be made
close to that in the surrounding corona. We thus
overcame the main difficulty of our previous model of
a double magnetic flux tube, in which the magnetic
field in the shell was assumed to be uniform (Solov’ev
et al. 2003; Mikhalyaev and Solov’ev 2004). The
difficulty was that the effective radiation for which the
loop oscillations were rapidly damped was possible
only if the Alfvèn speed in the shell exceeded signifi-
cantly (by several factors) that in the corona, and if the
plasma density in the shell was an order of magnitude
lower than that of the corona. Here, we obtained more
realistic conditions under which the Alfvèn speeds
and densities in the shell and the corona are similar.

Our calculations show that low Q-factors close
to their observed values (Aschwanden et al. 1999;
Nakariakov et al. 1999; Ofman and Aschwan-
den 2002) and indicative of rapid oscillation damping
can be obtained. Thus, a double magnetic flux tube
with a strongly twisted magnetic field in the shell can
serve as an acceptable model for coronal loops, and
the observed rapid damping of transverse loop oscil-
lations can be explained in terms of the effective radia-
tion of fast magnetosonic waves into the surrounding
corona by the loop. In this case, there is no need to
invoke dissipative effects; the phenomenon can be
explained in terms of ideal magnetohydrodynamics.
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APPENDIX

SOLUTION OF THE RADIAL EQUATION

It is well known that the solutions of the radial
equation (11) have singularities at r = 0 and at zeroes
of the coefficient D and that the zeros of C3 give no
singularities (Appert et al. 1974). Let us introduce
the dimensionless radial variable ζ = αr and the di-
mensionless parameters

λ =
ω2

α2V 2
Am

, µ =
C2

sm

V 2
Am

, ν =
k2
z

α2
.

For K1 and K2, we then derive the following expres-
sion from (4):

K1 =
λζ2 − 1
ζ4

, K2 =
λµζ2 + λ− µ

ζ4
.

Clearly, the singular points of the equation are de-
termined by the zeros of these functions. If they lie
in the positive part of the real axis in the complex ζ
plane, then they give resonance points. In this case,
the zeros of the functionsK1 and K2 give the Alfvèn,
ζA, and cusp, ζC, resonance points, respectively. In di-
mensional quantities, we denote the resonance points
by rA and rC: rA = ζA/α, rC = ζC/α. The condition
for the absence of a cusp resonance is λ > µ. In the
original notation, it appears as ω > Csmα.

Let us write the radial equation in reduced form:

d2P

dζ2
+ p(ζ)

dP

dζ
+ q(ζ)P = 0.

The coefficients p(ζ) and q(ζ) are

p(ζ) =
5
ζ
− 2λζ(2λµζ2 + λ− 6µ)
λ2ζ4µ+ λ2ζ2 − 6λµζ2 − λ+ µ

+
2λµζ

λµζ2 + λ− µ,

q(ζ) = −ν +
3
ζ2

− λ(−28µ+ 3λ+ 4λµζ2 + λ2ζ2)
λ2ζ4µ+ λ2ζ2 − 6λµζ2 − λ+ µ

+
−4µ2ν + 4νλµ+ 2λ3

(λµζ2 + λ− µ)λ +
4µν
λζ2 − 1

.

They were written in a form in which a partial
expansion was made. We separated out the terms that
define the singularity at zero as well as the terms that
define the Alfvèn and cusp resonances. For them to
be seen, we must compare the denominators withK1

and K2. Since we are interested in the expansions of
the solutions near ζ = 0, we consider the solutions
of the equation in a circle centered at the zero point
whose radius is equal to the distance to the other
nearest singular point. An analysis of the singular
points, except the zero point, is beyond the scope of
this paper. We only note that one of the solutions has a
logarithmic singularity at the resonance points, which
is to be expected (Grossmann and Tataronis 1973;
Tataronis and Grossmann 1973). The infinite point
is an irregular singularity (Smirnov 1964) at which
an oscillating behavior of the solutions similar to the
behavior of the solutions of the Bessel equation might
be expected. Additional, more cumbersome terms re-
main in the expressions for the coefficients. They give
no singularities in the solutions, since they represent
the contribution of C3 to the radial equation.

Near zero, the equation can be approximately writ-
ten as

d2P

dζ2
+

5
ζ

dP

dζ
+

3
ζ2
P ≈ 0.

Thus, we can see that the two linearly independent
solutions have poles of the first and third orders at
zero:

M(ζ) ∼ 1
ζ
, N(ζ) ∼ 1

ζ3
.

We seek solutions of the radial equation using an
expansion in a power series of the argument ζ . For
this purpose, we rewrite the radial equation as

A(ζ)
d2P

dζ2
+B(ζ)

dP

dζ
+ C(ζ)P = 0,

where the coefficients A(ζ), B(ζ), and C(ζ) are poly-
nomials:

A(ζ) = (λ− µ)2ζ2 − 2λ(λ− µ)(λ− 4µ)ζ4

+ λ2(−10λµ+ 14µ2 + λ2)ζ6

+ 2λ3µ(λ− 4µ)ζ8 + λ4ζ10µ2,

B(ζ) = 5(λ− µ)2ζ − 2λ(λ− µ)(4λ− 15µ)ζ3

+ λ2(λ− 2µ)(3λ − 28µ)ζ5

+ 2λ3µ(−17µ+ 3λ)ζ7 + 3λ4µ2ζ9,

C(ζ) = 3(λ− µ)2 − (λ− µ)(λ2 + 4λµ

+ λν − νµ)ζ2 − λ(λ− µ)
× (λ− 6µ)(3λ − 2ν)ζ4 + λ2(14νλµ − 38νµ2

− 13λ2µ− νλ2 + 12λµ2 + λ3)ζ6

+ λ3µ(−λµ+ 12νµ+ λ2 − 2λν)ζ8 − λ4νζ10µ2.
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Let us represent them as

A(ζ) =
4∑
i=0

aiζ
2i+2, B(ζ) =

4∑
i=0

biζ
2i+1,

C(ζ) =
5∑
i=0

ciζ
2i.

We seek solutions using the series

M(ζ) =
1
ζ

∑
j≥0

wjζ
2j,

N(ζ) =M(ζ) ln(ζ) +
1
ζ3

∑
j≥0

ujζ
2j;

we construct standard recurrent procedures to deter-
mine these coefficients:

min(5,j)∑
i=0

wj−i[(2j − 2i− 1)(2j − 2i− 2)ai

+ (2j − 2i− 1)bi + ci] = 0,
min(5,j)∑
i=0

uj−i[(2j − 2i− 3)(2j − 2i− 4)ai

+ (2j − 2i− 3)bi + ci]

= −
min(5,j−1)∑

i=0

wj−i−1[(4j − 4i− 7)ai + bi], j ≥ 0.

Here, we should set a5 = b5 = 0. Next, we nor-
malize the solutions by choosing w0 = u0 = 1. The
constructed series yield analytic functions near zero
(Smirnov 1964). The convergence of the series
extends to the other nearest singular point. Two
linearly independent solutions in the circle centered
at zero whose radius is equal to min(ζA, ζC) may
be considered to have been constructed. In general,
the radius of convergence is min(|ζA|, |ζC|). In using
the solutions to describe the oscillations of a thin
magnetic flux tube, we assume that the tube boundary
does not reach the resonance points: a < min(rA, rC).
Thus, the resonance points are cut off under the
conditions considered here.
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Abstract—We investigate the periodic regimes of energy release on the Sun, namely, the recurrence of
solar flares in active regions using the Solar Geophysical Data Journal on Hα flares from 1979 until 1981,
which corresponds to the maximum of solar cycle 21. We obtained the following series of periods in the
manifestation of flare activity by means of a correlation periodogram analysis, a self-similarity function, and
a wavelet analysis: ∼1, 2, 3 h as well as ∼0.4, 1, 2, 5 days. We suggest a diffusive model for the quasi-
periodic transfer of toroidal magnetic fields from under the photosphere to interpret the retrieved sequence
of periods in the enhancement of flare activity. We estimated the typical spatial scales of the magnetic field
variations in the solar convection zone:∼17 000 km. c© 2005 Pleiades Publishing, Inc.

Key words: oscillations, solar flares, magnetic field diffusion.
INTRODUCTION

The oscillations of various solar plasma parame-
ters, such as the magnetic field, density, temperature,
the sizes of active structures, etc., are encountered in
all layers of the solar atmosphere and probably have
a common pattern. Determining the characteristic
periods of the corresponding nonstationary processes
in the solar atmosphere is the first step in finding the
common formation mechanisms of the oscillations,
since the equality of their values may be indicative of
their relationship.

Observations of the Sun revealed pulsations of
its emission in various wavelength ranges (see the
review by Aschwanden 1987). Various types of quasi-
periodic oscillations were found in sunspots through
observations: the sunspot material (Gopasyuk 1981),
the sunspot areas (Demchenko et al. 1985), the
sunspot structure (Nagovitsyna 1990), the sunspot
magnetic field strength (Nagovitsyn and Vyal’shin
1990; Bortsov et al. 1986), the intensity of the
sunspot sources of radio emission (Gelfreikh et al.
2000), and the sunspot locations (Ikhsanov and
Nagovitsyna 1990).
Many observations point to a relationship between

oscillatory processes in the solar atmosphere and
solar flares (Abramenko et al. 1982; Alikaeva 1989;
Nagovitsyna and Nagovitsyn 2002). Coronal-loop
oscillations in an active region were observed from
the TRACE satellite (171 Å, 195 Å) in the ultraviolet

*E-mail: nag@gao.spb.ru
1063-7737/05/3106-0414$26.00
immediately after a strong solar flare, suggesting
that they are related to the shock wave from the
flare. Various oscillation modes can also be excited
in flare loops at the impulsive flare phase; the radial
and balloon oscillations with periods of 1–30 s are
known (see, e.g., Stepanov et al. 2004) to modulate
the emission most effectively. A wavelet analysis of
the emission from the solar flare of August 28, 1999,
performed by Stepanov et al. (2004) revealed both
these types of oscillations (radial and balloon oscilla-
tions with periods of T ≈ 2.5 and 14 s, respectively).
The temporal behavior of the oscillations allowed one
to identify themwith the interaction between two flare
coronal loops and to diagnose the plasma parameters
in both loops.
The periodicity in flare occurrence was analyzed by

using global indices of solar activity. For example, a
period of about 24 days was found by studying the
time series of the daily number of Hα flares (Bai 1987;
Temmer et al. 2004). Temmer et al. (2004) believe
this process to be more likely related to a periodic
emergence of magnetic flux from under the photo-
sphere than to the solar rotation. However, since the
fact that the flares from the entire solar disk rather
than in specific active regions were considered in
these papers, this explanation requires an additional
study.
In this paper, we analyze the frequency of oc-

currence of flares in selected solar active regions.
To determine the parameters of this process, we
use a harmonic approach realized in this case using
the method of a correlation periodogram analysis,
c© 2005 Pleiades Publishing, Inc.
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CPGA (Kopetskii and Kuklin 1971), a self-similarity
function (Nagovitsyn 1992), and a wavelet analysis
(Grosmann and Morlet 1984). The latter is now
widely used to consider the various nonstationary
phenomena on the Sun (see, e.g., Frick et al. 1997).
Note that a quasi-hour periodicity in the manifesta-
tion of flare activity in individual active regions was
first found by Kravchuk and Kasinskiı̆ (1992) using
harmonic methods.
In contrast to Kravchuk and Kasinskiı̆ (1992), we

expanded significantly the sample of events under
study, which makes it possible to analyze the recur-
rence of flares on various time scales. In addition,
the use of a number of methods for analyzing the
time series is attributable to the nontrivial dynamics
of the process, which, on the one hand, is not strictly
periodic and, on the other hand, is represented by
sparse data. To generalize the oscillation parameters,
we compare the results obtained by using various
approaches. All of this is presented in the first section
of the paper. In the second section, we suggest a
new diffusive model for the transfer of magnetic en-
ergy from under the solar photospheric layers, which
allows the derived discrete series of periods to be
described. In the conclusion, we summarize our main
results.

OBSERVATIONS AND DATA ANALYSIS

We used the Solar Geophysical Data Journal on
solar Hα flares for 1979–1981 to determine the oc-
currence periods of flares in active regions. This time
interval corresponds to the maximum of solar cy-
cle 21. We chose those regions in which the number
of detected flares and subflares was larger than 50,
which ensured statistically significant results of our
analysis. Note that the 114 regions selected in this
way differed in that the time between the first and
the last detected flares in each of them was ∆T ∼
9–15 days, which allowed the long (daily) periods to
be reliably determined. The periodicity of the flare pro-
cess was analyzed by using data on the flare detection
time, with the time of their highest brightness being
taken as the latter: we studied the samples f(ti) that
were the series of data on the number of flares on
the chosen grid of equidistant times ti, i = 1, . . . ,m,
wherem = ∆T/(t2 − t1). We processed f(ti) by us-
ing both a harmonic analysis, CPGA (Kopetskiı̆ and
Kuklin 1971), and nonharmonic methods.
In the CPGAmethod, the temporal process speci-

fied by its experimental values of f(ti) is approximated
for a set of trial periods Ti by a function of the form

s(ti) = A cos(2πti/T ) +B sin(2πti/T ) + C, (1)

where A,B,C are the constants to be determined by
the least-squares method. For each value of T , we
ASTRONOMY LETTERS Vol. 31 No. 6 2005
calculate the correlation coefficientR(T ) between the
original time series f(ti) and the series s(ti). The
confidence of the harmonic P (T ) with period T , un-
derstood as the probability of a nonrandom deviation
ofR(T ) from zero, is defined by the relation (Kopetskiı̆
and Kuklin 1971)

P (T ) = 1 − (1 −R2(T ))m/2−1. (2)

Here, we chose the values of T that corresponded to
the local maxima of the function R(T ) composed of
the coefficients R(Ti) with a confidence P (T ) ≥ 0.9.
Figures 1a and 1b show the occurrence his-

tograms of daily and hourly periods for the chosen
active regions. As we see, the distributions have
maxima at periods of 1, 1.5, 2, 3, 10 h and 1, 2, 5 days.
Note that the process under study is represented

by highly sparse observational data. In practice, if
we are interested in the oscillations with periods of
no less than several dozen minutes, the flare activity
is described by a binary series composed of ones (a
flare was detected) and zeros (no flare was detected).
Therefore, we also used the self-similarity function,
which was used previously to study this kind of event
sequences (Nagovitsyn 1992). In this approach, the
series f(ti) is used to construct the self-similarity
function, an analogue of the autocorrelation function,
which is an average similarity of f(ti) with respect to
itself when shifted by a time interval T . The Gauer
similarity factor is used as a measure of similarity:
gij = Sij/Wij (Kim et al. 1989) for the elements of
the series f(ti) and f(tj) = f(ti + T ). Here, Sij for
the binary data is specified in the form

Sij =

{
1, f(ti) = f(tj)
0, f(ti) �= f(tj).

The system of information weights Wij , which
expresses amoderate confidence in the information, is
chosen by the following criteria: if f(ti) = f(tj) = 0,
then it is assumed that a flare might not be detected at
a given time, therefore,Wij = 0; if f(ti) = f(tj) = 1,
then Wij = 2; for f(ti) �= f(tj), we assume that the
event is statistically significant and Wij = 1. Subse-
quently, the self-similarity function is calculated:

G(T ) =
1

tm − T − 1

tm−T∑
i=0

gi,i+T ,

and periodicities can be searched for by applying har-
monic methods (we used the CPGA method) to it.
The results of the applied procedure are shown

as histograms (Figs. 1c and 1d) similar to those in
Figs. 1a and 1b. We see that the following charac-
teristic periods are found: 1, 2, 10 h and 1, 2, 3, and
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Fig. 1.Occurrence histograms of the quasi-periods obtained by using the CPGAmethod (a, b) and the self-similarity function
(c, d).
5 days, in good agreement with the results of our
direct harmonic (CPGA) analysis.
It should be noted that the oscillations under study

were initially assumed to be stationary in the meth-
ods used above, which may not be a realistic as-
sumption. At present, a wavelet analysis is widely
used to analyze time sequences with deviations from
strict periodicity (Astaf’eva 1996). It is suitable for
studying such nonstationary processes, since the ba-
sis is formed from wavelets that are well localized
in both frequency and time of the functions, and
this allows the current peculiarities of the signal to
be successfully revealed. To analyze the series un-
der study, we chose a real MHAT wavelet, ψ(t) =
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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(1 − t2) exp(−t2/2), and a complex Morlet wavelet,
ψ(t) = exp(iω0t− t2/2), where ω0 is the number of
extrema of the basis wavelet. Note that the Morlet
wavelet has good signal frequency localization, while
the MHAT wavelet is more suitable for describing
complex signals and is not severely limited by the
length of the series under study. The basis wavelet is
used to construct an integral wavelet transform of the
sequence f(ti) under study:

Wψ(a, b) =
1√
a

∞∫
−∞

f(t)ψ∗
(
t− b

a

)
dt, (3)

where ψ∗ is the complex conjugate (to ψ) function,
a = 2q, q = 1, . . . , p is the scale factor that deter-
mines the dilation of the basis wavelet, and p is chosen
so that 2p does not exceed the number of elementsm
in the original sample. The translation parameter b
is used to slide the wavelet ψ(t) along the length
of the realization, i.e., b = 1, . . . ,m. By performing
the wavelet transforms (3), we find a correlation be-
tween the series f(ti) being analyzed and the cho-
sen wavelet ψ(t) when dilating and sliding the latter
along the length of the realization. As a result, a two-
dimensional set of coefficientsWψ(a, b) is formed.

Figure 2 illustrates the projection of the image of
the surface |Wψ(a, b)| obtained by using the real part
of the Morlet wavelet onto the ab plane for the active
region NOAA no. 16224 that crossed the solar disk
from August 13 through August 25, 1979.

To get the overall picture of the period distribution,
we constructed the occurrence histograms of flare
ASTRONOMY LETTERS Vol. 31 No. 6 2005
periods in all of the active regions under considera-
tion by using the MHAT (Figs. 3a, 3b) and Morlet
(Figs. 3c, 3d) wavelets. As we see from these figures,
the occurrence of periodic components at 1, 2, 3 h as
well as 1 and 2 days is enhanced.

Note that the real MHAT wavelet (Fig. 3a) re-
veals a period of ∼5 days, which was also found
by the CPGA method (Figs. 1a, 1c). However, the
histogram based on the complex Morlet wavelet
(Fig. 3d) does not show this period, because the
wavelet under consideration is limited by the length
of the sample. At the same time, the maximum in the
histogram (Fig. 3d), which corresponds to 47 min, is
too small to be determined by other methods.

Thus, our analysis reveals a periodicity in theman-
ifestation of solar flare activity that is expressed in the
form of two discrete series: hourly (∼1, 2, 3, 10 h) and
daily (∼1, 2, 5 days). The 10-h period is far from the
other periods of the hourly sequence, occupying an
intermediate position; therefore, it can be attributed
to both the first and the second (daily) series.

The values of the hourly series found are close
to the periods of the oscillations of sunspot frag-
ments (Nagovitsyna and Nagovitsyn 2002), the
intensity of the sunspot radio emission sources
(Gelfreikh et al. 2000), the latitudinal–longitudinal
oscillations of the sunspot locations (Ikhsanov and
Nagovitsyna 1990), the sunspot structure (Nagovi-
tsyna 1990), and the sunspot magnetic field oscilla-
tions (Nagovitsyn and Vyal’shin 1990; Bortsov et al.
1986). The values of the daily series of periods agree
with those of Gopasyuk (1981) and Nagovitsyna and
Nagovitsyn (1989).



418 GOLDVARG et al.

 

0

 

f

 

 = 1/

 

T

 

, days

 

–1

 

0.2 0.6 1.0 1.4

10

15

20

25

30
5 2.5 1.66 1.25 1 0.83 0.71

 
T

 
, days

(‡)

 

N

 

5

0

 

f

 

 = 1/

 

T

 

, h

 

–1

 

0.2 0.6 1.0 1.4

10

20

30

40

50
5 2.5 1.66 1.25 1 0.83 0.71

 
T

 
, h

(b)

0

 

f

 

 = 1/

 

T

 

, days

 

–1

 

0.2 0.6 1.0 1.4

10

15

20

25

30
5 2.5 1.66 1.25 1 0.83 0.71

 

T

 

, days

(c)

 

N

 

5

1.1
2

4.8

0.9

3

2

10

2.1

0

 

f

 

 = 1/

 

T

 

, h

 

–1

 

0.2 0.6 1.0 1.4

10

30

20

40

50
5 2.5 1.66 1.25 1 0.83 0.71

 

T

 

, h

(d)

0.78

0.9

2

3

10

1

Fig. 3. Occurrence histograms of the quasi-periods obtained by a wavelet analysis (we used the MHAT wavelet to construct
Figs. 1a and 1b and the Morlet wavelet to construct Figs. 1c and 1d).
Since we performed no prior classification of solar
flares by morphological, spectral, or other properties,
the series of periods found should be associated only
with nonuniform overall energy release in solar flares.
Below, we suggest a model based on the particular
solution of the diffusion equation for a magnetic field
nonuniformly distributed in space at the initial time in
terms of which the periodicity found can be explained.
DIFFUSIVE MAGNETIC-FIELD TRANSFER
INTO THE SOLAR ATMOSPHERE

There is no doubt that the solar flares are of a mag-
netic nature. Their appearance is associated with the
emergence of strong magnetic fields on the solar sur-
face. Therefore, some physical process of nonuniform
quasi-periodic transfer ofmagnetic energy fromunder
the photosphere into the upper solar layers must be
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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responsible for the periodicity found in the occurrence
of solar flares of various scales and powers. One pos-
sible mechanism behind this emergence of magnetic
flux is the diffusion of a magnetic field that is initially
nonuniformly distributed in a medium with a finite
effective conductivity. The magnetic field transfer to
the solar surface is commonly associated with the rise
of flux tubes from under the photospheric layers due
to magnetic buoyancy (Parker 1979). This process
plays an important role in delivering magnetic energy
to the solar surface, but the rise of individual magnetic
loops is a local effect and does not lead to the release
of magnetic flux of the entire flux tube; the bulk of
its length remains submerged in the photosphere and
the convection zone. Only the magnetic field diffusion
relative to the material can provide the emergence of
the entire magnetic flux tube in the solar atmosphere.
Let us consider an axisymmetric magnetic field in

a spherical (r, θ, ϕ) coordinate system: B =
(Bθ(r, θ, t), Bϕ(r, θ, t), Br(r, θ, t)), where r is the
distance to the solar center. The characteristic time
scales of the processes considered in our problem
are appreciably longer than the time it takes for a
mechanical equilibrium to be established between the
plasma and the magnetic field. Therefore, the field
diffusion process may be assumed to be quasi-static:
since the system passes through a continuous se-

quence of equilibria, the magnetic force
1
4π

[curlB,B]

is balanced by the gas pressure gradient ∇P and the
gravity ρ∇U at any instant in time. To describe this
quasi-static process, it will suffice to use only the
induction equation,

∂B
∂t

= curl[VB] + vm∆B (4)

and the equations for a solenoidal magnetic field and
for flows of an incompressible fluid, divB = 0 and
divV = 0, from the entire system of MHD equations.
Since the plasma in the convection zone is in

a state of turbulent mixing, the turbulent diffusion
coefficient should be meant by vm in Eq. (4): vm ≈
(VT × l)/3, where VT and l are the characteristic
plasma velocity and mixing scale length, respectively
(Priest 1982). If the solar granulation parameters
are used in the above formulas, then vm ≈ 2 ×
1012 cm2 s−1. Below, we use this magnetic viscosity
for our numerical estimates. Since in this case we
are interested in relatively short time intervals, we set
the regular flow velocities in Eq. (4) equal to zero,
V = 0, by ignoring, in particular, the effects related
to differential rotation. In this case, Eq. (4) is reduced
to a diffusion equation in component form:

∂Bθ
∂t

=
vm
r

∂

∂r

(
∂

∂r
rBθ −

∂

∂θ
Br

)
, (5)
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∂Br
∂t

= − vm
r sin θ

∂

∂θ

[
sin θ
r

(
∂

∂r
rBθ −

∂

∂θ
Br

)]
,

∂Bϕ
∂t

=
vm
r

∂2

∂r2
(rBϕ) +

vm
r

∂

∂θ

(
1

r sin θ
∂

∂θ
sin θBϕ

)
.

(6)

The flare energy release is commonly associated
with the emergence of strong toroidal magnetic fields
in the solar atmosphere. As we see from Eqs. (5)
and (6), the diffusion of the field Bϕ is independent
of the other components of the vector B; therefore,
it will suffice to consider the case of Bθ = Br = 0.
We use the dimensionless variables r̃ = r/r0 and t̃ =
t/td, where r0 is the typical spatial scale of the field
variations, and td = r20/vm is the skin time on this
scale. Equation (6) has a solution of the form

Bϕ(r̃, t̃) = B0
sin θ
r̃

∑
k

Mk(r̃, t̃)P ′
k(cos θ), (7)

whereB0 = const, k = 0, 1, . . . P ′
k(cos θ) is the deriva-

tive of the Legendre polynomial with respect to its
argument cos θ, and the function Mk(r̃, t̃) satisfies
the scalar diffusion equation

∂Mk

∂t̃
=
∂2Mk

∂r̃2
− k(k + 1)

Mk

r̃2
. (8)

According to Hale’s rule, the toroidal magnetic fields
responsible for the formation of active regions on the
Sun change their polarity on the equator, having op-
posite directions in theNorthern and SouthernHemi-
spheres in each cycle. Since this condition is satisfied
for the even harmonics of series (8), below we assume
that k = 2, 4, 6 . . .. Equation (8) has a solution of the
form (Solov’ev and Kirichek 2004)

Mk(r̃, t̃) = Ck

√
r̃

µ2
k + (t̃− t̃0,k)2

(9)

× exp
(−(t̃− t̃0,k)r̃2/4
µ2
k + (t̃− t̃0,k)2

)

× J(k/2+1/4)

(
µk r̃

2/4
µ2
k + (t̃− t̃0,k)2

)
.

Here, J(k/2+1/4) is the Bessel function of the first
kind, Ck are arbitrary amplitudes, and µk and t̃0,k
are dimensionless free parameters (constants). So-
lution (9), whose validity can be easily verified by
directly substituting it in (8), describes the oscilla-
tory regime of diffusion, because the time appears
(quadratically!) in the argument of the alternat-
ing Bessel function. Thus, solution (9) describes a
soliton-like wave packet. Figure 4 shows the prin-
cipal harmonic of the toroidal magnetic field (k =
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2) on the solar surface (r = R) at r0 = 17000 km
(the mesogranulation scale length), µ2 = 0.5, and
t̃0,2 = 1. For the amplitude coefficient in (9), we took

C2 = exp
(
−R2

4r20

)
. The value of ∆T between the

two successive maxima in Fig. 4 is about 46 min,
which corresponds to the maximum of the histogram
in Fig. 5. Figure 5 shows all of the time intervals
between the successive flares. The found sequence
of periods from 46 min to 5 days can be obtained
by varying only the characteristic scale r0 within
the range from 17 thousand to 30 thousand km
(1 h—18 thousand km, 2 h—20 thousand km, 3 h—
22 thousand km, 10 h—25 thousand km, 1–5 days—
about 30 thousand km).

CONCLUSIONS

Our analysis of the periodicity in the occurrence
of solar flares in an active region by various meth-
ods (CPGA, a self-similarity function, and a wavelet
analysis) has yielded consistent results, which argues
for the reliability of the values found. We detected two
series of quasi-periods: hourly (about one, two, and
three hours) and daily (about half a day, one, two,
and five days). In addition, we revealed a maximum
in the occurrence of flares of the 47-min period using
a Morlet wavelet.

To explain the periods found, we suggest a new
solution of the magnetic-field diffusion equation. This
allows us to model the discrete transfer of toroidal
magnetic-field energy from the convection zone into
the photosphere in the form of alternating magnetic
layers with a characteristic scale of ∼17 000 km. The
characteristic scale calculated in this model corre-
sponds to the mesogranulation sizes in the solar pho-
tosphere and most likely reflects the peculiarities of
the magnetic-field generation in the convection zone.
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Abstract—A statistical analysis of the auroral kilometric radiation (AKR) measurements in the POLRAD
experiment on the INTERBALL-2 satellite has revealed a dependences of the size and location of the AKR
generation region on geomagnetic activity: the generation region rises upward and expands with increasing
magnetic disturbances. Based on our two-yearmeasurements, we found seasonal AKR intensity variations:
the AKRmaximum and minimum are observed in winter and summer, respectively. The seasonal variations
and the dependence of the spectrum on geomagnetic activity are assumed to have a common physical
nature—the background-plasma density variations in the region of the AKR source attributable to plasma
flows from the ionosphere into the magnetosphere. c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

The Auroral Kilometric Radiation (AKR), which
was first detected by Benediktov et al. (1965) on the
ELEKTRON satellite, is themost intense radio emis-
sion generated in the Earth’s magnetosphere; accord-
ing to Gurnett (1974), its total intensity can reach
107–109 W. The main AKR generation mechanism
is the cyclotron maser instability (Wu and Lee 1979)
that grows in regions with a reduced plasma den-
sity in the auroral magnetosphere, Calvert’s cavity,
where the electron plasma frequency is lower than the
electron gyrofrequency (Calvert 1987). The fluxes of
energetic electrons injected from the magnetospheric
tail into the inner regions are the AKR energy source;
therefore, the AKR intensity depends on geomagnetic
activity, which was pointed out in the first publica-
tions by Benediktov et al. (1968). Subsequent stud-
ies showed that the AKR is very sensitive to variations
in geomagnetic activity and could be used to deter-
mine the onset of a magnetospheric substorm (Voot
et al. 1977; Kurth and Gurnett 1998).

Subsequent theoretical studies (Pritchet et al.
1999) and FAST satellite measurements in the AKR
source with a high time resolution (Ergun et al. 2000)
showed that the electron distribution function in the
AKR source has ∂f/∂v in both transverse and lon-
gitudinal velocities (a horseshoe distribution). This
distribution leads to more efficient energy transfer

*E-mail: mogilevsky@romance.iki.rssi.ru
1063-7737/05/3106-0422$26.00
from electrons to waves and allows the high AKR
amplitude observed in the experiment to be explained.
Electromagnetic radiations similar in nature to

the AKR are typical of all planetary magnetospheres.
Such radiations were detected on other planets of the
Solar system with fairly strongmagnetic fields (Zarka
1998). At present, these radiations are intensively
studied in connection with the investigation of pro-
cesses in the magnetospheres of Jupiter and Saturn
(see, e.g., Zaı̆tsev et al. 2003).
A seasonal dependence of the AKR intensity

was first revealed by GEOTAIL satellite measure-
ments (Kasaba et al. 1997). Subsequent studies
on the Akebono (EXOS-D), POLAR, IMAGE, and
INTERBALL-2 satellites have shown the existence
of a marked difference between the AKR spectra in
summer and winter: in summer, the upper frequency
limit shifts toward the lower frequencies (Kumamoto
and Oya 1998; Kumamoto et al. 2003; Green et al.
2004; Olson et al. 2004).
In this paper, we analyze the statistical charac-

teristics of the location of the AKR generation re-
gion as a function of geomagnetic activity and the
long-period variations of the AKR intensity measured
in the POLRAD experiment on the INTERBALL-
2 satellite; we also compare our results with those
of other experiments. We interpret our results con-
cerning the dynamics of the generation region and the
intensity variations in terms of a single mechanism—
variations of the ionospheric plasma flows from the
ionosphere into the magnetosphere and, as a result,
c© 2005 Pleiades Publishing, Inc.
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violation of the AKR generation conditions at various
altitudes in the auroral magnetosphere.

EXPERIMENTAL DATA AND THEIR
ANALYSIS

The POLRAD experiment, which was designed
for spectropolarimetric measurements of electromag-
netic fields in the frequency range 4 kHz–2MHzwith
a frequency resolution of 4.096 kHz, was carried out
on board the INTERBALL-2 satellite (Galeev et al.
1996). This experiment was prepared by Polish re-
searchers with the participation of Russian scientists
(Hanasz et al. 1998). The INTERBALL-2 orbit was
chosen in such a way that the spacecraft moved for
a relatively long time over the same L-shell in the
apogee region (Nazirov and Prokhorenko 1998). This
allowed measurements to be performed under ap-
proximately identical radiation reception conditions
for two to three hours in the same orbit. In this pa-
per, we used measurements obtained in the frequency
range up to 1 or 2 MHz to trace the variation in
both the lower and upper limits of the AKR frequency
range. For our statistical analysis, we selected data
of two years of measurements (from October 1996
through August 1998). To find the patterns of AKR
intensity variations and the dynamics of the frequency
limits of the generation region, we constructed aver-
age AKR spectra in each observing session; the av-
eraging was performed over 280–1700 spectra mea-
sured onboard the satellite (the number of measured
spectra was determined by the session duration and
the operating mode of the instrument). Subsequently,
we selected the spectra depending on geomagnetic
activity. As a characteristic of geomagnetic activity,
we chose the Kp index.1 The spectra were subse-
quently averaged over a month of measurements for
each Kp value separately. The derived database was
used in our analysis whose results are presented be-
low.

Spectral Variations

Figure 1 shows the average AKR spectra con-
structed from the measurements in December 1997
for quiet and disturbed geomagnetic conditions. The
signal below 20–30 kHz is the whistler mode of the
radiation that is not analyzed in this paper. The AKR
intensity increases by more than 1.5 orders of mag-
nitude with increasing geomagnetic activity, while its
lower and upper frequency limits shift toward the low

1The AE index is more suitable for studying auroral phenom-
ena. However, the available databases contain no values of
this index for the second half of 1996. Therefore, we used
the Kp index to keep a longer series of measurements and
a uniform approach to data analysis
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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Fig. 1. AKR spectra (averaged over one month) con-
structed from the measurements in December 1997 with
the POLRAD instrument onboard the INTERBALL-2
satellite; the solid and dotted curves represent the AKR
spectra under quiet (Kp = 1+) and disturbed (Kp = 4)
geomagnetic conditions, respectively.

frequencies by ∼150 and ∼100 kHz, respectively. It
should be noted that the spectral shape also changes:
under disturbed conditions, the width of the spectrum
decreases in comparison with the spectrum under
quiet conditions, while the spectral peak shifts toward
the low frequencies. This change in the spectrum im-
plies that the AKR source displaces to the higher al-
titudes: the lower and upper boundaries of the source
rise to 300–350 and ∼2500 km, respectively. Thus,
our analysis of the AKR spectral variations with ge-
omagnetic conditions reveals that the generation re-
gion rises upward along the magnetic field line and
expands under disturbed magnetic conditions.

Another example of the AKR spectral variations
in October 1997 is shown in Fig. 2. In this case, the
lower frequency limit also shifts to the low-frequency
range. However, in contrast to the previous case,
the width of the spectrum increases, its shape re-
mains virtually unchanged, the position of the fre-
quency peak does not change, and the upper fre-
quency limit slightly shifts toward the high frequen-
cies. These spectral variations correspond to an ex-
pansion of the generation region: the upper boundary
rises to 1500 km, while the lower boundary sinks
to ∼200 km. It should be noted that such spectral
variations are encountered much more rarely than
those shown in Fig. 1.
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Fig. 2. Average AKR spectra in October 1997 under var-
ious geomagnetic conditions (similar to Fig. 1); the solid
and dotted curves are shown for Kp = 1 and Kp = 5+,
respectively.

Long-period AKR Intensity Variations

Using the database of average AKR intensities for
two years of measurements, we analyzed the AKR
intensity variations over this period. Figure 3 shows
the variations in the average AKR intensity at fre-
quencies of 300 kHz (near the spectral peak) and
50 kHz (near the lower frequency limit of the spec-
trum). In analyzing the time dependence of the AKR
intensity, we used the measurements in one frequency
band. The average intensities in several close fre-
quency bands (not shown) differ only slightly from
the presented results. We used the measurements
made under quiet geomagnetic conditions (Kp < 1).
Intensity variations on a timescale of several months
are observed in both frequency bands and, in general,
are similar. However, the maximum of the amplitude
of the average intensity variations at 300 kHz is an
order of magnitude higher. We discuss the cause of
this difference below. Figure 3 also shows the total
monthly Kp indices for comparison with geomagnetic
activity. It may be concluded from this comparison
that a number of peculiarities in the behavior of the
AKR variations cannot be caused by variations in ge-
omagnetic activity. Therefore, we analyzed the con-
ditions of the measurements related to the change in
the relative positions of the INTERBALL-2 satellite
and the AKR source.
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Fig. 3. Variations in the average AKR intensity and total
monthly Kp indices during two years (October 1996–
August 1998); 1 and 2—the AKR intensities under quiet
geomagnetic conditions (Kp < 1) for frequencies of 300
and 50 kHz, respectively (left scale); 3—the total Kp
indices (right scale).

Separating the Source’s Variations

The INTERBALL-2 measurements were made at
an altitude of 2–3R�, i.e., close to the AKR gener-
ation altitudes. Therefore, the signal reception con-
ditions on the satellite also depended on the rela-
tive positions of the satellite and the AKR source
(Hanasz et al. 1998). To separate the source’s vari-
ations in explicit form, we must “clean” the results
of the measurements from the effects of the reception
conditions. According to previous works (in particu-
lar, Hanasz et al. 2003), the radiation source is, in
general, located near 22MLT (Magnetic Local Time).
Taking into account the orbital evolution law (Nazirov
and Prokhorenko 1998), we can fit the dependence
of the results of the satellite measurements on the
conditions in the source and on the satellite position
as follows:

I = I0(Kp) −M(Kp)[1 − cos(2πt/Tp + φp)] (1)

× [1 − cos(2πt/Ti + φi)],

where I0(Kp) is the AKR intensity, which depends
only on the particle flux from themagnetotail and does
not depend on ionospheric particles; M(Kp) is the
dependence of the “variable” part of the AKR on the
particle flux; Tp and φp are the period and phase of the
satellite motion relative to the radiation source; Ti and
φi are the period and phase of the sought long-period
variations; and t is the current time.

The first term in Eq. (1) does not depend on the in-
fluence of the ionosphere. The second term in Eq. (1)
ASTRONOMY LETTERS Vol. 31 No. 6 2005
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includes the dependence on both the fluxes of ener-
getic particles from the magnetotail and the rising
ionospheric electrons.
The values of Tp and φp were determined from

the motion of the satellite with respect to the radi-
ation source (Moiseenko 2004). The parameters I0,
M(Kp), Ti, and φi were chosen in such a way that
the model curve was close to the results of the mea-
surements (see Fig. 4): Kp, Kp/4, 12, and 0.5236,
respectively. Substituting these value in (1) yields the
following formula for the AKR intensity variations:

I = Kp− (Kp/4)[1 − cos(2πt/8.5 − 2.217)] (2)

× [1 − cos(2πt/12 − 0.5236)].

An analysis of (2) shows that the source’s inten-
sity variations occur periodically during the year, the
period is 12 months, the radiation is at a maximum in
December and at a minimum in June.

EXPERIMENTAL RESULTS

The presented experimental results can be sum-
marized as follows:
(1) The results of previous studies were confirmed:

as geomagnetic activity grows from Kp = 1 to 4,
the AKR intensity increases by one or two orders of
magnitude;
(2) The AKR spectrum varies with geomagnetic

activity: in disturbed periods, the lower frequency limit
shifts to the low-frequency range by 100–200 kHz,
and the upper frequency limit shifts more often toward
the low frequencies; however, in several cases, the
inverse shift toward the high frequencies is observed
(see Fig. 2);
(3) The seasonal AKR intensity variations were

calculated: the radiation is at a maximum in winter
and at a minimum in summer.

DISCUSSION

Green et al. (2004) and Olson et al. (2004)
showed that the AKR spectrum varies seasonally: in
summer, the radiation is not observed at high fre-
quencies and becomes more intense at low frequen-
cies. Thesemeasurements led the authors to conclude
that the AKR generation region rises upward along
the flux tube in summer. This results from the heating
of the ionosphere under solar radiation and, as a
consequence, an increase in the fluxes of charged
particles rising from the ionosphere. The increase in
the plasma density produced by rising fluxes leads to
a violation of the AKR generation conditions at low
altitudes.
In our experiment, we observed similar spectral

variations with geomagnetic activity. This could be
ASTRONOMY LETTERS Vol. 31 No. 6 2005
 

December

In
te

ns
ity

, W
 m

 

–
2

 

 H
z

 

–
1

 

June December June

10

 

–18

 

M
od

el
 d

ep
en

de
nc

e

10

 

–17

 

10

 

–16

 

10

 

–15

 
10

 
–14
 

2

1

 

10

 

–19

Fig. 4. Comparison of the model intensity with the re-
sults of the AKR measurements at 300 kHz during two
years (October 1996–August 1998); 1—the measure-
ments (left scale); 2—the model dependence of the AKR
intensity calculated using formula (2).

because the properties of the auroral ionosphere de-
pend strongly on the fluxes of precipitating particles.
Precipitating energetic particles cause a heating of
the ionosphere and an increase in its density similar to
the variations in ionospheric parameters under solar
radiation. Such changes in the ionosphere increase
the fluxes of rising particles, which, in turn, leads to
an increase in the altitude of the AKR generation
region. The rising fluxes have a stronger effect at low
altitudes, because for an isotropic particle velocity
distribution in the ionosphere, only a small fraction of
them will reach the altitudes of the upper AKR gen-
eration boundary. Thus, the mechanism of the AKR
spectral variation with geomagnetic activity is similar
to the mechanism of seasonal variations suggested by
Green et al. (2004).
In general, the results of our analysis of the

seasonal AKR intensity variations recorded on the
INTERBALL-2 satellite agree closely with previous
measurements. The difference between the modula-
tion depths of the AKR intensity at 50 and 300 kHz is
attributable to different AKR generation altitudes at
these frequencies and to the higher noise level at low
frequencies. The frequency of 50 kHz is generated
at lower altitudes, closer to the ionosphere and,
accordingly, in a region with a higher plasma den-
sity. Therefore, even at the same fluxes of energetic
particles, the AKR intensity at 50 kHz is lower than
that at higher frequencies.
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ERRATA
Erratum: “Study of theOptical Variability of T Tau in the Period 1962–2003”

[Astron. Lett. 31 (2), 109 (2005)]

S. Yu. Mel’nikov and K. N. Grankin

There was a misprint in the final pages (in both the Russian and English versions): Instead of October 5,
1999, the text should have read September 5, 1999 (see the description in the text and the caption to Fig. 2).
1063-7737/05/3106-0427$26.00 c© 2005 Pleiades Publishing, Inc.
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