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Abstract—The characteristics of the short-range order in a powder of amorphous yttrium oxide obtained by
anodic oxidation are determined by the Finbak–Warren method. It is established that the first coordination num-
ber equals seven. Amorphous oxide is built by irregular coordination polyhedra characteristic of the hexagonal
and monoclinic modifications of yttrium oxide. © 2003 MAIK “Nauka/Interperiodica”.
Yttrium oxide is widely used in planar optical
devices for electroluminescent screens, in germanium-
and silicon-based MIS varicaps and transistors, photo-
electric instruments, and nuclear technology. The oxide
studied here is one of the most popular materials in
micro- and optoelectronics and devices for displaying
information. Thin Y2O3 films are also used as barriers,
efficient luminophor matrices, and dielectric interlay-
ers.

Amorphous Y2O3 oxide was studied in a limited
number of publications [1]. The present study aimed to
determine the short-range order characteristics of
amorphous anodic Y2O3 oxide. We studied an amor-
phous yttrium oxide powder obtained by anodic oxida-
tion. X-ray diffraction study of the samples was per-
formed in reflection geometry on a DRON-4.0 diffrac-
tometer in automatic mode (Fe- and AgKα radiations).
A graphite monochromator was placed into a reflected
beam. The maximum value of the diffraction vector s =

 was 9.45 Å–1.

All the necessary corrections were introduced into
the experimental intensity-distribution curves [2–4].
The recalculation to electron units was made by the
Warren method [5]. Figures 1a–1c show the intensity
distribution curves I(s) in electron units; s-weighted
interference functions H(s) multiplied by the attenua-
tion factor exp(–α2s2), where α = 0.1; and the distribu-
tion curves of pair functions D(r), respectively. The
details of the H(s) and D(r) calculation can be found
elsewhere [2, 4–6].

The Finbak–Warren representation [5, 6] of the D(r)
curve as a sum of pair functions,
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is the convolution of the pair function (r) =

(s)fj(s)g–2(s)exp(–(α2 + )s2)sin(srij)sin(sr)ds

with the function of spreading of coordination spheres
in an amorphous material given in the form of a Gaus-

sian Gij(r, rij) = Aexp . This representation

allowed us to calculate the coordination numbers Nij by
the least squares method under the condition that
the radii of the coordination spheres rij are known.
The method of these calculations was considered else-
where [2].

In the first approximation, the radii of the coordina-
tion spheres were set based on the corresponding data
for cubic yttrium oxide, the only phase which is stable
under normal conditions. The finite rij and σij values
were selected by the method of successive approxima-
tions in such a way that the discrepancy between the
observed curves and the curves calculated from the
obtained set of Nij , rij, and σij curves did not exceed 5%
[2–4].

It is well known that the cubic Y2O3 phase is related
to the Mn2O3 structure type (a = 10.6038 Å, sp. gr. Ia3)
with the structure built by regular and distorted octahe-
dra [7] (Fig. 2a). The Y–O distance in regular octahedra
equals 2.284 Å, the average distance in distorted octa-
hedra equals 2.282 Å, with the coordination number
being equal to six. Nevertheless, the calculations
showed that the Y–O distance in amorphous oxide is
much larger, 2.39 Å, whereas the first coordination
number equals seven.

Polymorphous transformations in RE metal oxides
were studied elsewhere [8]. It was shown [9] that, with
an increase in temperature, the structure of yttrium
oxide changes from cubic to hexagonal and, with an
increase in pressure, from cubic to monoclinic.
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Fig. 1. Distribution of (a) scattered intensities, (b) the s-weighted interference function, and (c) pair functions for a powder of the
yttrium oxide.
The hexagonal phase is of the La2O3 structure type

(sp. gr. , a = 3.807 Å and c = 6.081 Å [9]). Figure 2b
shows the projection of six unit cells of this phase onto
the ac plane. The Y–O distances in hexagonal yttrium
oxide are 2.36 and 2.6 Å for three oxygen atoms, 2.6 Å
for three other oxygen atoms, while the seventh atom
lies at a distance of 2.43 Å from yttrium, so that the first
coordination number equals seven and the average
shortest Y–O distance equals 2.47 Å, which exceeds the
radius of the first coordination sphere in the amorphous
powder studied.

The shortest Y–Y distance in cubic and hexagonal
oxides is 3.52 and 3.56 Å, respectively. In the amor-
phous oxide, this distance is considerably longer,
3.78 Å, despite the fact that the number of Y–Y pairs at
this distance corresponds to the respective data for the
cubic oxides (see table). The next Y–Y pairs are spaced
at distances of 4.02 Å in the cubic oxide, but the contri-
bution to the electron density of this sphere also comes
from the Y–O pairs, so that the average weighted radius
equals 4.12 Å and the coordination number calculated
from the area under the sum of pair functions PY–Y and
PY–O by the methods suggested in [2] equals 7.5. In the
hexagonal oxide, the contribution to the corresponding
sphere also comes from the Y–O pairs; therefore the
average weighted radius equals 3.85 Å and the coordi-
nation number equals 9.34. In the amorphous oxide,

P3m
C

this distance is slightly overestimated (4.15 Å); in con-
trast, the coordination number is underestimated in
comparison with both phases and equals 6.5.

The analysis of the next Y–O sphere (table) allows
one to see the differences in the radii of coordination
spheres and coordination numbers calculated for the
cubic and hexagonal phases and the corresponding data
for the amorphous oxide. Thus, the cubic oxide has no
sphere characteristic of the amorphous oxide (4.88 Å).
The coordination number of this sphere in amorphous
oxide equals 2.90. At the same time, the cubic oxide has
a sphere with r = 4.73 Å (c.n. = 7.54), which is absent
in both hexagonal and amorphous oxides.

The position of the Y–O sphere with r = 4.60 Å in
the hexagonal oxide coincides with the position of the
corresponding sphere in the amorphous oxide. How-
ever, the coordination number of this sphere in the hex-
agonal modification is twice as high as the coordination
number of this sphere in the amorphous oxide.

The next Y–O sphere (5.09 Å) in the hexagonal
oxide is displaced toward larger r values with respect to
the corresponding value for the powder oxide. The
coordination number of this sphere (4.84) is overesti-
mated in comparison with the data for the amorphous
oxide (6.10).

The Y–Y sphere in the cubic and hexagonal oxides
(5.35 and 5.36 Å, respectively) is displaced toward
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Fig. 2. Atomic arrangements in various modifications of yttrium oxide projected onto the ac plane: (a) cubic, (b) hexagonal, (c)
monoclinic modification, and (d) coordination polyhedra for three yttrium atoms in the model of the monoclinic Y2O3 phase.
smaller r values in comparison with the corresponding
value for the amorphous oxide. The coordination num-
bers of this sphere are practically equal for both crystal-
line and amorphous modifications.

The study of deposited films [1] showed that the
specific feature of the formation of the short-range
order in their structures is the appearance of the mono-
clinic phase and an increase in its relative content in
comparison with the content of the cubic phase with an
increase in the oxygen content in the atmosphere during
sputtering. Therefore, at the next stage of the study, it
was necessary to calculate the radii of the coordination
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
spheres and coordination numbers for monoclinic
yttrium oxide. The monoclinic phase is of the Sm2O3

structure type [9–11] (Fig. 2c). The atomic coordinates
of the monoclinic Y2O3 are unknown, and, therefore,
the unit cell of this phase was constructed based on the
data for Sm2O3 and the transition to the lattice of mon-
oclinic Y2O3. The atoms were located in the basic group
proceeding from crystallochemical considerations. Fig-
ure 2d shows the coordination polyhedra of three
yttrium atoms. One of these atoms is surrounded by six
oxygens forming a prism. The second yttrium atom is
surrounded by seven oxygen atoms, and the coordina-
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Radii rij, spreading of the coordination spheres σij, and coordination numbers Nij for a powder of amorphous anodic yttrium
oxide and the corresponding data for the cubic, hexagonal, and monoclinic crystalline modifications

Type 
of 

sphere

rij av, 
Å Nij

rij av ± ∆rij , 
Å Nij

rij av ± ∆rij , 
Å Nij rij av, Å Nij rij, Å σij, Å Nij

cubic phase hexagonal phase monoclinic phase
mixture of hexago-
nal and monoclinic 

phases (1 : 1)
experimental data for powder oxide

Y–O 2.28 6 2.47 ± 0.12 7 2.42 ± 0.34 7.0 2.45 7.0 2.39 ± 0.00 0.18 ± 0.00 7.04 ± 0.02

O–O 2.99 5 3.00 ± 0.22 6 2.80 ± 0.15 5.55 2.90 5.8 3.01 ± 0.01 0.35 ± 0.05 8.00 ± 2.00

Y–Y 3.52 6.25 3.56 ± 0.05 3.2 3.62 ± 0.06 10.95 3.59 4.6 3.78 ± 0.01 0.78 ± 0.00 6.00 ± 1.00

Y–Y 4.12 7.48 3.85 ± 0.07 9.34 4.10 ± 0.10 2.05 3.98 7.8 4.15 ± 0.00 0.67 ± 0.02 6.50 ± 0.50

Y–O 4.42 6.92 4.60 ± 0.1 14.22 4.49 ± 0.39 5.24 4.55 13.6 4.60 ± 0.00 0.61 ± 0.05 7.00 ± 2.00

Y–O 4.73 7.54

Y–O 5.09 ± 0.14 4.84 4.88 ± 0.37 2.90 4.99 3.9 4.92 ± 0.02 0.30 ± 0.00 6.10 ± 0.70

Y–Y 5.35 7.23 5.36 ± 0.11 7.85 5.33 ± 0.42 7.48 5.35 8.8 5.46 ± 0.00 0.50 ± 0.01 7.50 ± 0.50

Y–O 5.75 9.08 5.92 ± 0.18 13.23 5.89 ± 0.14 5.67 5.91 9.4 5.90 ± 0.00 0.37 ± 0.02 9.80 ± 1.00

Y–Y 6.07 5.73 6.20 ± 0.34 16.53 6.20 8.7 6.25 ± 0.00 0.51 ± 0.01 5.90 ± 0.50

6.35 ± 0.17 9.61

Y–Y 6.36 8.76 6.60 ± 0.04 4.46 6.55 13.2 6.60 ± 0.06 0.65 ± 0.02 18.00 ± 1.0

Y–Y 6.64 9.48 6.64 ± 0.11 12.4

Note: ∆rij is the scatter in the interatomic distances in the crystalline phases.
tion polyhedron of this yttrium atom is a prism with one
additional oxygen atom lying at a distance of 2.25 Å.
The third yttrium atom is surrounded by eight oxygen
atoms, of which three form a triangular prism, while
two oxygen atoms lie at distances of 2.24 and 3.40 Å
from the yttrium atom. According to [1], each samar-
ium atom in monoclinic Sm2O3 is surrounded by seven
oxygen atoms. The coordination polyhedron around
one of the samarium atoms is a distorted octahedron,
with the seventh oxygen atom being located on the
threefold axis. The coordination polyhedra of two other
samarium atoms are distorted triangular prisms, with
the seventh oxygen atom being located on the normal to
the prism surface. The Sm–O distances vary from 2.25
to 3.12 Å, but the average Sm–O distance is almost the
same: 2.45, 2.44, and 2.48 Å for each of the three
samarium atoms.

The first coordination sphere Y–O in the monoclinic
Y2O3 phase has the radius 2.42 Å and c.n. = 7. The
radius of the first coordination sphere for the amor-
phous powder is somewhat different from that of the
monoclinic phase, but c.n. = 7.

The shortest O–O distance for the monoclinic mod-
ification equals 2.80 Å, i.e., is slightly shorter than the
corresponding distance for the oxide studied here
(3.01 Å). The number of neighbors on this sphere for
the crystalline phase is 5.55, whereas for the amor-
phous powder, it is 8.0 ± 0.2. For the first Y–Y sphere,
a slightly underestimated radius (3.62 Å) and an over-
estimated coordination number (10.95) are established
C

in comparison with the corresponding data for the pow-
der of the amorphous yttrium oxide.

The second Y–Y coordination sphere has an average
radius of 4.10 Å and c.n. = 2.05. The coordination num-
ber for this sphere in the monoclinic phase is much
lower in comparison with the corresponding value for
the powdered amorphous oxide (6.5). However, the
total values of the coordination numbers at both Y–Y
spheres in the monoclinic phase practically coincide
with the corresponding coordination number for the
amorphous oxide. The radii and coordination numbers
of next two coordination Y–O spheres in monoclinic
Y2O3 are somewhat less than the corresponding values
for the amorphous powder oxide.

The next coordination spheres of the monoclinic
phase are also characterized by lower values of radii
and coordination numbers than in the amorphous oxide.
The only exception is c.n. = 16.53 for the Y–Y sphere
with a radius of the coordination sphere of 6.20 Å for
the crystalline modification. The corresponding coordi-
nation number for the amorphous oxide equals 5.9.

Thus, comparing the radii of the coordination
spheres of the amorphous powder and monoclinic
yttrium oxide, we could not definitively draw the con-
clusion that the radii of the coordination spheres of
amorphous powder correspond to the radii of the coor-
dination spheres of monoclinic oxide (table). Since the
value of the first coordination number in the amorphous
oxide coincides with the corresponding data for the
monoclinic and hexagonal phases, one can assume that
the amorphous oxide has the coordination polyhedra
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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inherent in both crystalline phases. The table lists the
average radii of the coordination spheres and the coor-
dination numbers of the monoclinic and hexagonal
phases. It is seen that the correspondence of the coordi-
nation numbers and the radii of the coordination
spheres to the values calculated based on the experi-
mental data has been improved. The slight discrepancy
between these values may indicate that, instead of a
simple mixture of two phases, one has to consider a net-
work of polyhedra of both types. This conclusion is also
supported by the fact that the spreading of the coordi-
nation spheres in the amorphous oxide is more pro-
nounced than the scatter in the interatomic distances in
the crystalline phases.

Thus, a film of the amorphous anodic oxide Y2O3 is
characterized by a first coordination number equal to
seven and the existence of irregular coordination poly-
hedra.
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Abstract—To reveal characteristic features of the arrangement of molecules in crystals of succinic and maleic
anhydrides belonging to the structural class P212121, Z = 4(1), the energies of molecular interactions were cal-
culated and the shortest intermolecular contacts were examined. The contacts between oxygen atoms and
between oxygen and other atoms were analyzed to determine the optimum van der Waals radius of oxygen (R0).
The computations were performed using the CCA program designed for standard crystallochemical analysis.
It was found that succinic and maleic anhydrides have analogous structures containing the same type of molec-
ular agglomerates, which allowed us to relate these compounds to the same subclass. The present study con-
firmed the value R0 = 1.29 Å recommended earlier by Zefirov and Zorky. © 2003 MAIK “Nauka/Interperiod-
ica”.
INTRODUCTION

In recent years, the characteristic features of the
molecular arrangement in organic crystals have
increasingly attracted the attention of researchers. This
interest was stimulated, in particular, by the vigorous
progress in supramolecular chemistry, defined by one
of its founders, J.-M. Lehn, as “chemistry beyond the
molecule” [1]. This does not involve the well-known
universal laws and rules, such as the principle of close
molecular packing or the principle of the minimum free
(or potential) energy of crystals. Here, one is interested
in the individual features of the molecular arrangement
associated with the nature of a particular chemical com-
pound.

At the same time one can study, first, local charac-
teristics that manifest themselves in certain molecule–
molecule contacts and intermolecular atom–atom con-
tacts and, second, the crystal structure as a whole which
can be reflected, e.g., in the structural class or subclass
[2, 3]. However, usually, the latter aspect (description
and analysis of the crystal structure as a whole) escapes
the attention of researchers.

Abundant information on both the above aspects of
organic crystal chemistry can be obtained from the
Cambridge Structural Database (CSD;
www.ccdc.cam.ac.uk/prods/csd/csd.html), where the
results of numerous X-ray and neutron diffraction stud-
ies have been accumulated. Presently, the data on
approximately 64 000 organic crystal structures are
available from the CSD, and this information continues
1063-7745/03/4804- $24.00 © 20536
to increase rapidly.1 Whereas the description of the
conformational characteristics of molecules is based on
the concepts, terms, and approaches more or less
known and theoretically justified, analysis of the
arrangement of molecules in organic crystals does not
invoke the commonly accepted standard approaches
and is most often limited to the detection of intermolec-
ular hydrogen bonds and the shortest atom–atom dis-
tances close to the sums of the corresponding van der
Walls radii. Meanwhile, many important fields of mod-
ern chemistry (supramolecular chemistry, surface
chemistry, etc.) require detailed study of molecule
arrangements in crystals and other condensed systems
and also of molecular interactions responsible for mol-
ecule arrangement.

The concepts and approaches necessary for the
development of the crystal-structural aspect of organic
crystal chemistry were elaborated in sufficient detail in
earlier studies [2, 3]. However, one should make certain
efforts to master the application of these concepts and

1 We call organic compounds those that necessarily include carbon
and some of the following nonmetal elements: H, Hal, O, S, Se,
Te, N, P, As, Si, and B. Today, the CSD contains more than
245 000 entries concerning the results of X-ray and neutron dif-
fraction studies of crystals containing “organic” carbon. How-
ever, many of these compounds do not satisfy this definition,
because they contain not only the above-mentioned atoms but
also some other elements. Also, some entries repeat each other
(studies performed by different researchers, in different years, at
different temperatures, etc.). Hence, the exact number of different
crystal structures can be established only after time-consuming
analysis.
003 MAIK “Nauka/Interperiodica”
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the corresponding nomenclature. One of the aims of the
present study is to clearly demonstrate the application
of some of these concepts to the analysis of structures
of some organic crystals.

Among the most important crystal-structural
notions are structural class and structural subclass.
The structural class units crystal structures described
by the same space group and the same distribution of
molecules (more precisely, of their centers of mass)
over the systems of equivalent positions (orbits). In a
homomolecular organic crystal, the molecules usually
occupy one system of general (asymmetric) positions.
The most widespread structural classes are P21/c, Z =

4(1) and , Z = 2(1) in racemates and the structural
classes P212121, Z = 4(1) and P21, Z = 2(1) in chiral
crystals [2].

Computation of the energies of interactions between
“neighboring” (contacting) molecules in organic crys-
tals showed that these energies (UMM) can substantially
differ (by a factor of 1.5–2 or even more).2 This fact
allows one to state that organic crystals usually contain
molecular agglomerates, namely, ensembles of mole-
cules most strongly interacting with each other (most
strongly bound to each other). Agglomerates can con-
sist of a finite number of molecules (dimers, trimers,
etc.) or of all the molecules of the crystal (three-dimen-
sional frameworks), but more often, such agglomerates
have the form of chains or layers. Usually, molecules
forming an agglomerate are transformed into each
other by certain symmetry elements and, consequently,
the agglomerate is characterized by a certain symmetry
group. Determining the distribution of molecules over
the systems of equivalent positions (orbits) of this
group, we establish, in fact, the structural class of the
agglomerate, for example, Pc21, Z = 2(1) or Pl21, Z =
2(1) (subscripts c and l correspond to the symmetry
groups of a chain or a layer, respectively).

The structural subclass is formed by crystal struc-
tures that are related to the same structural class and
contain molecular agglomerates of the same type,
which are identically oriented relative to the coordinate
system of the crystal. In principle, the method of poten-
tial-function symmetry [2] allows one to enumerate all
the structural subclasses possible in a particular struc-
tural class. However, subclasses not necessarily have
the same number of representatives. The problem of the
relative frequency of occurrence of possible subclasses
is a subject of special study.

In the structural class P212121, Z = 4(1) (Fig. 1),
whose representatives are considered in the present
study, two subclasses are the most probable and, appar-

2 In a homomolecular crystal, 14 or 12 neighboring molecules are
generally involved in the environment of each molecule [4].

P1
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ently, the most widespread,

The above notation has the following meaning. If
|UII–000 | has the maximum value of all |UMM | energies
(in fact, this is true for any molecule related to the initial
molecule I-000 by one of the twofold screw axes 21;
such a molecule can be transformed into the molecule
II-000 by the corresponding transformation of the coor-
dinate system), then the primary molecular agglomer-
ate of the crystal consists of the Pc(z)21 chains, Z = 2(1).
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The antiparallel superposition of these chains gives rise
to four equivalent chain–chain contacts generating a
crystal of the structural class P212121, Z = 4(1) related
to the first subclass [2]. One such contact is seen in
Fig. 1a. The initial chain containing the molecules I-
000 and II-000 is in contact with the chain containing
the molecules III-000 and IV-000. Figure 1b shows four
equivalent chain–chain contacts. If the strongest chain–
chain interaction takes place between the parallel
Pc(z)21 chains, Z = 2(1) spaced at a distance equal to the
lattice period (for definiteness, let it be the a period),
the superposition of the chains gives rise to the forma-
tion of the layer Pl(xz)21, Z = 2(1). Figure 1a shows only
the I-000 molecule of the chain spaced at the a period
from the initial chain. Figure 1b gives a more complete
view of the structure as a whole. The antiparallel super-
position of these layers leads again to the class P212121,
Z = 4(1) but in the variant corresponding to the second
subclass.

In principle, other subclasses of the structural class
under consideration are also possible. However, as was
indicated, the above two subclasses seem to be most
probable. To verify this assumption, it is necessary to
perform corresponding computations for a large num-
ber of crystal structures of this class. We plan such com-
putations in future.

OBJECTS OF STUDY

To begin with, we considered the simplest objects—
the compounds with small molecules composed of the
minimum set of chemical elements. These are succinic
C4H4O3 (I) and maleic C4H2O3 (II) anhydrides:

The crystallographic data [5, 6] were taken from the
Cambridge Structure Database (refcodes SUCANH
and MLEICA, respectively). The unit-cell parameters
(Å) of these compounds are

Projections of the structures are shown in Fig. 2.

COMPUTATIONAL PROCEDURE

The energies of interactions between the initial mol-
ecule I-000 and the N-HKL molecules from its nearest
environment were computed in the atom–atom approx-
imation using the original program developed in the

a b c

C4H4O3 6.963 11.710 5.402

C4H2O3 7.180 11.231 5.390

OO O OO O

(I) (II)
C

Laboratory of Crystal Chemistry of the Faculty of
Chemistry at Moscow State University:

where i and j are the subscripts indicating atoms from
different molecules.

The computations were performed using the 6–exp
atom–atom potentials with the Gavezzotti and Filippini
parameters [7]. The procedure recommended by these
authors differs from the well-known scheme suggested
in the classical study by Williams [8] and ignores the
effective atomic charges and the corresponding term
that takes into account Coulomb interactions. Gavez-
zotti and Filippini believe that the appropriately chosen
parameters of the 6–exp potentials provide the correct
computation of energies of molecular interactions even
without allowance for atomic charges. In fact, this sig-
nifies that the atom–atom potential

is replaced by the potential containing only the two first
terms of three. The parameters A, B, and α in these two
computational schemes have different values, but the
shapes of the ϕij + ψij curves are similar. It should be
noted that, at the early stage of the development of the
atom–atom potential method, this scheme (which
ignores the effective atomic charges) was preferred by
Kitaigorodsky and Mirskaya [9].

The highest absolute values of the energies of the
intermolecular contacts UMM (exceeding 0.05 kcal/mol)
are given in Table 1. This table also lists UΣ correspond-
ing to the total potential energies of the crystal struc-
tures. The energy UΣ was obtained by summing the
energies of the pair interactions UMM, i.e., as the energy
necessary for a molecule to escape from the crystal
structure (per mole of compound). The multiplicities of
the I-000–N-HKL contacts were also taken into
account. In the structural class under consideration, the
multiplicity is always equal to two. The computations
included the molecules spaced from the origin of coor-
dinates by not more than 20 Å (the molecule closest to
the origin of coordinates was considered as initial,
I-000). This ensured a negligibly small error because of
series truncation during summation (not more than 1%).

RESULTS AND DISCUSSION

As can be seen from Table 1, the interactions of the
initial molecule I-000 with the II-000 and I-001 mole-
cules are characterized by the highest absolute ener-
gies. Both these M–M contacts have a multiplicity of
two (in the former case, there are two contacts related
by the twofold screw axis 21; in the latter case, there are
two contacts spaced by the lattice period along the z
axis). Both these contacts are observed in the Pc(z)21
chain, Z = 2(1). In both compounds, these chains are the

UMM ϕ ij ψij+( ),
i j,
∑=

ϕ ij ψij+ Arij
6–

– B αrij–( )exp qiq j/rij+ +=
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Fig. 2. Projections of the crystal structures of (a) succinic and (b) maleic anhydrides.

x

y

most pronounced molecular agglomerates. However, in
spite of the fact that the four strongest intermolecular
contacts take place within one chain, the chain effi-
ciency is rather low (~35 and ~38% in two structures,
respectively; see Table 1). It should be noted that the
chain efficiency can be evaluated in another way. In the
crystal structures of succinic and maleic anhydrides,
the molecular coordination number equals 12. The
energies of the interactions of the initial molecule I-000
with its nearest neighbors are 12.24 and 10.92 kcal/mol,
HY REPORTS      Vol. 48      No. 4      200
respectively. The energies of four strongest M–M con-
tacts in the chain amount to ~42 and ~46% of the ener-
gies of interactions between the initial molecule and its
nearest neighbors in succinic and maleic anhydrides,
respectively. Nevertheless, these chains are not well
pronounced molecular agglomerates (at least, in the
case of C4H4O3).

To relate the crystals to a certain structural subclass,
one has to calculate the energies of interaction between
3
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the chains or, more precisely, the energies of interaction
of the initial chain (containing the I-000 and II-000
molecules) with the neighboring chains. As can be seen
from Fig. 1, there are six such chains. However, the
contacts between the O–A, O–B, O–C, and O–D chains
are equivalent (they are transformed into each other by
horizontal twofold screw axes 21 parallel to the x or y
axis). The contacts between the O–E and O–F chains
are also equivalent (they are related by a translation). It
should be kept in mind that the energy of interaction
between two chains, Ucc, is the sum of the energies of
interactions between molecules comprising the period
of the initial chain with all the molecules of another
chain (evidently, because of the fast convergence of the
series, it is sufficient to take into account only several
molecules of the second chain). The computations
demonstrated that the energies Uc(OA) are equal to
−6.484 and –5.578 kcal/mol for SUCANH and
MLEICA, respectively, whereas the absolute values of
the energy Uc(OE) are much lower (–1.750 and
−1.396 kcal/mol, respectively).

Thus, the formation of the strongest chain–chain
contacts (Fig. 1) leads to the formation of a crystal
without the stage of layer formation, and the com-

Table 1.  Energies of intermolecular interactions in the
C4H4O3 and C4H2O3 crystals

N–HKL

C4H4O3 C4H2O3

–U
(kcal/mol) U/UΣ (%) –U

(kcal/mol) U/UΣ (%)

II–000 1.454 9.811 1.453 10.950

I–001 1.113 7.510 1.047 7.890

IV–000 1.010 6.815 0.916 6.903

III–001 0.965 6.511 0.695 5.237

III–000 0.836 5.641 0.750 5.652

II– 00 0.742 5.007 0.599 4.514

–UΣ 14.82 (34.64) 13.27 (37.68)

Note: The chain efficiencies Uc/UΣ (where UΣ is the energy neces-
sary for a molecule to leave the chain) are given in parentheses.

1

C

pounds under consideration should be related to the
subclass

Since succinic and maleic anhydrides contain a sub-
stantial percentage of oxygen (27 and 33%, respec-
tively), it was of interest to consider the shortest inter-
molecular contacts of oxygen atoms both with each
other and with other atoms in order to refine the opti-
mum van der Waals radius of an oxygen atom.

Analysis of the published data showed that this
characteristic is still open for discussion. Kitaigorodsky
[10] included the radius R0 = 1.36 Å into the table of
van der Waals radii. Later, he corrected this value [11]
as 1.52 Å. The latter value (1.52 Å) was independently
suggested by Bondi [12], and now it is widely accepted
by researchers. Zefirov and Zorky [13] proposed a
radius of 1.29 Å for oxygen. However, this value has
not gained wide acceptance. According to the approach
reported in [13], the optimum oxygen radius was esti-
mated based on the main postulate of the theory of
close molecular packings. According to this postulate,
the molecules in a crystal that are bounded by the exter-
nal surface of intersecting van der Waals atomic spheres
should touch one another, i.e., do not penetrate into one
another and do not hang in vacuum. It is necessary to
select appropriate van der Waals radii, which are deter-
mined based on the reference contacts, i.e., the contacts
that provide the formation of a “three-dimensional
framework of contacts.” The lengths of the reference
contacts in succinic and maleic anhydrides, the corre-
sponding shortest intermolecular atom–atom distances,
and the types of theses contacts are given in Table 2.
The gaps between the atoms (∆rmin) were calculated
using the radii proposed by Zefirov and Zorky (1.16,
1.71, and 1.29 Å for H, C, and O, respectively). The
intermolecular atom–atom distances in SUCANH cor-
relate rather well with the analogous distances in
MLEICA, thus demonstrating their practically com-
plete analogy. It should be noted that mainly é···ç and
é···ë contacts are reference ones, with the latter con-
tacts being characterized by lower ∆rmin values; i.e., it
is more reasonable to use these contacts for determin-
ing the van der Waals radius of an oxygen atom. The

1 Pc z( )21,  Z – 2 1 ( ) ↑↓   P 2 1 2 1 2 1 ,  Z 4 1 ( ) .= =                           
Table 2.  Lengths of the reference contacts and ∆rmin (Å)

I–000 –  N–HKL
SUCANH MLEICA

rij(supp) ∆rmin rij(supp) ∆rmin 

I–001 2.587 0.137(O···H) 2.728 0.278(O···H)

II–000 3.097 0.087(O···C) 3.140 0.130(O···C)

III–001 3.018 0.008(O···C) 2.995 –0.015(O···C)

III–000 2.528 0.208(H···H) 2.746 0.296(O···H)

IV–000 2.811 0.361(H···O) 2.666 0.216(H···O)

II– 00 2.656 0.206(O···H) 3.333 0.453(C···H)1
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results obtained lead to the conclusion that the selected
oxygen radius is suitable for crystallochemical compu-
tations. An increase in this radius would lead to an inad-
missible overlap of atomic spheres and negative ∆rmin
values.
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Abstract—The possible positions of H+ ions in stoichiometric crystals of lithium niobate are analyzed using
computer simulation. It is shown that all hypothetical positions of H+ ions at the midpoints of the O–O bonds
are unstable and must be excluded from further consideration. An analysis of the trajectories of displacement
of H+ ions in the structure of LiNbO3 shows that an H+ ion is associated with one of the O2– ions of the upper
oxygen face of the NbO6 octahedron and that the direction of the dipole moment of the OH– group differs only
slightly from the direction of the short O–O bond. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Already in the early stages of research into the struc-
ture of crystalline lithium niobate, it was found that cer-
tain amounts of hydrogen ions are incorporated into
lithium niobate single crystals in the course of their
growth and form OH– groups [1]. The H+ ions have a
profound effect on the optical and electrical properties
of lithium niobate crystals. In particular, it is assumed
that H+ ions are responsible for the so-called thermal
fixing of optical holograms during the short-term heat-
ing of a crystal with a recorded hologram to T = 413–
433 K due to the spatial redistribution of H+ ions in the
illuminated zone of the crystal under the effect of a pho-
toinduced electric macrofield [2].

Herrington et al. [3] obtained fundamentally impor-
tant results regarding the state of OH– groups in
LiNbO3. It was found that the IR absorption spectrum
contains two closely spaced maxima at λ = 2.875 and
2.864 µm and that both bands are polarized perpendic-
ularly to the c axis of the crystal. These authors con-
cluded that the electric dipole moment of OH– groups is
perpendicular to the c axis, to within ±5°, and assumed
that the OH– groups are associated with the shortest O–
O bonds (0.272 nm).

Nonetheless, the discussion about the localization of
H+ ions in the structure of lithium niobate has continued
for a long time [3–10]. Possible variants of H+ positions
were analyzed. Some of them are shown in Fig. 1:
(1) position a of direct substitution for an Li+ ion;
(2) position c at the center of the lower oxygen face of
the VLiO6 octahedron, where VLi is an Li+ ion vacancy;
and (3) positions b and d–g at the midpoints of the O−O
bonds. Based on the experimental studies of the 1H
NMR line shape of polycrystalline lithium niobate
samples, the calculations of the second moment of the
1063-7745/03/4804- $24.00 © 20542
1H NMR line for the above positions, and the available
structural data, it was concluded that the H+ ion should
occupy the b position [9, 10]. In these studies, it was

H

Li

Nb

O

g

f

e

d a

c
b

c

Fig. 1. Hypothetical positions of H+ ions in the structure of
LiNbO3.
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postulated that the H+ ion initially substitutes for the Li+

ion, then is displaced to the lower oxygen face of the
VLiO6 octahedron, and finally is located at the midpoint
of the O–O bond (0.336 nm) [10].

The second model of localization of H+ ions in the
structure of lithium niobate is based on an analysis of
the IR data [11, 12]. It is assumed that the H+ ion is
bound to one of the O2– ions at the upper oxygen face
of the NbO6 octahedron, the dipole moment of the OH–

group is directed along the short O–O bond, and the
O−H bond length is 0.0988 nm [11]. This is supported
both by the analysis of the excitation conditions for the
dipole moments of OH– groups in lithium niobate [13]
and by the fact that, in HNbO3, the length of the short
O–H bond is 0.099 nm [14]. The positions of H+ ions in
the structure of lithium niobate according to the data
taken from [11] are shown in Fig. 2.

Earlier [3], it was suggested that the positions of H+

ions in the structure of lithium niobate can be deter-
mined by analyzing the potential relief inside the unit
cell of the crystal. The results of the analysis carried out
in [15] are also presented in Fig. 2; however, these cal-
culations were performed within a very rough approxi-
mation. The goal of the present work was to examine
the potential relief in the vicinity of the possible posi-
tions of H+ ions in the structure of LiNbO3, which were
considered earlier.

PROCEDURE FOR CALCULATION 
OF THE POTENTIAL RELIEF

The potential relief was analyzed within the classi-
cal electrostatic approach using the modified method of
point multipoles. In the calculations of the potential ϕ
and the strength of the local electric field Eloc, we con-
sidered only the ionic and dipole contributions. The
dipole contribution was calculated using a standard
iterative procedure with allowance made for the anisot-
ropy of electronic polarizability of O2– ions and the
shift of the center of their dipole moment with respect
to the nucleus [16]. In order to determine more exactly
the effective charges qeff of the ions involved in the
crystal and the electronic polarizability of O2– ions, we
calculated the spontaneous polarization of lithium nio-
bate with effective charges qeff varying over a wide
range. It was found that the most probable values of qeff
are as follows: qLi = 0.98, qNb = 3.376, and qO = –1.452 |e|,
where |e| is the modulus of the elementary charge.
These values were used in further calculations. The
ionic contribution was calculated by the transient-
region method [17].

The calculation of the potential relief at possible H+

positions in the vicinity of the VLi vacancy is hampered
by the lack of data on the distortion of the lithium nio-
bate structure in the neighborhood of VLi. For this rea-
son, the calculations were performed in the approxima-
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
tion of unchanged coordinates of the O2– ions surround-
ing the VLi vacancy, and the potential relief was
considered as a superposition of the relief in an ideal
undistorted structure and an additional contribution
made both by the point charge qadd = –0.98|e| at the
vacant position of the Li+ ion and by changes in the
dipole moments of the O2– nearest neighbor ions under
the effect of qadd.

The additional polarizing effect of the H+ ion on the
O2– nearest neighbor ions, which results in significant
changes in their induced dipole moments, was also
included in the calculations. The additional contribu-
tions to ϕ and Eloc due the presence of VLi and the polar-
izing effect of H+ ions were also calculated with the
iterative procedure (seven iterations taking into account
the changes in the mutual influence of the dipole
moments of O2– ions in spheres 1.5 nm in radius with
centers at the H+ and VLi sites).

Note that the point-multipole method can be used
only for crystal zones in which the charge density of the
external electron shells of ions is sufficiently low. It is
not correct to apply the point-multipole method to cal-
culations of the field at points separated from the center
by distances shorter than the ionic radius of O2– (0.13–
0.14 nm) [15]. These calculations can be performed
only within the ab initio approach.

y

x

Li

Nb

Li

Li

α

Fig. 2. Projection of the LiNbO3 structure onto the xy plane.
In the Cartesian coordinate system, the x and z axes coincide
with the a and c axes of the hexagonal system, respectively.
The O–O bonds are shown by solid lines. Small closed and
open circles indicate the H+ positions according to [11] and
[15], respectively.
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ANALYSIS OF THE POSITIONS 
OF H+ IONS IN THE LiNbO3 STRUCTURE 

At the first stage of the analysis, we examined the
possibility of locating the H+ ions along the threefold
axis, which is aligned with the c axis of the crystal. It
was assumed that the H+ ion is initially located at the
Li+ position. The calculated dependence of the z com-
ponent (Ez) of local electric field Eloc at the H+ ion on its
displacement ∆z from the Li+ position along the z axis
is shown in Fig. 3. The calculation was performed self-
consistently, i.e., with allowance made both for the
change in the induced dipole moments of O2– ions
within a sphere 1.5 nm in radius upon the displacement
of an H+ ion and for the corresponding changes in the
mutual influence of O2– ions. A similar dependence
obtained in the calculations without regard for the
change in the dipole moments of O2– ions upon the dis-
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∆z, nm
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Fig. 3. Dependences of the z component (Ez) of the local
electric field Eloc at the H+ ion on the displacement ∆z of the
H+ ion from the Li+ position along the z axis: (a) self-con-
sistent calculation and (b) standard steady-state analysis.
C

placement of H+ is shown in Fig. 3 for comparison. It is
clear that the inclusion of the self-consistency signifi-
cantly affects the results of calculations.

All three H+ positions lying along the c axis, for
which Ez = 0, are the points of unstable equilibrium. It
is possible that, due to thermal vibrations at points 1
and 3, the H+ ion is displaced from the threefold axis in
the xy plane and moves in the direction of the rapidest
decrease in the potential. The simulation of the trajec-
tories of further displacement of the H+ ion from point 1
demonstrated that they enter the region occupied by the
outer electron shells of one of the upper O2– ions of the
NbO6 octahedron. Some of the trajectories are shown in
Fig. 4a. The incorporation of the H+ ion into the region
of the outer electron shells of an O2– ion leads not only
to radical changes in the wave functions of the outer
electron shells of this oxygen ion and in the compo-
nents of its electronic polarizability tensor but also to a
severe distortion of the electronic structure of the NbO6

octahedron as a whole and, possibly, to the formation of
the Nb4+ polaron. The results of the analysis of further
displacement of the H+ ion from point 3 are illustrated
in Fig. 4b.

To a first approximation, the last points of the trajec-
tories obtained lie in the xy plane at circumferences
0.123 nm (Fig. 4a) and 0.118 nm (Fig. 4b) in radius,
whose centers are shifted from the centers of the O2–

ions along the z axis by 6.4 and –5.9 pm, respectively.
For unambiguity, further analysis was performed for
the O2– ion with the coordinates x = 164.35 pm, y =
−21.26 pm, and z = 87.92 pm (Fig. 2). The angular
dependences of the potential ϕ for these circumferences
are shown in Fig. 5. It is obvious from the figure that
both curves have a minimum in the range α = 200°–
230°, which correlates with some positions of the H+

ions shown in Fig. 2.
0.1

–0.1 0 0.1
y, nm

0

–0.1

x, nm (a)

H+

0.4

0 –0.2 –0.4
y, nm

0.2

0

x, nm (b)

H+

Nb

Nb

Nb

Fig. 4. Projections of the trajectories of the displacement of the H+ ion from the points of unstable equilibrium (a) 1 and (b) 3 onto
the xy plane. For the outer neighboring trajectories, the initial directions of the displacement in the xy plane differ by 0.1°.
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As mentioned above, further calculations for the tra-
jectories of the displacement of the H+ ion can be per-
formed only within the ab initio approach. However,
using the point-multipole method, we can analyze the
potential relief in the vicinity of the points of the possi-
ble location of H+ ions without regard for the contribu-
tion made to the potential by the O2– ion of the OH
group but taking into consideration the polarizing effect
of the H+ ion. The results of this calculation are repre-
sented (see Fig. 6) in the form of angular dependences
of ϕ for the points that lie in the xy plane at a circumfer-
ence 98.8 pm in radius with the center coinciding with
the position of the O2– ion indicated above. As is seen
from Fig. 6, for all the configurations of the immediate
environment that were considered, the potential ϕ
exhibits a minimum at α . 220°. The calculation of the
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20
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13

Fig. 5. Angular dependences of ϕ for conventional circum-
ferences containing the final points (closed circles) of the
trajectories of the displacement of the H+ ion from points 1
and 3.
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Fig. 6. Angular dependences of ϕ for the points lying at a
circumference 98.8 pm in radius with the center at the posi-
tion of the chosen O2– ion: (1) undistorted structure, (2) VLi

on the axis above the Nb5+ ion, (3) VLi immediately above
the oxygen layer, and (4) VLi under the oxygen layer.
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z component of Eloc for the points corresponding to the
minima of ϕ lends support to the stability of this possi-
ble position of the H+ ion along the z axis.

Analogous calculations were performed for all the
hypothetical positions of the H+ ions at the midpoints of
the O–O bonds. It was found that all these positions are
unstable both in the ideal structure of lithium niobate
and in the presence of a VLi defect in the immediate
vicinity.

CONCLUSIONS

The above analysis of the potential relief in the
vicinity of the points of the possible location of H+ ions
in the LiNbO3 crystal demonstrated that the conclu-
sions drawn in [9, 10] based on the interpretation of the
experimental 1H NMR data are insufficiently substanti-
ated. Note that the 1H NMR data for LiNbO3 can be
interpreted in a different way [15]. We assumed that the
most probable positions of H+ ions in the structure of
lithium niobate are close to those determined in [15]
and differ from the latter only in α value (220° instead
of 235° in [15]).

Final conclusions regarding the location of H+ ions
can be drawn after additional 1H NMR experiments on
a single crystal of LiNbO3 with a volume OH– concen-
tration of ~1019 cm–3 and by comparing the orientation
dependences of the second moment of the NMR line
obtained experimentally and calculated from the struc-
tural data. Additional information can also be obtained
by modeling the experimental angular dependence of
the excitation of OH– groups [11] under the effect of
polarized IR radiation on a crystal.
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Processing of Intensities of Electron Scattering from Amorphous 
Silicon by Methods of Continuous Wavelet Analysis
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Abstract—It is shown that intensities of electron scattering from amorphous silicon can be processed by the
methods of wavelet analysis. The coordination radii for amorphous silicon at various annealing temperatures
are calculated using the intensity distribution of coefficients of the wavelet transform. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

It is well known that amorphous materials have no
long-range order. Atoms and molecules are orderly
arranged only within distances to the nearest neighbors.
This order is characterized by the radial distribution
function W(r), which has a statistical nature. This func-
tion indicates the probability of encountering an atom
of a certain kind at a distance r from the given atom.
The first, second, etc., maxima of W(r) (in the sequence
of increasing r) yield the characteristics of the location
of the first, second, etc., neighbors or, as is usually said,
the characteristics of the coordination spheres, because
W(r) depends only on interparticle distances and does
not depend on their directions [1].

One of the methods of studying the structure of
amorphous materials is electron diffraction analysis
[2]. Electron diffraction patterns allow one to calculate
the experimental curve of the angular distribution of
intensities (Fig. 1). Then, using integral analysis, one
1063-7745/03/4804- $24.00 © 20547
can calculate the radial distribution function (RDF) in
the form

(1)

where u0 is the average atomic density,

(2)

d is the density of the material studied, M is its molec-
ular weight, mH is the mass of a hydrogen atom,

(3)

I is the scattered intensity, N is the number of atoms, f
is the atomic scattering factor determined by scattering

W r( ) 4πr
2
u0

2r
π
----- si s( ) sr( ) s,dsin
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∞
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------------,=
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0.2
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s, Å–1
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Fig. 1. Experimental intensity curves for electron scattering from amorphous silicon (1) prior to annealing, (2) upon annealing at
500°C, and (3) upon annealing at 700°C.
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of electrons from one atom, and s =  is the scat-

tering angle measured in Å–1.
An RDF, being a function of r, has a number of max-

ima (Fig. 2) that allow one to extract two types of infor-
mation—interatomic distances and the number of the
nearest neighbors determined by the area under the
maximum. However, in practice, one can obtain data
only on the first two or three coordination radii. The dif-
ficulty encountered in analysis of a radial distribution
function consists in the fact that experimental data are
obtained for a rather limited range of scattering angles
s. This is explained by two facts. First, transmission
electron diffraction patterns are obtained at small scat-
tering angles so that the scattered beams overlap with
the primary beam. Reflection electron diffraction pat-
terns are obtained at angles such that the scattered
beams overlap with the specimen edges. This makes it
impossible to determine the run of the intensity curve
I(s) from zero to a certain value s1, so one has to inter-
polate I(s) values at this interval in an arbitrary way.
Second, there also exist some theoretical and experi-
mental limitations and, therefore, it is impossible to
determine the intensity curve up to values s  ∞
required for calculating the radial distribution function
W(r) by Eq. (1). In practice, the intensity curve I(s) is

determined up to a certain value s2 < smax = ,

and the s2 value is selected experimentally proceeding
from the dimensions of the aperture of the recording
device and the level of the measurement noise. As a
result, the intensity curve is terminated, which gives
rise to the formation of spurious maxima that cannot be
treated as coordination radii. Moreover, the termination
of the curve can change the positions, shapes, and
widths of the maxima. Various experimental difficulties
and errors in the determination of the absorption coef-
ficient and the incoherent background also produce
some negative effect.

4π θsin
λ

------------------

4π θmaxsin
λ

------------------------

2 4
0

W

r, Å

1
2

3

Fig. 2. Radial distribution function for amorphous silicon
(1) prior to annealing, (2) upon annealing at 500°C, and
(3) upon annealing at 700°C.
C

PROCESSING OF EXPERIMENTAL DATA 
BY METHODS OF WAVELET ANALYSIS

We suggest using wavelet analysis in structural
studies of a material because it is rather convenient for
considering inhomogeneous processes [3, 4]. A wavelet
ψ(t) is a function that has such properties as localiza-
tion, a zero mean, and boundedness (a wavelet should
rapidly decrease at t  ±∞). Unlike the Fourier trans-
form whose analyzing function covers the whole
numerical axis, the two-parameter analyzing function
is well localized both in time and frequency and, there-
fore, can be considered as “localized spectral analysis.”

The basis of the functional space L2(R) is con-
structed using continuous scale transformations and
translations of the wavelet ψ(t) with arbitrary basis
parameters, the scale coefficient a, and the displace-
ment parameter b:

(4)

Any wavelet of the family ψab(t) is obtained from the
basis wavelet ψ(t) by the scale and displacement trans-
formations. Then, using this basis, one can write the
integral wavelet transform

(5)

In other words, a wavelet transform is a convolution of
the initial function with the wavelet extended by a fac-
tor of a at a fixed value of b.

An important role in the application of a wavelet
transform to data processing is played by the selection
of the analyzing wavelet. We selected the analyzing
wavelet in the form of a Morlet complex wavelet and its
real part (as an individual wavelet):

(6)

This choice is far from accidental. First, the existence
of the sinusoidal part leads to a certain analogue of the
sine transformation used in the classical methods of
intensity analysis. Second, the form of the modulating
exponent is close to an atomic scattering factor (scatter-
ing from one atom of the material), which allows one to
perform local analysis of intensities at the appropriate
scale levels. The use of other wavelets yields no inter-
esting wavelet transforms, so that one can clearly see
only the intensity maxima.
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Fig. 3. Wavelet transform of the intensity curve with the use of various wavelets: (a) complex Morlet wavelet and (b) the real part
of a Morlet wavelet.
ANALYSIS OF DISTRIBUTION 
OF COEFFICIENTS OF WAVELET TRANSFORM

The intensity curves of electron scattering from
hydrogenated amorphous silicon at a hydrogen concen-
tration of ~40 at. % obtained using several annealing
modes are processed by the method of continuous
wavelet analysis. The accuracy of the experimental data
used ranged from 6 to 8%; the data were analogous to
the data used in [5]. The results of the application of the
wavelet transform to intensities are shown in Fig. 3 and
reflect the dependence of the coefficients of the wavelet
transform on the scale coefficient a (vertical axis) and
displacement b (horizontal axis). Figure 3b shows the
results of the application of the wavelet transform with
the use of the real part of a Morlet wavelet. The treelike
structure of the pattern reflects the structure of the
material. Analyzing the rather interesting distribution
of the coefficients of the wavelet transform is quite dif-
ficult, so for the time being we cannot interpret it ade-
quately. Figure 3a shows the wavelet transform with the
use of a complex Morlet wavelet. Bright bands on the
pattern reflect certain scale levels.

Since the sine transformation allows one to deter-
mine the radii of coordination spheres, one can readily
estimate these, and possibly also some other, parame-
ters from the wavelet transform. Since the scale coeffi-
cient is an analogue of frequency, its value at well-pro-
nounced scale levels can be recalculated and allow one
to determine the coordination radii. Figure 3a shows the
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
local maxima of the wavelet transform (for selected
areas). Using the value of the scale coefficient a at these
points, we calculated the parameters as

where k0 is the wavelet parameter.
We proceeded from the assumption that the maxi-

mum correlation takes place at the frequency of the
sinusoidal part of the wavelet and, therefore, the param-
eters of this part should necessarily influence the value
to be determined.

We calculated the coordination radii for amorphous
silicon at several annealing temperatures based on
wavelet analysis and also from the RDF constructed
using the Fourier transform and the methods suggested
in [2] (no iteration refinement was made). The results
obtained are tabulated. The table also lists the coordina-
tion radii for tetrahedral hydrogen-free silicon obtained
in [6]. Comparing the results, one should bear in mind
that the properties of hydrogenated silicon strongly
depend on the conditions of its synthesis and that
annealing changes the hybridization of silicon atoms
[5], which, in turn, changes the short-range order
parameters.

Thus, wavelet analysis allows one to perform quali-
tative analysis of the intensity curves. Wavelet analysis
is convenient because it allows one to process the data
without their preliminary recalculation and without

R
2πa
k0

---------,=
Coordination radii obtained by various methods

Prior to annealing At 500°C At 700°C Tabulated
values without

annealingwavelet radial distribu-
tion function wavelet radial distribu-

tion function wavelet radial distribu-
tion function

R1, Å 2.39 2.45 2.37 1.9 2.39 2.2 2.35

R2, Å 4.52 3.62 4.31 3.85 4.49 3.9 3.86
3
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allowing for various approximations, as is necessary in
the construction of the radial distribution function.
Moreover, it does not require knowledge of such mate-
rial characteristics as density and the atomic scattering
factor, which is of great importance because these char-
acteristics can considerably change during annealing.
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Abstract—Crystal structure of tisinalite from the Lovozero alkaline massif (the Kola Peninsula) was estab-

lished by single-crystal X-ray diffraction analysis (SYNTEX  diffractometer, λåÓäα radiation, 2θ/θ scan-
ning mode). The structure solution (SHELX97 program package, Rhkl = 0.0565, 951 independent reflections,
anisotropic refinement of thermal atomic displacements) confirmed that tisinalite belongs to the lovozerite

structure type (sp. gr. , a = 10.036(5) Å, c = 12.876(9) Å, Z = 3). The difference between the structure of
tisinalite and the structures of the minerals of the lovozerite group established earlier consists in the nature of
the occupancy of both cation and anion positions. © 2003 MAIK “Nauka/Interperiodica”.

P1

P3
INTRODUCTION

Tisinalite, a new mineral of the lovozerite group, was
described by Yu.L. Kapustin et al. [1] in 1980. This min-
eral was discovered in the hyperagpaitic pegmatites from
the Khibiny alkaline massif (the Kola Peninsula). The for-
mula Na3H3(Mn,Ca,Fe)TiSi6(O,OH)18 · H2O attributed
to this mineral is still indicated in the mineralogical
nomenclature [2]. It has been established that this min-
eral belongs to the trigonal system, but its crystal struc-
ture and space group remain unknown. Tisinalite was
also found in the Lovozero alkaline massif adjacent to
the Khibiny massif. Initially, the latter specimen was
characterized under the conditional name hydrokazak-
ovite [3]. In the Khibiny massif, tisinalite occurs very
rarely, whereas in the Lovozero massif, it is often
observed as an accessory mineral of weakly altered
hyperagpaitic rocks and pegmatites. According to
A.P. Khomyakov [3], tisinalite cannot crystallize alone;
it is generated as a product of the transformation of
kazakovite Na6(Mn,Ca)TiSi6O18 when the alkalinity of
the medium decreases. No facts that contradict this
hypothesis are presently known. This transformation
can proceed with the retention of the main structural
motif (framework) of the lovozerite-like minerals and is
a graphic example of the natural ion exchange accord-
ing to the general scheme xNa+ + xO2–  yNa+ + (x –
y)(h,H2O)0 + (x – y)(OH)– [4]. This transformation may
lead to a substantial change in the symmetry because of
the different arrangement of large cations, water mole-
cules, and vacancies in the structures of the parent
phases and newly formed minerals [5].

The tisinalite sample used for X-ray diffraction
study was found in hyperagpaitic pegmatoid naujaites
(poikilitic nepheline–sodalite syenites) from the
Alluaiv mountain in the Lovozero massif. The tisinalite
1063-7745/03/4804- $24.00 © 20551
that replaces kazakovite forms mustard-yellow grains
up to 1 cm in diameter. In cavities, tisinalite was found
as cuboidal crystals up to 2 mm in diameter. This min-
eral occurs in association with aegirine, eudyalite, lam-
prophyllite, serandite, parakeldyshite, lomonsovite,
etc. Tisinalite is substantially enriched with Zr and Nb.
Its cation composition determined by electron probe
microanalysis is as follows: Na2O, 10.07; CaO, 1.07;
MnO, 5.86; Fe2O3, 1.99; Ce2O3, 0.17; SiO2, 59.37; TiO2,
6.38; ZrO2, 3.06; Nb2O5, 3.48; and the sum is 91.45 wt %.
The empirical formula calculated for Si6(O,OH)18 is

(Na1.97Ce0.01)Σ1.98( Ca0.12)Σ0.62(Ti0.49Nb0.16Zr0.15 ·Mn0.50
2+

M

Si

A

B

C

Si

Fig. 1. Schematic representation of the arrangement of cat-
ions in the parent cubic unit cell of the lovozerite structure
type.
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)Σ0.95Si6[O13.05(OH)4.95]18. According to IR spec-
troscopy data, this mineral contains a considerable
amount of OH groups in the absence of water mole-
cules and free H+ ions [6].

A great diversity of mineral species in the lovozerite
group is associated with the fact that all the cation posi-
tions (except for the positions of the Si4+ cations tetra-
hedrally coordinated with O atoms) can be occupied
differently or remain vacant. This fact accounts for both
variations in the symmetry of the crystal structures of
lovozerite-like compounds and the difference in their
unit-cell parameters. The lovozerite structure type is
based on pseudocubic blocks (with each one containing

Fe0.15
3+

Table 1.  Characteristics of X-ray diffraction study of tisinalite

Characteristic Parameter

Symmetry Trigonal

Sp. gr.

Unit-cell parameters, Å a = 10.036(5) 

c = 12.876(9)

V = 1123(1) (Å3)

Number of formula units (Z) 3

ρcalcd , g/cm3 2.62

Linear crystal dimensions 0.300 × 0.250 × 0.200 mm

Automated single-crystal
diffractometer

SYNTEX 

Radiation MoKα

Monochromator Graphite

Scanning technique 2θ : θ 

Minimum and maximum
sinθ/λ

0.039, 1.064

Scan rate 4–24 deg/min

Scan ranges 0 ≤ h ≤ 17

–19 ≤ k ≤ 16

0 ≤ l ≤ 24

Total number of measured
reflections

1616

Number of independent
reflections with I >2δ(I) 

951

Rint 0.0983

Program used in computations SHELX97

Reliability factor:

Rhkl (anisotropic refinement) 0.0565

wR(F2) 0.1525

Weighting scheme in
least-squares refinement

w = 1/[δ2(F2) + (0.0645P)2 + 
3.22P], where 

∆ρmax, e/Å–3 0.64

∆ρmin, e/Å–3 –0.47

P3

P1

P maxFo
2 2Fc

2+( )/3=
C

one lovozerite-type [Si6O18] ring) with the parameter
a ≈ 7.5 Å and the general formula Ä3Ç3ë2M[Si6O18]. In
this structure type, cations occupy the following strictly
particular positions. The M positions in the vertices of
the pseudocubic parent unit cell are occupied by Zr, Ti,
and Fe3+; the A and B positions in the midpoints of the
edges and centers of the faces of the parent unit cell are
occupied by Na and H2O, respectively; and Mn, Ca, and
Na are located in the C positions corresponding to the
centers of two octants devoid of the Si4+ cations and
located on a single threefold axis of the parent unit cell
(Fig. 1).

EXPERIMENTAL. SOLUTION 
AND REFINEMENT OF STRUCTURE

The parameters and symmetry of the trigonal unit
cell (a = 10.036 Å, c = 12.876 Å) were refined on an

automated single-crystal SYNTEX  diffractometer.
The X-ray diffraction data were collected on the same
diffractometer. The principal details of X-ray data col-
lection are given in Table 1. The nonequivalent intensi-
ties of pairs of the hkl and khl reflections and the pres-
ence of a small number of weak (but more intense than
3δ(I)) reflections not satisfying the rule of systematic
extinction –h + k + l = 3n indicate two possible space

groups, P3 and . All the computations were made
with the use of the SHELX97 program package [7].

At the first stage, we used the atomic coordinates of
lovozerite proceeding from the similarity in composi-
tion, symmetry, and unit-cell parameters and consider-
ing the presence of the R pseudotranslation. These
coordinates were refined within the acentric sp. gr. R3
to the final reliability factor Rhkl = 0.1147 (anisotropic
refinement) [5] and then were used as the starting
model for the structure determination. Taking into
account the high Rhkl factor and a substantial scatter in
the Si–O distances in the tetrahedra, we rejected the
above space group and performed further computations
within the primitive trigonal unit cell (sp. gr. P3). The
atomic coordinates modified to sp. gr. P3 were refined
anisotropically by the least-squares method to Rhkl =
0.0523.

Analysis of the resulting model of the tisinalite
structure revealed the presence of a center of inversion,
which was obeyed by all the atoms including those in
the C position. By contrast, the latter position is the
only position that violates the centrosymmetricity of
the lovozerite structure. The anisotropic refinement of
the tisinalite structure within the centrosymmetric

sp. gr.  converged to the reliability factor Rhkl =
0.0565 and gave reliable structural parameters. The
final coordinates of the basis atoms are given in Table 2.
The extended and simplified crystallochemical formu-
las of tisinalite are as follows (Z = 3, ρcalcd = 2.62 g/cm3):

(Na2.1h0.9)( Ca0.1h0.7)2(Ti0.5Zr0.15Nb0.15 h0.1) ·

P1

P3

P3

Mn0.2
2+

Fe0.1
3+
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C(1)

C(2)

M
Si

Fig. 2. Structure of tisinalite projected onto the (001) plane.
[Si6O8(O0.7OH0.3)4(OH0.7O0.3)6] and Na2(Mn,Ca)1 – x ·
(Ti,Zr,Nb,Fe3+)[Si6O8(O,OH)10], respectively, where
x < 0.5. The idealized formula can be written as
Na2MnTi[Si6O14(OH)4].

The anionic part of the structure was divided into the
é2– ions and éç– groups based on calculations of the
local valence balance with due regard for the cation–
oxygen distances and statistical occupancies of the cat-
ion positions according to Pyatenko [8].
HY REPORTS      Vol. 48      No. 4      2003
RESULTS AND DISCUSSION

The structure model of tisinalite retains the rhombo-
hedral pseudosymmetry. The lowering of the real sym-

metry to  is caused by a substantial difference in the
occupancies of the M positions (related by the R
pseudotranslations) with highly charged cations (Ti, Zr,
Nb, Fe3+) (Table 2) and is also associated with the geo-
metric characteristics of the atomic arrangement. The

P3
Table 2.  Coordinates of the basis atoms, equivalent thermal parameters, and occupancies of positions in the tisinalite structure

Atom Position
multiplicity Occupancy of tHe position x/a y/b z/c Ueq × 100, Å2

A(1) 3 0.68Na 0.5 0 0.5 2.05(9)

A(2) 6 0.70Na 0.3352(5) 0.1681(4) 0.1647(3) 4.73(9)

C(1) 2 0.23Mn + 0.08Ca 0.3333 0.6667 0.9174(9) 7.3(3)

C(2) 2 0.17Mn + 0.09Ca 0.3333 0.6667 0.4228(4) 2.9(1)

C(3) 2 0.23Mn + 0.02Ca 0 0 0.7570(6) 4.7(2)

M(1) 1 0.64Ti + 0.36Fe3+ 0 0 0 3.50(6)

M(2) 2 0.38Ti + 0.21Zr + 0.20Nb 0.3333 0.6667 0.6667(2) 1.89(2)

Si(1) 6 Si 0.6385(2) 0.81932(2) 0.1032(1) 3.14(4)

Si(2) 6 Si 0.8487(2) 0.6975(2) 0.4349(1) 2.96(4)

Si(3) 6 Si 0.9701(2) 0.4849(2) 0.7679(1) 2.81(4)

O(1) 6 O 0.9118(5) 0.8194(5) 0.9092(4) 6.6(2)

O(2) 6 (O,OH) 0.5138(4) 0.7612(5) 0.5758(4) 5.4(1)

O(3) 6 (O,OH) 0.5681(5) 0.1517(5) 0.2440(4) 6.5(2)

O(4) 6 (OH,O) 0.8967(6) 0.7853(7) 0.3252(4) 7.7(2)

O(5) 6 (OH,O) 0.8858(6) 0.4408(6) 0.6573(3) 7.3(2)

O(6) 6 (OH,O) 0.5509(5) 0.7757(6) –0.0069(4) 6.4(2)

O(7) 6 O 0.7391(5) 0.7398(5) 0.5004(5) 7.6(2)

O(8) 6 O –0.0746(7) 0.3356(5) 0.8344(4) 8.2(2)

O(9) 6 O 0.5874(7) 0.6641(5) 0.1672(4) 8.2(2)
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Si radical B positions

O8(O0.7OH0.3)4(OH0.7O0.3)6] h3 

O12(OH)3(OH0.6O0.4)3] [(H2O)0.3h0.7]3

O12(OH)3] (OH0.75O0.25)3 h3

O18] Na3

le position with average occupancy.

tvinskite into setting R is (1/2 –1/2 1, 0 1 0, –1 0 1).
Table 3.  Extended structural formulas of minerals

Mineral, sp. gr.,
unit-cell parameters (Å), 
number of formula units 

(Z)

A positions C  position M  position

Tisinalite1, 2 (Na0.7h0.3)3 ( Ca0.1h0.7)2 (Ti0.5Zr0.1Nb0.1 h0.2) [Si6

,

a = 10.036,

c = 12.88,

Z = 3

Lovozerite (Na0.8h0.2)3 (Ca0.4Na0.2 h0.3)h1.0 (Zr0.8 h0.1) [Si6

R3,

a = 10.18,

c = 13.13,

Z =3

Litvinskite3 (Na0.8h0.2)(Na0.8(H2O)0.2)2 (Na0.2 h0.7)h1.0 Zr [Si6

Cm,

a = 10.589,

b = 10.217,

c = 7.355,

β = 92.91°,

Z = 2

Kazakovite2 Na3 ( h0.5)2 Ti [Si6

a = 10.174,

c = 13.053,

Z = 3
1 For easier comparison of crystallochemical formulas, each cation position (A, C, M) in the tisinalite structure is represented as a sing
2 C positions in the tisinalite and kazakovite structures are related by the center of inversion.
3 The unit-cell parameters of litvinskite in the R setting: a = 10.214 Å, c = 13.196 Å; the matrix of the transformation from setting C of li

Mn0.2
2+ Fe0.1

3+

P3

Mn0.1
2+ Fe0.1

3+

Mn0.1
2+

Mn0.5
2+

R3m,
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deviations of the atomic coordinates from the positions
related by the R translations are much larger than the
errors of their determination. High thermal parameters
of the atoms typical of the representatives of the lovoz-
erite group [5, 9] are explained by the imperfection of
the crystals studied and the presence of vacancies in the
structure.

The solution of the tisinalite structure (Fig. 2) con-
firmed that this mineral belongs to the lovozerite struc-
ture type, based on the mixed framework of the six-
membered silicon–oxygen tetrahedral rings
[Si6O8(O,OH)4(OH,O)6] (average Si–O distance is
1.594 Å) sharing oxygen vertices with isolated M octa-
hedra (M = Ti, Zr, Nb, Fe3+; average M–O distance is
1.957 Å). The latter, in turn, share the oxygen faces
with the C octahedra (C = Mn2+, Ca; average C–O dis-
tance is 2.347 Å), which are also linked to the Si,O
rings. The cavities of the framework are occupied by
Na cations, filling statistically two independent eight-
vertex A polyhedra (the average A–O distance is 2.523 Å).

The structure of tisinalite differs from the structures
of lovozerite [5], litvinskite [9], and kazakovite [10] in
the occupancy of their cation positions (Table 3). The M
positions in the structures of lovozerite
Na2(Ca,Na)Zr[Si6O12(OH,O)6] · H2O and litvinskite
(Na,H2O,h)3(h,Na,Mn2+)Zr[Si6O12 · (OH,O)6] are
virtually completely occupied by Zr cations with an
insignificant amount of Fe, Ti, and Hf impurities; this
position in the structure of kazakovite Na6MnTi[Si6O18]
is completely occupied only by Ti cations, whereas
the   M   position in the structure of tisinalite
Na2(Mn,Ca)1 − x(Ti,Zr,Nb,Fe3+)[Si6(O,OH)18] is split into
two independent positions differently occupied by cat-
ions. Thus, the M(1) position is occupied by Ti and Fe3+

cations, whereas the M(2) position is filled with Ti, Zr,
and Nb. This leads to a lowering of the unit-cell sym-
metry from rhombohedral (sp. gr. R3) observed for

lovozerite to primitive (sp. gr. ).
The structures under consideration also differ in

their occupancies of two C positions (per parent cubic
unit cell). In the structure of kazakovite, these positions
are statistically occupied (50%) by Mn cations. In the
structure of lovozerite, only one C position is occupied
predominantly by Ca and Na cations (together with a
small amount of Mn) and is vacant by ~30%, whereas
the second C position is completely vacant, which dis-
turbs the centrosymmetricity of the mineral structure.
In the structure of litvinskite, only one C position is par-
tially occupied by Mn2+ cations as well (with a low con-
tent of impurities Ca and Fe2+) and is 65% vacant,
whereas another C position is also completely vacant.
The structure of tisinalite contains three pairs of C posi-
tions related by the center of symmetry and occupied
predominantly by Mn2+ cations and (to a lesser extent)
Ca cations and are approximately 3/4 vacant.

The differences in the occupancy are also observed
in the A positions. In the lovozerite structure, all three A

P3
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positions related by R translation per parent unit cell are
partially (~3/4) occupied by Na cations with a small
amount of K impurity and are ~1/4 vacant. In the litvin-
skite structure, one position, A(1), is also partially
(~3/4) occupied by Na and is ~1/4 vacant, whereas the
A(2) position is ~3/4 and ~1/4 occupied by Na and H2O,
respectively. In the tisinalite structure, as in the litvins-
kite structure, the A position is split into two indepen-
dent positions denoted by A(1) and A(2), which are
approximately equally occupied (~70%) by Na atoms
and are ~30% vacant. In the more symmetrical kazako-
vite structure, the A position is completely occupied by
Na atoms.

The B positions in the centers of the faces of the
cubic parent unit cell are completely occupied by Na
atoms in the kazakovite structure, partially occupied
(~30%) by H2O molecules in the lovozerite structure,
and are vacant in the litvinskite and tisinalite structures.

The different occupancies of the anion positions are
associated with the degrees of occupancy of the A, C,
and M cation positions in the structures under consider-
ation (Table 3). All “bridging” (between the Si atoms)
positions in all lovozerite-like structures are occupied
by é2– ions. In the structures of lovozerite and litvins-
kite, the vertices shared by the Si tetrahedra and
Ti,Zr,Nb octahedra are also occupied by O2– ions,
whereas these positions in the structure of tisinalite are
occupied by OH– groups. The remaining anion posi-
tions (not linked to the M octahedra) are occupied by
OH– groups partially replaced by the O2– ions. In the
kazakovite structure, all the anion positions are occu-
pied by O2– ions.

Therefore, the holohedral symmetry (sp. gr. )
of the kazakovite structure, where each cation position
is occupied by only one element, is lowered in the
structures of tisinalite, lovozerite, and litvinskite
because of the mixed filling of the cation positions, the
deficit of Na, and, as a consequence, the formation of
vacancies (Table 3). After the transformation of kazak-
ovite into tisinalite under hydrothermal or hypergenic
conditions, the Si, M, and C positions remain
unchanged. Thus, these positions completely retain
their initial cation contents. Decationization of kazako-
vite occurs because of the changed contents of the A
and B positions. As in zirconium-containing members
of the lovozerite group [5, 9], the B cavities lose Na
completely, whereas the A cavities lose Na only par-
tially.
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Abstract—A new representative of pentaborates with the composition Ca[B5O8(OH)] · H2O was synthesized
under hydrothermal conditions within the framework of the study of phase formation in the CaCl2–Na2CO3–
B2O3 system. The crystal structure of the new pentaborate was established (a = 6.5303(9) Å, b = 19.613(3) Å,
c = 6.5303(9) Å, β = 119.207(2)°, V = 2513(2) Å3, sp. gr. P21/c, Z = 4, dcalcd = 2.74 g/cm3, automated Brucker
SMART CCD diffractometer, 6871 reflections, λMo radiation, anisotropic refinement by least-squares, Rhkl =
0.076). The structure of calcium pentaborate is built by isolated B–Ca–B stacks parallel to the (010) plane. The
central fragments of these stacks consists of nine-vertex Ca polyhedra. The Ca layers are located between loose

B–O networks composed of [ O8(OH)]2– pentaborate groups. The arrangement of the polyhedra around
large cations in pentaborates with groups of two B tetrahedra and three B triangles was analyzed in terms of
crystal chemistry. It is established that the structures of these compounds consist of large isolated polyhedra,
columns, layers, and three-dimensional frameworks. © 2003 MAIK “Nauka/Interperiodica”.
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INTRODUCTION

The possible practical applications of borate crystals
possessing useful nonlinear optical, semiconducting,
ferroelectric, and other physical properties and diverse
structural motifs associated with the dual coordination
of boron atoms stimulate interest in the synthesis of
borate compounds and their structural studies. Single
crystals of new calcium pentaborate were synthesized
under hydrothermal conditions (P = 20 atm, t = 270°C)
in the studies of phase formation in the CaCl2–
Na2CO3–B2O3 system with the weight ratio of 1 : 1 : 2.
Colorless transparent crystals synthesized have a mica-
like platelet habitus. Qualitative X-ray spectral analysis
of the crystals grown, which was performed in a Cam-
Scan 4DV scanning electron microscope equipped with
a Link energy-dispersive attachment (analyst
E.V. Guseva), showed that the specimen contained only
Ca atoms. Comparison of the powder X-ray diffraction
pattern of the crystals synthesized by us with the ICSD
database for synthetic and natural borates showed that
the new compound has no analogues. The IR spectrum
(Fig. 1) was recorded by V.S. Kurazhkovkaya from a
fine dispersed thin film on a KBr substrate on a Specod
75 IR spectrophotometer. Analysis of the absorption
bands showed the presence in the specimen of borate
1063-7745/03/4804- $24.00 © 20557
radicals consisting of B tetrahedra (1100–930 cm–1)
and B triangles (1410–1250 cm–1). The distinct absorp-
tion band at 1655 cm–1 and absorption bands at 3200 and
3300 cm–1 are indicative of the presence of water mole-
cules. The absorption band at 3625 cm–1 is attributed to
OH– groups.
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Fig. 1. IR spectrum of synthetic calcium pentaborate
Ca[B5O8(OH)] · H2O.
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EXPERIMENTAL. SOLUTION AND 
REFINEMENT OF STRUCTURE 

X-ray diffraction data were collected on an auto-
mated single-crystal Brucker SMART CCD diffracto-
meter (Laboratory of Crystal Chemistry and X-ray Dif-
fraction Analysis of the China University of Geo-
sciences, Beijing). The main experimental
crystallographic data and the results of structure refine-
ment are given in Table 1.

The systematic absence of the h0l reflections with
l ≠ 2n and 0k0 reflections with k ≠ 2n unambiguously
indicated the sp. gr. P21/c. The structure was solved by
direct methods using the SHELX97 program package
[1] and then was refined in the anisotropic full-matrix
approximation by the least-squares method. Consider-
ing the results of calculations of the local valence bal-
ance at anions with due regard for cation–oxygen dis-
tances according to Yu.A. Pyatenko [2] (Table 2), we
manged to single out in the anionic fragment of the

Table 1.  Main experimental data for Ca[B5O8(OH)] · H2O

Characteristic Parameter

Crystal system monoclinic

Sp. gr. P21/c

Unit-cell parameters, Å, deg a = 6.5303(9)
b = 19.613(3)
c = 6.5303(9)
β = 119.207(2)

Number of formula units (Z) 4

ρcalcd, g/cm3 2.34

Linear crystal dimensions, mm 0.40 × 0.05 × 0.20

Diffractometer Brucker SMART CCD

Radiation MoKα

Minimum and maximum sinθ/λ 0.051, 0.775

Scan ranges –10 ≤ h ≤ 6

–29 ≤ k ≤ 28

–9 ≤ l ≤ 9

Total number of measured
reflections

6871

Number of independent
reflections with I ≤ 3σ(I)

1336

Rint 0.133

Computational program SHELX97

Reliability factor:

Rhkl (anisotropic refinement) 0.076

wR(F2) 0.221 

Weighting scheme
in the least-squares refinement

w = 1/[δ2(F2) + (0.1423P)2 +
0.00P], where

P = (max  + 2 )/3

∆ρmax, e/Å–3 1.36

∆ρmin, e/Å–3 –0.79

Fo
2 Fc

2

C

structure the oxygen ions, the OH– group, and the H2O
molecule. The hydrogen atoms of the hydroxy group
and the water molecule were established based on dif-
ference electron-density syntheses. The established for-
mula ë‡[Ç5é8(éç)] · ç2é (Z = 4, dcalcd = 2.34 g/cm3)
corresponds to the final reliability factor Rhkl (Table 1)
obtained after the refinement of the positional parame-
ters of the hydrogen atoms. The coordinates of the basis
atoms and the geometric characteristics of the hydro-
gen bonds are listed in Tables 3 and 4, respectively.

DESCRIPTION OF STRUCTURE

The structure of calcium borate is built from isolated
three-layer B–Ca–B stacks parallel to the (010) plane
(Fig. 2). The central fragments of these stacks contain
the nine-vertex Ca polyhedra (average Ca–O distance
equals 2.56 Å). The polyhedra share the O(1)–O(4)
edge to form columns parallel to the c axis and located
at heights of 1/4 and 3/4 along the b axis. The Ca layers
are confined between loose B–O networks (Fig. 3). Ear-
lier, such networks were observed in many borate struc-
tures. The networks consist of building blocks consist-

ing of [ O8(OH)]2– pentaborate groups built from
the B(1) and B(3) tetrahedra (average B(1)–O and
B(3)–O distances are equal to 1.468 and 1.474 Å,
respectively) and three B triangles (average B–O dis-
tances in the B(2), B(4), and B(5) triangles are equal to
1.363, 1.365, and 1.366 Å, respectively). The pentabo-
rate groups related by the a and c translations of the unit
cell form both three-membered rings consisting of one
tetrahedron and two triangles of the pentaborate group
and also nine-membered rings with a triangular config-
uration. Each side of such a “triangle” corresponds to
three edges of the B polyhedra (3 × 3 = 9). Another
three-membered boron–oxygen ring involves a B(5) tri-
angle sharing two apical vertices with adjacent BO4 tet-
rahedra; it is located normally to the B–O layers and
“looks at” an adjacent B–Ca–B stack (Fig. 2). As a
result, the B–O layers become polar. The remaining
vertex of each triangle is occupied by an OH group.

The centers of the large nine-membered rings in the
plane of the B–O layer are occupied by the Ca2+ ions
centering the hexagonal “bipyramids” (average Ca–O
distance equals 2.56 Å). Three horizontal edges of
these bipyramids are shared with the B polyhedra of the
layer, one vertex is occupied by an H2O molecule, and
the opposite vertex is “replaced” by two O2– ions
denoted as O(1) and O(4) forming an edge of the B(1)
tetrahedron of the adjacent B–O network of the stack
(Fig. 2). There are two B–Ca–B stacks per b period of
the borate structure. The stacks are shifted with respect
to each other and related by twofold screw axes 21 and
centers of inversion located between the stacks. The
stacks are bound only by hydrogen bonds (Table 4)
between the O2– ions, on the one hand, and by H2O mol-
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Table 2.  Local valence balance at anions in the Ca[B5O8(OH)] · H2O structure

Anion
Cation

Ca B(1) B(2) B(3) B(4) B(5) H(1) H(2) H(3) ΣVij

O(1) 0.45 0.84 0.73 2.02

O(2) 0.19 0.74 1.11 2.04

O(3) 0.24 0.80 0.92 1.96

O(4) 0.42 0.62 0.97 2.01

O(5) 0.18 1.17 0.72 2.07

O(6) 0.24 0.73 1.03 2.00

O(7) 0.81 0.92 0.15 0.06 1.94

O(8) 0.81 1.10 1.91

H2O(9) 0.28 0.95 0.84 2.07

OH(10) 0.98 0.85 0.16 1.99

Sum 2.00 3.00 3.00 3.00 3.00 3.00 1.00 1.00 1.00 20.01
ecules of one B–Ca–O stack and OH groups of another
stack, on the other.

The above-described B–Ca–B stack (the idealized
fragment of this stack is shown in Fig. 4b) is topologi-
cally identical to one of the two stacks in the structure
of volkovskite äë‡4Ç22é32(éç)10ël · 4ç2é [3],
which also contains two B–Ca–B stacks per b period of
the unit cell. However, the second stack in the volkovs-
kite structure differs from the first stack—it contains
the eight-vertex K polyhedra between the B–Ca–O lay-
ers. These polyhedra share vertices occupied by the Cl–

ions to form columns along the a axis, similar to those
in the first stack (Fig. 4c). In addition, the K polyhedra
are also linked to the nine-vertex Ca polyhedra by a
common triangular face, on the one hand, and by a
common vertex, on the other. The latter is occupied by
the water molecule involved in the nine-vertex Ca poly-
hedron located in the plane of the adjacent B−Ca–O
network of the same stack. This arrangement gives rise
to the Ba–Ca–K–Ca–B sequence.

Crystallochemical analysis of borates with the pen-
taborate group consisting of two B tetrahedra and three
B triangles (Table 5) demonstrated that the diversity of
mineral species in this group of compounds is associ-
ated primarily with the fact that the central regions of
the three-layer stacks are occupied by Ca, Na, Sr, and K
cations. Moreover, the above-mentioned diversity is
also explained by the symmetry of the B–O layers and
the mutual arrangement of the adjacent B–O networks
in a single stack, on the one hand, and of individual iso-
lated stacks, on the other. Since the symmetry relation
of the B–O layers was considered earlier [4] in the con-
text of the OD theory, it seemed reasonable to analyze
in detail the geometry of the arrangement of the large
cations in the cavities between the B–O layers in the
stacks that form the structural basis of various represen-
tatives of this group of pentaborates.
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
The pentaborate groups are the building blocks of
all the structures considered below, but their linkage in
the formation of B–O layers is different. Thus, the B–O
layers in the structure of gowerite ë‡[Ç5é8(éç)] ·
[B(OH)3] · 3H2O [5] (Fig. 4a) are nonpolar because of
different orientations of the B tetrahedra and apical B

Table 3.  Coordinates of basis atoms and equivalent thermal
parameters for the Ca[B5O8(OH)] · H2O structure

Atom x/a y/b z/c
Uequiv × 100,

Å2

Ca 0.1815(2) 0.80677(6) 0.5507(2) 1.32(3)
B(1) 0.088(1) 0.8449(3) 0.060(1) 1.1(1)
B(2) 0.688(1) 0.8282(3) 0.973(1) 1.1(1)
B(3) 0.513(1) 0.8398(3) 0.2424(9) 0.9(1)
B(4) 0.776(1) 0.8164(3) 0.6633(9) 0.9(1)
B(5) 0.324(1) 0.9491(3) 0.155(1) 1.5(1)
O(1) 0.2980(6) 0.8117(2) 0.2336(6) 1.07(7)
O(2) 0.7261(6) 0.8097(2) 0.4382(6) 1.12(7)
O(3) 0.6104(6) 0.8279(2) 0.7318(6) 1.16(7)
O(4) 0.0078(6) 0.8087(2) 0.8285(6) 1.24(7)
O(5) 0.5016(6) 0.8211(2) 0.0170(6) 1.12(7)
O(6) 0.9086(6) 0.8343(2) 0.1317(6) 1.31(8)
O(7) 0.1092(7) 0.9172(2) 0.0309(7) 1.38(8)
O(8) 0.5248(7) 0.9133(2) 0.2729(7) 1.55(8)
H2O(9) 0.796(1) 0.0732(3) 0.412(1) 3.3(1)
(OH)(10) 0.3349(9) 0.0188(2) 0.1608(9) 2.9(1)
H(1) 0.19(1) 0.033(4) 0.08(1)
H(2) 0.89(2) 0.052(4) 0.43(3)
H(3) 0.67(2) 0.047(7) 0.39(3)

Note: For hydrogen atoms, only the positional parameters were
refined at the fixed thermal parameters (5 Å2).
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triangles normal to the B–O layer. This is associated
with the fact that pentaborate groups are related by a
gliding plane along the a axis, whereas the equally ori-
ented pentaborate groups are related only by translation
along the c axis. The centers of the large triangular cav-

H2O

b

B5
OH

Ca

c

Fig. 2. Ca[B5O8(OH)] · H2O structure projected onto the yz
plane. Hydrogen bonds are indicated by dashed lines.

Table 4.  Geometric characteristics of hydrogen bonds in the
Ca[B5O8(OH)] · H2O structure

D–H···A D–H, Å H···A, Å D···A, Å DHA
angle, deg

O(10)–H(1)···O(7) 0.87(3) 1.98(3) 2.830(7) 164.4(3)

O(9)–H(2)···O(7) 0.70(3) 3.07(2) 3.245(7) 98.0(4)

O(9)–H(3)···O(10) 0.92(2) 2.03(3) 2.842(7) 145.7(4)

H(2)–O(9)–H(3) = 109.2(5)°
H(2)···H(3) = 1.32(3) Å
ities located in the plane of the B–O layers are occupied
by the nine-vertex Ca polyhedra (hexagonal “bipyra-
mids”) related by the a plane. Six vertices of the latter
polyhedra are located in the same layer, one vertex is
occupied by an H2O molecule, and two opposite verti-
ces form an edge of an isolated B(OH)3 triangle. As a
result, the Ca polyhedra in the gowerite structure are
isolated from each other. The B–Ca–O layers related by
the twofold screw axes 21 are separated by half-transla-
tion along the b axis (16.36 Å) and are linked only by
hydrogen bonds.

In the structures of volkovskite described above
(Fig. 4c) and synthetic calcium borate ë‡[Ç5O8(OH)] ·
ç2é (Fig. 4b), Ca polyhedra in the central layer located
between the polar B–O networks are incorporated into
the columns along the short a axis (~6.5 Å).

In the crystal structures of veatchite Sr2[B5O8(OH)]2 ·
[B(OH)3] · H2O [6] and p-veatchite that has an analo-
gous composition [7], two types of Sr polyhedra (ten-
and eleven-vertex polyhedra whose central Sr atoms
belong to the adjacent polar B–O networks) share edges
to form layers. Each cationic layer consists of six alter-
nating Sr(1) and Sr(2) polyhedra, which form corru-
gated six-membered (in the bc plane of veatchite and ac
plane of p-veatchite) rings (Fig. 4d). In the structures of
these minerals, the B–Sr–B stacks are also linked only
by hydrogen bonds. Analogous layers (with the only
difference that they are composed of only ten-vertex Ba
polyhedra) were found in the Ç‡[B5O8(OH)] · H2O
structure [8], where the configuration of the layers
formed by large Ba cations is virtually identical to that
of the layers in the structures of veatchites (Fig. 4d).

We do not consider here the structure of biringuccite
Na4[B5O8(OH)]2 · 2H2O [9], because in this pentabo-

B(4)

B(2)

B(3)

B(1)

B(5)
Ca

a

b

c

Fig. 3. Boron–oxygen layer of the [ O8(OH)]2– pent-

aborate group in the ë‡[B5O8(OH)] · H2O structure.
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c

a

c

c c

a

c

a

a

B

B

B

B

B

Ca

Ca

Ca

K

Sr

(a)

(b)

(c)

(d)

(e)

Fig. 4. Fragments of the idealized structures of (a) gowerite, (b) ë‡[B5O8(OH)] · H2O, (c) volkovskite, (d) veatchite, and (e) K ana-
log of nasinite. Sections of the polyhedra of large cations are indicated by thick solid and dashed lines. Sections of K polyhedra in
the structures of volkovskite and K analog of nasinite are shown by dotted lines.

a

rate, the configuration of the B–O layers (built by anal-
ogous pentaborate groups) differs from that in
Ç‡[B5O8(OH)] · H2O because of different orientations
of pentaborate groups in the B–O layers. This fact
accounts for both the different symmetry (P21/c in bir-

inguccite and  in synthetic barium borate) and dif-
ferent unit-cell parameters.

P1
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
Like the gowerite structure, the structures of nasin-
ite Na2[B5O8(OH)] · 2H2O [10] and its K analog
K2[B5O8(OH)] · 2H2O [11] consist of nonpolar layers.
However, the additional Na+ (K+) cation (Ca2+ 
2Na+(2K+)) in the structures of nasinite and its K ana-
logue give rise to the formation of the framework com-
posed of the eight-vertex Na polyhedra linked by com-
mon edges (Fig. 4e).
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Table 5.  Crystallographic characteristics of compounds of the pentaborate group

Borate and its crystallochemical formula Sp. gr. Z

Unit-cell parameters (Å, deg)

Referencea
α

b
β

c
γ 

Synthetic Ca[B5O8(OH)] · H2O P21/c 4 6.530 19.613 6.530 Present 
study119.21

Volkovskite {Ca[B5O8(OH)] · H2O}2 ·
{Ca[B5O8(OH)] · H2O}2 · [B(OH)3]2 · KCl

P1 1 6.50 23.96 6.62 [3]

95.68 119.6 90.59

Gowerite Ca[B5O8(OH)] · 3H2O · [B(OH)3] P21/a 4 12.882 16.360 6.558 [5]

121.62

Veatchite Sr2[B5O8(OH)]2 · H2O · [B(OH)3] Aa 4 20.860 11.738 6.652 [6]

92.10

p-Veatchite Sr2[B5O8(OH)]2 · H2O · [B(OH)3] P21 2 6.70 20.80 6.60 [7]

119.15

Synthetic Ba[B5O8(OH)] · H2O P 2 6.785 6.683 10.629 [8]

100.07 91.98 119.46

Biringuccite Na4[B5O8(OH)]2 · 2H2O P21/c 4 11.195 6.561 20.757 [9]

93.89

Nasinite Na2[B5O8(OH)] · 2H2O Pna21 4 12.015 6.518 11.173 [10]

Synthetic K2[B5O8(OH)] · 2H2O Pna21 4 12.566 6.671 11.587 [11]

1

Analysis of the crystal structures of pentaborates
showed that the cationic fragments have different archi-
tecture despite the fact that all the structures have topo-
logically identical B–O layers. Among the pentaborates
considered above, we found structures with isolated
polyhedra formed around large cations (gowerite), col-
umns (synthetic calcium borate described in this paper
and volkovskite), layers (veatchite, p-veatchite, and
synthetic Ba[B5O8(OH)] · H2O), and three-dimensional
frameworks (nasinite and its synthetic K analog).
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Abstract—Characteristics of the structure of single crystals of binary lithium–gadolinium borate Li6GdB3O9
with mixed-type bonding (ionic and covalent) are studied. The system of cleavage planes in Li6GdB3O9 single
crystals is associated with the break of the Gd–O bridging bonds and the longest Li–O bonds in the Li five-
vertex polyhedra. The fracture toughness in the cleavage planes is determined by microindentation. It is shown
that the character of resistance to deformation and fracture toughness are determined by the orientation of the
cleavage planes with respect to the faces where boron–oxygen triangles with directional covalent bonds are
located. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Binary alkali metal and rare earth alkaline borates
are of interest, first of all, because of their spectroscopic
properties and low concentration quenching of the Ln3+

ions, since rare earth ions occupy rather remote mutual
positions in the lattice of these borates [1]. The struc-
ture of complex borates is determined by oxygen poly-
hedra of rare-earth and alkali ions connected by iso-
lated boron–oxygen triangles into a three-dimensional
mixed framework. Li6GdB3O9 (LGBO) single crystals
were considered as a new efficient scintillation material
for detecting thermal neutrons [2–4]. The perspective
of the practical use of LGBO crystals require the study
of their mechanical properties and, in particular, a pos-
sible character fracture of LGBO single crystals under
deformation. There are some studies on the mechanical
characteristics of alkali metal and alkaline-earth
borates with predominant covalent bonding widely
used in nonlinear optics and piezoelectric technology.
Among these borates are lithium triborate LiB3O5 and
lithium tetraborate Li2B4O7 with framework structures
determined mainly by the three-dimensional boron–
oxygen polyanion [5–7] and beta-barium borate
β-BaB2O4 with a layered structure in which boron–oxy-
gen complexes form two-dimensional layers [8]. There
are practically no data on the physicomechanical prop-
erties of complex borates possessing the properties
close to the properties of ionic crystals.

In this work, we studied the crack resistance and
considered the crystallographic characteristics of Czo-
chralski-grown LGBO single crystals.
1063-7745/03/4804- $24.00 © 20563
EXPERIMENTAL

Lithium–gadolinium borate Li6GdB3O9 crystals are
isostructural to lithium–holmium Li6HoB3O9 and lith-
ium–ytterbium Li6YbB3O9 borates [9]. X-ray diffrac-
tion analysis of LGBO crystals was performed on a Sie-
mens P3/PC automated four-circle diffractometer
(MoKα radiation, graphite monochromator, λ =
0.71073 Å, 2θ/θ scan in the angular range 5° < 2θ < 70°;
7094 measured reflections of which 3400 crystallo-
graphically independent reflections (Rint = 3.08%) and
2907 observed reflections with I > 2σ(I). The main
crystallographic data for Li6GdB3O9: Mr = 375.32, T =
290(2) K, monoclinic, sp. gr. P21/c, a = 7.2201(11) Å,
b = 16.495(4) Å, c = 6.6871(11) Å, β = 105.359(12)°,
V = 768.0(2) Å3, Z = 4, F(000) = 676, dcalcd = 3.246 g/cm3,
µ(CuKα) = 8.66 mm–1. The structure was refined using
F2(hkl) and the SHELX-97 program [10] to R = 0.020,
wR2 = 0.051 for observed reflections and R = 0.028,
wR2 = 0.052 for the all independent reflections, and S =
1.002.

The variety of crystallographic motifs in the LGBO
lattice is determined by many structural and chemical
bonds between the atoms (unit cell contains 24 Li ions,
4 Gd ions, and 12 borate ions) and the lowest symmetry
(Fig. 1). Each of the Gd cations is surrounded by eight
O atoms. Four of the six Li atoms, which occupy inde-
pendent positions, are coordinated by five O atoms, and
the two remaining Li atoms are located in tetrahedra.
The Gd and Li polyhedra are cross-linked by the B tri-
angles occupying three independent positions to form a
three-dimensional framework. Two thirds of B triangles

are located in the ( ) plane, and one third, in the

( ) plane. The average interatomic distance in the
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Fig. 1. Structure of an Li6GdB3O9 single crystal. The unit cell is shown. Covalent bonds are indicated by bold and ionic bonds by
thin lines. Bonds formed by Li atoms are not shown. Notation: , Gd; s, O; , B; and , Li.
Gd–O eight-vertex polyhedra equals 2.4093(7) Å, the
distances in the Li tetrahedra range within 1.848(5)–
2.087(6) Å, and those in the Li five-vertex polyhedra
range from 1.887(5) to 2.419(6) Å. A boron atom in the
triangular coordination has an average B–O distance of
1.378(2) Å.

Under mechanical action, LGBO crystals are

readily cleared along the ( ), (010), and (121)
planes. In all cases, the study in an optical microscope
showed almost perfect cleavages. The main plastic and
strength parameters of the cleavages of LGBO single
crystals were studied using the microindentation
method on a PMT-3 device with a standard quadrilat-
eral indentor under a load of 0.5 N. Microhardness is a
complex integral characteristic of a material dependent
on many factors, and, first of all, on the type of crystal
structure, electronic structure, and type bonding. The
microhardness values obtained for different planes

were different (Fig. 2). Indentation of the ( ) face
resulted in the formation of an impression surrounded
by cleavages. Along with radial cracks, a developed
system of lateral cracks parallel to the surface was

102

102
C

observed. The hardness number was  = 480 MPa.
The indentation pattern on the (010) plane is also char-
acterized by radial cracks and a system of almost spher-
ical lateral cracks. The hardness number was lower:

 = 410 MPa. The indentation of the (121) plane
under the same load was accompanied by the appear-
ance of cracks but with no cleavages around the inden-
tation and no lateral cracks. The hardness number in

this plane was much lower:  = 360 MPa.

The quantitative characteristic of crack resistance,
i.e., fracture toughness in cleavage planes, was deter-
mined by the microindentation method. According to

[11], Kc = 0.68k(c/a)–3/2H , MPa m1/2, where a is the
length of the half-diagonal of the indentor, c is the
length of radial cracks caused by indentation, H is the
microhardness, and k is the coefficient equal to 0.035,

0.09, and 0.22 for the ( ), (010), and (121) planes,
respectively. The fracture toughness in the planes under

study was  = 0.41,  = 1.53, and  =
2.7 MPa m1/2.

Hµ
102( )

Hµ
010( )

Hµ
121( )

a

102

Kc
102( )

Kc
010( )

Kc
121( )
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RESULTS AND DISCUSSION

LGBO single crystals are characterized by almost

perfect cleavage along the ( ), (010), and (121)
planes. As is known, cleavage planes are parallel to
atomic layers most weakly bound to each other. A frag-
ment of the LGBO structure with a Gd polyhedron and
B triangles linked by oxygen atoms is shown in Fig. 3.

The B(1) and B(3) triangles are parallel to the ( )

plane, whereas the B(2) triangle is parallel to the ( )

102

102

301

(a)

(b)

(c)

(102)

(010)

(121)

50 µm

(201)

(432)

(101)

(101)

(201)

(432)

Fig. 2. Microphotograph of cracks around the indentation
(P = 0.5 N) on the faces of an Li6GdB3O9 single crystal:

(a) ( ), (b) (010), and (c) (121).102
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B(2)

B(3)

B(1)

Gd

Fig. 3. Fragment of the Li6GdB3O9 structure with bridging
Gd–O bonds shown by dotted lines.

(010)

Li(3b)

Li(5d)

Li(3c)Li(5c)

Li(3a)

Li(5b)

Fig. 4. Li6GdB3O9 structure projected along the (010)
plane. Gd atoms are not shown. The longest bonds in the
Li(3) and Li(5) five-vertex polyhedra are shown by dotted
lines.



566 DOLZHENKOVA et al.
Fig. 5. Part of the Li6GdB3O9 structure projected onto the (010) plane. Bonds formed by Li atoms are not shown. The two-dimen-
sional unit cell projected onto the X, Z plane is shown.

301( )

301( )

102( )

102( )

X

Z

plane. Each of the three groups of B triangles have six
Gd–O bonds. In each of these groups, two oxygen
atoms are bound to the Gd3+ ion. The two remaining
positions are occupied by the groups of B triangles
(B(2) triangles) in which an oxygen atom is a bridge
between the two nearest Gd3+ ions. The cleavage paral-

lel to the ( ) plane is explained by the break of these
bridging Gd–O bonds.

The atomic layers of LGBO crystals located parallel
to the (010) plane are shown in Fig. 4. It is seen that the
crystallobreaks between the atomic layers, i.e., the
longest bonds, break in the Li five-vertex polyhedra:
Li(3)–O = 2.234 and Li(5)–O 2.419 Å at the lowest
resistance to the fracture forces. The projection of the
structure fragment with Gd atoms and their bonds in

this plane is similar to the projection along the ( )
plane: in both cases, the Gd–O bridging bonds break. In

the cleavage along the ( ) plane, the longest bonds
break, as in the case of the (010) plane, or, in other
words, the bonds in the Li(3) and Li(5) five-vertex
polyhedra break. The same pattern was also observed
for the atomic layers parallel to the (121) plane. Thus,

the system of the ( ), (010), and (121) cleavage
planes in LGBO crystals is formed because of the break

102

102

102

102
C

of ionic bonds along the most weakly bound layers
spaced for longest distances.

The character of the crystal resistance to deforma-
tion is determined by the characteristics of the internal
structure: the type of structure and the character of
interatomic distances. The indentation patterns on the
cleavage planes substantially differ and are formed as a
result of both brittle fracture and plastic deformation.
Brittle cleavage is observed around the indentation on

the ( ) plane. The (010) plane is characterized by
plastic deformation followed by the formation of radial
and lateral cracks. In the (121) plane, plastic deforma-
tion predominates. Different patterns are explained by
bonding in the crystal, namely, by the presence of direc-
tional covalent bonds in the B triangles and nondirec-
tional ionic bonds in the Ln and Li polyhedra.

Brittle fracture upon the indentation of the ( )
plane is provided by the orientation of this face contain-
ing boron–oxygen triangles: two thirds of the B trian-

gles are parallel to ( ). Deformation in this plane
propagates along the boron–oxygen layers with the
directional rigid bonds, which causes the high brittle-
ness of the crystal. The Gd–O and Li–O ionic bonds
predominate in the atomic layers that emerge onto the
(010) plane (Fig. 5). Distortions introduced into the lat-

102

102

102
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003



FRACTURE TOUGHNESS AND CRYSTALLOGRAPHIC CHARACTERISTICS 567
tice by indentation are of a plastic nature, because they
propagate predominantly along the nondirectional
ionic bonds. The radial cracks formed upon indentation

propagate along the [ ] and [103] directions corre-

sponding to the emergence of the ( ) and ( )
planes onto this surface. These planes are perpendicular
to the indented face. The cracks are formed only in the
planes passing along boron–oxygen triangles with the
directional covalent bonds, which are the planes of easy
crack propagation. Indentation of the (121) plane did
not result in fracture. In this case, the indented surface
is inclined toward the boron–oxygen layers. In the
cleavage plane under consideration, the resistance to
plastic deformation is minimal.

Substantially different values of microhardness and
fracture toughness in the cleavage planes are deter-
mined by different energies of interatomic bonds in
each plane under study. The highest microhardness val-
ues and, correspondingly, the lowest fracture toughness

values were observed in the ( ) plane parallel to the
boron–oxygen layers. High propensity to brittle failure
is also characteristic of the faces cleaved along the
boron–oxygen layers of the crystals of beta-barium
borate β-BaB2O4 ((0001) face) and lanthanum metabo-

rate LaB3O6 (( ) plane): Kc = 0.38 MPa m1/2 [8, 12].
The hardness number is lower and the fracture tough-
ness is higher on the (010) face perpendicular to the
planes containing directional covalent bonds in LGBO
crystals. The fracture toughness in the (010) plane is
rather high: for example, for the known LiB3O5 lithium
triborate crystals, Kc = 2.0 MPa m1/2 [5]; for lithium tet-
raborate Li2B4O7, Kc = 1.5–2.0 MPa m1/2 [6, 7]; and for
beta-barium borate β-BaB2O4, Kc = 1.5 MPa m1/2 [8].
The lowest microhardness and the highest fracture
toughness are observed in the (121) plane inclined to
the B triangles. The fracture toughness in this plane is
of the same level as in the sapphire (Kc = 2.1 MPa m1/2)
and Al2O3 (Kc = 2.9–3.1 MPa m1/2) single crystals
[13, 14].

CONCLUSIONS

The character of resistance to deformation in LGBO
single crystals is shown to be determined by their crys-
tallographic characteristics: covalent bonding in B tri-
angles and predominantly ionic bonding in lithium–
oxygen and gadolinium–oxygen polyhedra. Being sub-
jected to mechanical action, LGBO single crystals are

cleaved along the ( ), (010), and (121) planes.

201

102 301

102

101

102
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Cleavage occurs because of the break of Gd–O bridging
bonds and the longest bonds in the Li–O five-vertex

polyhedra. The ( ) plane parallel to the boron–oxy-
gen layers shows the propensity to brittle fracture after
deformation and the lowest fracture toughness. In the
(010) and (121) planes parallel and inclined to boron–
oxygen layers (to which mainly the atomic layers with
nondirectional ionic bonds emerge), plastic deforma-
tion prevails and the values of the fracture toughness
are rather high.
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Abstract—The crystal structure of Pr2B5 boride of a new type was established by single-crystal X-ray diffrac-
tion analysis; sp. gr. C2/c, a = 15.1603(4) Å, b = 7.2771(2) Å, c = 7.3137(2) Å, β = 109.607(2)°, 2068 reflec-
tions, RF = 0.041, Rw = 0.055. The Pr2B5 structure is similar to the Gd2B5 structure. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

According to the phase diagram of the Pr–B system,
this system contains three binary compounds. The
~Pr2B5 and PrB4 borides are formed by peritectic reac-
tions at ~2100 and 2350°C, respectively, and the PrB6
boride is formed congruently at 2610°C and has a nar-
row range of homogeneity [1]. It was assumed that the
~Pr2B5 boride has a tetragonal structure (a = 3.81 Å, c =
3.81 Å), and its formation was explained by presence of
carbon impurities [2]. Later, the compound Pr2B5 with
a low-symmetric structure was reported [3]. Com-
pounds with the composition Ln2B5 were also observed
in other systems [1]. Isostructural Gd2B5 [4] and Sm2B5
[5] borides were found to be monoclinic, whereas the
crystal structures of the ~Pr2B5 and ~Nd2B5 borides
remained unknown. Studying the interactions in the Pr–
M–B systems (M are transition metals), we repeatedly
observed the boride of the composition ~Pr2B5, whose
X-ray diffraction pattern was very complicated and did
not correspond to the tetragonal structure with the
parameters indicated in [2]. This discrepancy made us
undertake a new investigation of the crystal structure of
~Pr2B5.

EXPERIMENTAL

Samples containing 50–30 at. % of Pr and 50–70 at. %
of B were melted in an arc furnace (Ar atmosphere)
equipped with a tungsten electrode. Powder X-ray dif-
fraction analysis of the ingots obtained demonstrated
that they consisted of two phases, ~Pr2B5 + Pr. The
ingots were very dense, which did not allow us to sep-
arate small shiny crystallites observed on the ingot frac-
ture. The ingots were stored in glass beakers in air.
After two years of storage, metal praseodymium was
oxidized into a white powder. A sample for further
investigation was selected from the remaining shiny
~Pr2B5 crystallites.
1063-7745/03/4804- $24.00 © 20568
The results of the investigation of the crystal struc-
ture of the Pr2B5 boride are given in Table 1. The atomic
coordinates and thermal parameters are listed in Table 2.
The interatomic distances are presented in Table 3.
Computations were made using the SHELX and CSD
program packages.

Table 1.  Unit-cell parameters and details of X-ray diffrac-
tion study of the Pr2B5 structure

Sp. gr. C2/c

a, Å 15.1603(4)

b, Å 7.2771(2)

c, Å 7.3137(2)

β, deg 109.607(2)

V, Å3 760.08(7)

Number of atoms per unit cell 56

Calculated density, g/cm3 5.8696(5)

Absorption coefficient, cm–3 250.0

Radiation and its wavelength MoKα 0.71073

Refinement mode

Diffractometer Kappa CCD-Nonius

Set of reflections |Fhkl| > 4.00σ(F)

Number of regular point systems 9

Number of independent parameters 31

2θmax, deg 74.05

Number of reflections used 2068

RF; Rw 0.041 0.055

Fhkl
2
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RESULTS AND DISCUSSION

The Pr2B5 structure projected onto the xz plane and
the coordination polyhedra of atoms are shown in
Fig. 1. The coordination polyhedra of boron atoms can
be described as distorted trigonal prisms completed
with three additional boron atoms (B(1), B(2), and B(3)
atoms) located above the tetragonal faces or one addi-
tional boron atom (B(4)). The coordination polyhedron
around the B(5) atom is a distorted [Pr4] tetrahedron
with two additional boron atoms (Fig. 1). Taking into
account the metric characteristics, the Pr2B5 structure
of the new type is closely related to the Gd2B5 structure
(sp. gr. P21/c, a = 7.136 Å, b = 7.159 Å, c = 7.183 Å,
β = 102.68°) [4] and differs from it in that it has a
higher symmetry and one of the unit-cell parameters is
doubled. The Pr2B5 structure can be described as a
packing of distorted Pr8 hexahedra and face-sharing
pairs of deformed B6 trigonal prisms (Fig. 2). The dis-
torted hexahedra are centered with the virtually regular
B6 octahedra. The trigonal prisms are centered with iso-
lated boron atoms. Analogous packings of centered
polyhedra of rare-earth metals (REM) were observed in
the Gd2B5 [4] and Sm2B5 [5] structures.

In the Pr2B5 structure, boron atoms from a frame-
work (Fig. 3) of B6 octahedra linked by pairs of the B(4)
and B(5) atoms, with the shortest distances being
observed between the B(5) atoms (1.54 Å). In the
Gd2B5 structure, no such obvious shortening of the dis-
tances between boron atoms was observed (shortest B–
B distance equals 1.647(4) Å [4]).

All the boride structures in the Pr–B system are
characterized by the formation of B6 octahedra. How-
ever, these polyhedra are linked in different ways. The
PrB6 structure (CaB6 structure type) [6] can be consid-
ered as a packing of B6 octahedra linked in such a way
that eight-membered rings of boron atoms are formed
between these octahedra. Six mutually perpendicular
eight-membered rings form a cuboctahedron centered
with a metal atom (Ca or REM) (Fig. 4a). The CaB6
structure type can be derived from the CsCl structure
type by replacing Cs and Cl ions by Ca atoms and B6
octahedra, respectively. In the PrB4 compound (ThB4
structure type [6]), the B6 octahedra are linked to each
other by isolated boron atoms to form seven-membered
rings (Fig. 4b). The ThB4 structure can also be derived
from the simpler U3Si2 structure type by replacing Si
atoms with B atoms and U(1) atoms in the centers of the
cubes with the B6 octahedra. The framework of boron
atoms (octahedra and seven-membered rings of boron
atoms) are also observed in the Pr2B5 structure (pro-
jected onto the yz plane in Fig. 4c).

Comparison of octahedra in the CaB6, ThB4, and
Pr2B5 structure types shows that the dramatic lowering
of the structure symmetry is slightly reflected in the
geometric parameters of octahedra, and the distances
between boron atoms in the octahedra also vary only
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
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Table 2.  Atomic coordinates and equivalent thermal param-
eters for the Pr2B5 structure

Atom
Coordinates*

, Å2

x/a y/b z/c

Pr(1) 0.11723(3) 0.57111(8) 0.59402(7) 0.41(1)

Pr(2) 0.11720(3) 0.06437(8) 0.72161(7) 0.38(1)

B(1) 0.2527(9) 0.7888(14) 0.831(2) 0.5(2)

B(2) 0.2502(7) 0.921(2) 0.0383(15) 0.5(2)

B(3) 0.1605(7) 0.7518(14) 0.9392(14) 0.3(2)

B(4) 0.7502(8) 0.160(2) 0.411(2) 0.6(2)

B(5) 0.4590(9) 0.255(2) 0.653(2) 0.7(2)

  * All the atoms occupy the regular point systems 8(f) in the sp. gr. C2/c.
** Beq = 1/3[B11a*2 + … + 2B23b*c*bccosα].

Beq
**

Table 3.  Interatomic distances d (Å) in the Pr2B5 structure

Atom d Atom d

Pr(1)–B(1) 2.71(1) Pr(2)–B(1) 2.69(1)

B(3) 2.72(1) B(2) 2.72(1)

B(2) 2.74(1) B(3) 2.72(1)

B(2) 2.77(1) B(3) 2.73(1)

B(1) 2.77(1) B(2) 2.77(1)

B(3) 2.78(1) B(1) 2.79(1)

B(4) 2.81(1) B(5) 2.82(1)

B(5) 2.82(1) 2B(4) 2.85(1)

B(4) 2.84(1) B(5) 2.91(1)

B(5) 2.90(1) B(4) 3.00(1)

B(5) 2.97(1) B(5) 3.21(1)

B(4) 3.02(1) Pr(2) 3.713(1)

Pr(1) 3.509(1) 2Pr(2) 3.775(1)

Pr(2) 3.709(1) B(2)–B(4) 1.78(2)

Pr(2) 3.793(1) B(3) 1.80(2)

2Pr(1) 3.801(1) B(3) 1.81(2)

Pr(2) 3.802(1) B(3)–B(5) 1.71(2)

Pr(2) 3.804(1) B(4)–B(4) 1.84(2)

B(1)–B(3) 1.78(2) B(5)–B(5) 1.54(2)

B(4) 1.80(2)

2B(2) 1.81(2)

B(3) 1.84(2)
3
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Fig. 1. (a) Pr2B5 structure projected onto the xz plane (y coordinates are indicated in the figure) and coordination polyhedra Pr(1),
[B12Pr7]; Pr(2), [B11Pr7]; B(1), [B5Pr4]; B(2), [B5Pr4]; B(3), [B5Pr4]; B(4), [B3Pr4]; B(5), [B2Pr4].
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Fig. 2. Pr2B5 structure as a packing of the Pr8 cubes centered with B6 octahedra and Pr6 trigonal prisms centered with boron atoms.
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Fig. 4. Comparison of the frameworks built by boron atoms in the (a) CaB6, (b) ThB4, and (c) Pr2B5 structures.
slightly. The structure of the PrB6 boride consists of
regular octahedra (the x coordinate of the boron atom
was not determined). In the SmB4 boride isomorphous
to ThB4, the B(1)–4B(3) and B(3)–2B(3) distances are
equal to 1.76 and 1.86 Å, respectively, i.e., an octahe-
dron is slightly flattened in the z direction [7]. In the
Pr2B5 structure, these distances are as follows: B(1)–
2B(2), 1.81 Å; B(1)–2B(3), 1.78 and 1.84 Å; and B(2)–
2B(3), 1.80 and 1.81 Å; i.e., the maximum difference is
0.06 Å. Hence, the difference in the B–B distances is
much smaller than in the SmB4 structure (0.10 Å) [7].

The unit-cell volume per formula unit of the Pr2B5

(95 Å3), Sm2B5 (90.8 Å3), and Gd2B5 (89.5 Å3) borides
linearly decreases with an increase in the proton num-
ber of REM, which may be indicative of the trivalent
state of rare-earth atoms in Ln2B5 compounds.
C
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Crystal Structure and Specific Features of Formation 
of Vibrational Spectra of Pb2GeS4
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Abstract—The structure of Pb2GeS4 single crystals is confirmed and the polarized Raman spectra of these
crystals are recorded. The vibrational spectra was considered in terms of analysis of intramolecular vibrations
of [GeS4] tetrahedral formations, the main structural elements of this compound. © 2003 MAIK “Nauka/Inter-
periodica”.
According to the equilibrium PbS–GeS2 phase dia-
gram, two ternary compounds, PbGeS3 and Pb2GeS4,
are formed in this system [1]. The Pb2GeS4 compound
melts the open maximum at 894 K with, which indi-
cates its stability and the possibility of growing these
crystals from melt. The Pb2GeS4 compound was syn-
thesized either by melting lead sulfide and germanium
disulfide in an equimolar ratio or by directly melting the
elementary components in quartz ampules pumped out
to 0.013 Pa under vibrational mixing. The maximum
heating temperature was 1100 K. The melts were
cooled in a switched-off furnace. The alloys were
homogenized by 200-h-annealing at 830 K.

Pb2GeS4 single crystals were grown by the direc-
tional crystallization method from a Bridgman–Stock-
barger melt in a vertical electric furnace. The velocity
of the crystallization front (0.12–0.18 mm/h) and the
temperature gradient in the crystallization zone (3–
5 K/mm) were optimal for the growth of high-quality
Pb2GeS4 crystals. Under these conditions, we obtained
homogeneous single-crystal boules 16–20 mm in
diameter and 60–70 mm in length.

The crystals grown were identified by X-ray phase
analysis. Indexing of the X-ray diffraction pattern
obtained on a DRON-05 diffractometer (CuKα radia-
tion) and subsequent calculation and the least-squares
refinement of the unit-cell parameters were performed
on a computer. The unit-cell parameters of the mono-
clinic (sp. gr. P21/c) unit cell of Pb2GeS4 (a = 8.01(3) Å,
b = 8.86(4) Å, c = 10.91(3) Å, β = 114.4(4)°; Z = 4)
proved to be close to the those reported in [2]. The main
structural fragments are isolated coordination tetrahe-
dra of germanium atoms [GeS4] (four germanium
atoms per unit cell) located in infinite channels along
the X axis. These channels are formed by ψ-octahedra
of lead atoms [PbS5E], which share the edges (E is a
lone electron pair of lead). Figure 1a shows isolated tet-
rahedra of the structure projected onto the XZ plane.
1063-7745/03/4804- $24.00 © 20573
Figures 1b and 1c show the projection of the structure
onto the bcsinβ plane. The [GeS4] “junctions” are
shown in Fig. 1b; the [PbS5] junctions, in Fig. 1c. Two
such germanium tetrahedra are located in the voids
formed by eight [PbS5] junctions. The interatomic Ge–
S distances range within 2.18–2.22 Å (which is consis-
tent with the sum of the corresponding covalent radii
(1.22 + 1.04 = 2.26 Å)), while the Pb–S distances,
range within 2.28–3.25 Å (which is close to the sum of
the ionic radii of S2– and Pb2+ (1.82 + 1.26 = 3.08 Å)).

Raman spectra were measured in polarized light on
a DFS-24 spectrometer at room temperature. The spec-
tra were excited by the radiation of an He–Ne laser
(wavelength λ = 6328 Å). The polarized Raman spectra
of the Pb2GeS4 crystal are shown in Fig. 2 for all the
components of the scattering tensor.

The frequencies of the Raman-active modes are
summarized in the table. The factor-group analysis of
the normal vibrations of the Pb2GeS4 lattice was per-
formed by the positional symmetry method [3]. The
primitive unit cell contains 84 branches, while the long-
wave phonons are distributed over the irreversible rep-
resentations as follows:

Γ = 21Ag + 21Bg + 21Au + 21Bu.

Consider the formation of the Pb2GeS4 vibrational
spectrum proceeding from analysis of the transforma-
tion of intramolecular vibrations under deformation of
isolated [GeS4] tetrahedra (main structural element) in
a crystal field. The intramolecular vibrations of the reg-
ular tetrahedral [GeS4] molecules not distorted by the
crystal field are decomposed into irreducible represen-
tations of the factor-group Td as follows:

Γ = A1 + E + 2F2.

The A1 representation corresponds to the totally sym-
metric valence vibration ν1. Since the direction of the
displacement of a sulfur atom with respect to the central
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Projections of the Pb2GeS4 structure onto the (a) XZ
and (b, c) bcsinβ planes. Four unit cells are shown with
(a, b) coordination [GeS4] tetrahedra. Infinite channels con-
taining the [GeS4] tetrahedra are formed by (c) ψ-octahedra
[PbS5E] sharing their edges.
germanium atom at rest coincides with the direction of
the Ge–S valence bonds, and, therefore, the ν1 vibration
is of a purely valent nature. Of two triply degenerate
vibrations with the symmetry F2, one, ν3 , is responsible
for the variations in the Ge–S bond lengths and the
other, ν4 , for the variation in the S–Ge–S angles. The
doubly degenerate E-representation describes deforma-
tion vibrations of tetrahedra with the frequency ν2 . For
a free [GeS4] molecule, ν1 = 386, ν2 = 170, ν3 = 417,
and ν1 = 205 cm–1 [4].

Deformation of [GeS4]4– anions in a static crystal-
line field results in the removal of the degeneracy of the
ν2, ν3, and ν4 vibrations, whereas their frequencies are

split into two (ν2   + ) and three (ν3   +

 + ; ν4   +  + ) components. Since the
Pb2GeS4 unit cell contains four translationally non-
equivalent [GeS4]4– anions, each of the modes consid-
ered above also forms a Davydov quartet with the com-
ponents polarized in the Ag, Bg, Au, and Bu geometries.
An individual Davydov quartet is also formed by the
valence vibration of a tetrahedron ν1 . Thus, four
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Fig. 2. Polarized Raman spectra of Pb2GeS4.
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Frequencies (cm–1) of vibrational modes in a Pb2GeS4 crystal

Frequency Ag Bg
IR

vibration type XX YY ZZ XZ YZ YX

Internal 410 410 410 410 411 410

390 390 390 402 402 389

363 363 363 363 360 360 359

ν1 375 375 375 375 374 374

248 248 248 248 253 253 240

225 25 225 225 226 226 215

190 190 190 190 204 204

178 178 178 185 185 184

150 150 1150 150 148 148

External Translational–librational 133

130 130 130 113

118 101 101 120

110 110 110 81 81

103 103 103 103 76 76 103

81 81 81 81 71 70

Translational, Pb2+ 57 55 57 57 61 61

46 46 46 46 58 58 57

41 41 41 52 52 52

39 39 39 39 45 45

33 33 33 33 6 36

27 27 27 25 25

ν3
1

ν3
2

ν3
3

ν4
1

ν4
3

ν4
2

ν2
1

ν2
2

valence modes should be observed in the high-fre-
quency range of the Raman spectrum, which is consis-
tent with the experiment (see Fig. 2). Usually, the inten-
sity of the ν1 mode in the Raman spectra of the tetrahe-
dral molecules is much higher than the intensity of the
ν3 modes. In the IR spectra, the intensity of this mode
is low because of the almost spherical symmetry of the
anion [4]. In the Pb2GeS4 crystal, considerable splitting
of the vibration is associated with strong deformation
of a [GeS4]4– anion by the crystal field, whereas the
intensities of the ν1 and ν3 modes are comparable,
which hinders their identification.

It is assumed that the deformation vibrations in the
[GeSe4] complex are in the frequency range 148–
253 cm–1, while the translational-librational vibrations
are in the range 81–118 cm–1. The range of the Raman
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
spectrum of Pb2GeS4 characterized by the lowest fre-
quency, 25–61 cm–1, is formed by the translational
vibrations of Pb2+ cations with respect to the anion sub-
lattice.
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X-ray Mapping in Heterocyclic Design: 
XI. X-ray Diffraction Study 

of 1-Benzoyl-3-(Pyridin-2-yl)-Thiocarbamide 
and the Product of Its Reaction with Oxidants
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Abstract—The structures of 1-benzoyl-3-(pyridin-2-yl)-thiocarbamide C13H11N3O1S1 (I) and 2-ben-
zoylimino-1,2,4-thiadiazole[2,3-a]pyridine C13H9N3O1S1 (II) are studied by X-ray diffraction. Structures I [a =
5.342(4) Å, b = 20.428(5) Å, c = 11.784(4) Å, β = 90.55(2)°, Z = 4, space group P21/n) and II [a = 6.258(6) Å,
b = 18.068(14) Å, c = 10.185(10) Å, β = 95.45(8)°, Z = 4, space group P21/n) are determined by direct methods
and refined to R1 = 0.0673 and 0.0802, respectively. In structure I, both intramolecular (involving the O atom)
and intermolecular (involving the N and S atoms) hydrogen bonds are observed. The latter bonds are responsi-
ble for the formation of centrosymmetric molecular dimers. In structure II, a short intramolecular contact
(2.168 Å) is observed between the S and O atoms. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION
This study continues our structural investigations of

heterocyclic compounds that are able to enter readily
into various rearrangements, in particular, cyclization
reactions [1–11]. As in our previous studies, we step-
by-step perform the X-ray diffraction analysis of all the
intermediates and final products of multistage cycliza-
tion reactions and rearrangements. Specifically, acy-
lated thiocarbamides are characterized by the multiside
reactivity and serve as interesting objects for such
1063-7745/03/4804- $24.00 © 0576
investigations. This paper reports on the results of the
structural study of 1-benzoyl-3-(pyridin-2-yl)-thiocar-
bamide (C13H11N3O1S1, I) and the product of its reac-
tions with oxidants (halogens, hydrogen peroxide, and
hydroxylamine), namely, 2-benzoylimino-1,2,4-thiadi-
azole[2,3-a]pyridine (C13H9N3O1S1, II). The data on
the crystal structures of I and II are unavailable in the
Cambridge Structural Database (version 04.02) [12].

Compounds I and II were synthesized by schemes 1
and 2, respectively.
N
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Scheme 1.

Scheme 2.
EXPERIMENTAL

The analysis of the reaction mass composition and
the control of the purity of the products were carried out
with a GPC liquid chromatograph [acetonitrile : water =
7 : 3, phosphoric acid to pH = 3, and sodium dodecyl-
sulfate (0.1%) as a mobile phase; Separon C18 as a sta-
tionary phase; column, 150 × 3 mm; grain size, 5 µm;
an LCD 2567 spectrophotometric detector; filter with a
maximum transmission of 254 nm].
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The NMR spectra were recorded on a Gemini-200
spectrometer (field intensity, 1.4 Tl, working frequency,
200.14 MHz for protons). The IR spectra were recorded
on a Perkin-Elmer Spectrum BS spectrophotometer
(KBr pellets). The UV spectra were recorded on a
Specord M40 spectrophotometer. The mass spectra
were obtained on a Finnigan spectrometer using elec-
tron impact ionization (70 eV). The signals in the 1H
and 13C spectra were assigned according to the data
taken from [13–17] and the results of two-dimensional
experiments.

1-Benzoyl-3-(pyridin-2-yl)-thiocarbamide was syn-
thesized according to the procedure described in [18].
1H NMR (δ, ppm, DMSO-d6, TMS as an internal stan-
dard): 7.2 tr (H6), 7.6 m (H13, H14, H15), 7.8 tr (H5),
8.4 d (H7), 8.8 d (H12, H16), 8.9 d (H4), 11.5 s (NH),
13.4 s (NH). 13C NMR (δ, ppm, DMSO-d6, TMS as an
internal standard): 115.3(C4), 120.8 (C6), 128.0 (C13
and C15, or C12 and C16), 128.4 (C12 and C16, or C13
and C15), 131.9 (C11), 132.6 (C14), 137.2 (C4), 147.9
(C7), 151.1 (C3), 168.0 (C10), 177.5 (C1). IR (ν, cm–1):
3281, 3006, 1678, 1552, 1525, 1438, 1341, 1252, 1158,
714. Mass spectrum (intensity expressed as a percent-
age of the strongest peak): 257 (45), 152 (10) 137 (10)
120 (25), 105 (100), 94 (40), 77 (95), 51 (40).

Reaction of I with Bromine

Bromine (0.15 ml, 2.9 × 10–3 mol) was poured in a
solution of I (0.5 g, 1.9 × 10–3 mol) in 1.4-dioxane
(2.5 ml). An orange oily precipitate was formed. The
reaction mass was heated for 5 min, and after cooling,
the precipitate was filtered off, washed with dioxane
(1 ml) and ethanol (1 ml), and dried in air. The precipi-
tate contained 2-benzoylimino-1,2,4-thiadiazole[2,3-
a]pyridine (0.4 g, 77% yield) of the chromatographic
grade (99.9%). 1H NMR (δ, ppm, DMSO-d6, TMS as
an internal standard): 7.37 tr (H6), 7.5 m (H13, H14,
H15), 7.82 d (H4), 8.08 tr (H5), 8.25 d (H12, H16), 9.04
d (H7). 13C NMR (δ, ppm, DMSO-d6, TMS as an inter-
nal standard): 117.0 (C4), 118.6 (C6), 128.4–128.7
(C12–C16), 132.5 (C14), 133.2 (C11), 134.4 (C5),
139.3 (C7), 155.5 (C10), 175.8 and 176.8 (C1 and C3).
IR (ν, cm–1): 3436 s, 1625 w, 1528 s, 1490 s, 1451 s,
1391 s, 1331 s, 765 s, 719 s. Mass spectrum: 255 (90),
178 (50), 152 (15), 136 (25), 105 (100), 77 (80), 51
(25).

Reaction of I with Hydrogen Peroxide

Hydrogen peroxide (5.3 ml, 4.6 × 10–2 mol) was
poured in a solution of I (6 g, 2.3 × 10–2 mol) in 1.4-
dioxane (30 ml). The reaction mass was boiled for
20 min, and after cooling, the precipitate was filtered
off, washed with water, and dried in air. According to
the data of highly efficient liquid chromatography, the
precipitate contained 99.9% II (1.3 g, 21% yield).
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Reaction of I with Hydroxylamine 
in Dimethylformamide

Hydroxylamine hydrochloride (3.6 g, 4.6 × 10–2 mol)
was added to a solution of I (12 g, 4.6 × 10–2 mol) in
dimethylformamide (36 ml), and the mixture was
heated for 10 min. During this period, the initial com-
pound I underwent a complete conversion. The reaction
mass was allowed to stand inside a freezing chamber
for 1 h. The precipitate obtained was filtered off,
washed with water, and dried in air. The precipitate
contained 96% II. After the precipitate was treated with
ethanol (2 × 5 ml) and dried to constant weight (2 g,
16% yield), it acquired the chromatographic grade
(99%).

The experimental intensities of the diffraction
reflections for I and II were collected on a CAD4 four-
circle diffractometer [19] at room temperature (MoKα
radiation, graphite monochromator, ω scan mode). The
unit cell parameters were determined and refined using
25 reflections in the θ range 14.5°–14.8° for I and 7.7°–
9.9° for II. The main experimental parameters and the
crystal data for I and II are summarized in Table 1.

Since the crystals of the compounds studied have
small linear absorption coefficients and small size, the
data were not corrected for absorption. The primary
processing of the experimental data for I and II was
performed with the WinGX98 program package [20].
All further calculations were carried out with the
SHELX97 program package [21]. The crystal struc-
tures were solved by direct methods, and all the non-
hydrogen atoms in both structures were refined in the

Table 1.  Crystal data, data collection, and refinement pa-
rameters for structures I and II

Compound C13H11N3O1S1 (I) C13H9N3O1S1 (II)
Molecular weight 257.31 255.29

Crystal system Monoclinic Monoclinic

Space group P21/n P21/n

a, Å 5.342(4) 6.258(6)

b, Å 20.428(5) 18.068(14)

c, Å 11.784(4) 10.185(14)

β, deg 90.55(2) 95.45(8)

V, Å3 1285.9(11) 1146.4(18)

Z 4 4

ρcalcd, g/cm3 1.329 1.479

µ(MoKα), cm–1 0.243 0.272

Crystal size, mm 0.30 × 0.30 × 0.30 0.35 × 0.35 × 0.10

θmax, deg 25.98 23.96

Number of reflections 
with I ≥ 2σ(I)/number 
of parameters

1261/208 1421/154

R1/wR2 0.0673/0.1466 0.0802/0.1453

∆ρmax/∆ρmin, e/Å3 0.263/–0.222 0.247/–0.277
3
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anisotropic approximation of thermal parameters. In
both compounds, the system of atomic numbering is
the same. Selected interatomic distances, bond angles,
and torsion angles in compounds I and II are listed in
Tables 2, 3, and 4, respectively. The crystallographic
data for both structures are deposited in the Cambridge
Structural Database (deposit nos. 208 798 and 208 799).
The molecular structures of compounds I and II and the
atomic numberings are shown in Figs. 1 and 2, respec-
tively, which were drawn with the PLUTON96 pro-

Table 2.  Selected bond lengths d (Å) in structures I and II

Bond d (I) d (II)

S(1)–C(1) 1.651(4) 1.736(10)

S(1)–N(8) 1.795(9)

S(1)–O(1) 2.167(8)

O(1)–C(10) 1.233(4) 1.297(12)

C(1)–N(2) 1.342(5) 1.318(11)

C(1)–N(9) 1.377(5) 1.356(11)

N(2)–C(3) 1.409(5) 1.375(11)

C(3)–N(8) 1.322(5) 1.307(12)

C(3)–C(4) 1.368(6) 1.413(13)

C(4)–C(5) 1.384(7) 1.344(14)

C(5)–C(6) 1.335(7) 1.352(14)

C(6)–C(7) 1.345(8) 1.338(13)

C(7)–N(8) 1.337(6) 1.339(11)

N(9)–C(10) 1.373(5) 1.317(12)

C(10)–C(11) 1.468(6) 1.498(13)
C

gram [22]. The intramolecular and intermolecular con-
tacts involving hydrogen atoms in structures I and II
calculated using the PARST95 program [23] are listed
in Tables 5 and 6, respectively.

RESULTS AND DISCUSSION

In molecule I, the A [C(3)···N(8)] and B [C(11)···
C(16)] six-membered rings are planar within 0.006(4)
and 0.003(3) Å, respectively, and form a dihedral
angle  of 32.5(2)°. In I, the S(1)···H(4), O(1)···H(2),
and  O(1)···H(12) intramolecular contacts are observed
(Table 5). The first two of these contacts are
responsible       for the flattening of the
O(1)C(10)N(9)C(1)S(1)N(2)[C(3) … N(8)] fragment,
which is planar within 0.094(3) Å. The planarity is also
indicated by the torsion angles about the bonds
involved in this molecular fragment (Table 4). The tor-
sion angle about the C(10)–C(11) bond [–23.6(6)° and
–29.7(6)°] is determined by the O(1)···H(12) van der
Waals interaction, and the O(1)···H(12) contact is com-
parable in length with the S(1)···H(4) contact (Table 5).
The intermolecular N(9)–H(9)···S(1) contacts link mol-
ecules I into centrosymmetric dimers (Fig. 1, Table 5).
Molecules of 1-benzoyl-3-R-2-yl-thiocarbamides,
where R = 4,5-(Me)2Ph [24], R = n-Pr [25], R =
p-PhNO2 [26], and R = p-PhOMe [27], have similar
dimeric structures.

In I, the positions of the sulfur atom and the pyridyl
substituent with respect to the C(1)–N(2) bond corre-
spond to the synperiplanar conformation [if C(1)–N(2)
is considered an ordinary bond; if this bond is treated as
a multiple bond, the configuration of the fragment is Z].
S(1)

C(4)
C(5)

C(6)

C(7)N(8)
N(2)

C(3)C(1)

N(9)

C(10)
C(11)

C(12)
C(13)C(14)

C(15)
C(16) O(1)

Fig. 1. Molecular structure, atomic numbering, and the formation of centrosymmetric dimeric fragments in compound I.
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In all the N-aryl-N'-(2-pyridyl)thiocarbamides studied
earlier, the positions of the sulfur atom and the pyridyl
fragment correspond to the antiperiplanar conforma-
tion (or the E configuration) [28–31], which is due to
the intramolecular N–H···N hydrogen bond involving
the pyridine nitrogen. In I, the N–H···O hydrogen bond
contains the carbonyl oxygen and the pyridine nitrogen
is not involved in hydrogen bonding. The pyridine frag-
ment is rotated in such a way that the nitrogen atom is
removed from the sulfur atom, whereas the S(1) and
H(4) atoms are brought close to each other. Judging
from the large shift of the H(4) signal toward the low-
field region, this configuration remains in the solution
(see also [15]). The signals of the hydrogen atoms in the
1H NMR spectrum (DMSO) remain unchanged in the
temperature range 20–50°C. However, at room temper-
ature, the signals of the carbon atoms, particularly of
the pyridine carbons, in the 13C NMR spectrum
broaden, which is indirect evidence of rather rapid rota-
tion about the N(2)–C(3) bond.

In contrast, the antiperiplanar arrangement of the
substituents about the other amide bond, C(1)–N(9), is
common for N-benzoyl-N'-arylthiocarbamides [24, 26,
27]. This can in part be attributed to the favorable con-
ditions for the intramolecular N(2)–H(2)···O(1) hydro-
gen bond. In the case where the methyl group substi-
tutes for the H atom at N(2) [32], the
O(1)C(10)N(9)C(1)N(2)S(1) structural fragment
becomes nonplanar.

Pyridine substituted thiocarbamides are of interest
as complexing agents and biologically active com-
pounds (for example, inhibitors of the reverse tran-
scriptase of the human immunodeficiency virus [33]).
A large number of various compounds of halogens with
pyridines [34], thiocarbamides [35], and, to a lesser
degree, amides [36] are known. However, all attempts
to prepare halide compounds with benzoylthiocarbam-
ide I resulted in the same product, namely, thiadiazole
II. Even for the reaction of I with a very soft oxidant
(iodine), the UV spectrum of the reaction mass, which
was prepared by mixing diluted dichloroethane solu-
tions, contains no bands of molecular iodine or its com-
pound with benzoylthiocarbamide. The spectrum of
thiadiazole II hydroiodide is recorded immediately
after the mixing. Stronger oxidants (bromine or hydro-
gen peroxide) act in a similar manner. The reaction of I
with a weaker oxidant (hydroxylamine) takes a more
intricate path, and the structure of its products other
than II will be reported elsewhere.

In molecule II, similar to I, the six-membered A
[C(3)···N(8)] and B [C(11)···C(16)] rings are planar
within 0.004(7) and 0.014(7) Å, respectively. The five-
membered heteroring C [S(1)C(1)N(2)C(3)N(8)],
which is formed by the reaction shown in scheme 2, is
also planar within 0.006(5) Å. The A–B and A–C dihe-
dral angles are 4.9(6)° and 0.8(6)°, respectively.

In the course of the reaction (scheme 2), molecule I
undergoes the following transformations: the detach-
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ment of two hydrogen atoms [H(2) and H(9)] followed
by bond-type redistribution results in the rotation of the
pyridine ring A about the N(2)–C(3) bond by approxi-
mately 180°. This can lead to the formation of the S(1)–
N(8) chemical bond and the closing of the five-mem-
bered heteroring C in compound II. The resultant nine-
membered bicycle (AC) is planar within 0.010(7) Å. In
addition to the pyridine rotation, the rotation of the ben-
zoyl fragment [O(1)C(10)···C(16)] about the C(1)–N(9)
bond occurs in the course of the reaction. As a result of
this rotation, the S(1) and O(1) atoms closely approach
each other (2.168 Å) and this short intramolecular con-
tact is governed by the σ interaction between the non-
bonding orbital of the O(1) atom and the p and d orbit-

C(13) C(12)

C(14)

C(15) C(16)

C(11) C(10)

O(1)

N(9)
C(1)

S(1)

N(2)

C(3)

C(4)

C(5)

C(6)

C(7)

N(8)

Fig. 2. Molecular structure and atomic numbering in com-
pound II.

Table 3.  Selected bond angles ω (deg) in structures I and II

Angle ω (I) ω (II)

C(1)–S(1)–N(8) 86.5(5)

C(1)–S(1)–O(1) 79.2(4)

N(8)–S(1)–O(1) 165.7(4)

C(10)–O(1)–S(1) 104.0(7)

N(2)–C(1)–N(9) 113.8(4) 120.9(9)

N(2)–C(1)–S(1) 126.2(3) 116.2(7)

N(9)–C(1)–S(1) 119.9(3) 122.9(9)

C(1)–N(2)–C(3) 132.8(4) 109.8(8)

N(8)–C(3)–N(2) 110.0(4) 117.2(10)

N(8)–C(3)–C(4) 122.7(4) 117.6(10)

N(2)–C(3)–C(4) 127.3(4) 125.2(10)

C(5)–C(4)–C(3) 117.6(5) 118.0(10)

C(4)–C(5)–C(6) 120.4(6) 121.2(11)

C(7)–C(6)–C(5) 118.0(6) 120.7(11)

N(8)–C(7)–C(6) 124.3(6) 117.6(10)

C(3)–N(8)–C(7) 116.9(5) 124.9(10)

C(3)–N(8)–S(1) 110.4(7)

C(7)–N(8)–S(1) 124.7(8)

C(10)–N(9)–C(1) 129.9(4) 111.0(9)

O(1)–C(10)–N(9) 120.7(4) 122.6(10)

O(1)–C(10)–C(11) 121.3(4) 118.3(10)

N(9)–C(10)–C(11) 117.9(3) 118.9(10)
3



580 RYBAKOV et al.
als of S(1). An analogous interaction and its association
with spectral and chemical properties of the corre-
sponding compounds were described in detail in [37].
A similar structure of the molecular fragment was
reported in [38].

A remarkable feature of molecule II is that the for-
mally double bonds N(2)–C(3) and C(1)–N(9) are
longer than the formally ordinary adjacent bonds C(1)–
N(2) and N(9)–C(10). Taking into account that the car-
bonyl O(1)–C(10) bond length is substantially larger

Table 4.  Selected torsion angles ϕ (deg) in structures I and II

Angle ϕ (I) ϕ (II)

N(9)–C(1)–N(2)–C(3) 178.1(4) 179.0(8)

N(2)–C(3)–C(4)–C(5) –179.3(5) –179.8(9)

C(1)–N(9)–C(10)–C(11) –176.4(4) –178.3(8)

N(9)–C(10)–C(11)–C(12) 154.5(4) 178.3(1.0)

O(1)–C(10)–C(11)–C(16) 152.1(4) 179.1(9)

C(1)–N(2)–C(3)–N(8) 178.2(4) –1.2(1.1)

C(1)–N(2)–C(3)–C(4) –1.1(7) 178.7(9)

S(1)–C(1)–N(9)–C(10) 173.9(3) –4.5(1.2)

N(2)–C(1)–N(9)–C(10) –4.4(6) 177.9(9)

N(2)–C(3)–N(8)–C(7) 179.4(5) –179.8(8)

C(10)–C(11)–C(12)–C(13) 176.4(4) –177.5(1.0)

C(10)–C(11)–C(16)–C(15) –175.8(4) 178.0(9)

S(1)–C(1)–N(2)–C(3) 0.0(7) 1.2(1.0)

N(8)–C(3)–C(4)–C(5) 1.5(7) 0.2(1.3)

C(3)–C(4)–C(5)–C(6) –1.3(9) –0.1(1.6)

C(4)–C(5)–C(6)–C(7) 0.9(0.9) –0.3(1.8)

C(5)–C(6)–C(7)–N(8) –0.8(1.1) 0.6(1.6)

C(4)–C(3)–N(8)–C(7) –1.3(8) 0.2(1.4)

C(6)–C(7)–N(8)–C(3) 0.9(1.0) –0.6(1.5)

C(1)–N(9)–C(10)–O(1) 1.8(7) 6.2(1.4)

O(1)–C(10)–C(11)–C(12) –23.6(6) –6.1(1.4)

N(9)–C(10)–C(11)–C(16) –29.7(6) 3.6(1.4)
C

than its normal value (1.22 Å), the structure of II is
more correctly represented by the following combina-
tion of resonance structures:

This structure of the molecules is apparently respon-
sible for the high stability of compound II (high-melt-
ing crystalline compound able to sublimate under vac-
uum) as compared to other 2-amino-1,2,4-thiadiaz-
ole[2,3-a]pyridine derivatives, which are considered to
be unstable under normal conditions [39, 40].

The cyclization leads to the following pronounced
changes in the NMR spectra: the signal of the proton at
C(4) shifts to the high-field region (by 1 ppm), and the
signals of all other protons of the pyridine ring and
ortho protons of the benzene ring shift to the low-field
region (by 0.2–0.6 ppm); the signal of the C(10) carbon
atom shifts to the high-field region (by ~14–15 ppm),
and the signal of the C(3) carbon atom shifts to the low-
field region (by 13 ppm). The positions of other carbon
atoms change to a lesser degree. The IR spectra of I and
II differ significantly. Indeed, in the spectrum of II, no
bands of the NH vibrations appear in the range 3000–
3300 cm–1; the range of the carbonyl group vibrations
(1600–1700 cm–1) contains only a weak band at
1627 cm–1, whereas in the spectrum of benzoylthiocar-
bamide I, a strong band is observed at 1678 cm–1. Other
changes in the IR spectra are less evident and require
detailed analysis of the force field. In the mass spectra
of both compounds, intense signals of molecular ions
are observed. However, the routes of fragmentation
under the electron impact are essentially different. For
benzoylthiocarbamide I, the most probable (if not the
only) route consists in the detachment of the benzoyl
fragment from the molecular ion followed by the

NS

N
N

O

NS

N
N

O–

+

Table 5.  Parameters of interatomic contacts* in structure I

D–H d(D–H) d(D…A) d(H…A) ωDHA A (Symmetry operation)

N(2)–H(2) 0.95(4) 2.591(5) 1.77(4) 144(4) O(1) [x; y; z]

C(4)–H(4) 0.91(5) 3.214(5) 2.56(5) 129(4) S(1) [x; y; z]

C(12)–H(12) 0.92(5) 2.809(6) 2.55(5) 96(3) O(1) [x; y; z]

N(9)–H(9) 0.79(4) 3.581(4) 2.81(4) 168(4) S(1) [–x; –y; –z]

C(16)–H(16) 0.97(4) 3.394(5) 2.87(3) 115(2) S(1) [–x; –y; –z]

C(12)–H(12) 0.92(5) 3.428(6) 2.57(5) 154(4) O(1) [–x; –y; 1–z]

C(13)–H(13) 0.98(5) 3.677(7) 2.75(5) 157(4) N(8) [–x; –y; 1–z]

C(13)–H(13) 0.98(5) 3.367(6) 2.87(5) 112(3) O(1) [–x–1; –y; 1–z]

* D is a donor, A is an acceptor, and H is a hydrogen atom; the d distances and ω angles are given in Å and degrees, respectively.
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Table 6.  Parameters of interatomic contacts* in structure II

D–H d(D–H) d(D…A) d(H…A) ωDHA A (Symmetry operation)

C(12)–H(12) 0.93(1) 2.82(1) 2.492(7) 100.7(7) O(1) [x; y; z]

C(16)–H(16) 0.93(1) 2.80(1) 2.494(8) 99.5(7) N(9) [x; y; z]

C(4)–H(4) 0.93(1) 3.48(1) 2.633(8) 150.9(7) N(2) [1 – x; –y; –z]

C(7)–H(7) 0.93(1) 3.41(1) 2.521(8) 159.1(7) O(1) [–x; –y; 1 – z]

C(7)–H(7) 0.93(1) 3.36(1) 2.902(8) 111.9(7) N(2) [x – 1; y; z]

C(14)–H(14) 0.93(1) 3.37(1) 2.577(9) 143.1(7) N(9) [1/2 + x; 1/2 – y; 1/2 + z]

C(15)–H(15) 0.93(1) 3.32(1) 2.969(7) 103.7(6) O(1) [1 + x; y; z]

* D is a donor, A is an acceptor, and H is a hydrogen atom; the d distances and ω angles are given in Å and deg, respectively.
detachment of the sulfur atom and, finally, the forma-
tion of the aminopyridine ion. Although the peak of
C6H5 is very strong (m/e = 77), the signal of the residual
particle is not observed. Unlike this spectrum, the spec-
trum of thiadiazolepyridine II exhibits a strong peak
(m/e = 178) corresponding to the residual particle,
which is formed after the phenyl detachment, whereas
the aminopyridine peak is absent. These differences in
the NMR, IR, and mass spectra emphasize the exist-
ence of an extended strongly conjugated π system in the
molecule of 2-benzoylimino-1,2,4-thiadiazole[2,3-
a]pyridine (II).
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New Rubidium Pentaborate Rb[B5O7(OH)2] · 0.5H2O 
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Abstract—A new rubidium pentaborate is synthesized under hydrothermal conditions. Its crystal structure is
studied by the heavy-atom method without any a priori knowledge of chemical formula. The chemical formula

is Rb[B5O6(OH)4] · 0.5H2O, sp. gr. , lattice parameters a = 7.679(4) Å, b = 9.253(6) Å, c = 12.053(9) Å,
α = 98.55(5)°, β = 106.80(5)°, γ = 91.71°, R = 0.0573, Rw = 0.0638, S = 1.07. The anionic part of the structure
consists of a chain of fundamental building blocks 5:[4∆ + 1T] built by four B triangles bound to one B tetra-
hedron, which are common to Na, K, Rb, and Cs pentaborates. This new pentaborate is closely related to the
mineral larderellite (NH4)[B5O6(OH)4] · H2O but possesses an original structure, which manifests itself in the
different morphology of the new pentaborate and the absence of perfect cleavage. The Dornberger-Schiff OD
theory allows one to describe in detail the structural relationships, predict possible hypothetical structures, and
write the OD groupoid. © 2003 MAIK “Nauka/Interperiodica”.

P1
INTRODUCTION

Among all the natural and synthetic alkali metal
pentaborates, more than ten phases have been studied
structurally. The majority of the pentaborate structures
are based on a pentaborate block consisting of four tri-
angles and one tetrahedron, 5:[4∆ + 1T]. All the known
structures containing such blocks were considered
within the framework of the OD theory [1, 2]. It is
remarkable that all the compounds with the largest

alkali metal cations Rb+ and Cs+ and an  cation
include this block. The nonlinear optical properties in
the UV range are well studied for a K[B5O6(OH)4] ·
2H2O crystal, which increases the interest in the search
for new promising alkali metal pentaborates and the
study of their structure and crystal chemistry.

EXPERIMENTAL

Single crystals of a new rubidium pentaborate were
synthesized in 5–6-cm3 standard autoclaves under
hydrothermal conditions in order to study the phase for-
mation in the Ga2O3–Rb2O–P2O5–B2O3–ç2é system.
We used Teflon protective coating. The synthesis
parameters were P ~ 70 atm and t = 270–280°C. The
lower temperature limit was set by the kinetics of the
hydrothermal reactions; the upper one, by the possibil-
ities provided by the growth apparatus. The duration of
the experiments (18–20 days) was selected proceeding

NH4
+

1063-7745/03/4804- $24.00 © 20583
from the calculation of the complete proceeding of the
reaction. The filling coefficient of the autoclave was
selected so as to provide a constant pressure. At the
weight ratio Rb2O : B2O3 = 1 : 2, we synthesized
0.05-mm colorless, transparent, and mainly isometric
crystals with a prismatic habit.

The test for the second-harmonic generation per-
formed with the aid of a pulsed YAG : Nd laser accord-
ing to the reflection scheme described elsewhere [3]
showed that the crystal structure of the new borate had
a center of inversion. The powder diffraction pattern
(Co radiation, 40 kV, 30 mA) had no analogues in the
PDF database, which confirmed that the compound
synthesized was really new. In order to determine its
composition, we performed a qualitative X-ray spectral
analysis in a CAMSCAN 4DV scanning electron micro-
scope with a LINK energy-dispersive attachment at the
Department of Petrography of the Faculty of Geology at
Moscow State University. The analysis showed the pres-
ence in the sample only of Rb atoms, which confirmed
once again that we synthesized a new borate.

Using the Syntex  diffractometer, we studied a
0.075 × 0.1 × 0.15-mm prismatic crystal and deter-
mined the parameters of its triclinic unit cell, which has
no analogues among the known alkali metal borates.
The unit-cell parameters were refined over
15 reflections, and the data set for the crystallographi-
cally independent region of the reciprocal space was
obtained (3690 reflections altogether). Processing of
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the Ihkl intensities and their conversion to  was per-
formed using the PROFIT program [4], with all the
other computations being performed using the CSD
complex of programs. At first, the structure was solved
by the heavy-atom method in the sp. gr. P1. Analyzing
the Patterson function, we determined the coordinates
of four Rb atoms occupying the general positions, of
which only two were confirmed in the course of further
study. Using the electron-density syntheses, four peaks
were first identified with water molecules. The LS
refinement of their positional and thermal parameters
confirmed that two of these positions are occupied by
Rb atoms. Using the difference electron-density syn-
theses and the interatomic distances, we managed to
localize the oxygen, alkali metal, and boron atoms, as
well as the missing oxygen atoms. Then, centers of
inversion were found, and the coordinates of half of the
found atoms, i.e., independent basis atoms (2 Rb, 18 O,
10 B, and 1 H2O) of the structure model described by
the formula Rb[B5O9] · 0.5H2O, were recalculated with
respect to a new origin of coordinates. It should be
emphasized that all the atoms are located in general
positions. In order to maintain the electrostatic balance

Fhkl
2

Table 1.  Crystallographic data and characteristics of the ex-
periment for Rb[B5O7(OH)2] · 0.5H2O

Sp. gr., Z P , 4

a, Å 7.679(4)

b, Å 9.253(6)

c, Å 12.053(9)

α, deg 98.55(5)

β, deg 106.80(5)

γ, deg 91.71(5)

V, Å3 808(2)

F(000) 564

ρcalcd, g/cm3 2.420(6)

µMo, cm–1 65.02

Radiation, λ MoKα 0.71069

Scanning mode θ–2θ
Scanning rate, deg/min 4–12 

Mode of refinement Fhkl

Observed Fhkl Fhkl > 6.00σ(Fhkl)

Weighting scheme, w 1/[σ(F)2 + 0.003F2]

Number of atomic positions 37

Number of parameters
to be refined

304

2ωmax, deg; sinθ/λmax, Å–1 90.20, 0.997

Number of reflections used
in refinement

2645

R, Rw 0.0573, 0.0638

S 1.070

1

C

of the formula, two O atoms should be attributed to OH
groups. Analysis of the shared oxygen vertices of B
polyhedra (which reflect the balance of valence
strengths) allowed us to reveal OH groups [O(2), O(5),
O(16), and O(17) atoms]. The structure was refined by
the LS method with due regard for anomalous scatter-
ing of the Mo radiation in the anisotropic approxima-
tion of thermal vibrations of non-hydrogen atoms.
Absorption was corrected using the DIFABS program
for a crystal of an arbitrary shape [5].

The zeroth electron-density synthesis allowed us to
identify four peaks located at distances ~0.76–1.06 Å
from the O atoms of hydroxyl groups with hydrogen
atoms H(1)–(4). In a similar way, two peaks located at
distances of ~0.91–1.05 Å from the éw atom of the
water molecule were identified with Hw(1) and Hw(2)
atoms. The refinement of the positional parameters
showed the displacement of H atoms toward O atoms;
therefore, the coordinates obtained from the syntheses
were fixed, so that we refined only the isotropic thermal
parameters. The crystallographic data and characteris-
tics of the experiment are indicated in Table 1; the coor-
dinates and thermal parameters of atoms are given in
Table 2. The geometry of hydrogen bonds is indicated
in Table 3.

RESULTS AND DISCUSSION
In the crystal structure Rb[B5O7(OH)2] · 0.5H2O (I),

the Rb(1) and Rb(2) atoms are characterized by high
coordination numbers (c.n. = 9) typical of alkali metals
with large ionic radii and large irregular polyhedra. The
Rb(1)–O distances range from 2.756(10) to 3.482(8) Å,
with the average distance being 3.085 Å; the Rb(2)–O
distances range from 2.927(10) to 3.381(10) Å, with
the average distance being 3.188 Å. The B(1) and B(2)
atoms have tetrahedral coordination, and the B(3)–
B(10) atoms, triangular coordination with typical inter-
atomic distances (1.465–1.503 and 1.332–1.409 Å,
respectively). The tetrahedra and triangles are com-
bined to form a pentablock in which two mutually per-
pendicular edges of the central tetrahedron are con-
nected with pairs of sharing-vertex triangles. The
blocks form a corrugated chain similar to the chain in
the mineral larderellite (NH4)[B5O7(OH)2] · H2O (II)
[6]. The new synthetic rubidium pentaborate and lar-
derellite are described by almost identical formulas that
differ by only 0.5 H2O. The structures of these two
compounds are also closely related. Comparing the
unit-cell parameters of the new triclinic pentaborate and
monoclinic larderellite (sp. gr. P21/c, a = 9.470(10) Å,
b = 7.630(1) Å, c = 11.650(10) Å, β = 97.1(2)°), we
assumed that their metrics are also very close if one
changes a to b in the new pentaborate (Table 1). How-
ever, thorough analysis of the structures did not confirm
this assumption. Both structures (II and I) have typical
larderellite chains along the b axes. In other words, the
axes selected in the structure determinations are crys-
tallochemically identical, but the unit cells are mutually
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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distorted: the a axis is “compressed,” whereas the b axis
is elongated in structure I in comparison with these
axes in structure II. The consideration of structure II
[1] with the invocation of the symmetry approach used
in the Dornberger-Schiff theory [7] showed that the
chains are formed by pentablocks 5 : [4∆ + 1T] with the

partial symmetry (pseudosymmetry)  by the “con-
densation” of the apical O atoms and their multiplica-
tion along b by the 21 axes of the space group of the
mineral. The chains alternate along the c axis because
of their multiplication by centers of inversion. The
chains in triclinic compound I have the pseudosymme-
try 21 (partial symmetry operation according to the
Dornberger-Schiff terminology [7]) and the same law
of symmetry multiplication.

The main difference between the two structures
reduces to the chain alternation along the c axis com-
mon to both structures (Figs. 1, 2). The pairs of chains
L(1), L(2) in both structures are the same, whereas the
pairs of chains L(2), L(3) are different. The analysis of
the pseudosymmetry of structure II showed that it has
a pseudotranslation C violated only by water mole-
cules. Thus, the anionic pairs of the structure and the
positions of ammonium ions obey the symmetry of the

pseudosupergroup C2/c ( ) in the setting used (with

respect to the true group P21/c ( )). The manifesta-
tion of pseudosymmetry is associated with the pseudo-
symmetry of the block corresponding to the group

: in the ac projection (Fig. 2b), pseudoaxes 2 of
the block alternate with the axes 21 along a in the L(1),
L(2) layers as in the sp. gr. C2/c. The pseudosupergroup
has two systems of centers of inversion. The existence
of the pseudocenter of inversion 1/4 1/4 0 allows one to
locate the second larderellite L(2) chain of the L(1),
L(2) pair along the c axis in structure II by two different
ways: by multiplying the first chain by the system of
centers of inversion inherent in structure II or by mul-
tipliying the chain by the second system of pseudo-
centers of inversion displaced along the a and b axes by
1/4. Arrows in Figs. 3a and 3b indicate the displace-
ments of the L(3) chain with respect to the L(2) chain in
structure II (~1/4 along a and b); as a result, a new pair
of chains L(2), L(3) from structure II exactly corre-
sponds to the pair L(2), L(3) of structure I.

Thus, in structure II, all pairs of chains along the c
axis are equivalent, whereas in structure I, there are
pairs chains of two types. The b parameter along the
chain in structure I is somewhat elongated, whereas the
parameter a is somewhat compressed, which can be
explained by structure deformation because of the nec-
essary transformation of the pseudoelement into a true
symmetry element. Figures 3a and 3b show the projec-
tions of the new triclinic unit cell corresponding to the
projections of the triclinic unit cell of structure I. Now,
angle α is not equal to 90° as in structure II but is rather
close to angle α in structure I; the angle β is close to the

42m

C2h
6

C2h
5

42m
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angle β in structure I and exceeds the angle α. Thus,
one can imagine a structure in which all the pairs of lay-
ers would correspond to the variant of the location of
the L(2), L(3) pair in structure I. Such a structure (III)
is shown in Fig. 3c. It is also triclinic, with the unit-cell
parameters being close to those of compound I. In the

Table 2.  Coordinates of basis atoms and the parameters of their
thermal vibrations Beq/Biso in the Rb[B5O7(OH)2] · 0.5H2O
structure. Beq = 1/3[B11a*2a2 + … + 2B23b*c*bccosα]

Atom x/a y/b z/c Beq/Biso

Rb(1) 0.4893(1) 0.0488(1) 0.25701(7) 2.14(2)
Rb(2)  –0.0946(1) 0.7195(1) 0.20986(7) 2.63(3)
O(1)  –0.0930(1) 0.1522(6) 0.0198(4) 1.4(1)
O(2)  –0.3031(8) 0.9506(6)  –0.0244(4) 1.9(1)
O(3) 0.1145(7) 0.3522(6) 0.0515(4) 1.4(1)
O(4) 0.2958(7) 0.5395(6) 0.0227(4) 1.6(1)
O(5) 0.4785(7) 0.7299(6)  –0.0094(5) 1.6(1)
O(6)  –0.1544(7) 0.0505(6) 0.1759(4) 1.4(1)
O(7) 0.0934(7) 0.2418(6) 0.2164(4) 1.6(1)
O(8) 0.2567(7) 0.5454(6) 0.2127(4) 1.4(1)
O(9) 0.4789(7) 0.7168(6) 0.1833(4) 1.3(1)
O(10) 0.1249(7) 0.0419(6) 0.3259(4) 1.3(1)
O(11)  –0.0782(7) 0.2325(6) 0.3527(4) 1.4(1)
O(12)  –0.4522(7) 0.6059(6) 0.3566(4) 1.4(1)
O(13) 0.3234(7) 0.7887(6) 0.3250(4) 1.4(1)
O(14) 0.2951(7)  –0.0517(6) 0.4950(5) 1.4(1)
O(15) 0.1171(7) 0.1458(6) 0.5185(4) 1.3(1)
O(16)  –0.0528(7) 0.3430(6) 0.5511(5) 1.6(1)
O(17)  –0.2908(7) 0.5744(6) 0.5472(4) 1.5(1)
O(18)  –0.5070(7) 0.7587(6) 0.5210(4) 1.3(1)
Ow 0.6428(13) 0.3685(10) 0.2334(6) 5.9(3)
B(1)  –0.0036(11) 0.1406(10) 0.2658(7) 1.4(2)
B(2) 0.4028(12) 0.6623(9) 0.2680(7) 1.4(2)
B(3)  –0.1841(11) 0.0518(9) 0.0600(7) 1.2(2)
B(4) 0.0415(11) 0.2492(9) 0.1004(7) 1.1(2)
B(5) 0.2252(11) 0.4797(9) 0.0999(7) 1.0(2)
B(6) 0.4188(11) 0.6635(9) 0.0656(7) 1.2(2)
B(7) 0.1773(11) 0.0440(9) 0.4418(7) 1.1(2)
B(8)  –0.0059(11) 0.2440(8) 0.4712(6) 0.9(2)
B(9)  –0.4190(11) 0.6449(10) 0.4732(7) 1.2(2)
B(10) 0.3648(11) 0.8277(9) 0.4411(7) 1.2(2)
H(1) 0.36880 0.10080 0.01010 2.5(1)
H(2) 0.56220 0.30410 0.10160 2.5(1)
H(3) 0.85550 0.38510 0.54520 2.5(1)
H(4) 0.26550 0.36190 0.39300 2.5(1)
Hw(1) 0.73140 0.43360 0.22920 2.5(1)
Hw(2) 0.71870 0.29800 0.28690 2.5(1)
3
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Fig. 1. Crystal structure I: (a) bc projection, (b) ac projection showing the system of hydrogen bonds. One can see B polyhedra; Rb
atoms are depicted by filled circles, oxygen atoms of water molecules Ow are shown by large open circles, and hydrogen atoms, by
small open circles. For H atoms, bond lengths are indicated. Hereafter, the letters L(1), L(2), L(3) indicate the layers along the c axis.
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1/4 1/4

1/4
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Fig. 2. Crystal structure II projected onto the (a) bc and (b) ac planes. One can see B polyhedra; N atoms are depicted by filled
circles, and oxygen atoms of water molecules Ow are indicated by light circles; one can also see the symmetry elements of the group
and pseudocenters of inversion.
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L(3)
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c

(b)

Fig. 3. Construction from structure II of the structure equivalent to I: (a) bc projection, (b) ac projection, (c) hypothetical structure III
projected onto the ac plane.
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Fig. 3. (Contd.)
Dornberger-Schiff notation, structures II and III are
MDO polytypes and are characterized by the maximum
order; i.e., all the pairs, triads, and other combinations
of building units (layers or chains) are equivalent.
Structure I is the so-called periodic structure with two
types of chain pairs. One can also imagine structures
with a more diverse alternation of chains and a corre-
sponding increase of the period along the c axis up to
the formation of endless c parameter in the case of their
random alternation. This structural OD family can be
written in the symmetry groupoid, whose first line gives
the partial (local) symmetry of variable units, and the
second line indicates the variants of their multiplication

P1(21) λ(ρ)-PO

{1( )(±1/4)} σ(ρ)-PO.

According to [7], the symbol ρ indicates that, along
the multiplication direction or the broken periodicity (c
axis), the units (chains, in our case) are nonpolar. The
multiplication of these chains by centers of inversion
also proceeds in a nonpolar way, which allows one to
relate this family of structures to the first category
(Dornberger-Schiff notation [7]). In terms of the OD
theory, multiplication of the chains (one-dimensionally
periodic units) was first analyzed in wollastonite and
parawollastonite [8].

Different topologies of the mutual arrangement of
chains determine the main differences between struc-
tures I and II. The vast space between the chains filled
with pairs of water molecules in structure II that deter-
mines the {100} platelike shape of these crystals
(Fig. 2b) is not observed in structure I, because it is

1
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closed by a displaced chain (Fig. 1b); crystals I have no
perfect cleavage along {001} either. Lowering the sym-
metry from monoclinic to triclinic and the correspond-
ing loss of 21 axes result in the fact that the voids
between the chains in structure I may contain only one
water molecule, whereas in structure II, the voids con-
tain two water molecules. A double decrease in the
number of water molecules and distortion of structure I
promotes the approach of the intersecting chains in the
L(1), L(2) pairs, which is accompanied by a “shorten-
ing” of parameter a (Fig. 1a). It is this part of the struc-
ture that is reinforced by the system of hydrogen bonds.

As in structure II [6], the apical O atoms of the
chains in structure I belong to OH groups. Hydrogen
bonds with the participation of H(1) and H(3) atoms
connect the apical vertices of the chains: O(16)–

Table 3.  Geometrical characteristics of hydrogen bonds in
the Rb[B5O7(OH)2] · 0.5H2O structure

D–H···A
Distance, Å Angle 

DHA, 
degD···A D–H H···A

O(2)–H(1)···O(5) 2.66(1) 0.76 1.93 163

O(5)–H(2)···Ow 2.60(1) 1.06 1.55 172

O(16)–H(3)···O(17) 2.85(1) 0.81 2.11 154

O(17)–H(4)···O(7) 3.04(1) 0.83 2.26 156

Ow–Hw(2)···O(11) 2.68(1) 1.05 1.71 151

Ow–Hw(1) 0.91

Hw(1)–Ow–Hw(2) 103
3
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H(3)···O(17) and O(2)–H(1)···O(5) (Fig. 1b). The role
of donors of H(2) and H(4) atoms is played by the api-
cal O(5) and O(17) atoms (both atoms are acceptors of
hydrogen bonds formed by H(2) and H(4)atoms). The
hydrogen bonds formed by H(2) and H(4) are normal to
the hydrogen bonds directed toward water molecules
(as is also the case in structure II) and O(7) atoms, play-
ing the role of acceptors. Water molecules are kept in
the voids by two hydrogen bonds Hw(2)–Ow···O(11)
and O(5)–H(2)···Ow. The bond lengths (Table 3) show
that hydrogen bonds formed by the atoms H(1), H(2),
and Hw(2) are rather strong. As in structure II, the
shortest O(5)–H(2)···Ow bond is close to symmetric.
The angles formed by hydrogen bonds and water mol-
ecules have the usual values. The pronounced atomic
thermal vibrations (Table 2) are explained by a rather
loose structure in which the fragments are bound by
hydrogen bonds.

The formation of various OD modifications is usu-
ally explained by the stability of some building-unit
configurations such as pairs and triads of chains or lay-
ers. In nature, larderellite crystallizes in the fumaroles
of geothermal regions (in open thermodynamic sys-
tems). Under hydrothermal conditions of synthesis in a
closed autoclave (~70 atm, ~280°C), the above
described new configuration of building units (chains)
turned out to be quite stable. We cannot exclude the
possibility of discovering and synthesizing compounds
with the structure described above, its hypothetical
variety, and other structures mentioned above. 
C
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Abstract—Analysis of the parameters of anisotropic atomic displacements in various chemical compounds
reveals a feature characteristic of a donor–acceptor bond: the ellipsoids of anisotropic displacements of the
atoms involved in this bond are elongated in the direction of the bond. The explanation of the effect observed
is proposed. © 2003 MAIK “Nauka/Interperiodica”.
The chemical bond is one of the key notions of
chemistry. However, the variety of phenomena treated
by modern chemistry does not fall into simple classical
and quantum-chemical schemes used to describe mole-
cules and chemical bonds. The notions of a chemical
bond are continuously developing based on experimen-
tal data and the results of quantum-chemical calcula-
tions to give rise to new models and concepts of chem-
ical bonding.

This paper is devoted to the description of a specific
feature in the donor–acceptor chemical bond that was
revealed in the analysis of the parameters of anisotropic
atomic displacements obtained from the X-ray diffrac-
tion data.

As a rule, the donor–acceptor bond is associated
with the formation of a localized molecular orbital
occupied by an electron pair that, before the bond was
formed, belonged to one of the atoms included in the
bond. Formally, the electron density distribution of this
bond does not differ from that of the polar covalent
chemical bond. However, a comparison of the experi-
mental parameters of these bonds and the chemical
properties of compounds with polar covalent and
donor–acceptor bonds reveals some differences in the
nature of these bonds. For example, the lengths of the
donor–acceptor bonds fall in wider ranges and depend
to a larger degree on the environment of the atoms
involved in the bond. Moreover, the donor–acceptor
bonds, as a rule, are chemically weaker and, hence, can
be more readily broken in chemical reactions.

In recent studies of the crystal structures of new
organogermanium and organotin ate complexes
(Me3Si)3C–M–(µ-SBun)2–Li(THF)2 [1], we found that
the ellipsoids of anisotropic displacements of the µ-
bridging sulfur atoms are elongated in the direction of
the S–Li bond. This observation was supported by the
calculations of the differences ∆ between the rms
amplitudes of the longitudinal vibrations of the M and
1063-7745/03/4804- $24.00 © 20591
S atoms along the chemical bond between them (Hirsh-
feld test [2]; Figs. 1, 2; table). Since the S–Li bonds in
the compounds studied are of the donor–acceptor type,
we assume that the vibrations of the bound atoms pre-
dominantly along the bond between them correspond to
the donor–acceptor type of chemical bond (as distinct
from the polar covalent chemical bond, which is char-
acterized by the vibrations of the bound atoms in a
direction perpendicular to the line of chemical bonding
[3]). It is evident that atomic vibrations in covalent
(rigid) and donor-acceptor (nonrigid) chemical bonds
are conveniently illustrated by vibrations of macro-
physical objects, such as a mathematical pendulum and
a spring, respectively.

The difference ∆ (Å2 × 104) between the rms amplitudes of
the longitudinal vibrations of atomic pairs in germanium and
tin ate complexes

M S

Ge, Li  = 22

 = 12

 = 4

 = 2

Sn, Li  = 43

 = 15

 = 8

 = 6

∆1
Li

∆2
Li

∆1
Ge

∆2
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∆1
Li

∆2
Li

∆1
Sn

∆2
Sn
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n-Bu
SiMe3

C(1)

SiMe3

SiMe3

Ge(1)

S(2)

S(1)

Li(1) THF

THF

Fig. 1. Molecular structure of the germanium ate complex. The ellipsoids of anisotropic displacements are drawn at the 50% prob-
ability level.

n-Bu

n-Bu

SiMe3

C(1)

SiMe3

SiMe3
Sn(1)

S(2)

S(1)

Li(1) THF

THF

Fig. 2. Molecular structure of the tin ate complex. The ellipsoids of anisotropic displacements are drawn at the 50% probability
level.
The validity of our hypothesis was confirmed by the
analysis of the ellipsoids of anisotropic displacements
in compounds with donor–acceptor chemical bonds
with the use of the Cambridge Structural Database [3],
specifically in the compounds reported in [4–9] and
other transition-metal complexes with carbene, nitrene,
and carbonyl ligands, as well as with molecular nitro-
gen.
C

Our hypothesis explains not only the observed spe-
cific features of the donor–acceptor chemical bonds but
also some structural features of the coordination com-
pounds. Based on our hypothesis, the difference
revealed in the coordination of alkali metal atoms in
[10] can be explained by the difference in the type of
vanadium–nitrogen chemical bonds: in the –[V]–N=N–
[V]– dianion (scheme 1), the negative charge is delocal-
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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ized mainly over the aryl ligands, which coordinate the
K+ cation, and in the [V]    [V] dianion
(scheme 2), the Na+ cation is coordinated by the nega-
tively charged bridging nitrogen atoms. In [11] (scheme 3),
the shortening of the OsII–N(N) bond with respect to
the OsIII–N(N) bond is attributed to the stronger effect
of the back donation of the lone electron pair in the case
of the OsII atom. With our hypothesis, the explanation
of this shortening can be complemented by the exist-
ence of the [OsII]  ≡N+–[OsIII] resonance form.
Finally, in [12] (scheme 4), the unusual ellipsoids of
anisotropic displacements of the diazo nitrogen atoms,

 N=N – –.. ..

N..

V N N V

Mes

Mes

K

K

Mes2 V :N N: V Mes2

Na

:N NOsII OsIIIN N

N

N N

N

Cl

Cl

Cl

Cl

Al

N

Al

N N:N WW

Cl

Py

Cl

Py

PMe2PhPhMe2P

PhMe2P

PhMe2P

PMe2Ph

PMe2Ph

ClCl

Cl Cl

Scheme 1.

Scheme 2.

Scheme 3.

Scheme 4.
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which are bound to tungsten, were explained by the
poor quality of the experiment. Following the hypothe-
sis, we suggest that the compound studied in that paper
has the asymmetric zwitterionic structure +[W] 

–(µ–AlR2)2–N=N–[W]. In all the compounds
mentioned above, the directions of the polar axes of the
ellipsoids of anisotropic displacements of the bridging
nitrogen atoms agree with the types of the correspond-
ing chemical bonds.

Our hypothesis needs rigorous and objective proof.
In order to analyze the observed effect, we are going to
perform precision X-ray diffraction investigations of
various chemical compounds with donor–acceptor
bonds at different temperatures. In our opinion, organo-
metallic compounds with µ-bridging halogen atoms are
the most suitable objects for such studies.
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Abstract—The products of crystallization of 4-hydroxybenzaldehyde-4-nitrophenylhydrazone (I) and N'-(2-
phenyl-1H-indole-3-aldehyde)-4-nitrophenylhydrazone (II) from different solvents are studied by X-ray dif-
fraction with the aim of examining the polymorphism of hydrazone derivatives. The structural features of the
crystals prepared are analyzed. It is shown that, in the case when molecules of organic compounds with a high
molecular hyperpolarizability are capable of forming stable acentric supramolecular associates in the crystal,
knowledge of their polymorphism offers strong possibilities for designing the noncentrosymmetric crystal
structure necessary for a manifestation of the nonlinear optical activity. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Donor–acceptor hydrazone derivatives belong to the
class of crystalline materials that are promising for use
in nonlinear optics, because these compounds possess
high molecular hyperpolarizabilities, are prone to the
formation of noncentrosymmetric crystals, and can be
readily synthesized through the condensation of differ-
ent donor derivatives of aromatic aldehydes (D) and
nitrophenylhydrazine (A). By now, the nonlinear opti-
cal characteristics of molecules and crystals of 4-nitro-
phenylhydrazones have been investigated thoroughly
[1–3]. In particular, Serbutoviez et al. [1] theoretically
proved that the molecular hyperpolarizabilities β are
characterized by large vector components, because
hydrazone molecules involve a bichromophore conju-
gated fragment of the D–A'–D'–A type, where A' is the
C=N azomethine double bond and D' is the central
amino group. Among the great variety of 4-nitrophenyl-
hydrazones with different groupings D, the maximum
first-order hyperpolarizabilities β were obtained by
introducing multidonor derivatives1 of benzaldehyde
[2] and thiophenealdehyde [3] into molecules. Experi-
mental investigations into the nonlinear optical proper-
ties of crystals (powders) have revealed that more than
38% of the polycrystalline samples of hydrazones syn-
thesized (more than 30 derivatives) are capable of gen-
erating the second harmonic of laser radiation; i.e., they
should have a noncentrosymmetric crystal structure. At
the same time, X-ray diffraction studies of single-crys-

1 Dihydroxy and trihydroxy (or methoxy) derivatives of benzalde-
hyde.
1063-7745/03/4804- $24.00 © 20594
tal (including nonlinear optically active) hydrazones
are few in number despite the fact that systematic inves-
tigations into the influence of molecular association on
the formation of crystal structures would provide valu-
able information for the design of noncentrosymmetric
crystalline materials. Moreover, hydrazone derivatives
are convenient objects for crystal design, because their
use makes it possible to control the formation of the
crystal structure by varying crystallization conditions
or introducing additional functional groupings (such as
donors of hydrogen bonds) into molecules.

In this work, we synthesized two new hydrazones
with additional donor groupings capable of forming
hydrogen bonds, namely, 4-hydroxybenzaldehyde-4-
nitrophenylhydrazone (I) and N'-(2-phenyl-1H-indole-
3-aldehyde)-4-nitrophenylhydrazone (II). Crystals of
these compounds were grown from several solvents and
the products of crystallization were studied.

EXPERIMENTAL
Synthesis and Crystallization

Compounds I and II were synthesized through the
condensation of 4-hydroxybenzaldehyde and 2-phenyl-
indole-3-aldehyde with 4-nitrophenylhydrazine in ace-
tic acid. Two crystalline forms of hydrazone I (Ia and
Ib) and four crystalline modifications of hydrazone II
(IIa, IIb, IIc, and IId) were prepared by the crystalli-
zation from different solvents. Dark red small-sized
prismatic crystals Ia of satisfactory quality were grown
through slow evaporation from a dioxane solution.
Light-colored elongated prismatic crystals Ib precipi-
003 MAIK “Nauka/Interperiodica”
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tated upon evaporation from acetone and acetonitrile
solutions. Dark red small-sized needle-shaped crystals
IIa were grown by slow evaporation from a pyridine
solution, whereas dark red prismatic crystals IIb were
formed upon slow evaporation from a dioxane solution.
Dark red (almost black) large-sized, well-faceted, nee-
dle-shaped crystals IIc were grown by slow evapora-
tion from an acetonitrile solution. Moreover, very
small-sized dark red needle-shaped crystals IId were
prepared through rapid recrystallization from acetoni-
trile.

X-ray Diffraction Analysis

The unit cell parameters and the reflection intensi-
ties were measured on a Siemens P3/PC automated dif-
fractometer (MoKα radiation, θ/2θ scan mode) for com-
pound Ia and a Bruker SMART CCD 1000 automated
diffractometer (MoKα radiation, ϕ and ω scan modes)
for compounds Ib, IIa, IIb, IIc, and IId.2 The crystal
data are presented in Table 1. The structures were
solved by direct methods and refined using the full-
matrix least-squares procedure on F2 in the anisotropic
approximation for the non-hydrogen atoms. In struc-
tures IIb and IIc, the phenyl substituents are disordered
over two positions with equal occupancies due to the
rotation about the C(15)–C(16) bond through ~70° and
~84°, respectively. The solvate dioxane molecule occu-
pying a special position at the inversion center was
revealed in crystal Ia. Two solvate dioxane molecules
disordered over two positions with occupancies of
0.5 : 0.5 and 0.75 : 0.25 were found in crystal IIb. The
dioxane molecule with equal occupancies is located in
a special position at the inversion center. In structures
Ia and Ib, all the hydrogen atoms were independently
located from the difference Fourier syntheses and
refined in the isotropic approximation. The positions of
the hydrogen atoms in the solvate dioxane molecule in
structure Ia, the disordered phenyl substituent in struc-
ture IIb, and all the hydrogen atoms in structure IIa
were calculated geometrically and refined in the isotro-
pic approximation with the following fixed positional
(a riding model) and thermal parameters: Uiso(H) =
1.5Ueq(C) for CH3 groups and Uiso(H) = 1.2Ueq(C) for
all the other groups. The other hydrogen atoms in struc-
tures Ia and IIb were located independently and refined
in the isotropic approximation. All the calculations
were performed with the SHELXTL PLUS (Version
5.10) software package [4]. The tables of the atomic
coordinates, bond lengths, bond and torsion angles, and
anisotropic thermal parameters have been deposited
with the Cambridge Structural Database.

2 Since the sizes of crystals IId were very small and their scattering
power was relatively low, it was possible to determine only their
crystal system (monoclinic) and the unit cell parameters: a =
5.22 Å, b = 12.16 Å, c = 26.27 Å, and β = 85°.
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
Calculation of the Nonlinear Optical Characteristics 
of Molecules and Crystals

The molecular hyperpolarizability β was evaluated
by the finite-field method [5–8] (included in the
MOPAC program package [9]) within the framework of
AM1 parametrization [10]. The data derived from the
MOPAC program were processed with the HYPER
program [11] in order to calculate all the components of
the β tensor. Then, the vector component βvec of the
hyperpolarizability was estimated from the β tensor
components. The molecular geometry determined
experimentally was used in calculations. The compo-
nents of the nonlinear optical susceptibility tensor dijk
for the crystals were evaluated using the original NLOP
program based on the oriented-gas model [12, 13]. The
computational technique was described in more detail
in [14].

The synthesized molecules of hydrazones possess
high first-order molecular hyperpolarizabilities β
(×10−30): 56.1 ± 0.3 cm3/V2 for molecule I (with a
geometry similar to that of crystal Ia) and 63.4 ±
0.3 cm3/V2 for this molecule with the geometry
revealed in crystal Ib. An analysis of the molecular
hyperpolarizabilities β calculated for molecule II with
the geometries observed in different polymorphic mod-
ifications demonstrates that the inclusion of the
observed differences in the geometries does not lead to
a noticeable change in the calculated values of β: 67.2 ±
0.1 cm3/V2 for the molecule in crystal IIa and 65.7 ±
0.1 cm3/V2 for the molecule in crystal IIc. Note that the
hyperpolarizability β calculated with the same parame-
trization is equal to 44.3 ± 0.7 cm3/V2 for molecule I',
which, according to [2], is characterized by the maxi-
mum experimentally determined molecular hyperpo-
larizability. Therefore, the compounds synthesized in
this work are superior to the previously known com-
pounds in the molecular hyperpolarizability.

For noncentrosymmetric crystals IIc, we also calcu-
lated the components of the susceptibility tensor dijk:
d31 = –8.9 cm/V, d32 = –7.9 cm/V, and d33 = –23.2 cm/V.
These results indicate that, most likely, the molecular
packing is not optimum in the crystal.

RESULTS AND DISCUSSION

It was found that, for the most part, the crystals
grown from different solvents involve solvate mole-
cules. These crystal modifications are frequently
referred to as pseudopolymorphs.3 The solvent (diox-
ane or pyridine) molecules are incorporated into the
crystal lattice of the pseudopolymorph due to the for-
mation of hydrogen bonds with the proton of the
hydroxyl group (as in molecule I) or the central amino
group (as in molecule II). Note that the solvate mole-
cules of dioxane in the crystals, as a rule, occupy posi-

3 See, for example, G. R. Desiraju, A. Nangia, J. K. Howard, et al.,
Chem. Commun., No. 17, 1676 (1999).
3
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 1.5C4H8O2 IIc

4O2 · 1.5C4H8O2 C21H16N4O2

488.53 356.38

120(2) 140(2)

onoclinic Orthorhombic

P21/c, 4 Pna21, 4

2.407(3) 11.059(4)

5.603(3) 30.644(14)

3.225(3) 5.129(2)

0 90

7.003(4) 90

0 90

448.2(9) 1738.4(12)

1.325 1.362

0.093 0.091

25.01 27.06

0.0811 0.0434

9730 7157

4147 3575

1704 1971

442 328

0.0551 0.0469

0.0881 0.0821

0.927 0.934

21, –0.18 0.16, –0.16
Table 1.  Crystal data, data collection, and refinement parameters for the studied structures

Compound Ia × 1/2C4H8O2 Ib IIa × Py IIb ×

Empirical formula C13H11N3O3 · 1/2C4H8O2 C13H11N3O3 C21H16N4O2 · C6H5N C21H16N

Molecular weight 301.30 257.25 435.48

T, K 293(2) 110(2) 295(2)

Crystal system Monoclinic Monoclinic Triclinic M

Space group, Z P21/c, 4 P21/n, 8 P , 2

a, Å 6.256(1) 18.193(3) 8.347(4) 1

b, Å 15.458(3) 6.8949(11) 9.152(4) 1

c, Å 14.979(3) 19.387(3) 14.628(7) 1

α, deg 90 90 101.729(11) 9

β, deg 91.91(3) 108.088(4) 93.525(12) 10

γ, deg 90 90 94.375(13) 9

V, Å3 1447.7(5) 2311.6(7) 1087.4(9) 2

dcalcd, g/cm3 1.382 1.478 1.330

µ, mm–1 0.102 0.108 0.087

θmax, deg 25.06 25.04 30.03

Rint 0.0118 0.0526 0.0227

Number of reflections
measured

2796 9345 13000

Number of unique reflection 2549 4059 6147

Number of reflections with
(I > 2σ(I))

1878 1487 2755

Number of parameters
refined

243 431 382

R1 0.0454 0.0532 0.0486

wR2 (on F2) 0.1210 0.1214 0.0967

S 1.024 0.842 1.211

∆ρmax, ∆ρmin, e Å–3 0.22, –0.30 0.25, –0.19 0.19, –0.16 0.

1
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Fig. 1. A general view of molecules (a) I and (b) II and the atomic numbering.
tions at the centers of symmetry. Crystals Ib grown
from the acetone and acetonitrile solutions contain two
crystallographically independent molecules in the
asymmetric part of the unit cell. Noncentrosymmetric
crystals IIc are formed upon slow evaporation of the
acetonitrile solution. Therefore, among the used sol-
vents, acetonitrile is most suitable for preparing the
nonlinear optically active hydrazone crystals (the same
inference was drawn in [3]).

Molecular Geometry

A general view of the studied molecules and the
atomic numbering are given in Fig. 1. The selected geo-
metric characteristics of molecule I in pseudopolymor-
phs Ia and Ib are presented in Table 2. For comparison,
the geometric parameters for the molecule of 3,4-dihy-
droxybenzaldehyde-4-nitrophenylhydrazone (I') previ-
ously studied in [2] are also listed in Table 2. It should
be noted that, although the hydrazones have conforma-
tionally nonrigid molecules, their geometric parameters
only slightly change in different crystals and the inde-
pendent molecules of crystal Ib. The bond lengths and
bond angles in the molecules have typical values
[15, 16]. The mean difference between the coordinates
of the independent molecules (when their centers of
gravity are brought into coincidence) in crystal Ib is
PHY REPORTS      Vol. 48      No. 4      200
equal to 0.59 Å. In all the polymorphic modifications,
molecule I is planar: the torsion angles along the N(2)–
N(3) and N(3)=C(7) bonds vary from 171.5° to 179.5°
and the dihedral angles between the hydroxybenzene
and nitrophenyl groupings do not exceed 6°–8°. The
alternation of bond lengths is observed in the central
bridge (triad group) connecting two aromatic rings in
the molecule. This circumstance together with the pla-
nar structure indicate the formation of the conjugate
molecular chain.

The selected geometric characteristics of molecule II
are given in Table 2. As for molecule I, in molecule II,
the chemically equivalent bond lengths and bond
angles in different crystals differ insignificantly. At the
same time, it should be noted that the N(3)–C(7) bond
in molecule II (except for structure IIc) is somewhat
longer than that in molecule I. The parameters charac-
terizing the molecular planarity differ more consider-
ably. For example, the angle between molecular planes
1 and 2 (see Table 2) varies from 8.8° in structure IIb to
18.1° in structure IIa. The observed change is substan-
tially larger than the change in this angle in different
pseudopolymorphs of compound I. Note that this angle
in different polymorphic modifications of the known
hydrazone with a heterocyclic donor ring (thiophene-
3
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Table 2.  Selected geometric parameters of molecules I and II in the studied crystals

Parameter Ia (P21/c)
Ib (P21/n)

I' (Cc) [2] IIa (P ) IIb (P21/c) IIc (Pna21)
A B

Bond lengths, Å

C(4)–N(2) 1.356(2) 1.375(4) 1.364(4) 1.358 1.360(2) 1.355(3) 1.355(3)

N(2)–N(3) 1.376(2) 1.364(4) 1.372(4) 1.368 1.375(1) 1.375(3) 1.382(3)

N(3)–C(7) 1.279(2) 1.273(4) 1.287(4) 1.273 1.290(2) 1.305(3) 1.278(3)

C(7)–C(8) 1.451(3) 1.447(4) 1.433(4) 1.454 1.431(2) 1.448(4) 1.433(4)

Bond angles, deg

C(4)–N(2)–N(3) 121.6(2) 122.1(3) 120.7(3) 121.6 120.3(1) 120.3(3) 120.0(3)

C(7)–N(3)–N(2) 114.8(2) 116.1(3) 116.1(3) 115.7 114.9(1) 115.6(3) 115.4(2)

C(8)–C(7)–N(3) 122.9(2) 122.7(4) 122.6(4) 118.7 122.8(1) 119.2(3) 120.5(3)

Torsion angles, deg

C(7)–N(3)–N(2)–C(4) 171.5(2) 179.4(3) 178.9(3) 179.9 173.1 173.2 –179.8

C(8)–C(7)–N(3)–N(2) –179.5(2) 179.2(3) 177.4(3) 179.3 174.2 179.8 177.5

Basal molecular planes

N(1),C(1)–C(6),N(2)
(plane 1) δ, Å

0.006 0.003 0.024 0.012 0.014 0.010

C(7),C(8)–C(13),
(plane 2) δ, Å

0.005 0.006 0.013 0.025 0.018 0.024

C(16)–C(21); C(16')–C(21')
(planes 3, 3') δ, Å

0.003 0.004; 0.018 0.012; 0.022

Angles between the basal molecular planes, deg

1–2 8.0 6.2 7.9 8.8 18.1 8.8 10.3

2–3 58.9 33.6 46.1

2–3' 38.5 35.4

3–3' 108.1 81.4

1

carboxaldehyde) [3] also varies over a wide range from
3° to 16°.

Crystal Structure

It was noted earlier in [1] that, in crystals, hydrazone
molecules free of additional functional groupings form
acentric Λ-shaped planar chains. These chains are
formed by the NH···O hydrogen bonds of the central
amino group with one of the oxygen atoms in the nitro
group and the CH···O additional contacts between the
CH azomethine group and the same oxygen atom,
which most likely stabilizes the coplanar arrangement
of molecules in the chain. Upon introduction of other
groupings (such as donors of hydrogen bonds) into the
molecule, the formation of a crystalline associate can
occur in a different manner. Actually, crystals Ia
(Fig. 2a) involve typical Λ contacts [N(2)···O(2),
3.008 Å; H(N2)···O(2), 2.12 Å; angle at the H atom,
161° and C(7)···O(2), 3.367 Å; H(7)···O(2), 2.53 Å;
angle at the H atom, 141.5°]. In turn, these chains are
linked into the crystal structure through the
O(3)H(O3)···O(1s) hydrogen bonds (O···O, 2.741 Å;
C

H···O, 1.86 Å; angle at the H atom, 171°) between the
hydroxy groups and the oxygen atoms of the solvate
dioxane molecules. As was noted above, the dioxane
molecules in the crystal occupy special positions.
Therefore, it is this circumstance that is most likely
responsible for the formation of the centrosymmetric
structure (Fig. 2a).

As in the case of molecule I, molecule II (Fig. 1b)
containing the NH indole fragment as an additional
hydrogen-bond donor can also form intermolecular
hydrogen bonds. Indeed, identical structural fragments
are formed in crystal structures I and II grown in the
same solvent. In crystal IIb grown in dioxane (Fig. 2b),
as in crystal Ia, the molecules form Λ-shaped planar
chains [N(2)···O(1), 2.877 Å; H(N2)···O(1), 2.01 Å;
angle at the H atom, 166° and C(7)···O(1), 3.328 Å;
H(7)···O(1), 2.54 Å; angle at the H atom, 140°]. As in
structure Ia, these chains are joined into the centrosym-
metric structure through the N(4)H···Os hydrogen
bonds [N(4)···Os, 2.712 Å; H···O, 1.84 Å; angle at the H
atom, 169°] between the NH indole groups and the oxy-
gen atoms of the dioxane molecules, which occupy the
special positions at the symmetry center. The presence
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Fig. 2. Λ-shaped chains formed by molecules in crystals (a) I and (b) II grown from dioxane solutions.
of the additional (disordered) phenyl ring in the indole
fragment of molecule II leads to the formation of a
rather loose structure. As a result, one more dioxane
molecule is incorporated into the holes due to the van
der Waals interactions.

In crystals IIa grown in pyridine, acentric molecular
chains of the head-to-tail type (Fig. 3a) are formed by
the hydrogen bonds [N(4)···O(1), 2.974 Å; H(4)···O(1),
2.05 Å; angle at the H atom, 168°] between the NH
indole fragments and the oxygen atoms of the nitro
groups. Moreover, the solvate pyridine molecules are
linked to the chains through the hydrogen bonds
(N(2)···Ns, 3.091 Å; H(2N)···Ns, 2.11 Å; angle at the H
atom, 173°] with the central amino groups of the hydra-
zone molecules. In the crystal, the chains are arranged
in an antiparallel manner to form the centrosymmetric
crystal structure. It is worth noting that molecules in the
pseudopolymorphs under consideration are joined
together into strong acentric supramolecular associates.
LLOGRAPHY REPORTS      Vol. 48      No. 4      2003
This gives grounds to hope that noncentrosymmetric
structures can be formed in other solvents.

As was mentioned above, crystal structure Ib con-
taining no solvate molecules is formed in two solvents,
namely, acetone and acetonitrile. The proton affinity of
these solvents is less than that of dioxane and pyridine.
In crystals Ib, as in crystals IIb, the head-to-tail chains
are formed through the O(3)H(3)···O(1) and
O(3)H(3)···O(2) hydrogen bonds of the hydroxyl
groups with both oxygen atoms of the nitro groups in
neighboring molecules (Fig. 3b). However, in the
chains formed by molecules A and B due to these inter-
actions, the parameters of the O(3)H(3)···O(1) and
O(3)H(3)···O(2) hydrogen bonds differ noticeably: the
H···O distances in chains A are equal to 1.90 and 2.38 Å
and these distances in chains B are 2.23 and 2.21 Å. The
alternating centrosymmetric layers composed of mole-
cules of the same sort are formed through the stacking
contacts between the chains arranged in an antiparallel
fashion (with interplanar distances of 3.5 Å) in the crys-
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(a)

(b)

Fig. 3. Molecular chains of the head-to-tail type in crystals (a) IIa (grown from a pyridine solution) and (b) Ib (grown from acetone
and acetonitrile solutions).
tal. These layers are shifted in pairs with respect to each
other so that molecules of different layers are differ-
ently joined together. In this case, the molecules of lay-
ers A form a typical (even though slightly weakened)
contact of the Λ type, in which the central amino group
and the CH azomethine fragment are the donors of the
hydrogen bonds, whereas the nitro groups of the mole-
cules of adjacent layer B are the acceptors of the hydro-
gen bonds (N···O, 3.186 Å; H···O, 2.40 Å; angle at the
H atom, 151° and C···O, 3.321 Å; H···O, 2.47 Å; angle
at the H atom, 141°). On the other hand, the molecules
of layer B cannot form such contacts due the aforemen-
tioned shift. These molecules are linked only to the
oxygen atoms of the hydroxyl groups of molecules A
via the N(2)H(2N)···O(1) hydrogen bond formed with
the central amino group (N···O, 3.045 Å; H···O, 2.17 Å;
angle at the H atom, 162°). As a result, the crystal
involves only separate fragments of Λ-shaped chains. It
should be noted that, among all the studied structures,
crystal structure Ib is characterized by the closest
molecular packing. The crystal structure of 3,4-dihy-
droxy derivative I' [2] (also grown in acetonitrile) is
topologically very similar to structure Ib, with the only
difference that crystal I' has a noncentrosymmetric
structure (space group Cc). Crystal I' is built up of par-
allel layers that are composed of the same acentric
molecular chains as in structure Ib (Fig. 3a). However,
unlike crystals Ib, the layers in crystal I' are formed by
the stacking contacts between parallel molecular
chains. In this case, the chains are shifted with respect
to each other so that the donor fragment of the molecule
is located above the acceptor fragment and the distance
between the molecular planes is equal to 3.3 Å.

A closer examination of the packing of crystal struc-
ture Ib (according to the procedure proposed in [1])
allows us to reveal a set of additional pseudosymmetric
C

operations that approximately transform the indepen-
dent molecules into each other. These are the pseudo-
center (with the coordinates [0.766, 0.758, –0.010]);
the 2 rotation axis, which is parallel to the OY axis and
intersects the XOZ plane at the point [x = 0.512, z =
0.238]; and the a glide-reflection plane parallel to the
XOZ plane. These operations indicate the potentialities
for forming the structure of a higher symmetry. This
structure is determined by the hypothetical shift (|∆r | =
0.35 Å) of the pseudoinversion operation from the
coordinates [0.766, 0.758, –0.010] to the nearest crys-
tallographic point [0.75, 0.75, 0]: (P21/n, Z ' = 2) +

(0.75, 0.75, 0)  (B2/b, Z ' = 1). The impossibility
of forming the structure in this space group is associ-
ated both with the above difference between the sys-
tems of the hydrogen bonds formed by molecules A and
B and with the more energetically favorable packing of
crystals Ib, which have the highest density among the
crystals under consideration (see Table 1).

The noncentrosymmetric crystal structure is formed
upon slow evaporation of the acetonitrile solution of
compound II. In crystals IIc, as in crystals IIb, the pro-
tons of the central amino groups participate in the for-
mation of a supramolecular associate (chain) (Fig. 4).
The parameters of the N(2)H(2)···O(2) hydrogen bond
are as follows: N(2)···O(2), 2.901 Å; H(N2)···O(2),
1.85 Å; angle at the H atom, 168°. However, it seems
likely that, owing to the steric hindrances associated
with the bulky molecule, the contact between the CH
group of the azomethine fragment and the oxygen atom
of the nitro group is not formed in the chain. (Note that
this contact stabilizes the planar structure of the Λ chain
in the crystals of compounds Ia and IIb and other
known hydrazones [1–3].) Consequently, the molecules
in the chain are rotated with respect to each other. The

1

RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003



CRYST

POLYMORPHISM AND DESIGN OF NONCENTROSYMMETRIC CRYSTALS 601
Fig. 4. Molecular chain in crystal structure IIc.
angle between the root-mean-square molecular planes
is 70.2°.

CONCLUSION

Thus, the result obtained experimentally confirmed
the following inference made in our earlier works
[17, 18] from analyzing the data available in the Cam-
bridge Structural Database: in the case when molecules
in a crystal are capable of forming stable acentric
supramolecular associates, the investigation into the
possible polymorphism of organic compounds with a
nonlinear optical activity offers strong possibilities for
designing the noncentrosymmetric crystal structure.
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Abstract—A product of the insertion of two isothiocyanate molecules into the same W–Cl bond, namely,
W−Cl−WCl5{N(Et)C(S)N(Et)C(S)Cl} (I), is synthesized by the reaction of WCl6 with EtNCS in a dichloroet-
hane solution. The hydrolysis of compound I results in the formation of single crystals of the complex

{ NH(Et)}[WOCl5] (II). The structure of crystals II is determined using X-ray diffraction.
It is demonstrated that structural units of crystals II are the [WVIOCl5]– anionic complexes and the ethyl-(4-
ethyl-5-thioxo[1.2.4]dithiazolidin-3-ylidene)ammonium cations. © 2003 MAIK “Nauka/Interperiodica”.

N(Et)C(S)–S–S–C=
INTRODUCTION

It is known [1] that phenyl isothiocyanate and phe-
nyl isocyanate enter into reactions with mixed molyb-
denum complexes [Mo(NR)2(O-tert-Bu)2] (R = tert-Bu
or 2,6-iso-Pr2C6H3) and can be selectively inserted into
the Mo=N and Mo–O bonds, respectively. It should be
noted that the product of the insertion of isothiocyanate
is relatively unstable, and, in excess phenyl isocyanate,
isothiocyanate is displaced from the coordination
sphere of the complex.

Our previous investigations revealed that some het-
erocumulenes can be inserted into higher chlorides of
Group VI transition metals. In particular, it was found
the reaction of WCl6 with EtNCO in dichloroethane is
attended by the insertion of three EtNCO molecules
into the same W–Cl bond [2] and that ethyl isothiocy-
anate can be inserted into MoCl5 to form the product of
the insertion of two EtNCS molecules into the same
Mo–Cl bond [3].

In the present work, we analyzed the ability of
organic isothiocyanate to be inserted into the W–Cl
bonds by using the interaction of tungsten hexachloride
with ethyl isothiocyanate in a dichloroethane solution
as an example.

EXPERIMENTAL

Synthesis. The reactions were carried out with tung-
sten hexachloride (purified from impurities through
vacuum distillation) and ethyl isothiocyanate (Fluka).
Dichloroethane was purified and dried using a standard
1063-7745/03/4804- $24.00 © 20602
method. All the procedures with reactants and products
were performed in a dry argon atmosphere. Crystalline
products of the reaction were isolated from the mother
solution by decantation, washed several times with car-
bon tetrachloride, and dried under vacuum to constant
weight.

IR absorption spectra were recorded on a Specord
75 IR spectrophotometer in the range 4000–400 cm–1

with the use of KBr pellets and on a Nicolet Nexus
FTIR spectrometer in the range 4000–200 cm–1 with
the use of KRS-5 pellets. Samples were prepared as
suspensions in vaseline oil.

Elemental analysis for hydrogen, carbon, nitrogen,
and sulfur was performed on a Carlo Erba EA 1108
N,C,H,S-analyzer. The chlorine content was deter-
mined according to the Volhard method.

Ethyl isothiocyanate (1.01 ml, 11.55 mmol) was
added to a suspension of tungsten hexachloride (1.53 g,
3.85 mmol) in dichloroethane (20 ml) at room temper-
ature (23°C). The solution changed its color from
orange to brown. Within one week, the solution became
dark brown and dark brown crystals of compound I pre-
cipitated.

For C6H10Cl6N2S2W, anal. calcd. (%): N, 4.91; C,
12.62; H, 1.77; S, 11.23; Cl, 37.26.

Found (%): N, 4.25; C, 11.78; H, 3.00; S, 9.79; Cl,
36.68.

IR (cm–1): 1596 s, 1531 w, 1410 m, 1339 m, 1310 m,
1264 m, 1224 s, 1120 s, 1033 m, 975 s, 962 w, 791 w,
722 w, 696 w, 651 m, 580 w, 544 w, 529 m, 484 m,
436 m, 398 w, 373 w, 333 vs, 254 s.
003 MAIK “Nauka/Interperiodica”
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Prolonged storage of crystals I in excess of EtNCS
in the presence of atmospheric moisture traces resulted
in the precipitation of dark brown crystals II. These
crystals were isolated from the mother solution, washed
with carbon tetrachloride, and dried under vacuum.

For C6H11Cl5N2OS3W, anal. calcd. (%): N, 5.44; C,
14.01; H, 2.35; S, 18.70.

Found (%): N, 5.09; C, 13.07; H, 2.74; S, 17.09.

IR (cm–1): 3180–3150 w, 1700 w, 1600 vw, 1340 m,
1270 w, 1225 s, 1120 s, 1110 w, 1070 w, 980 s.

X-ray structure analysis. The crystal data and the
data collection parameters for compound II are pre-
sented in Table 1.

The experimental data were collected using a fac-
eted crystal on an Enraf–Nonius CAD4 four-circle
automated diffractometer (λMoKα, graphite monochro-
mator, ω scan mode) at room temperature. The crystal
unstable in air was placed in a capillary.

The structure was solved by direct methods [4] and
refined using the least-squares procedure on F2 in the
full-matrix anisotropic approximation [5] for all the
non-hydrogen atoms. The positions of the hydrogen
atoms were calculated geometrically (C–H, 0.96 Å and
N–H, 0.90 Å). The hydrogen atoms at fixed positions
were included in the refinement. The low accuracy in
the structure determination (large factors R) is most
likely associated with the instability of the crystals in
air.

The crystal data (CIF file) have been deposited with
the Cambridge Crystallographic Data Center (CCDC,
no. 196355).

The interatomic distances and the bond angles are
listed in Table 2.

RESULTS AND DISCUSSION

The reaction of WCl6 with EtNCS in dichloroethane
results in the formation of complex I. The IR spectrum
of this complex involves two intense ν(C=S) bands at
1596 and 1531 cm–1 and the ν(C–Cl) band at 775 cm–1.
At the same time, the characteristic absorption bands of
coordinated isothiocyanate are not observed in the
spectrum. This indicates that two EtNCS molecules are
inserted into the same W–Cl bond, that is,

WCl6 + 2Et–N=C=S  . (1)

The structure of complex II formed through the par-
tial hydrolysis of the solution of complex I suggests
that compound II results from the interaction of com-
pound I with hydrogen sulfide. In turn, hydrogen sul-
fide evolved owing to the hydrolysis of excess isothio-

Cl5W N

Et

C

S

N

Et

C

S

Cl
I
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cyanate [6] upon prolonged storage of the reaction mix-
ture

Et–N=C=S  H2S + EtNH2 + CO2. (2)

The formation of ethylammonium according to the
above scheme of hydrolysis is in good agreement with
the data available in the literature. Actually, Beck and
Walter [7] obtained ethylammonium chloride and
ethyl-(4-ethyl-5- thioxo[1.2.4]dithiazolidin-3-ylidene)-
ammonium chloride through the reaction of WOCl4
with EtNCS. In our previous work [3], we showed that
the hydrolysis of the product formed by the insertion of
EtNCS into MoCl5 leads to the formation of the com-
plex containing the ethylammonium cation. On this
basis, the scheme for the hydrolysis of complex I can be

2H2O

Table 1.  Crystal data, data collection, and refinement pa-
rameters for the crystal structure of compound II

Empirical formula C6H11Cl5N2OS3W

Molecular weight 584.45

Crystal system Monoclinic

Space group P21/n

Unit cell parameters:

a, Å 7.646(3)

b, Å 14.494(9)

c, Å 15.583(9)

β, deg 102.86(4)

Z 4

V, Å3 1684(2)

ρcalcd, g/cm3 2.306

µMo, cm–1 80.15

F(000) 1104

2θmax, deg 53.8

Index ranges –8 ≤ h ≤ 8; 0 ≤ k ≤ 18;
0 ≤ l ≤ 19

Number of reflections measured 4500

Number of reflections with I ≥ 2σ(I) 1494

Rint 0.029

R1, wR2 (I ≥ 2σ(I)) 0.077, 0.198

R1, wR2 (for all reflections) 0.100, 0.215

GOOF 1.079

Number of parameters refined 164

∆ρmax, ∆ρmin, e/Å3 3.472,  –2.435
3
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represented in the following form:

I   + EtNH3Cl + CO2. (3)EtNCS

2H2O
W

O

Cl

Cl

Cl

Cl

Cl

–

N C

SS
CS

Et
N
H

Et

+

II
Table 2.  Bond lengths d (Å) and angles ω (deg) for the crys-
tal structure of compound II

Bond d Bond d

W(1)–Cl(1) 2.29(1) W(1)–Cl(2) 2.32(1)

W(1)–Cl(3) 2.29(1) W(1)–Cl(4) 2.28(1)

W(1)–Cl(5) 2.542(8) W(1)–Cl(1) 1.72(2)

S(1)–S(2) 2.05(1) S(1)–C(1) 1.75(3)

S(2)–C(4) 1.73(4) S(3)–C(1) 1.58(3)

N(1)–C(1) 1.37(4) N(1)–C(4) 1.35(4)

N(2)–C(4) 1.33(4) N(2)–C(5) 1.44(4)

C(2)–C(3) 1.51(4) C(5)–C(6) 1.46(6)

Angle ω Angle ω

Cl(1)–W(1)–Cl(2) 168.3(4) Cl(1)–W(1)–Cl(3) 87.7(4)

Cl(1)–W(1)–Cl(4) 90.1(4) Cl(1)–W(1)–Cl(5) 85.3(3)

Cl(1)–W(1)–O(1) 95.0(9) Cl(2)–W(1)–Cl(3) 89.9(4)

Cl(2)–W(1)–Cl(4) 90.2(4) Cl(2)–W(1)–Cl(5) 83.0(3)

Cl(2)–W(1)–O(1) 96.6(9) Cl(3)–W(1)–Cl(4) 169.9(4)

Cl(3)–W(1)–Cl(5) 85.1(4) Cl(3)–W(1)–O(1) 96.8(9)

Cl(4)–W(1)–Cl(5) 84.9(4) Cl(4)–W(1)–O(1) 93.2(9)

Cl(5)–W(1)–O(1) 178.0(8) S(2)–S(1)–C(1) 97(1)

S(1)–S(2)–C(4) 93(1) C(1)–N(1)–C(4) 119(3)

C(4)–N(2)–C(5) 126(3) S(1)–C(1)–S(3) 119(2)

S(1)–C(1)–N(1) 113(2) S(3)–C(1)–N(1) 128(2)

S(2)–C(4)–N(1) 118(2) S(2)–C(4)–N(2) 118(3)

N(1)–C(4)–N(2) 124(3) N(2)–C(5)–C(6) 110(3)
C

The [WOCl5]– anionic complexes and the
[C6H11N2S3]+ cations are the structural units of crystal
II (see figure). The cation in compound II is a proto-
nated organic heterocycle, namely, the dithiazolidine
derivative formed by the condensation of two ethyl
isothiocyanate molecules and one sulfur atom.

The coordination polyhedron of tungsten atoms is a
distorted octahedron that contains four chlorine atoms
[Cl(1), Cl(2), Cl(3), and Cl(4)] in the equatorial plane
and the oxo oxygen atom at one of the axial positions.
The second axial position in the coordination octahe-
dron of the metal is occupied by the Cl(5) atom. The
length of the W=Ooxo double bond [1.72(1) Å] agrees
with the relevant bond lengths in d0-W(VI) oxo com-
plexes according to the data available in the literature
for 14 monomeric compounds [1.698(12) Å] [8] and 12
monomeric octahedral oxo complexes [1.71(4) Å] [9].

The lengths of the equatorial W–Cl bonds lie in the
range 2.28(1)–2.32(1) Å. The mean length of W−Cleq
bonds [2.29(3) Å] falls in a wide range of W–Cleq bond
lengths (2.290–2.436 Å; mean bond length, 2.33 Å) found
in 16 monomeric octahedral oxo complexes of tung-
sten(VI) [9]. The fifth W–Cl bond in the trans position
with respect to the O(oxo) atom, as usual, is noticeably
lengthened [to 2.542(8) Å] due to the trans effect of the
doubly bonded oxo ligand. In the structure of the only
previously studied compound (H5O2 × 21-crown-
7)[WOCl5] (III) containing a similar anionic complex
[10], the W–Cltrans bond length is equal to 2.666(5) Å
[the mean length of the equatorial W–Clcis bonds in
compound III is 2.366(5) Å]. The parameter ∆trans–cis,
Table 3.  Geometric parameters of short interionic contacts in the crystal structure of compound II

A–H···B contact d A···B d H···B AHB, ω Symmetry codes for the B atom

N(2)–H(N2)···Cl(5) 3.16(3) 2.33 152 1.5 – x, 0.5 + y, 0.5 – z

N(2)–H(N2)···O(1) 3.31(4) 2.99 111 0.5 – x, 0.5 + y, 0.5 – z

Cl(1)···S(3) 3.62(2) 1 – x, 1 – y, –z

Cl(1)···N(1) 3.50(3) –1 + x, y, z

Cl(3)···S(3) 3.66(2) –0.5 + x, 0.5 – y, 0.5 + z

Cl(5)···S(1) 3.19(1) x, y, z

Cl(5)···S(2) 3.21(1) x, y, z

S(1)···S(3) 3.67(1) 1 – x, 1 – y, –z

Note: d is the distance (Å), and ω is the angle (deg). The N(2)–H(N2) bond length is equal to 0.90 Å.
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which is the difference between the corresponding
bonds in the trans and cis positions with respect to the
O(oxo) atom and quantitatively characterizes the struc-
tural manifestation of the trans effect of the doubly
bonded oxo ligand, is equal to 0.248 Å in structure II
and 0.300 Å in structure III.

The distortion of the tungsten coordination polyhe-
dron manifests itself in the displacement of the W atom
from the equatorial plane toward the doubly bonded
O(oxo) ligand by 0.217 Å (the equatorial Cl ligands are
coplanar to within ±0.02 Å).

In the organic dithiazole cation, the
S(1)S(2)C(4)N(1)C(1) five-membered heterocycle
adopts a planar conformation (to within ±0.01 Å). The
C(2), N(2), S(3), and C(5) atoms deviate from the plane
of this heterocycle by 0.02, 0.04, –0.12, and 0.11 Å,
respectively. The S(1)–S(2) distance [2.05(1) Å] corre-
sponds to the standard length of the ordinary bond (S–
S, 2.048 Å) [11]. In the heterocycle, the mean S–C dis-
tance [1.74(3) Å] also agrees with the standard length
of the  ordinary bond (1.75 Å) [11], whereas the

S(3)–C(1) distance [1.58(3) Å] is less than the standard
length of the  double bond (1.660 Å) [11]. The

N(1)–C(1) and N(1)–C(4) bond lengths [mean length,
1.36(4) Å], within the limits of experimental error, are
in agreement with the standard length (1.344 Å) of

 sesquibonds in heterocycles [11].

C
s p

2–S

C
s p

2=S

C
s p

2–S

Cl(4)

Cl(1)

Cl(5)

Cl(3)

Cl(2)

W(1)

O(1)

S(1)
S(2)

S(3) C(1)

C(3)

C(2)

C(4)
C(5)

C(6)

N(1) N(2)

Structural units in complex II.
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The geometric parameters of the interionic contacts
comparable in length to the sums of the van der Waals
radii or twice the van der Waals radii of the correspond-
ing atoms (H, 1.16 Å; C, 1.71 Å; N, 1.50 Å; O, 1.29 Å;
Cl, 1.90 Å [12]; and S, 1.84 Å [13]) are given in Table
3. The NH group is involved in the hydrogen bond with
the Cl atom and also forms the N–H···O shortened inte-
rionic contact with the adjacent anionic complex. Each
anionic complex is in contact with two adjacent anionic
complexes and four dithiazole cations. It should be
noted that the Cl(5) atom occupying the trans position
with respect to the oxo ligand takes the most active part
in the interionic contacts. In addition to the participa-
tion in the hydrogen bond N(2)–H(N2)···Cl(5)
[N(2)···Cl(5), 3.16(3) Å], the Cl(5) atom is involved in
contacts with the S(1) and S(2) atoms of the nearest cat-
ion: the Cl(5)···S(1) [3.19(1) Å] and Cl(5)···S(2)
[3.21(1) Å] distances, on average, are 0.54 Å less than
the sum of the van der Waals radii for chlorine and sul-
fur [12, 13]. Possibly, these short interionic contacts
make an additional contribution to the weakening
(elongation) of the W–Cl(5) bond due to the trans effect
of the doubly bonded oxo ligand.
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Abstract—6-Methyl-5-acetyl-4-α-furyl-2-keto-1,2,3,6-tetrahydropyrimidine (I) and 6-methyl-5-acetyl-4-γ-
bromophenyl-2-thio-1,2,3,6-tetrahydropyrimidine (II) are prepared by the modified Biginelli reaction, and
their crystal and molecular structures are studied. It is shown that, in crystals I and II, the pyrimidine ring has
an amide tautomeric form and adopts a sofa conformation. The IR absorption spectra are analyzed, and the sta-
bility of the tautomers of the pyrimidine fragments is evaluated using quantum-chemical calculations. © 2003
MAIK “Nauka/Interperiodica”.
INTRODUCTION

It is known that pyrimidine derivatives are among
the most effective agents for the chemotherapy of
tumors [1]. In this respect, many research centers give
considerable attention to the synthesis and chemicobi-
ological investigations of new pyrimidine derivatives,
specifically tetrahydropyrimidines.

Our purpose was to synthesize furyl and bromophe-
nyl derivatives of 1,2,3,4-tetrahydropyrimidines and to
elucidate their structures. 6-Methyl-5-acetyl-4-α-furyl-
2-keto-1,2,3,6-tetrahydropyrimidine (I) and 6-methyl-
5-acetyl-4-γ-bromophenyl-2-thio-1,2,3,6-tetrahydropy-
rimidine (II) were synthesized by the modified Bigi-
nelli reaction [2].

The presence of the pyrimidine fragment in mole-
cules I and II suggests the existence of the following
tautomeric forms:

Formation of one or several tautomeric forms
depends on the type of substituents, the aggregate state
of the substance, and the acidity of the medium. This
paper reports on the results of the synthesis and X-ray
diffraction studies of compounds I and II, quantum-
chemical calculations, and IR spectroscopy.

HN

N
H

X

HN

NHX

N

N
H

HX

A B C
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EXPERIMENTAL

The Biginelli reaction [2] involves the cycloconden-
sation of a β-dicarbonyl compound, aldehyde, and car-
bamide or thiocarbamide. Aromatic aldehydes are com-
monly used in this procedure. Reactions with heterocy-
clic aldehydes have not been adequately investigated.

With due regard to the target compounds, we chose
para-bromobenzaldehyde and furfurol as aldehyde
components and acetyl acetate as the β-dicarbonyl
component. The compounds were introduced in a spec-
ified amount (~0.1 mol). The condensation proceeded
for 3−4 h.

Single crystals I and II of X-ray quality were pre-
pared by a recrystallization from acetone. Single crys-
tals were white in color with a melting temperature of
199–201°C for I and 233–234°C for II. Main crystal
data and experimental parameters are summarizied in
Table 1. The experimental data processing and subse-
quent calculations were carried out with the SHELX97
program package [3]. Both structures were solved by
direct methods, and the non-hydrogen atoms were
refined by the least-squares procedure in the full-matrix
anisotropic approximation. All the hydrogen atoms
were included in the refinement in the fixed calculated
positions with isotropic thermal parameters. The coor-
dinates and isotropic equivalent thermal parameters of
the non-hydrogen atoms are listed in Tables 2 and 3.
The bond lengths and angles in the pyrimidine frag-
ment of molecules I and II are given in Table 4. The
003 MAIK “Nauka/Interperiodica”
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parameters of the hydrogen bonds in structures I and II
are presented in Table 5.

The IR spectra of the crystalline samples were
recorded on a Specord 75IR spectrophotometer (KBr
pellets and nujol mulls) in the range 400–4000 cm–1.

RESULTS AND DISCUSSION

According to the X-ray diffraction data, the pyrimi-
dine fragments of crystalline compounds I and II exist
in an amide form (structure A) and adopt a sofa confor-
mation with the C(4) carbon atom deviating from the
plane of the remaining atoms by 0.470 Å in I and
0.380 Å in II.

The lengths of the C=O and C=S bonds (1.233 and
1.678 Å, respectively) are typical of double bonds [4].
In the N(3)–C(2)–N(1)–C(6)–C(5) ring (Fig. 1), the
bond lengths are essentially smoothened, which indi-
cates that the ρπ electron density is delocalized. The
bond angles in the heterocycles of I and II fall in the
range 115°–124°. The exception is provided by the
N(3)C(4)C(5) angle, whose value (108.69° and 109.2°)
indicates the sp3 hybrid state of the carbon atom in the
4-position.

The C(2)–N(3) and C(2)–N(1) bond lengths in the
ring depends only slightly on the type of heteroatom in
the 2-position: when going from –C=O to –C=S, these

Table 1.  Crystal data, data collection, and refinement pa-
rameters for the crystal structure of compounds I and II

Parameter I II

Crystal system Monoclinic Triclinic

Space group P21/n P

a, Å 14.917(2) 7.2230(10)

b, Å 8.2170(10) 8.203(2)

c, Å 8.8690(10) 13.127(3)

α, deg 90 106.32(3)

β, deg 103.120(10) 89.04(8)

γ, deg 90 107.08(3)

V, Å3 1058.7(2) 711.7(3)

Z 4 2

ρcalcd, Mg/m3 1.382 1.518

Diffractometer Syntex P CAD-4

Radiation type CuKα MoKα

Index ranges 0 ≤ h ≤ 16 0 ≤ h ≤ 8
0 ≤ k ≤ 8 –8 ≤ k ≤ 8

–9 ≤ l ≤ 9 15 ≤ l ≤ 15

Number of unique
reflections

1380 979

R1 0.038 0.031

wR2 0.098 0.077

1

1
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Table 2.  Coordinates (×104) and equivalent isotropic ther-
mal parameters Ueq (Å2 × 103) of the non-hydrogen atoms in
structure I

Atom x y z Ueq

O(1) 3776(1) –141(2) –274(2) 48(1)

O(2) 3658(1) 5752(2) 3993(2) 52(1)

O(3) 3904(1) 688(2) 4042(2) 49(1)

N(1) 4726(1) 1765(2) 1095(2) 40(1)

N(3) 3174(1) 1868(2) 954(2) 40(1)

C(2) 3874(1) 1079(2) 557(2) 37(1)

C(4) 3311(1) 2926(2) 2313(2) 36(1)

C(5) 4186(1) 3917(2) 2408(2) 35(1)

C(6) 4873(1) 3237(2) 1849(2) 36(1)

C(7) 5836(1) 3860(3) 1984(3) 47(1)

C(8) 4205(1) 5493(2) 3172(2) 38(1)

C(9) 4834(2) 6844(3) 2943(3) 57(1)

C(10) 3295(1) 1960(2) 3734(2) 36(1)

C(11) 2793(1) 2000(3) 4813(2) 46(1)

C(12) 3099(2) 700(3) 5855(2) 51(1)

C(13) 3758(2) –52(3) 5347(3) 52(1)

Table 3.  Coordinates (×104) and equivalent isotropic ther-
mal parameters Ueq (Å2 × 103) of the non-hydrogen atoms in
structure II

Atom x y z Ueq

Br 591(2) 1743(1) 4164(1) 121(1)

S 8048(2) 6191(2) 9665(1) 43(1)

O 1519(6) 9402(6) 8298(4) 54(1)

N(1) 7484(8) 8499(7) 8739(4) 36(1)

N(3) 4757(8) 6716(7) 9174(4) 37(1)

C(2) 6668(9) 7157(8) 9172(4) 31(1)

C(4) 3495(9) 7225(7) 8546(4) 29(1)

C(5) 4569(8) 9015(7) 8394(4) 31(1)

C(6) 6512(9) 9557(7) 8466(4) 32(2)

C(7) 7854(1) 11213(9) 8268(7) 46(2)

C(8) 3249(9) 9961(8) 8177(5) 35(1)

C(9) 3931(13) 11547(11) 7748(8) 55(2)

C(10) 2781(9) 5806(7) 7496(5) 36(2)

C(11) 821(11) 5080(10) 7210(6) 58(2)

C(12) 182(15) 3848(11) 6208(7) 81(3)

C(13) 1465(15) 3340(9) 5529(5) 66(2)

C(14) 3404(16) 3985(10) 5821(6) 69(2)

C(15) 4052(13) 5226(9) 6797(6) 56(2)
3
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Table 4.  Bond lengths d (Å) and angles ω (deg) in the pyrimidine fragment of molecules I and II

Bond
d

Angle
ω

I II I II

X*–C(2) 1.233(2) 1.678(6) C(2)N(3)C(4) 122.1 (6) 125.3(5)

N(3)–C(2) 1.342(2) 1.320(7) C(2)N(1)C(6) 124.6(2) 124.9(5)

N(3)–C(4) 1.463(2) 1.458(7) N(3)C(4)C(5) 108.7(2) 109.2(5)

N(1)–C(2) 1.374(2) 1.357(7) N(3)C(4)C(10) 110.7(2) 111.0(5)

N(1)–C(6) 1.375(2) 1.385(7) C(5)C(4)C(10) 114.5(2) 112.0(4)

C(4)–C(5) 1.525(2) 1.513(8) C(6)C(5)C(8) 126.8(2) 127.9(5)

C(4)–C(10) 1.494(3) 1.514(8) C(6)C(5)C(4) 117.9(2) 119.5(5)

C(5)–C(6) 1.356(3) 1.339(7) C(8)C(5)C(4) 115.2(2) 112.6(5)

C(5)–C(8) 1.459(3) 1.470(8) C(5)C(6)N(1) 119.3(2) 118.6(5)

C(6)–C(7) 1.503(3) 1.506(8) C(5)C(6)C(7) 128.1(2) 128.1(6)

N(1)C(6)C(7) 112.5(2) 113.2(6)

N(3)C(2)N(1) 115.1(2) 114.8(5)

N(1)C(2)X* 123.8(2) 124.4(5)

N(3)C(2)X* 121.1(2) 120.8(5)

* The oxygen atom in I and the sulfur atom in II.
bond lengths decrease by ~0.01 Å. Note that the C(2)–
N(3) and C(2)–N(1) bonds differ by ~0.03 Å; that is,
they are inequivalent. This is, most probably, due to the
effect of the substituents in the 4-position. Actually, the
substituent at the C(4) atom and the pyrimidine frag-
ment are conjugated. This follows from the N(3)–C(4)
bond length of 1.463 Å, which is characteristic of con-
jugated bonds [4].

As follows from the C(5)–C(8) bond lengths (1.459
and 1.470 Å for I and II, respectively), conjugation
occurs also between the acetyl group in the 5-position
and the C(5)–C(6) bond. The C(4)–C(5) bond lengths
(1.526 and 1.503 Å) correspond to the single C–C
bond.

The bond lengths in the furyl ring in I and the bro-
mophenyl ring in II agree with the data reported for
alkyl substituted molecules [4].

The structural parameters of the acetyl groups in
compounds I and II are close to those in unsaturated or

Table 5.  Parameters of hydrogen bonds in structures I and II

Struc-
ture Hydrogen bond

Distance, Å N–H···X 
angle, 
degN···H H···X N···X

I N(1)–H(1)···O(1)* 0.84 2.12 2.893 153.0

N(3)–H(3)···O(2)** 0.85 1.99 2.836 176.8

II N(1)–H(1)···O*** 0.83 2.08 2.880 161.4

N(3)–H(3)···S**** 0.71 2.64 3.348 169.7

Note: Codes for transformation of symmetrically equivalent
atoms: * 1 – x, –y, –z; ** 1/2 – x, y – 1/2, 1/2 – z; *** 1 + x, y, z;
**** 1 – x, 1 – y, 2 – z.
C

aromatic ketones; that is, the C(8)–O(2) bond is slightly
elongated because of the conjugation with the double
bond of the ring. The substituent in the 4-position (ben-
zene or furane ring) is planar; it is rotated with respect
to the plane of the pyrimidine ring by 83.1° in I and
89.1° in II.

In structures I and II, molecules are linked through
the intermolecular hydrogen bonds NH···X (X = O or S)
(Table 5) into layers parallel to the (101) plane (struc-
ture I) and the (001) plane (structure II) (Fig. 2).

Molecule I includes two –C=O carbonyl groups,
namely, cyclic and acetyl (noncyclic) carbonyls. In the
IR spectrum of I, two intense bands appear in the range
of ν(CO) stretching vibrations (1627 and 1667 cm–1).
These bands were assigned using the spectrum of II,
which includes only the acetyl group. In the IR spec-
trum of crystal II, a very intense band is observed at
1627 cm–1. Apparently, this band overlaps with the
band of the C=C stretching vibrations. It is known that

Table 6.  Energy parameters for tautomers A, B, and C (eV)

Tautomer ∆H*

A 63.43 11.75 17.00 3.46

B 62.49 10.59 16.98 1.81

C 63.01 10.92 17.00 2.32

      * Heat of atomization.
    **, *** The energies of the π and σ bonds, respectively.
**** Solvation coefficient.

Eπ** Eσ*** Msol****
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Fig. 1. Molecular structures of (a) I and (b) II.
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Fig. 2. Fragments of molecular packing in structures (a) I
and (b) II.
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ν(CO) of the acetyl group conjugated with multiple
bonds [5] appears near ~1680 cm–1. The shift observed
in the spectrum is attributed to the strong hydrogen
bond, which agrees with the X-ray diffraction data.
Thus, the band at 1627 cm–1 is assigned to the stretch-
ing vibrations of the acetyl group, and the band at
1667 cm–1 is attributed to the stretching vibrations of
the exocyclic C=O group of the six-membered pyrimi-
dine ring.

This assignment agrees with the shift in the NH
stretching frequencies by 220–320 cm–1 as compared to
the frequency of free NH bonds [5]. A comparison
between the spectra of compounds I and II shows that
the band of the C=S stretching vibrations in II is
located at 1015 cm–1.

The relative stability of the tautomers of the pyrim-
idine ring was estimated from the results of quantum-
chemical calculations (the Dewar variation of the
Pariser–Parr–Pople method [6]). It follows from Table 6
that the heat of atomization for form A is 0.93 and
0.42 eV greater than those for forms B and C, respec-
tively, which indicates that A is the most stable tau-
tomer. The decisive contribution to the stability of the
tautomers is made by the π-electron energy, whereas
the energy of the σ bonds is actually the same for all the
tautomeric forms. According to the solvation coeffi-
cients (Msol), the A tautomer is solvated to a larger
degree than the B and C tautomers.

Thus, the X-ray diffraction data demonstrated that,
in the crystal state, compounds I and II exist in the
amide form. The influence of the type of substituent in
the 4-position of the pyrimidine ring on the molecular
structure is insignificant. The results of the quantum-
chemical calculations and the IR data agree with the
data of the X-ray structure analysis.
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Abstract—An X-ray diffraction study of Y(NO3)3 · 3TMU crystals is performed (heavy-atom method, differ-
ence electron-density maps, H atoms in calculated positions, full-matrix anisotropic–isotropic (H) least-squares
refinement). The crystals are monoclinic, a = 9.353(1) Å, b = 15.966(3) Å, c = 18.805(8) Å, β = 95.41(2)°, Z =
4, and space group P21/c. The structural units of the crystals are molecular complexes. The coordination number
of the Y atom is nine due to three bidentate NO3 groups and three monodentate tetramethylurea molecules. The
mean Y–O bond lengths are 2.464 and 2.274 Å for NO3 and tetramethylurea, respectively. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION
Tetramethylurea C5H12N2O (TMU) is commonly

used as a ligand in the coordination chemistry of rare-
earth elements. The tetramethylurea molecule exhibits
a large dipole moment, 3.24 D at 25° [1], and a high
electron-donating capacity,  ~ 28.1 [2]. Molec-
ular symmetry is characterized by the twofold axis, and
the nitrogen atom slightly deviates from the plane of the
three carbon atoms bound to it [3].

On complex formation, the number of rather bulky
and noncompact tetramethylurea molecules in the coor-
dination of a rare-earth ion depends on the size of both
the central ion and the anion included in the coordina-
tion sphere. This number is 3.5 for lanthanum chloride
and 3 for cerium and yttrium chlorides. For all the rare-
earth perchlorates, the composition of the tetramethy-
lurea complex is Ln(ClO4)3 · 6TMU [4]. For rare-earth
nitrates, only the data for the Eu(NO3)3 · 3TMU struc-
ture are known [5]. Europium is a remarkable element
of the rare-earth series due to the structure of its elec-
tron shell. Therefore, it was of interest to study the
structure of a similar complex of a rare-earth ion situ-
ated at the end of the lanthanide series. For this pur-
pose, we chose yttrium nitrate, which contains a central
ion that is very similar to erbium in chemical and crys-
tal chemical behavior.

EXPERIMENTAL
Synthesis

A crystal hydrate of yttrium nitrate Y(NO3)3 · 6H2O
and tetramethylurea (Merck) were used as starting sub-
stances for the preparation of Y(NO3)3 · 3TMU (I). The
water amount in the crystal hydrate was determined by

DNSbC15
1063-7745/03/4804- $24.00 © 0610
the Fischer method. The IR spectrum of tetramethy-
lurea revealed no evidence of water in the range of the
O–H stretching vibrations.

Heated tetramethylurea was added to the yttrium
salt in the ratio 8 : 1, and the mixture was stirred until
crystals of nitrate dissolved. On cooling, crystals I pre-
cipitated. The crystals were washed with absolute alco-
hol and dried over CaCl2.

For C15H36N9O12Y anal. calcd. (%): C, 39.18; H,
8.84; N, 11.19.

Found (%): C, 40.02; H, 9.20; N, 10.95.

X-ray Diffraction Study

Crystals I are monoclinic, a = 9.353(1) Å, b =
15.966(3) Å, c = 18.805(8) Å, β = 95.41(2)°, V =
2795.6(4) Å3, M = 623.4, F(000) = 1296, ρcalcd =
1.481 g/cm3, µMo = 2.16 mm–1, Z = 4, space group
P21/c.

The experimental data were obtained on an Enraf–
Nonius CAD4 diffractometer (λMoKα, graphite mono-
chromator, θ/2θ scan mode, 2θmax = 56°).

The intensities of 6687 unique reflections were mea-
sured. The structure was solved by direct methods. The
positions of the hydrogen atoms were calculated. The
structure was refined by the least-squares procedure
using 6682 reflections. The non-hydrogen atoms were
refined in the anisotropic approximation, and the
hydrogen atoms were refined within a riding model
with isotropic thermal parameters larger than the Ueq
values of the corresponding carbon atoms by a factor of
1.5. Finally, R1 = 0.0587, wR2 = 0.1340, and GOOF =
1.170 for 1835 reflections with F0 ≥ 4σ(F0); ∆ρmax =
0.473 and ∆ρmin = –1.14 e/Å3.
2003 MAIK “Nauka/Interperiodica”
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Fig. 1. Structure of the Y(NO3)3(TMU)3 complex.
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Fig. 2. Projection of a layer of structure I onto the (100) coordinate plane.
The calculations were performed with the
SHELXS86 [6] and SHELXL93 [7] software packages.

The coordinates and thermal parameters of the non-
hydrogen atoms in structure I are listed in the table.

RESULTS AND DISCUSSION

The structural units of crystals I are molecular com-
plexes Y(NO3)3(TMU)3 (Fig. 1). The NO3 groups act as
HY REPORTS      Vol. 48      No. 4      2003
bidentate ligands. The coordination number of the Y
atom is nine, and the coordination polyhedron is a tri-
capped trigonal prism. However, the coordination poly-
hedron is more conveniently described as an octahe-
dron with three split trans-equatorial vertices, which
are occupied by the NO3 bidentate groups.

The most symmetric Y–O bonds are formed by the
N(1)O3 group (2.464 and 2.430 Å). The bonds formed
by the N(2)O3 group are less symmetric (2.493 and
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2.444 Å), and the bonds formed by the N(3)O3 group
are the most asymmetric (2.539 and 2.414 Å). The tet-
ramethylurea molecules are coordinated monoden-
tately and form shorter Y–O bonds (2.282, 2.249, and

Coordinates and thermal parameters Ueq of the non-hydrogen
atoms in compound I

Atom x y z Ueq, Å2

Y(1) –0.7860(8) 0.24186(5) 0.13498(4) 0.0324(3)

O(1) 0.1451(6) 0.2578(4) 0.2142(3) 0.050(2)

O(2) 0.0256(7) 0.1447(4) 0.2250(4) 0.054(2)

O(3) 0.2188(8) 0.1679(5) 0.2966(4) 0.076(2)

O(4) –0.2895(6) 0.3327(4) 0.0980(4) 0.049(2)

O(5) –0.2220(6) 0.2475(4) 0.0195(3) 0.055(2)

O(6) –0.4050(8) 0.3273(5) –0.0075(4) 0.072(2)

O(7) –0.1601(8) 0.0928(4) 0.1073(4) 0.066(2)

O(8) –0.2939(6) 0.1718(4) 0.1645(4) 0.050(2)

O(9) –0.3544(8) 0.0419(4) 0.1449(4) 0.080(2)

O(10) 0.0180(6) 0.3629(4) 0.0960(3) 0.044(2)

O(11) 0.0763(6) 0.1827(4) 0.0655(3) 0.048(2)

O(12) –0.1386(6) 0.3085(3) 0.2359(3) 0.041(2)

N(1) 0.1317(9) 0.1902(5) 0.2470(5) 0.052(2)

N(2) –0.3093(8) 0.3037(5) 0.0358(5) 0.048(2)

N(3) –0.2717(9) 0.1011(5) 0.1388(4) 0.049(2)

N(4) 0.1547(8) 0.4103(5) 0.0132(5) 0.052(2)

N(5) 0.2183(8) 0.4378(5) 0.1326(4) 0.052(2)

N(6) 0.3005(8) 0.1602(5) 0.0347(4) 0.053(2)

N(7) 0.102(1) 0.1286(5) –0.0440(4) 0.052(2)

N(8) –0.3054(8) 0.2688(6) 0.3089(4) 0.058(2)

N(9) –0.2932(9) 0.4037(6) 0.2706(5) 0.067(3)

C(1) 0.1295(9) 0.4013(5) 0.0812(5) 0.039(2)

C(2) 0.068(1) 0.3626(7) –0.0424(6) 0.082(4)

C(3) 0.240(1) 0.4783(7) –0.0136(7) 0.095(4)

C(4) 0.166(1) 0.4519(7) 0.2031(6) 0.093(4)

C(5) 0.375(1) 0.4376(7) 0.1295(8) 0.105(5)

C(6) 0.156(1) 0.1584(5) 0.0192(5) 0.043(2)

C(7) 0.361(1) 0.2040(6) 0.0975(7) 0.072(3)

C(8) 0.396(1) 0.0988(7) 0.0049(6) 0.088(4)

C(9) 0.171(1) 0.1442(7) –0.1103(6) 0.090(4)

C(10) –0.045(1) 0.1024(8) –0.0555(6) 0.084(4)

C(11) –0.243(1) 0.3255(6) 0.2698(5) 0.042(2)

C(12) –0.228(1) 0.1915(7) 0.3289(6) 0.079(4)

C(13) –0.465(1) 0.2591(9) 0.3075(7) 0.109(5)

C(14) –0.242(1) 0.4659(6) 0.2240(8) 0.096(5)

C(15) –0.368(1) 0.4391(8) 0.3310(8) 0.124(6)
C

2.291 Å). A similar situation (bidentate coordination of
the NO3 groups, difference in the asymmetry of the
Y−O bonds, and greater distances from the central atom
to the nitrate groups as compared to other ligands) was
observed also in the trinitrate complexes
M(NO3)(DMSO)3 of ytterbium, erbium, and lutecium
[8–10]. In all these compounds, the mean M–O(NO3)
and M–O(Lig) bond lengths agree rather closely [2.464
and 2.274 (I), 2.455 and 2.278 (M = Y), 2.465 and 2.270
(M = Er), and 2.461 and 2.260 Å (M = Lu)].

In the NO3 groups of compound I, as usual, the N−O
bond lengths with the terminal oxygen atoms are some-
what shorter than those with the coordinated oxygens
(mean, 1.23 and 1.26 Å, respectively).

In the crystal, complexes are arranged according to
simple hexagonal packing. The distances between the Y
atoms in the pseudotrigonal network generated by the c
glide plane, twofold screw axis, and centers of inver-
sion are 9.13 × 2, 9.40 × 2, 9.43, and 9.86 Å (Fig. 2).
The layers formed by these networks are spaced at the
translation along the x axis (a = 9.353 Å).

Compound I is isostructural with the Eu complex
studied earlier [5]. This suggests that compounds
Ln(NO3)3(TMU)3 are possibly isostructural throughout
the rare-earth series.
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Abstract—The structure of a single crystal of the acetonitrile solvate monohydrate of the potassium iodide
complex with benzo-15-crown-5 ether dye based on methylquinoline iodide (I) is determined by X-ray diffrac-
tion. It is established that the single crystal contains positively charged molecules of benzocrown ether photo-
dye (D), K+ cations, I– anions, and water and acetonitrile solvate molecules in the ratio 1 : 0.5 : 1.5 : 1 : 1, respec-
tively. The K+ cation and one of the I– anions occupy special positions along the twofold axis. The K+ cation is
coordinated by ten oxygen atoms of the crown ether fragments of two D molecules to form the [D2K]3+ com-
plex. Inside the complex, two aromatic quinoline fragments are involved in a stacking interaction. The crossed
mutual arrangement of the ethylene fragments and the considerable distance between them exclude the occur-
rence of intramolecular photochemical [2 + 2]cycloaddition reactions. In the crystal, the [D2K]3+ cationic com-
plexes form stacks along the b axis. The adjacent complexes in a stack are related through the center of sym-
metry and, therefore, are arranged in a head-to-tail manner. The double bonds of the neighboring molecular cat-
ions D in a stack are strictly parallel to each other and are separated by a distance of 3.754 Å. This geometry is
favorable to the intermolecular cycloaddition reaction that should result in the formation of the syn head-to-tail
isomer. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Crown ethers are good complex-forming com-
pounds that are capable of selectively capturing cations
into their cavities. This makes it possible to use crown
ethers for the extraction of heavy metals from aqueous
solutions, the separation of different-type cations, and
the stabilization of metal cations in organic media. The
ability of crown ether to bind metal cations depends on
the cavity size and the nature of heteroatoms (O, N, or
S) and substituents of the macrocycle and solvent. In
this respect, it is clear that the prediction of the proper-
ties of crown ethers is an important theoretical problem.
Similar investigations have been performed in a num-
ber of recent works [1–5] dealing with free crown
ethers, protonated crown ether, and complexes of crown
ethers with alkali and alkaline-earth metals.

Bagatur’yants et al. [6] carried out a theoretical
study in terms of the density functional theory and ab
initio calculations of the structure and the relative sta-
1063-7745/03/4804- $24.00 © 0613
bility of 18-crown-6 complexes with heavy metals
(such as silver and mercury) in different oxidation
states. Moreover, these authors analyzed the influence
of the counterion on the structure and the relative stabil-
ity of the complexes under consideration. A number of
inferences made in [6] are based on the comparison of
the theoretical data with the results of the structural
investigations performed earlier for 18-crown-6 com-
plexes with mercury halides [7–9].

Humphy-Baker et al. [10] showed that a singly
charged complex of monovalent silver with the diaza-
18-crown-6 derivative can be reduced in a solution to
the zero-valence state with a neutral silver atom in the
cavity of the crown. This result suggests the possibility
of creating an electron trap based on a highly polarized
heavy metal enclosed in the crown cavity. This also
means that the possibilities of using crown ethers are
far from exhausted.

In recent years, crown ethers have found application
as components of supramolecular systems [11]. The
2003 MAIK “Nauka/Interperiodica”
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incorporation of a metal into the cavity of a crown ether
or a change in the oxidation state of the metal in this
cavity can affect the properties of a particular func-
tional group bound to the crown ether in a supramolec-
ular system. Supramolecular systems that contain a
crown ether fragment and a photodye as a functional
group can be used as molecular switches [12–14]. The
influence of the metal coordination on the photosensory
properties of crown ether complexes was investigated
in [15–19].

Molecules of photosensitive systems involve a frag-
ment that is capable of serving as an “antenna” for the
absorption of photons and of using the photon energy to
transform the molecular structure, as well as a fragment
whose reactivity changes as a result of the structural
transformation. It is this principle of operation that is
embodied in natural photosensitive systems. Among
artificial photosensitive systems, the most extensively
studied are the compounds containing the N=N bond as
a light-sensitive antenna, which, under exposure to
light, undergoes a reversible cis–trans isomerization
[20, 21]. The photosensitive compounds containing the
C=C bond, which were discovered more recently, have
the advantage that, apart from photoisomerization, they
can undergo a reversible photochemical [2 + 2]cycload-
dition reaction [12, 20]. This has opened up fresh
opportunities for the multipurpose application of pho-
tosensitive systems based on olefins.

Gromov et al. [22, 23] suggested that crown-con-
taining styryl dyes and their complexes with metal cat-
ions can be used as promising optical switches owing to
their ability to be reversibly transformed with a high
quantum yield from the trans isomer to the cis isomer
and the substantial difference in the spectral and com-
plex-forming properties of both dye isomers. More-
over, Gromov and Alfimov [12] demonstrated that these
compounds can readily enter into the [2 + 2]photocy-
cloaddition to form cyclobutane derivatives. This reac-
tion is of great synthetic significance, because it opens
up the way to the synthesis of a new class of complex-
ones. It can easily be shown through the exhaustive
selection that the above reaction of [2 + 2]photocy-
cloaddition can produce 11 cycloadducts from crown-
containing styryl dyes. However, under actual condi-
tions, the formation of only one of these cycloadducts
is usually observed. From both theoretical and practical
standpoints, it is particularly important to predict and
control the regioselectivity and stereoselectivity of the
cycloaddition and to use properly the topochemical
mechanism of this reaction in crystals.

The present work opens up a series of systematic
studies concerned with the molecular and supramolec-
ular structures of crown-containing styryl dyes and
their complexes with different cations. In this paper, we
discuss the crystal and molecular structures of acetoni-
trile solvate monohydrate of the potassium iodide com-
plex with benzo-15-crown-5 ether dye based on meth-
ylquinoline iodide (I):

Details of the synthesis performed in this work and
the properties of compound I will be described in a sep-
arate paper.

EXPERIMENTAL

The main crystal data, data collection, and refine-
ment parameters for structure I are presented in Table 1.
A set of experimental reflections was collected on a
Bruker CCD SMART diffractometer [graphite mono-
chromator; MoKα radiation; exposure time per frame,
50 s; temperature, 100.0(2) K].

The structure was solved by direct methods and
refined in the full-matrix anisotropic approximation (on
F2) for all the non-hydrogen atoms. The hydrogen
atoms were located from the difference synthesis. Their
positions were refined within a riding model. In this
refinement, the isotropic thermal parameters were kept
greater than the isotropic equivalent thermal parameters
of the parent carbon and oxygen atoms by a factor of
1.2 (1.5 for the hydrogen atoms of the methyl groups).

The solution and the refinement of the structure
were carried out with the SHELXS86 [24] and
SHELXL97 [25] software packages.

The crystallographic data for the structures have
been deposited with the Cambridge Crystallographic
Data Center as supplementary publication no. CCDC
194520). Copy of the data can be obtained free of
charge on application to CCDC, 12 Union Road, Cam-
bridge CB21EZ, UK (fax: (+44) 1223-336-033; e-mail:
deposit@ccdc.cam.ac.uk or http://www.ccdc.cam.ac.uk).

STRUCTURAL UNITS OF THE CRYSTAL

The structure of single crystal I is formed by posi-
tively charged molecules of benzocrown ether photo-
dye (D), K+ cations, I–1 anions, and water and acetoni-
trile solvate molecules in the ratio 1 : 0.5 : 1.5 : 1 : 1,
respectively. Figure 1 shows all the structural units of
the crystal and the atomic numbering. The coordinates
and thermal parameters of the non-hydrogen atoms are
listed in Table 2.

The K+ cation occupies a special position on the
twofold axis and is coordinated by all ten oxygen atoms
of the crown ether fragments of two symmetry-related
photodye molecules.

In the asymmetric part of the unit cell, the I(2)–

anion also occupies a special position on the twofold
axis, whereas the I(1)– anion is located in a general

NMe
O

O

O

O

O

+

I– KI
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Fig. 1. Structural units of the crystal and the atomic numbering.
position. Both solvate (water and acetonitrile) mole-
cules occupy general positions.

In the molecular cation D, it is possible to distin-
guish three planar fragments, namely, the N-meth-
ylquinoline (plane P1) fragment, the
C(14)C(17)C(18)C(19) ethylene (plane P2) fragment,
and the benzene (plane P3) fragment. The dihedral
angles P1/P2 , P2/P3 , and P1/P3 are equal to 18.5°, 14.2°,
and 9.7°, respectively. Since the third angle is not an
algebraic sum of the first two angles, the nonplanarity
of the photodye molecule is caused not only by rota-
tions about the formally single bonds but also by bend-
ing of the planar fragments. These features in the
molecular geometry are apparently associated with the
optimum compensation for different effects, such as
steric stresses in the molecule with retention of an
GRAPHY REPORTS      Vol. 48      No. 4      200
extended π-electron conjugation system, the favorable
stacking arrangement of molecules, and the Coulomb
repulsion of likely charged fragments in the crystal.

The bond lengths in the N-methylquinoline frag-
ment actually coincide with those available in the Cam-
bridge Structural Database [26]. In particular, the π-
electron density is slightly delocalized at two periph-
eral bonds of the benzene ring [in our case, C(23)–
C(24), 1.36(1) Å and C(25)–C(26), 1.373(9) Å] and
one C–N bond [C(21)–N(1), 1.337(8) Å].

A comparison of the geometry of the styryl-15-
crown-5 fragment in potassium complex I with the
geometries of this fragment in iodide II (in which the
crown ether fragment is uncoordinated) [27] and per-
chlorate III (in which the crown ether fragment coordi-
nates the water molecule) [28],
O

O

O

O

ON

S

Et

+

O

O

O

O

O
N

S

Et

+
(II) I– (III) ClO4 · H2O– ,
shows that, in these compounds, the electron density
distributions over the fragment under consideration dif-
fer significantly.

In the molecular cation of compound II, which con-
tains the uncoordinated benzocrown ether fragment, the
para quinoid form makes a clearly defined, even
though small, contribution to the structure of the ben-
zene ring and the double bond in the ethylene fragment
is well pronounced: the bond lengths in the C=C–C(Ar)
fragment are equal to 1.333(7) and 1.463(8) Å, respec-
tively. In a similar fragment of complex III with water,
the bonds alternate in the lower part of the benzene ring
3
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C–C=C(O)–C(O) [1.414(4), 1.377(4), and 1.416(4) Å,
respectively]. At the same time, the bond lengths in the
upper part of the benzene ring are equal to each other;
i.e., the para quinoid structure is retained by only half.
In the C=C–C(Ar) fragment, the length of the double
bond is equal to 1.349(4) Å and the length of the single
bond is 1.457(4) Å. Therefore, the alternation of
the bonds in complex III is less pronounced than in cat-
ion II.

Table 1.  Crystal data, data collection, and refinement pa-
rameters for the crystal structure studied

Empirical formula C28H35I1.50K0.50N2O6

Molecular weight 705.48

Crystal system Monoclinic

Space group C2/c

a, Å 19.5150(3)

b, Å 22.3320(1)

c, Å 14.5117(1)

β, deg 111.948(1)

V, Å3 5866.0(1)

Z 8

ρcalcd, g/cm3 1.598

F(000) 2832

µ(MoKα), mm–1 1.732

Crystal size, mm 0.40 × 0.24 × 0.12

T, K 100.0(2)

Radiation wavelength, Å MoKα (0.71073)

Scan mode/θ range, deg ω/1.45–27.54

Index ranges –25 ≤ h ≤ 25

–28 ≤ k ≤ 27

–18 ≤ l ≤ 18

Number of reflections
measured

21346

Number of unique reflections 6745 [Rint = 0.0644]

Number of reflections with
I > 2σ(I)

5958

Absorption correction Semiempirical (Siemens
Analytical X-ray

Instruments, 1995)

Transmission, min/max 0.493/0.613

Number of parameters refined 347

R factors for reflections with
I > 2σ (I)

R1 = 0.0652, wR2 = 0.1259

R factors for all reflections R1 = 0.1072, wR2 = 0.1807

Goodness-of-fit on F2 1.170

Extinction coefficien 0.00012(4)

Residual electron density 
(min/max), e Å–3

–1.441/1.441
C

In the styryl group of dye I, the bond lengths in the
C(11)–C(12)–C(13)–C(14) fragment are equal to
1.415(8), 1.390(8), and 1.405(8) Å and the bond
lengths in the C(11)–C(16)–C(15)–C(14) fragment are
1.378, 1.400, and 1.393 Å, respectively. Thus, the
bonds alternate in the C(11)…C(16) benzene ring. The
lengths of the C(17)=C(18) double bond [1.348(8) Å]
and the C(17)–C(14) single bond [1.456(8) Å] in the
C=C–C(Ar) fragment nearly coincide with those
observed in complex III.

In the crown ether fragments of all the three com-
pounds under consideration, the O(1) and O(5) oxygen
atoms, which are directly attached to the benzene ring,
differ from the other three oxygen atoms. The bond
angles at the O(1) and O(5) atoms [118.0(5)° and
119.2(4)° in I, 118.3(4)° and 118.4(4)° in II, and
116.4(2)° and 117.5(2)° in III] are larger than those at
the other oxygen atoms [113.6(5)°–114.9(6)° in I,
111.8(5)°–113.7(5)° in II, and 111.6(3)°–113.0(2)° in
III]. Moreover, the C(Ar)–O–C(sp3) fragments involv-
ing the O(1) and O(5) atoms are almost coplanar with
the benzene ring plane (the dihedral angles in I are
equal to −1.6° and –8.0°). These findings suggest that
the hybridization of the O(1) and O(5) atoms is similar
to the sp2 state, whereas the hybridization of the other
oxygen atoms is similar to the sp3 state. Consequently,
for the O(1) and O(5) atoms each, the lone electron pair
at the p orbital can interact with the π*-orbital system
of the benzene ring and, thus, affects its geometry. The
difference between the geometries of the studied frag-
ments in I and II is associated with the fact that the oxy-
gen atoms in I interact with the K+ cation, which is
absent in II. The K+ cation deviates from the mean
plane of the oxygen atoms in the crown ether, whereas
the bonds of the O(1) and O(5) atoms lie in this plane.
As a result, for each of these atoms, the sp2 orbital
involving the second lone electron pair is directed
toward the center of the macrocycle. Unlike the sp2

orbital, the p orbital of the lone electron pair is perpen-
dicular to the mean plane of the oxygen atoms; i.e., this
orbital is oriented approximately toward the K+ cation
and interacts with it. The interaction of the p orbital
with the K+ cation leads to a considerable suppression
of the contribution from this orbital to the conjugation
with the benzene ring. This circumstance can be
responsible for the disappearance of the contribution
from the para quinoid form to the general distribution
of bonds in the benzene ring, even though this contribu-
tion is observed in uncoordinated crown-containing
styryl dye II. A similar (but less pronounced) situation
occurs in complex III with water, in which the lone
electron pairs of the oxygen atoms bound to the ben-
zene ring are involved in the formation of hydrogen
bonds with water molecules. The assumption regarding
the competitive (partial) participation of the p orbitals
of the lone electron pairs of the O(1) and O(5) atoms in
two different interactions in I is confirmed by the fact
that the K+···O(1) and K+···O(5) distances [2.941(4) and
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Table 2.  Coordinates (×104) and equivalent isotropic thermal parameters (×103) for non-hydrogen atoms in structure I

Atom x y z Ueq, Å2 Atom x y z Ueq, Å2

I(1) 7112(1) 393(1) 12736(1) 40(1) C(10) 6934(6) 4752(6) 9303(9) 82(3)

I(2) 10000 1080(1) 12500 42(1) C(11) 4306(3) 2191(3) 10516(4) 21(1)

K 5000 3228(1) 12500 23(1) C(12) 4947(3) 1881(3) 11125(4) 20(1)

N(1) 4319(3) –1984(2) 10602(4) 28(1) C(13) 4933(3) 1263(3) 11227(4) 20(1)

N(2) 7150(5) 3676(6) 10149(6) 82(3) C(14) 4273(3) 947(3) 10743(4) 23(1)

O(1) 4406(2) 2791(2) 10439(3) 23(1) C(15) 3639(3) 1265(3) 10187(4) 25(1)

O(2) 4307(2) 3983(2) 10832(3) 26(1) C(16) 3651(3) 1886(3) 10068(4) 22(1)

O(3) 5853(3) 4026(2) 11990(3) 30(1) C(17) 4220(3) 296(3) 10725(4) 23(1)

O(4) 6524(2) 2946(2) 13040(3) 24(1) C(18) 4769(3) –111(3) 11008(4) 22(1)

O(5) 5552(2) 2238(2) 11564(3) 23(1) C(19) 4631(3) –755(3) 10864(4) 21(1)

O(6) 8101(4) 1587(3) 12243(5) 75(2) C(20) 3961(3) –968(3) 10189(4) 22(1)

C(1) 3780(3) 3142(3) 9819(5) 25(1) C(21) 3821(4) –1576(3) 10087(5) 27(1)

C(2) 4061(4) 3769(3) 9838(4) 25(1) C(22) 5012(4) –1809(3) 11264(4) 26(1)

C(3) 4735(4) 4516(3) 10992(5) 32(2) C(23) 5040(4) –2242(3) 11789(5) 31(2)

C(4) 5527(4) 4401(3) 11135(5) 36(2) C(24) 6209(4) –2058(3) 12435(5) 37(2)

C(5) 6588(4) 3859(3) 12126(5) 33(2) C(25) 6386(4) –1444(3) 12613(5) 30(1)

C(6) 6902(3) 3503(3) 13073(5) 28(1) C(26) 5876(3) –1020(3) 12102(5) 26(1)

C(7) 6775(3) 2475(3) 12576(5) 26(1) C(27) 5177(3) –1183(2) 11406(4) 20(1)

C(8) 6206(3) 1984(3) 12283(4) 24(1) C(28) 4124(5) –2629(3) 10446(5) 38(2)

C(9) 7038(5) 4165(7) 9774(7) 70(3)
2.997(4) Å] are noticeably greater than the other three
K+···O distances [2.844(4), 2.723(4), and 2.847(4) Å].

Undeniably, the above inference is based on the
assumption that the effect of the Ar substituent in the
Ar–C=C and benzocrown fragments of compounds I–
III (quinoline in I and benzothiazole or ethylbenzothi-
azole in II and III) on the distribution of bonds in the
benzene ring of the benzocrown is weak compared to
the effect of the coordination of the crown ether with
the metal atom or the small-sized molecule. This
assumption is consistent with all the available data on
the chemical (complexation constants), spectral, and
photochemical properties of both the dyes considered
above and the related crown ether styryl and butadiene
dyes [12, 22, 23, 28].

STRUCTURE OF THE [D2K]3+ COMPLEX

The K+ cation is coordinated by two crown ether
groups. The coordination polyhedron of the K+ cation
in the [D2K]3+ complex can be described as intermedi-
ate between a pentagonal prism and an antiprism.
The aforementioned K+···O distances in the polyhedron
are somewhat shorter than those observed earlier in
the  15-crown-5 complex with the K+ cation (2.749–
3.064 Å) [29].

In the complex, two D cations are related by the
twofold axis, which passes through the metal cation in
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
the plane parallel to the mean planes of the organic
fragments arranged in a head-to-head manner. The side
and front projections of the complex are depicted in
Fig. 2. It can be seen that the quinoline fragments are
projected onto each other. Their planes are aligned
strictly parallel to each other at an interplanar distance
of 3.40 Å. This value falls in the distance range 3.3–
3.8 Å, which is characteristic of stacking interactions
between two parallel π systems of nitrogen-containing
heterocycles [30]. The shifted (or offset) mutual
arrangement of aromatic heterocycles is rather typical
and, according to the analysis performed by Janiak [30]
for a large number of structures, is observed in the vast
majority of cases.

Therefore, despite the positive charge localized at
the aromatic heterocyclic system of quinoline, these
systems in the complex are involved in the stacking
interaction. It should be noted that, for the mutual pro-
jection observed for the aromatic systems in the studied
structure, the positive charges localized in the vicinity
of the quinoline nitrogen atoms appear to be widely
spaced, which leads to a weakening of the Coulomb
repulsion between the heterocycles. In the case when
two parallel aromatic molecules are bound through the
stacking interaction, the interatomic contacts, as a rule,
correspond to the sums of the van der Waals radii.
Table 3 presents the shortest interatomic contacts in the
pair of parallel aromatic fragments under consider-
ation. These contacts are close to the sums of the van
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Fig. 2. Side and front projections of the K+ complex.
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der Waals radii of the relevant atoms; i.e., they are equal
to those observed for the stacking interaction of neutral
aromatic systems.

The ethylene bonds in the upper and lower parts of
the complex are far apart (Fig. 2, front projection),
which is unfavorable to the photochemical [2 +
2]cycloaddition reaction within the complex. It is
highly improbable that the coordination of the K+ ion in
a solution can change so that the ethylene fragments of
the two dye molecules in the complex will approach
each other under conditions of favorable stacking inter-
action between likely charged aromatic systems. Note
that, in the case when the ethylene fragments approach
each other, the likely charged nitrogen atoms of the
quinoline systems would also come close together,
which must necessarily enhance the Coulomb repulsion
between the nitrogen-containing heterocyclic systems.
However, even though the two crown ether fragments
were slightly rotated in the solution and then the ethyl-
ene fragments came close together, the latter fragments
would have a crossed mutual orientation (the complex
has C2 symmetry). As was shown by Schmidt [31], in
all cases, the photochemical [2 + 2]cycloaddition reac-
tion in the solid phase was observed when the ethylene
C

fragments had a parallel (or nearly parallel) mutual ori-
entation and the distance between the centers of the eth-
ylene bonds was equal to 3.5–4.2 Å. Only the parallel
arrangement of the double bonds in the dimer was taken
into consideration in the theoretical calculations per-
formed by Baskin et al. [32] and Freœdzon et al. [33] for
the regioselectivity and stereoselectivity of the [2 +
2]photocycloaddition in complexes of crown-contain-
ing styryl dyes with M2+ metal cations. The results of
these calculations are in good agreement with the
experimental data. Theocharis et al. [34] analyzed the
situation where the ethylene fragments of organic com-
pounds in parallel planes in the crystal were character-
ized by a slightly nonparallel mutual orientation and the
distance between the centers of the ethylene bonds was
approximately equal to 3.7 Å, but the crystal was pho-
tochemically active with respect to the cycloaddition
reaction. However, this situation can also be reduced to
the general case of parallel double bonds.

It should be noted that, if the cycloaddition reaction
in olefins proceeded at a crossed mutual orientation of
the reacting ethylene bonds, no regioselectivity and ste-
reoselectivity would be observed, because the addition
of atoms to one another {1…3 and 2…4} or {1…4 and
2…3} must occur with an equal probability, which, in
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Fig. 3. A fragment of the crystal packing.
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Fig. 4. Mutual arrangement of the two adjacent crown ether dyes in a stack.
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turn, must necessarily result in the formation of an isomer mixture:
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In the case of crown-containing styryl dyes, this sit-
uation is inconsistent with the experimental data,
according to which only one out of the eleven cyclobu-
tane isomers was formed in all the experimentally
observed reactions in solutions [12, 35].
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PACKING OF FORMULA UNITS 
IN THE CRYSTAL

In the crystal, the [D2K]3+ cationic complexes form
stacks along the b axis. A fragment of the crystal pack-
ing free of solvate molecules and counterions is dis-
3
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played in Fig. 3. The adjacent complexes in a stack are
related through the center of symmetry and, therefore,
are arranged in a head-to-tail manner. Figure 4 shows
the mutual arrangement of two adjacent molecular cat-
ions D belonging to different complexes in a stack. As
can be seen, the quinoline fragments are located above
the benzene rings, whereas the double bonds lie one
above the other. The dihedral angle between the planes
of the quinoline fragment and the benzene ring super-
posed one on the other in the stack is equal to 11.1°. The
superposed ethylene fragments are strictly parallel to
each other, and the distance between the centers of the
ethylene bonds is 3.754 Å. This geometry is favorable
to the [2 + 2]cycloaddition, which can result in the for-
mation of the syn head-to-tail isomer when the hetero-
cyclic residuals are located at opposite carbon atoms
but on each side of the ring:

The results obtained give grounds to believe that the
photochemical reaction under consideration can pro-
ceed in the crystal; however, this can be merely an inter-
molecular reaction between adjacent complexes. The
shortest interatomic contacts in the stack are given in
Table 4. These contacts correspond to the sums of the
van der Waals radii, which is characteristic of the struc-
tures of photochemically active olefins [31, 34, 36–40].

R1

R2

R2

R1

R2R1

R2 R1

Table 4.  Shortest intermolecular contacts d(Å) in the stack

Atoms d Atoms d

C(11B)···N(1C) 3.649 C(14B)···C(27C) 3.696

C(11B)···C(22C) 3.426 C(15B)···C(26C) 3.818

C(11B)···C(23C) 3.469 C(15B)···C(27C) 3.838

C(12B)···N(1C) 3.328 C(16B)···C(22C) 3.788

C(13B)···C(19C) 3.625 C(16B)···C(23C) 3.682

C(13B)···C(20C) 3.554 C(16B)···C(24C) 3.761

C(13B)···C(21C) 3.674 C(17B)···C(18C) 3.754

C(14B)···C(19C) 3.730

Table 3.  Shortest interatomic contacts d (Å) between the
quinoline fragments in the [D2K] complex 

Atoms d Atoms d

C(19)···C(26A) 3.497 C(22)···C(24A) 3.594

C(20)···C(26A) 3.826 C(22)···C(23A) 3.515

C(20)···C(25A) 3.657 C(22)···C(22A) 3.605

C(21)···C(25A) 3.520 C(23)···C(23A) 3.459

N(1)···C(24A) 3.376 C(26)···C(27A) 3.517

N(1)···C(25A) 3.565 C(27)···C(27A) 3.491
C

Note that the cycloaddition reaction in solutions has
never been observed in free crown-containing styryl
dyes incapable of forming complexes with metal cat-
ions. It seems likely that, in solutions, only the coordi-
nation with a metal cation holds the dye molecules
fairly close to each other and in the required orientation
with respect to each other. A different situation arises in
crystals. The crystal lattice itself is responsible for the
close and proper location of two alkenes capable of
entering into the cycloaddition reaction. The solid-
phase topochemical cycloaddition reactions are well
understood and described in [31, 34, 36−40].

In crystal I, the alkene has a more complex structure
than that described in the case of topochemical
cycloaddition. The alkene contains bulky fragments of
crown ether and quinoline, and the crystal involves
additional structural units, such as counterions and sol-
vate molecules. In this respect, it is necessary to eluci-
date whether these structural units or neighbors in the
crystal lattice can serve as obstacles to drawing the eth-
ylene bonds together in stacks of the complexes either
throughout the crystal bulk or, like crystal defects, in
local regions.

An important feature of the crystal packing studied
is that the crown ether molecular fragments are located
close to each other and form extended regions. This is a
common structural feature of all crown-containing
styryl dyes [28, 41–43]. Another common feature is
that the crown ether regions of the crystal have a very
loose packing. A large number of intermolecular con-
tacts with the participation of the crown ether atoms
exceed the sums of the van der Waals radii. The loose-
ness of this packing can also be judged either from the
frequently observed disordering of the crown ether
fragments or from the presence of two crystallographi-
cally independent molecules with different conforma-
tions of the crown ether fragment in the crystal struc-
ture. This stems from the high conformational flexibil-
ity of crown ethers. It can be assumed that the high
conformational flexibility of the crown ether requires
an additional free volume ∆V. As a consequence, the
crystallization is accompanied by the formation of
regions with a loose packing around the crown ether
groups. In the systems containing crown ethers, the
close packing inherent in crystals is attained in the case
where the crown ether fragments are located close to
each other in such a way that the additional volume ∆V
of one molecule appears to be common to two and more
molecules. The proposed model offers a satisfactory
explanation of the formation of extended regions (chan-
nels) with a loose packing in the structure of crown
ether compounds.

The adjacent stacks in crystal I are shifted with
respect to each other along the b axis in such a way that
zigzag loosely packed channels formed by the crown
ether fragments arise in the crystal bulk. Inside these
channels, all the intermolecular interatomic contacts
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Fig. 5. Projection of the crystal structure along the z axis.
with the participation of oxygen atoms exceed the sums
of the van der Waals radii of the corresponding atoms.

The stacks in the crystal are arranged so that regions
of the ethylene fragments are surrounded by loosely
packed crown ether regions (Fig. 5). Therefore, the
crystal structure provides conditions under which the
carbon atoms of the ethylene groups can be displaced
toward each other in the course of the cycloaddition
reaction without any obstacles produced by atoms of
the surrounding crown ether groups. Moreover, since
the cycloaddition reaction is attended not by an
increase but by a decrease in the volume per interacting
structural unit, the appearance of steric hindrances to
the occurrence of this reaction is highly improbable.
The cycloaddition reaction can also proceed in local
regions of the crystal with the initial crystalline matrix
rather than over the crystal bulk.

Certainly, in the case of crown ether complexes with
metal cations, the flexibility of crown ether groups is
substantially lower and the looseness of crown ether
regions in the crystal is less pronounced than those in
the case of uncoordinated crown-containing styryl
dyes. Furthermore, the reaction in the crystal should
result in a change in the coordination environment of
the metal cation, because the styryl fragment changes
its orientation, which, in turn, leads to the displacement
of at least the nearest neighbor oxygen atoms. However,
it is necessary to take into account that the interactions
of the cation with the oxygen atoms are ionic (undi-
rected) in character and that the system contains other
atoms or groups capable of providing coordination sat-
uration of the K+ cation. On this basis, we believe that
crown-containing styryl dyes and their complexes, gen-
erally, and the crystal studied, in particular, are candi-
dates for use in analyzing the possibility of carrying out
the solid-phase topochemical [2 + 2]photocycloaddi-
tion reaction in these systems.
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In the crystal, the iodine counterions and the solvate
molecules of water and acetonitrile are located in
regions of loose channels and interstack holes. The ace-
tonitrile molecules merely occupy holes and do not par-
ticipate in specific interactions. The iodine anions are
involved in the formation of hydrogen bonds with water
molecules and form associates in which the central
iodine anion is located along the twofold axis:

The distances from the central iodine anion to the
hydrogen and oxygen atoms of the water molecule are
equal to 2.90 and 3.758 Å, respectively. The distances
from the terminal iodine anion to the hydrogen and
oxygen atoms of the water molecule are 2.67 and
3.519 Å, respectively. These distances and angles at the
hydrogen atoms (179.6° and 179.3°) correspond to a
standard linear hydrogen bond.
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Abstract—Two isomers, p-butoxyphenyl p'-hexyloxybenzoate (1) and p-hexyloxyphenyl p'-butoxybenzoate
(2), are studied by X-ray diffraction. Crystals 1 contain two crystallographically independent molecules, which
differ in the conformation of one of their side chains. In both compounds, bond lengths and angles have standard
values. The geometry of the central fragment Ph–Est–Ph is essentially the same in both isomers. One of the
benzene rings is coplanar with the Est group, and the other ring, which is linked with this group through the
oxygen atom, is almost perpendicular to the Est plane. In crystal 1, molecules are packed in such a fashion that,
in any pair of neighboring molecules, the most closely spaced benzene rings are nearly perpendicular to each
other, which corresponds to a weak C–H···π interaction. In the crystal packing of 2, neither perpendicular nor
stacking motifs are observed. The supramolecular architecture of this compound is determined by directional
specific interactions of the hydrogen bond type between the C–H benzene fragment and the ester oxygen atom
of the neighboring molecule. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The majority of organic compounds consisting of
complicated molecules crystallize in the lowest crystal
systems. As a rule, such molecules are able to adopt a
number of stable conformations. As a consequence,
each compound has more than one polymorphic modi-
fication. In particular, most mesomorphic organic com-
pounds (liquid crystals) exhibit polymorphism.

In early structural studies of liquid crystals, primary
emphasis was placed on the structure of mesophases
[1]. For a long time, the only important research into
solid phases was Bryan’s studies [2–4], which are con-
cerned with the systematization of structural data for
mesomorphic acids, and publications on azoxyben-
zenes [5] and cholesteryl esters [6, 7]. Structural studies
of liquid-crystalline solid phases have been intensively
performed only over the last 10–15 years. Among the
70000 mesogenic compounds known to date [8], only
310 compounds and their solid phases have been char-
acterized crystallographically [9]. This stems from the
difficulties associated with the preparation of individual
solid phases of mesomorphic compounds, not to men-
tion the growth of single crystals. It was shown in [10]
that, because of the close values of the Gibbs energy of
polymorphic modifications, crystallization of liquid-
crystalline substances is often accompanied by the vio-
lation of the Ostwald rule of consecutive reactions and
1063-7745/03/4804- $24.00 © 20623
results in the formation of very stable mixtures of sev-
eral solid modifications [11−15]. Crystalline aromatic
esters are the least known mesogenes: the crystallographic
data are available only for p-methoxyphenyl p'-hexyloxy-
benzoate [16].

Our study is aimed at determining the molecular and
crystal structures of two isomeric aromatic esters,
namely, p-butoxyphenyl p'-hexyloxybenzoate (1) and
p-hexyloxyphenyl p'-butoxybenzoate (2).

EXPERIMENTAL

The initial substances were of the analytical grade.
Checking for purity by the cryometric method [17]
revealed that the total impurity content was 3.0 ±
0.3 mol %. Recrystallization from a hexane solution
lowered the impurity content to 1.5 mol %. Studies of
the systems containing 1 or 2 and nonmesogens [18]
allowed us to choose the temperature and concentration
for the growth of individual polymorphic modifica-
tions.

X-ray Diffraction Study

We managed to grow single crystals of both isomers
and to perform complete X-ray diffraction analysis.
The main crystal data and parameters of the X-ray dif-
003 MAIK “Nauka/Interperiodica”
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Table 1.  Crystal data, data collection, and refinement parameters for the crystal structures of isomers 1 and 2

C23 H30 O4 isomers 1 2

Molecular weight (kg/kmol) 370.47 370.47

Crystal system Triclinic Monoclinic

Space group P P21/n

a, Å 9.384(3) 19.6307(8)

b, Å 9.864(3) 5.3304(2)

c, Å 22.249(6) 20.2575(9)

α, deg 83.712(7) 90.0

β, deg 89.777(7) 104.734(2)

γ, deg 89.645(6) 90.0

V, Å3 2047(1) 2050.0(2)

Z 4 4

ρcalcd, g/cm3 1.202 1.200

F000 800 800

µ(MoKα), mm–1 0.081 0.081

Crystal size, mm 0.20 × 0.10 × 0.10 0.45 × 0.20 × 0.05

T, K 120.0(2) 120.0(2)

Radiation, Å MoKα(0.71073) MoKα(0.71073)

Scan mode/θ range, deg ω/0.92–27.00 ω/1.29–27.50

Index ranges 13 ≤ h ≤ 13, –8 ≤ k ≤13,  –30 ≤ l ≤ 31 –25 ≤ h ≤ 25, –6 ≤ k ≤ 6,  –21 ≤ l ≤ 26

Number of reflections measured 13059 12935

Number of unique reflections 8883 [Rint = 0.0614] 4667 [Rint = 0.0762]

Number of reflections with I > 2σ(I) 7563 4667

Number of parameter refined 573 365 

R factors for reflections with I > 2σ(I) R1 = 0.0613, wR2 = 0.1340 R1 = 0.0537, wR2 = 0.1289

for all reflections R1 = 0.1717, wR2 = 0.1826 R1 = 0.0981, wR2 = 0.1505 

Goodness-of-fit on F2 0.779 0.959 

Extinction coefficient 0.0006(4) 0.0016(9) 

Residual electron density, min/max, e/Å3 0.282/–0.238 0.236/– 0.310

1

fraction experiments are presented in Table 1. Colorless
single crystals of both compounds were coated with a
perfluorinated oil and placed in a Bruker SMART CCD
diffractometer with an area detector (MoKα radiation)
at a temperature of 120.0(2) K. Experimental reflec-
tions were measured in the ω scan mode (exposure time
per frame, 15 s).

The structures were solved by direct methods and
refined by the least-squares procedure on F2. In struc-
ture 1, two crystallographically independent molecules
were found. In one of them, the n-butoxy fragment is
disordered over two positions with approximately
C

equal occupancies (0.47 and 0.53). Difference Fourier
syntheses revealed all the hydrogen atoms in structures 1
and 2, except for hydrogen atoms of the disordered
fragments in 1. The final least-squares refinement of the
structures was performed in the full-matrix anisotropic
approximation for all the non-hydrogen atoms and in
the isotropic approximation for hydrogen atoms other
than those of the aliphatic substituents in structure 1,
which were refined within a riding model.

The coordinates of the non-hydrogen atoms are
listed in Tables 2 and 3. All the calculations were car-
ried out with the SHELXS86 [19] and SHELXL97 [20]
software packages.
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Table 2.  Coordinates (×104) and isotropic equivalent thermal parameters Ueq (Å
2, ×103) of the non-hydrogen atoms in structure 1

Atom x y z Ueq Atom x y z Ueq

O(11) –3751(3) 610(2) 899(1) 81(1) C(123) 13568(4) –3564(4) 4673(2) 68(1)

O(12) 1131(2) –1286(2) 2101(1) 53(1) O(21) –13829(2) 4934(2) 1066(1) 53(1)

O(13) 1614(2) 827(2) 2333(1) 52(1) O(22) –8411(2) 4264(2) 2021(1) 45(1)

O(14) 6917(2) –2445(2) 3515(1) 49(1) O(23) –9256(2) 4320(2) 2969(1) 49(1)

C(101) –7925(4) 2620(4) 196(2) 100(2) O(24) –2964(2) 2338(2) 3557(1) 43(1)

C(102) –6658(11) 1437(8) 404(4) 66(2) C(201) –18393(4) 6848(4) 397(2) 68(1)

C(103) –6151(10) 1861(9) 977(4) 63(2) C(202) –17037(4) 7121(4) 737(2) 64(1)

C(132) –7152(9) 2097(8) 789(5) 62(3) C(203) –16035(4) 5945(3) 765(2) 59(1)

C(133) –5770(11) 1626(11) 582(6) 73(3) C(204) –14638(3) 6159(3) 1082(2) 52(1)

C(104) –5051(5) 814(4) 1226(2) 100(2) C(205) –12500(3) 4864(3) 1319(1) 41(1)

C(105) –2605(4) 92(3) 1228(2) 55(1) C(206) –11828(4) 3603(3) 1329(2) 48(1)

C(106) –1340(5) 85(4) 911(2) 65(1) C(207) –10494(4) 3398(3) 1573(2) 46(1)

C(107) –80(5) –369(4) 1198(2) 62(1) C(208) –9819(3) 4470(3) 1799(1) 40(1)

C(108) –136(4) –782(3) 1810(2) 43(1) C(209) –10462(4) 5714(3) 1794(2) 47(1)

C(109) –1375(4) –809(3) 2135(2) 42(1) C(210) –11817(4) 5930(3) 1553(2) 47(1)

C(110) –2634(4) –357(3) 1833(2) 47(1) C(211) –8271(4) 4149(3) 2635(2) 41(1)

C(111) 1955(3) –354(3) 2352(2) 42(1) C(212) –6819(3) 3780(3) 2841(2) 35(1)

C(112) 3241(3) –974(3) 2645(1) 39(1) C(213) –5680(4) 3613(3) 2447(2) 41(1)

C(113) 3703(4) –2293(3) 2576(2) 43(1) C(214) –4363(4) 3169(3) 2676(2) 41(1)

C(114) 4939(3) –2819(3) 2854(2) 44(1) C(215) –4179(3) 2869(3) 3295(2) 37(1)

C(115) 5714(3) –2026(3) 3210(2) 39(1) C(216) –5285(3) 3092(3) 3691(2) 40(1)

C(116) 5264(3) –699(3) 3284(2) 45(1) C(217) –6586(3) 3546(3) 3461(2) 39(1)

C(117) 4057(3) –183(3) 2994(2) 42(1) C(218) –1822(3) 1979(3) 3170(2) 48(1)

C(118) 7367(3) –3855(3) 3506(2) 53(1) C(219) –782(3) 1081(3) 3545(2) 51(1)

C(119) 8510(3) –4155(3) 3969(2) 48(1) C(220) –102(3) 1709(3) 4069(2) 43(1)

C(120) 9879(3) –3351(3) 3857(2) 46(1) C(221) 1157(3) 890(3) 4334(2) 45(1)

C(121) 11008(3) –3779(3) 4324(2) 46(1) C(222) 1902(3) 1474(3) 4848(2) 48(1)

C(122) 12445(3) –3098(3) 4200(2) 57(1) C(223) 3214(3) 675(3) 5069(2) 59(1)

Table 3.  Coordinates (×104) and isotropic equivalent thermal parameters Ueq (Å
2, ×103) of the non-hydrogen atoms in structure 2

Atom x y z Ueq Atom x y z Ueq

O(1) 5479(1) –1933(3) 3465(1) 31(1) C(11) 8861(1) 2294(4) 8287(1) 22(1)

O(2) 6120(1) 1329(3) 3231(1) 22(1) C(12) 8852(1) 3568(4) 8957(1) 28(1)
O(3) 7890(1) 1044(3) 5848(1) 22(1) C(13) 9395(1) 2453(5) 9565(1) 34(1)
O(4) 4012(1) –144(3) 319(1) 21(1) C(14) 5191(1) –191(4) 2341(1) 18(1)
C(1) 5593(1) –417(4) 3068(1) 20(1) C(15) 4676(1) –2016(4) 2083(1) 19(1)
C(2) 6555(1) 1242(4) 3910(1) 21(1) C(16) 4293(1) –1950(4) 1407(1) 20(1)
C(3) 6488(1) 3135(4) 4353(1) 21(1) C(17) 4417(1) –38(4) 978(1) 18(1)
C(4) 6935(1) 3141(4) 5015(1) 20(1) C(18) 4920(1) 1802(4) 1226(1) 19(1)
C(5) 7428(1) 1229(4) 5211(1) 19(1) C(19) 5308(1) 1700(4) 1910(1) 18(1)
C(6) 7489(1) –665(4) 4755(1) 20(1) C(20) 4080(1) 1842(4) –140(1) 19(1)
C(7) 7046(1) –660(4) 4097(1) 21(1) C(21) 3576(1) 1293(4) –827(1) 19(1)
C(8) 7816(1) 2750(4) 6378(1) 20(1) C(22) 3655(1) 3218(4) –1360(1) 21(1)
C(9) 8347(1) 1894(4) 7019(1) 20(1) C(23) 3152(1) 2742(5) –2056(1) 28(1)
C(10) 8321(1) 3316(4) 7665(1) 21(1)
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Fig. 1. Structure of two independent molecules (a and b) of isomer 1. The atoms are represented as thermal ellipsoids at the 50%
probability level. Two positions of the disordered n-butyl substituent in molecule a are shown.
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Fig. 2. Molecular structure of isomer 2. The atoms are represented as thermal ellipsoids at the 50% probability level.
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Fig. 3. Overlapping of two crystallographically independent molecules 1a and 1b by bringing the carboxyl groups into coincidence.

O(3)
MOLECULAR STRUCTURES 1 AND 2

The structure and the mutual arrangement of the two
crystallographically independent molecules (a and b)
of isomer 1 are shown in Fig. 1. The molecular structure
of isomer 2 is displayed in Fig. 2.

The bond lengths in n-hexyl, n-butyl, ether, ester
(Est), and benzene (Ph) groups of molecules 1a, 1b,
and 2 actually coincide with standard values [21]. In
particular, the C–O bond lengths in the O–C=O ester
fragments are 1.372(3) and 1.202(3) Å for 1a, 1.365(4)
and 1.207(4) Å for 1b, and 1.368(2) and 1.201(2) Å for
2. The O–  and O–  bond lengths in the ethers

have the following respective values: 1.368(4),
1.358(3) and 1.443(6), 1.453(3) Å for 1a; 1.369(3),
1.358(3) and 1.428(4), 1.439(4) Å for 1b; and 1.372(2),
1.378(2) and 1.438(2), 1.442(2) Å for 2. No systematic

C
s p

2 C
s p

3

C

distortions of the geometry of the benzene rings is
observed.

The geometry of the central fragment Ph–Est–Ph is
essentially the same in both isomers. One of the ben-
zene rings is nearly coplanar with the Est group,
whereas the other ring, which is linked with the Est
group through the oxygen atom, is almost perpendicu-
lar to the Est plane. Actually, in molecules 1a, 1b, and
2, the dihedral angles between the Ph planes are equal
to 100.7°, 105.0°, and 112.2°, respectively. In mole-
cule  1a, the dihedral angle between the Ph
[C(112)…C(117)] and Est [C(112), C(111), O(13),
O(12)] planes is 10.2° and the angle between the Ph
[C(105)…C(110)] and Est planes is 90.5°. In molecule
1b, the corresponding angles [C(212)…C(217)/C(212),
C(211), O(22), O(23) and C(205)…C(210)/C(212),
C(211), O(22), O(23)] are equal to 7.7° and 109.2°,
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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respectively. In molecule 2, the corresponding angles
[C(14)…C(19)/C(14), C(1), O(1), O(2) and
C(2)…C(7)/C(14), C(1), O(1), O(2)] are 5.6° and
106.9°, respectively.

Although the molecular conformations as a whole
are qualitatively similar, the differences in their quanti-
tative parameters are essential. These differences are
most pronounced in the conformations of the aliphatic
substituents. In molecule 2, both substituents are
extended, and all the torsion angles in the C(6)–C(5)–
O(3)–C(8)–C(9)–C(10)–C(11)–C(12)–C(13) [–173.2(2)°,
174.5(2)°, –175.3(2)°, 178.7(2)°, –178.2(2)°,
179.2(2)°] and C(16)–C(17)–O(4)–C(20)–C(21)–
C(22)–C(23) [176.3(2)°, –179.6(2)°, –175.8(2)°,
−179.5(2)°] correspond to the anti conformation. In
molecules 1a and 1b, the torsion angles in the n-hexyl
substituent [C(115)–O(14)–C(118)–C(119)–C(120)–
C(121)–C(122)– C(123) and C(215)–O(24)–C(218)–
C(219)–C(220)–C(221)–C(222)–C(223)] are –168.2(3)°,
63.9(3)°, –176.4(3)°, –179.1(3)°, and 175.0(3)° and
164.7(3)°, 59.9(3)°, –167.0(3)°, 178.7(3)°, and
−175.9(3)°, respectively. One of these torsion angles in
molecules 1a and 1b, namely, the angle about the
C(118)–C(119) bond in 1a and the angle about C(218)–

O(21C)

O(11C)

O(21D)

O(11D)

O(22C)

O(24C) O(14C)

O(12C)O(13C)
O(23C)

O(22D)

O(23D)

O(24D)

a

O(14D)

O(13D)

O(12D)

c
0

b

O(24A)O(14A)

O(12A) O(13A)

O(22A)

O(11A)

O(23A)
O(12B)

O(13B)

O(24B)O(14B)

O(22B)

O(23B)

O(11B)
O(21A) O(21B)

Fig. 4. A fragment of the crystal packing of molecules 1
projected along the c axis.
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C(219) bond in 1b, corresponds to the gauche confor-
mation.

In molecule 1b, the n-butoxy fragment is extended
and its conformation is described by the following val-
ues of the torsion angles along the C(206)–C(205)–
O(21)–C(204)–C(203)–C(202)–C(201) chain: 175.0(3)°,
179.3(3)°, 179.8(3)°, and 178.3(3)°. At the same time,
the analogous fragment in molecule 1a is disordered
over two positions with different conformations. The
conformational difference between fragments of the
two independent molecules is clearly seen in Fig. 3,
which represents the overlapping of the molecules by
bringing their ester groups into coincidence.

In addition to the noticeable difference in the orien-
tation of aliphatic side chains, a slight difference is
observed in the orientation of benzene rings, specifi-
cally, rings that bear the n-butoxy substituent. This indi-
cates the conformational flexibility of not only the ali-
phatic chains but also of the central molecular fragment
Ph–Est–Ph.

CRYSTAL PACKING OF 1 AND 2

The molecular packings of 1 and 2 are of special
interest, because these liquid-crystalline substances
serve as objects of supramolecular chemistry; that is,
they belong to systems whose main property is gov-
erned by the structure of their molecular packing.

A fragment of the crystal packing of compound 1
projected along the c axis is shown in Fig. 4. All the
intermolecular interatomic contacts agree with the
sums of van der Waals radii of the corresponding
atoms. In the crystal, each benzene ring of the mole-
cules is surrounded by aliphatic fragments and
approaches the benzene rings of the neighboring mole-
cules. In any pair of neighboring molecules, the most
closely spaced benzene rings are nearly perpendicular
to each other. The ab initio quantum-chemical calcula-
tions demonstrated that the mutually perpendicular ori-
entation of the benzene rings, rather than their parallel
arrangement, results in the most stable packing [22].
This geometry corresponds to a weak C–H···π interac-
tion, which is considered a weak hydrogen bond
between the CH group (a weak acid) and the π system
(a weak base) [23]. A similar geometry is also favorable
for attractive quadrupole–quadrupole interaction [24].
The specific interactions considered above are weak,
and all the intermolecular contacts agree with the sums
of the van der Waals radii.

Molecules 2 form a different crystal packing. A
fragment of the crystal packing projected along the b
axis is shown in Fig. 5. Neither perpendicular nor stack-
ing motifs are observed. The supramolecular architec-
ture of this compound is determined by directional spe-
cific interactions similar to hydrogen bonding between
the benzene C–H fragment of one molecule and the
ester oxygen atom of the neighboring molecule
[O(3)···H(16)–C(16)]. The O(3)···H(16) distance
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a

b

c0

O(3H)

H(16A)
O(4A)

C(16A)
C(1A)

O(1A)

O(2A)

C(8A)
C(5A)

O(3A)

H(16J)

Fig. 5. A fragment of the crystal packing of molecules 2 projected along the b axis.
[2.52 Å] is shorter than the sum of van der Waals radii
of the oxygen and hydrogen atoms (the minimum value
is ~2.6 Å), and the angle (175.6°) at the hydrogen atom
agrees with the typical linear arrangement of the inter-
acting fragments.
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Abstract—Hydrazine 5-amino-1-benzyl-1,2,3-triazole-4-carboxylate hexafluorosilicate trihydrate (I) is syn-
thesized. The crystal structure of the compound synthesized is determined. Crystals I are monoclinic, a =
13.353(1) Å, b = 21.094(2) Å, c = 20.233(2) Å, β = 94.05(3)°, space group P21/c, and R = 0.0584 for 16 601
reflections with I > 2σ(I). In the asymmetric part of the unit cell, four organic cations protonated at the terminal
hydrazine nitrogen atoms, two hexafluorosilicate anions, and six water molecules are linked into a three-dimen-
sional framework through hydrogen bonds of the N–H···F, N–H···O, and O–H···F types. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Carboxylic acid hydrazides are widely used as N,O-
ambidentate ligands in the synthesis of p and d metal
complexes that exhibit a large variety of coordination
modes [1, 2]. Hydrazide compounds possess base prop-
erties (pKa ≈ 3) [3] and readily undergo protonation in
acid media. Since hydrazides are the simplest hard
Lewis acids, they are of particular interest as model
objects for investigation of directional interactions with
protons. However, the data available in the literature on
the structure of hydrazide compounds with mineral
acids are very scarce. The interaction of fluorosilicic
acid with N,O- and N,S-ambidentate organic bases and
the structures and properties of the products of this
interaction were studied in our earlier works [4–6]. The
data on the crystal structure of the compound prepared
by the reaction of fluorosilicic acid with isonicotinic
acid hydrazide were published in [5, 6]. The com-
pounds synthesized by the reaction of fluorosilicic acid
with a number of hydrazides were investigated by IR
spectroscopy and inferences regarding their possible
structures were drawn in [6]. The present work is a con-
tinuation of our previous investigations [5, 6]. In this
work, we studied the product of the interaction between
fluorosilicic acid and 5-amino-1-benzyl-1,2,3-triazole-
4-carboxylic acid hydrazide.
1063-7745/03/4804- $24.00 © 20630
EXPERIMENTAL

5-Amino-1-benzyl-1,2,3-triazole-4-carboxylic acid
hydrazide (L) was synthesized according to the proce-
dure described in [7]. Hydrazide L (232 mg, 1 mmol)
was dissolved in methanol (50 ml) at a temperature of
64°C. Then, 45% fluorosilicic acid (7.5 ml, 30 mmol)
was added to the solution, and the resultant reaction
mixture was allowed to stand for spontaneous evapora-
tion of methanol and water until the onset of crystalli-
zation. Single crystals of the complex were prepared by
recrystallization of the isolated product from a mixture
of methanol (30 ml) and fluorosilicic acid (0.5 ml).

For [HL]2 · [SiF6] · 3H2O (complex I), anal. calcd.
(%): Si, 4.24; F, 17.20.

Found (%): Si, 4.12; F, 18.31.
The mass spectrum of complex I (an MX-1321

spectrometer; a direct-inlet system for sample introduc-
tion into a source; energy of ionizing electrons, 70 eV)
contains the peaks associated with the ions M+L (m/z =
232, I = 32%), [C7H7]+ (m/z = 91, I = 100%), [C5H5]+

(m/z = 65, I = 11%), and [SiF3]+ (m/z = 85, I = 36%).
X-ray diffraction analysis of compound I was per-
formed on a Nonius CCD diffractometer (MoKα radia-
tion, graphite monochromator). The experimental data
were processed using the DENZO program [8]. The
measured reflections were transformed to the same
003 MAIK “Nauka/Interperiodica”
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scale according to the SCALEPACK program [8]. The
structure was solved by direct methods with the use of
the SHELXS program [9] and refined with the
SHELX97 software package [10]. In one hexafluorosil-
icate anion, the F(3), F(4), F(5), and F(6) equatorial flu-
orine atoms are disordered over two positions with
occupancies of 62.3(1) and 37.7(1)%. The geometry
will be discussed only for the position with the higher
occupancy. The O(1W) water molecule is also disor-
dered over two equiprobable positions (space group
P21/c). In the structure refinement, the hydrogen atoms
of the carbon-containing groups were placed at calcu-
lated ideal positions and refined as if they were rigidly
bound to the parent carbon atoms. The functional
hydrogen atoms (at the nitrogen atoms and in the water
molecules) were located from the difference Fourier
synthesis and refined in the isotropic approximation.
The refinement was carried out by the full-matrix least-
squares procedure on F2 . The crystal data, data collec-
tion, and refinement parameters for the studied com-
pound are presented in Table 1. The final coordinates of
the non-hydrogen atoms are listed in Table 2. The geo-
metric parameters of the hydrogen bonds are given in
Table 3.

RESULTS AND DISCUSSION

In the asymmetric part of the unit cell, four hydra-
zine 5-amino-1-benzyl-1,2,3-triazole-4-carboxylate
cations (lettered as A, B, C, and D) protonated at the ter-
minal amino groups of the hydrazine fragments, two
hexafluorosilicate anions, and six water molecules
occupy general positions. This structure corresponds to
the stoichiometric composition [HL]2 · [SiF6] · 3H2O
(Fig. 1). The relevant interatomic distances and bond
angles in the organic cations are approximately equal to
each other. The geometry of the cation framework is
similar to that described for related compounds involv-
ing a benzotriazole fragment [11, 12] and for a 5-
amino-1-benzyl-1,2,3-triazole-4-carboxylic acid hydra-
zide molecule in the complex with 18-crown-6 [13]. All
the organic cations have a corner structure. The angles
at the C(7n) bridging methylene carbon atoms (n = A,
B, C, and D) are somewhat larger than the ideal tetrahe-
dral angle and lie in the range 110.8(1)°–112.6(1)°. The
dihedral angles between the planes of the triazole and
phenyl rings fall in the range 70.86(5)°–79.26(6)°. The
conformation of the cations is stabilized by the N–
H···O intramolecular hydrogen bonds, in which the
O(1n) carbonyl oxygen atom serves as a hydrogen

acceptor, whereas the N(6n)  terminal ammonium
group and the N(4n)H2 amino group of the triazole ring
act as hydrogen donors. This leads to the formation of
two rings closed by hydrogen bonds: the ···H–N(4n)–
C(8n)–C(9n)–C(10n)–C(1n)··· six-membered ring with
N(4n)···O(1n) distances varying from 2.916(2) Å (for
cation D) to 3.090(2) Å (for cation A) and the ···H–
N(6n)–N(5n)–C(10n)–O(1n)··· five-membered ring

H3
+
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with N(6n)···O(1n) distances varying from 2.609(2) Å
(for cation D) to 2.664(2) Å (for cation A) (Table 3).
The dihedral angles between the six-membered hydro-
gen ring and the triazole ring fused along the C(8n)–
C(9n) bond fall in the range from 1.60(5)° (for cation A)
to 2.19(4)° (for cation D). The dihedral angles between
the two hydrogen rings fused along the O(1n)–C(10n)
bond vary from 3.66(7)° (for cation A) to 5.64(6)° (for
cation C). Therefore, the triazole and two adjacent

Table 1.  Crystal data, data collection, and refinement pa-
rameters for the crystal structure of complex I

Complex I

Empirical formula C40H64F12N24O10Si2
Molecular weight 1324.83

T, K 150

Crystal system Monoclinic

Space group P21/c

Unit cell parameters:

a, Å 13.353(1)

b, Å 21.094(2)

c, Å 20.233(2)

β, deg 94.05(3)

V, Å3 5684.8(1)

Z 4

dcalcd, g/cm3 1.548

µ, mm–1 0.178

F(000) 2750

Crystal size, mm 0.20  × 0.25 × 0.30

θ range, deg 2.12–30.04

Index ranges 0 < h < 18,

0 < k < 29,

–28 < l < 28

Diffractometer Nonius CCD

Scan mode ω/2θ
Number of reflections
measured

17034

Number of unique reflections 16601

Refinement technique Full-matrix, on F2

Goodness-of-fit S on F2 1.129

Final R factors for reflections 
with I > 2σ(I)

R1 = 0.0584, wR2 = 0.1048

Final R factors for all
reflections

R1 = 0.0838, wR2 = 0.1124

w = 1/[σ2( ) + (aP)2 + bP]

P = max( ) + 2 /3

a = 0.0366, b = 3.16

Residual electron densities 
∆ρmax, ∆ρmin, e Å–3

0.425 and –0.416

Fo
2

Fo
2 Fc

2

3
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Table 2.  Coordinates of the non-hydrogen atoms (×104) and the equivalent isotropic thermal parameters Ueq (Å2 × 103) for
complex I

Atom x y z Ueq Atom x y z Ueq

Si(1) 1028(1) 3869(1) 4492(1) 19(1) C(6B) 6526(2) 1722(1) 5395(1) 29(1)
F(1) 1065(1) 3188(1) 4921(1) 31(1) C(7B) 7668(1) 2075(1) 6379(1) 22(1)
F(2) 1006(1) 4546(1) 4035(1) 34(1) C(8B) 6367(1) 1739(1) 7169(1) 16(1)
F(3) 126(10) 3550(6) 3965(5) 34(2) C(9B) 6418(1) 1286(1) 7690(1) 17(1)
F(4) 1801(8) 3561(7) 3942(5) 36(2) C(10B) 5607(1) 1122(1) 8075(1) 15(1)
F(5) 2086(8) 4117(3) 4935(5) 50(2) O(1C) 3645(1) 2618(1) 6751(1) 23(1)
F(6) 332(12) 4212(5) 5007(4) 48(2) N(1C) 989(1) 1605(1) 7045(1) 17(1)
F(3A) 21(16) 3604(10) 4033(9) 37(3) N(2C) 424(1) 1937(1) 6567(1) 19(1)
F(4A) 1918(12) 3604(11) 4057(11) 41(4) N(3C) 1016(1) 2340(1) 6305(1) 19(1)
F(5A) 1761(14) 4205(7) 5047(5) 55(2) N(4C) 2683(1) 1595(1) 7517(1) 28(1)
F(6A) –25(9) 4118(4) 4911(5) 27(2) N(5C) 2691(1) 3011(1) 5884(1) 23(1)
Si(1B) 3850(1) 6069(1) 4246(1) 13(1) N(6C) 3503(1) 3411(1) 5746(1) 21(1)
F(1B) 3485(1) 5374(1) 4564(1) 24(1) C(1C) 510(1) 471(1) 7058(1) 18(1)
F(2B) 4276(1) 6739(1) 3916(1) 23(1) C(2C) 1347(1) 79(1) 7082(1) 28(1)
F(3B) 4199(1) 6332(1) 5015(1) 24(1) C(3C) 1327(2) –494(1) 6742(1) 34(1)
F(4B) 2712(1) 6383(1) 4309(1) 27(1) C(4C) 467(2) –676(1) 6372(1) 33(1)
F(5B) 3487(1) 5794(1) 3481(1) 30(1) C(5C) –374(2) –295(1) 6345(1) 34(1)
F(6B) 5003(1) 5741(1) 4193(1) 28(1) C(6C) –353(1) 274(1) 6691(1) 26(1)
O(1A) 975(1) 6704(1) 3008(1) 28(1) C(7C) 526(1) 1099(1) 7416(1) 19(1)
N(1A) –1728(1) 6860(1) 1773(1) 24(1) C(8C) 1950(1) 1808(1) 7087(1) 17(1)
N(2A) –2213(1) 6412(1) 2125(1) 20(1) C(9C) 1961(1) 2280(1) 6604(1) 16(1)
N(3A) –1580(1) 6211(1) 2595(1) 21(1) C(10C) 2825(1) 2642(1) 6433(1) 17(1)
N(4A) –116(1) 7343(1) 1786(1) 30(1) O(1D) 1963(1) 7584(1) 1568(1) 24(1)
N(5A) 66(1) 5923(1) 3443(1) 25(1) N(1D) 4734(1) 6697(1) 1966(1) 18(1)
N(6A) 868(1) 5802(1) 3921(1) 23(1) N(2D) 5213() 7025(1) 1490(1) 20(1)
C(1A) –2166(1) 6665(1) 590(1) 25(1) N(3D) 4560(1) 7404(1) 1194(1) 19(1)
C(2A) –2978(2) 6283(1) 398(1) 40(1) N(4D) 3096(1) 6646(1) 2372(1) 22(1)
C(3A) –2914(2) 5843(1) –108(1) 57(1) N(5D) 2734(1) 8048(1) 741(1) 25(1)
C(4A) –2041(2) 5790(1) –427(1) 53(1) N(6D) 1815(1) 8358(1) 559(1) 22(1)
C(5A) –1235(2) 6166(1) –244(1) 43(1) C(1D) 5186(1) 5563(1) 2012(1) 18(1)
C(6A) –1291(2) 6608(1) 261(1) 33(1) C(2D) 5955(1) 5348(1) 1644(1) 30(1)
C(7A) –2230(1) 7115(1) 1163(1) 24(1) C(3D) 5868(2) 4779(1) 1303(1) 36(1)
C(8A) –774(1) 6940(1) 2029(1) 18(1) C(4D) 5015(2) 4415(1) 1332(1) 32(1)
C(9A) –684(1) 6515(1) 2556(1) 18(1) C(5D) 4250(2) 4618(1) 1708(1) 32(1)
C(10A) 189(1) 6397(1) 3003(1) 18(1) C(6D) 4335(1) 5187(1) 2047(1) 26(1)
O(1B) 4784(1) 1381(1) 8016(1) 20(1) C(7D) 5270(2) 6200(1) 2355(1) 20(1)
N(1B) 7301(1) 1739(1) 6950(1) 19(1) C(8D) 3765(1) 6878(1) 1968(1) 16(1)
N(2B) 7902(1) 1305(1) 7290(1) 23(1) C(9D) 3657(1) 7330(1) 1467(1) 17(1)
N(3B) 7368(1) 1036(1) 7725(1) 21(1) C(10D) 2733(1) 7655(1) 1271(1) 18(1)
N(4B) 5611(1) 2102(1) 6918(1) 21(1) O(1W) 1939(3) 5349(2) 5337(2) 35(1)
N(5B) 5811(1) 656(1) 8541(1) 19(1) O(1WA) 2407(2) 5438(1) 5597(2) 27(1)
N(6B) 5027(1) 535(1) 8966(1) 19(1) O(2W) –2898(1) 5547(1) 3498(1) 52(1)
C(1B) 7458(1) 1698(1) 5751(1) 24(1) O(3W) –700(1) 2909(1) 5506(1) 37(1)
C(2B) 8185(2) 1289(1) 5542(1) 36(1) O(4W) 3874(1) 3279(1) 4433(1) 30(1)
C(3B) 7987(2) 901(1) 5001(1) 50(1) O(5W) –996(1) 4770(1) 3406(1) 28(1)
C(4B) 7054(2) 915(1) 4657(1) 47(1) O(6W) 3021(1) 4508(1) 3428(1) 25(1)
C(5B) 6326(2) 1326(1) 4853(1) 38(1)
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Table 3.  Geometric parameters for the hydrogen bonds in complex I

D–H···A d(D–H), Å d(H···A), Å d(D···A), Å ∠ (DHA), deg

Intramolecular hydrogen bonds
N(4A)–H(1NA)···O(1A) 0.86(3) 2.54(3) 3.090(2) 123(2)
N(6A)–H(5NA)···O(1A) 0.85(3) 2.21(2) 2.644(2) 113(2)
N(4B)–H(1NB)···O(1B) 0.88(2) 2.41(2) 2.9685(2) 122(2)
N(6B)–H(5NB)···O(1B) 0.89(2) 2.25(2) 2.6259(2) 105(2)
N(4C)–H(1NC)···O(1C) 0.87(3) 2.42(3) 2.998(2) 125(2)
N(6C)–H(5NC)···O(1C) 0.91(2) 2.14(2) 2.6290(2) 113(2)
N(4D)–H(2ND)···O(1D) 0.85(2) 2.34(2) 2.916(2) 125(2)
N(6D)–H(4ND)···O(1D) 0.91(2) 2.09(2) 2.6092(2) 115(2)
Intermolecular hydrogen bonds
N(4A)–H(1NA)···O(1D) 0.86(3) 2.27(2) 2.886(2) 129(2)
N(4A)–H(2NA)···F(3)i 0.85(3) 2.19(3) 2.964(1) 151(2)
N(5A)–H(3NA)···O(5W) 0.80(2) 2.04(2) 2.183(2) 162(2)
N(6A)–H(4NA)···F(2) 0.95(2) 1.73(2) 2.663(2) 166(2)
N(6A)–H(5NA)···F(4B) 0.85(3) 2.13(3) 2.8118(2) 136(2)
N(6A)–H(6NA)···F(6)ii 0.94(3) 1.93(3) 2.786(8) 151(3)
N(4B)–H(1NB)···O(1C) 0.88(2) 2.24(2) 2.840(2) 125(2)
N(4B)–H(2NB)···F(2B)iii 0.86(2) 2.14(2) 2.981(2) 167(2)
N(5B)–H(3NB)···O(2W)v 0.77(3) 2.43(3) 3.072(2) 141(3)
N(6B)–H(4NB)···F(3B)iv 0.93(3) 1.92(3) 2.802(2) 157(2)
N(6B)–H(5NB)···O(6W)v i 0.89(2) 1.98(2) 2.821(2) 157(2)
N(6B)–H(6NB)···F(6B)v i 0.91(2) 1.82(3) 2.731(2) 171(2)
N(4C)–H(1NC)···O(1B) 0.87(3) 2.35(3) 2.949(2) 126(2)
N(4C)–H(2NC)···O(6W)v i 0.84(2) 2.18(2) 2.983(2) 159(2)
N(5C)–H(3NC)···F(1) 0.86(2) 1.99(2) 2.837(2) 166(2)
N(6C)–H(4NC)···O(4W) 0.95(2) 1.80(2) 2.749(2) 173(2)
N(6C)–H(5NC)···F(2B)iii 0.91(2) 2.24(2) 3.012(2) 143(2)
N(6C)–H(6NC)···O(2W)ii 0.90(3) 1.98(3) 2.830(2) 156(2)
N(4D)–H(2ND)···O(1A) 0.85(2) 2.54(2) 3.195(2) 134(2)
N(4D)–H(1ND)···F(5B) 0.87(2) 2.03(2) 2.895(2) 171(2)
N(5D)–H(3ND)···F(3W)v iii 0.82(2) 2.06(2) 2.847(2) 158(2)
N(6D)–H(4ND)···F(3)i 0.91(2) 2.18(3) 2.857(1) 130(2)
N(6D)–H(5ND)···O(1W)v iii 0.96(3) 1.82(3) 2.771(4) 169(2)
N(6D)–H(6ND)···O(3W)i 0.95(3) 1.77(3) 2.703(2) 168(2)
O(1W)–H(1W1)···F(1B) 0.86(1) 1.88(3) 2.677(3) 152(5)
O(1W)–H(2W1)···F(5) 0.85(1) 2.30(5) 2.735(9) 111(4)
O(2W)–H(1W2)···N(3A) 0.86(1) 2.15(1) 2.975(2) 162(3)
O(2W)–H(2W2)···F(5)ii 0.84(1) 2.53(2) 3.354(9) 165(3)
O(3W)–H(1W3)···F(1) 0.85(1) 2.01(2) 2.773(2) 150(3)
O(3W)–H(1W3)···N(3C) 0.85(1) 2.50(3) 2.964(2) 115(2)
O(4W)–H(1W4)···N(3D)v iii 0.85(1) 2.27(1) 3.125(2) 177(2)
O(4W)–H(2W4)···F(4) 0.85(1) 2.16(2) 2.935(12) 152(2)
O(5W)–H(1W5)···N(3B)ix 0.86(1) 2.18(1) 3.023(2) 171(2)
O(5W)–H(2W5)···F(3) 0.85(1) 2.34(2) 3.148(1) 159(2)
O(5W)–H(2W5)···F(2) 0.85(1) 2.25(2) 2.916(2) 136(2)
O(6W)–H(1W6)···F(5B) 0.86(1) 1.95(1) 2.783(2) 163(2)
O(6W)–H(2W6)···F(4) 0.87(1) 2.10(2) 2.824(1) 140(2)
O(6W)–H(2W6)···F(2) 0.87(1) 2.32(2) 3.037(2) 139(2)

Note: Symmetry codes: i: –x, y + 1/2, –z + 1/2; ii: –x, –y + 1, –z + 1; iii: –x + 1, –y + 1, –z + 1; iv: –x + 1, –y – 1/2, –z + 3/2; v: x + 1, –y +
         1/2, z + 1/2; v i: x, –y + 1/2, z + 1/2; v ii: x, –y + 3/2, z – 1/2; v iii: –x + 1, y – 1/2, –z + 1/2; ix: x – 1, –y + 1/2, z – 1/2.
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003



634 FONAR’ et al.
N(1C)
N(2C)

N(3C)

N(4C)

N(6B)

N(5B)

N(3B)

N(2B)

N(1B)

N(4B)

N(6C)

N(5C)

N(1D)

N(2D)

N(3D)

N(5D)

N(6D)

N(4D)

N(4A)

N(1A)

N(2A)
N(3A)

N(5A)

N(6A)

O(1B)
O(1C)

O(1W)

O(6W) O(1D)

O(2W)

O(5W)

O(1W) O(1A)

C(10B)

C(9B)
C(8B)

C(10C)

C(3C)

C(8C)

C(8D)
C(9D)

C(10D)

C(10A)
C(9A)

C(8A)

F(5)
F(3)

F(1)
F(2)

F(4)
F(5)

F(1B)

F(3B)

F(6B)

F(4B)

F(5B)

F(2B)O(4W)

Si(1)

Si(1B)

Fig. 1. An asymmetric part of the unit cell for compound I with the atomic numbering. One of the two disordered positions is shown
for the hexafluorosilicate anion [associated with the Si(1) atom] and the O(1W) water molecule. Dashed lines indicate intramolec-
ular and intermolecular hydrogen bonds.
hydrogen-bonded rings form a nearly planar tricyclic
system. Organic cations A and D (B and C) are joined
together into dimers through two intermolecular hydro-
gen bonds of the N(4n)···O(1n) type. The N···O dis-
tances are equal to 2.886(2) and 3.195(2) Å in the
former dimer and 2.840(2) and 2.949(2) Å in the latter
dimer. The dimerization results in the formation of two
12-membered pseudomacrocycles. The phenyl substit-
uents are oriented toward the same direction with
respect to the mean plane of these pseudomacrocycles.

The inorganic component of the crystal contains two
hexafluorosilicate anions and six water molecules. Both
anions have a structure of a distorted octahedron with
the Si–F distances lying in the range 1.641(2)–
1.704(2) Å. In anion B, the interatomic distances are
closer to each other and fall in the range 1.671(1)–
1.697(1) Å. The maximum deviations of the F–Si–F
bond angle from right and straight angles do not exceed
4° and 3.2°, respectively. The geometry of both anions
agrees with the data obtained in [14].

The O(1W) and O(6W) water molecules serve as
bridges between two hexafluorosilicate anions. Both
hydrogen atoms of these molecules are involved in the
O–H···F hydrogen bonds: O(1W)···F(1B), 2.677(3) Å;
O(1W)···F(5), 2.735(9) Å; O(2W)···F(5B), 2.783(2) Å;
O(6W)···F(4), 2.824(1) Å; and O(6W)···F(2), 3.037(2) Å.
The O(4W) water molecule fulfills the role of a bridge
between the hexafluorosilicate anion and cation C. The
parameters of the corresponding hydrogen bonds are as
follows: O(4W)···F(4), 2.94(1) Å and N(6C)···O(4W),
2.749(2) Å. The associates composed of four hexafluo-
rosilicate anions and six water molecules with the par-
C

ticipation of the O(4W) water molecules and cations C
are formed around inversion centers (Fig. 2).

In the A–D and B–C dimers, the same functional

groups, namely, the N(6n)  terminal ammonium
group and the N(4n)H2 amino group of the triazole ring,
similarly participate in the system of hydrogen bonds.
The F(3) fluorine atom is involved as a bridge between
cations A and D in the system of the N–H···F hydrogen
bonds: N(4A)···F(3) (–x, y + 1/2, –z + 1/2), 2.964(1) Å
and N(6D)···F(3) (–x, y + 1/2, –z + 1/2), 2.857(1) Å.

Another pair of similar functional groups, N(6A)
and N(4D)H2, participates in the N–H···F hydrogen
bonds with the F(4B)–Si(1B)–F(5B) bridge:
N(4D)···F(5B), 2.895(2) Å and N(6A)···F(4B), 2.812(2) Å.
In the B–C dimer, the structural role of the F(2B) atom
is similar to that of the F(3) atom. The hydrogen bonds
with the participation of the F(2B) atom are character-
ized by the following parameters: N(4B)···F(2B) (−x + 1,
−y + 1, –z + 1), 2.981(2) Å and N(6C)···F(2B) (–x + 1,
–y + 1, –z + 1), 3.012(2) Å. The O(6W) water molecule
as a hydrogen acceptor links the NH donor groups:
N(6B)···O (6W) (x, –y + 1/2, z + 1/2), 2.821(2) Å and
N(4C)···O (6W) (x, –y + 1/2, z + 1/2), 2.983(2) Å. The
dimers in pairs form the double bridges between adja-
cent inorganic fragments (Fig. 2). Alternating inorganic
fragments and organic bridges form orthorhombic cells
that lie along the bc plane, are closed by hydrogen
bonds, and have a side of 14.614 Å [between the centers

of the ( )4 associates] and diagonals equal to the
unit cell parameters b and c. The phenyl substituents of

H3
+

H3
+

SiF6
2–
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Fig. 2. A fragment of the packing of compound I.
the organic cations are directed toward the centers of
these cells. Along the a axis, the inorganic (hexafluoro-
silicate anions) and organic components of the crystal
are linked by the hydrogen bonds with the participation
of the intermediate water molecules [O(2W), O(3W),
O(4W), and O(5W)] and alternate in a three-dimen-
sional framework (Fig. 3). The structural functions of
two pairs of the water molecules O(2W), O(5W) and
O(3W), O(4W) are similar to each other. The O(2W)
and O(5W) water molecules join cations A and B of dif-
ferent dimers. The nitrogen atoms N(3A,B) and
N(5A,B) are involved in the N···O interactions. The F(2)
and F(5) fluorine atoms participate in the O(W)–H···F
hydrogen bonds. The O(3W) and O(4W) molecules
serve as bridges between cations C and D that also
belong to different dimers. In this case, the N(3C,D)
and N(6C,D) nitrogen atoms are involved in the N···O
interactions and the F(1) and F(4) fluorine atoms partic-
ALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
ipate in the O–H···F hydrogen bonds (Table 3). There-
fore, the crystal structure represents a three-dimen-
sional framework, which is built up of inorganic col-
umns and organic walls in between. This motif
manifests itself along the a axis of the unit cell.

Let us now consider the specific features of the
interaction of the water molecules with the organic cat-
ions and the hexafluorosilicate anions. Despite a large
number of water molecules in the structure (six mole-
cules in the asymmetric part of the unit cell), all these
molecules are individually involved in hydrogen bonds
of different types; i.e., direct contacts of the water–
water type are absent in the structure. Among the six
molecules, only two molecules [O(2W) and O(6W)]
each participate in four hydrogen bonds and realize all
their donor–acceptor abilities (Table 3). About ten
hydrate complexes of fluorosilicic acid with different
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Fig. 3. A fragment of the packing of compound I. Columns of organic (hydrazine 5-amino-1-benzyl-1,2,3-triazole-4-carboxylate
cations) and inorganic (hexafluorosilicate anions and water molecules) components joined through an extended system of hydrogen
bonds in the crystal alternate along the a axis.
nitrogen-containing organic molecules are available in
the Cambridge Structural Database [15]. A common
feature of these complexes is that water molecules indi-
vidually interact with fluorosilicic acid and nitrogen-
containing ligands: a water molecule fulfills a bridging
function; i.e., the hydrogen atoms of the water molecule
are involved in O(W)–H···F hydrogen bonds and the
lone electron pair participates in N–H···O interactions
with the ligand [14, 16–19]. It was found that water
molecules are differently involved in the three-dimen-
sional framework in fluorosilicic acid complexes with
nitrogen-containing macrocycles. For example, in the
dihydrate complex of fluorosilicic acid with 1,4,7,10-
tetraaza-pyridinophane, both water molecules serve as
a bridge between two hexafluorosilicate anions [20]. In
the dihydrate complex of fluorosilicic acid with meso-
5,7,7,12,12,14-hexamethyl-1,4,8,11-tetraazacyclotetra-
decane, two water molecules are linked into a dimer
with the O(1W)–O(2W) intermolecular distance equal
to 2.743(9) Å [21]. In the heptahydrate complex of flu-
orosilicic acid with 1,4,7,10-tetraazacyclodecane, five
water molecules form a linear cluster [22]. In our opin-
C

ion, this is a rare example of such a large-sized water
associate in hydrate complexes of fluorosilicic acid. In
addition to the last compound, we may note the com-
plex {[Pt2(NH3)4(µ-CH3CO2)2][(SiF6)(H2O)4]}n, in
which four water molecules form a hydrate bridge
between two hexafluorosilicate anions [23].
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Abstract—An X-ray diffraction study of the [Yb(DMAA)6]PW12O40 complex (DMAA is N,N-dimethylaceta-
mide) is performed. The structure contains isolated cationic complexes [Yb(DMAA)6]3+ and heteropolyanions

PW12 . The cationic complexes and the heteropolyanions occupy centrosymmetric positions. The coordina-
tion polyhedron of the Yb atom is a slightly distorted octahedron. Unlike the Nd complex of the same compo-
sition, which was studied earlier, O atoms of the heteropolyanion are not included in the Yb coordination. All
the O atoms of the heteropolyanion are disordered. Analysis of the disordering reveals that the heteropolyanion
has a Keggin structure (α isomer), and its disordering results from the centrosymmetric position. © 2003 MAIK
“Nauka/Interperiodica”.

O40
3–
In this paper, we continue the structural studies of
the f-element complexes with molecular organic
ligands and saturated heteropolyanions. Earlier [1], it

was found that the oxygen atoms of the PW12  het-
eropolyanion with a Keggin structure are included in
the coordination polyhedron of the Nd atom in the
[Nd(DMAA)6PW12O40] complex (II). It was of interest
to elucidate the coordination mode of the heteropolya-
nion in complexes of this type with other metal atoms.
The object of the study reported in this paper is an
Yb(III) complex, namely, [Yb(DMAA)6]PW12O40 (I).

The synthesis of the ytterbium complex was per-
formed according to the procedure described in [1] for
the related neodymium compound. The composition of
I was determined in the X-ray diffraction study.

A fragment of a single crystal ~0.15 × 0.15 × 0.10 mm
in size was used for the X-ray diffraction study. The
experiment was carried out on an Enraf–Nonius Kap-
paCCD area-detector diffractometer (MoKα radiation,
graphite monochromator). The unit cell parameters
were determined based on ten images with ∆ϕ = 1° and
refined using a complete data set. At 20°C, a =
11.9031(3) Å, b = 14.8380(4) Å, c = 18.7510(4) Å, and
β = 106.456(1)°. Compound I crystallizes in the mono-
clinic space group P21/c (Z = 2, dcalcd = 3.569 g/cm3).
The intensities of the reflections were measured in a
hemisphere of the reciprocal space with θ = 25.34°. A
total of reflections measured was 20564, of which
5787, including 4686 reflections with I > 2σ(I), were
unique. The large number of equivalent reflections

O40
3–
1063-7745/03/4804- $24.00 © 20638
allowed us to introduce the absorption correction with
the MULABS program included in the PLATON soft-
ware package [2]. The structure was solved by direct
methods (SHELXS86 [3]) and refined on F2 with the
full-matrix least-squares procedure (SHELXL93 [4])
using all the reflections. The heteropolyanion is located
at the center of symmetry, and all its oxygen atoms are
disordered over two equiprobable positions with an
occupancy of 0.5. The H atoms in the DMAA molecules
were positioned from geometric considerations and
assigned to thermal parameters larger than the Ueq val-
ues of the C atoms to which they are attached by a fac-
tor of 1.5. The final anisotropic refinement of all the
non-hydrogen atoms, except for the disordered O
atoms, (390 parameters) led to R1 = 0.0524 and wR2 =
0.1144 for reflections with I > 2σ(I). The atomic
coordinates in structure I have been deposited with
the   Cambridge Structural Database (CCDC deposit
no. 198 687).

Structure I consists of isolated cationic complexes
[Yb(DMAA)6]3+ (Fig. 1) and heteropolyanions

PW12 . Both the cationic complexes and the het-
eropolyanions are located at the centers of symmetry.
The Yb–O distances are 2.163(10), 2.194(8), and
2.194(9) Å. The coordination polyhedron of the Yb
atom is a slightly distorted octahedron in which the
largest angular deviation from 90° is 2.1°. In complex I,
unlike Nd-containing complex II, which has a similar
composition, the O atoms of the heteropolyanion are
not included in the first coordination sphere. Note that,
in the Cambridge Structural Database, there are no data

O40
3–
003 MAIK “Nauka/Interperiodica”
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for f-element complexes with the first coordination
sphere completely occupied by the DMAA molecules.

The structure of the heteropolyanion in I deserves
detailed consideration. It is known that the symmetry of
the heteropolyanion with a Keggin structure (α isomer)
is Td [5]. This anion consists of twelve MO6 octahedra,
which are arranged in four M3O13 triangular units and
linked through common vertices. The heteroatom is sit-
uated at the center of the anion. In each triad, one O
atom is shared by three octahedra. Four oxygen atoms
of this type form the tetrahedral environment of the het-
eroatom. Each MO6 octahedron contains one terminal
Oterm atom, which lies in the trans position relative to
the central atom of the triad bound to the heteroatom.
Each octahedron also contains four bridging O atoms,
two of which link the M atoms within a triad and the
other two link the M atoms of different triads. The
former O atoms are involved in the edge sharing of
octahedra in the triad, and the latter O atoms are the
corners shared by the neighboring triads.

In some structures, the Keggin heteropolyanions
occupy special positions whose symmetry violates the
anion’s own symmetry (Td) [6–11]. Two variants of
structural description were proposed for such cases,
namely, the Keggin structure with a disorder corre-
sponding to the site symmetry of the anion [6] and the
pseudo-Keggin structure in which the symmetry of the
anion is increased to Oh [7]. In the latter case, the
Oterm−M axes of the MO5 pyramids are directed toward
the center of the anion and the oxygen tetrahedron
about the heteroatom is statistically disordered over
two orientations so that the O atoms form a cube with
half-occupied vertices. A more detailed discussion of
these variants is given in [5]. In both cases, the M atoms
form a regular cubooctahedron. Note that the splitting
of the positions has been observed experimentally only
for the O atoms of the tetrahedral environment of the
heteroatom, whereas the possible splitting of the posi-
tions of the remaining O atoms revealed itself only in
the shape and size of the thermal ellipsoids [12].

In structure I, the heteropolyanion is located at the
center of symmetry and the positions of all the O atoms
are split (Fig. 2). In order to clarify whether this split-
ting corresponds to the Keggin structure with disorder-
ing, we compare the distances in the heteropolyanions
of structures I and II [1]. In the latter structure, the
W···W distances between the neighboring atoms in the
heteropolyanion fall into two groups with mean values
of 3.420(2) and 3.698(2) Å. These groups consist of the
distances in the triad and between the triads, respec-
tively. In the disordered heteropolyanion, the split posi-
tions of the W atoms should be approximately 0.2 Å
distant from each other, which cannot be distinguished
in the Fourier electron-density map. In structure I, all
the W···W distances have close values. Their average is
3.560(2) Å, which coincides with the average of the
distances of two types in complex II. The splitting of
the positions of the O atoms that bridge two W atoms is
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
of particular interest. This splitting can be most conve-
niently judged from the comparison of the P···Obr dis-
tances. In structure II, the mean P···Obr distances are
3.940(3) Å (in triads) and 3.378(3) Å (between triads).
In complex I, the P···Obr distances fall into two groups
with mean values of 3.93(2) and 3.40(2) Å, which coin-
cide with the distances for two types of bridging atoms
in the heteropolyanion. Thus, we conclude that the het-
eropolyanion in I has a Keggin structure and its disor-
dering is a consequence of the centrosymmetric posi-
tion.
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Abstract—Polymorphs of dianilinegossypol are obtained by selecting the precipitation medium and the crys-
tallization temperature. Four dianilinegossypol polymorphs are found. Two solvate forms and three polymor-
phic modifications of dianilinegossypol are prepared from an acetone solution by varying the crystallization
temperature from room temperature to 60°C. The crystal structures of the P1, P2, and P4 polymorphs are deter-
mined. The P1 and P2 polymorphs are characterized by the same hydrogen-bond system, but their crystal struc-
tures differ in the mode of packing of layers formed by dimers of dianilinegossypol molecules. In the P4 poly-
morph, homochiral hydrogen-bonded dianilinegossypol molecules form trimers. This mode of H-agglomeraton of
dianilinegossypol molecules is characteristic only of the P4 polymorph. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent years, interest expressed by researchers in
studies of the tendency of organic compounds to poly-
morphism or pseudopolymorphism (solvate formation)
has been increasing, because, in many cases, this
research gives an insight into the origin of the incon-
stancy of physicochemical properties of biologically
active compounds [1–3]. As a rule, routine systematic
studies concerned with this problem take plenty of time
[4–6]. For some substances, the results obtained in
reexaminations of the polymorphic behavior were in
conflict with the earlier data [7–9]. Such studies are
mainly concerned with low-molecular organic com-
pounds, which are of interest for the chemical and phar-
maceutical industries. However, recent development of
high technologies has initiated the investigation of pro-
tein polymorphism [10].

One of the representative examples of the aforesaid
is a physiologically active natural compound, namely,
gossypol. This compound has been the subject of inves-
tigation over the course of more than a century [11–16].
Many researchers noted the inconstancy of some phys-
icochemical parameters of gossypol (melting point,
solubility), but the nature of this phenomenon has long
defied explanation [11, 12, 16–19]. A systematic study
of the tendency of gossypol to polymorphism and sol-
vate formation revealed that this compound can exist in
seven crystalline nonsolvate modifications (polymor-
phs) and forms numerous molecular complexes with
practically all the liquid low-molecular solvents (more
than 120 examples) [20, 21]. We have performed anal-
ogous investigations of gossypol derivatives in order to
find out if the specific features of gossypol are charac-
teristic of its derivatives [22–26]. This paper concen-
trates on the study of polymorphism of a well-known
1063-7745/03/4804- $24.00 © 0641
and easily preparable gossypol derivative, namely,
dianilinegossypol.

EXPERIMENTAL

The polymorphs of dianilinegossypol were obtained
by the condensation reaction between gossypol and
aniline. For this purpose, aniline (0.005 ml) was added
to a gossypol solution (approximately 100 mg of gossy-
pol in 4–6 ml of a solvent). The solutions were placed
in thermostats. The temperature conditions for the for-
mation of single crystals of the polymorphs suitable for
X-ray diffraction studies were chosen empirically.
Crystals of the P1 and P2 polymorphs were obtained
from acetone solutions at 45 and 40°C, respectively,
and crystals of the P3 polymorph were obtained from a
dichloroethane solution at 40°C. The P4 polymorph
was obtained at 60°C from an ethyl acetate solution.
The time of forming single crystals varied from two to
three hours. The choice of crystallization conditions
was governed by the formation of high-quality single
crystals for X-ray diffraction studies. The crystalliza-
tion of this or that modification was checked by record-
ing the diffraction patterns of the corresponding sam-
ples (DRON-2.0 diffractometer) or determining the
crystallographic parameters (Syntex P21 diffractome-
ter).

The crystallographic parameters of the polymorphs
of dianilinegossypol were determined and refined on a
Syntex P21 four-circle automated diffractometer with
the use of 15 reflections (Table 1). The complete X-ray
diffraction studies were performed only for the P1, P2,
and P4 polymorphs.

The integrated intensities of 3645, 8840, and 7042
reflections for P1, P2, and P4, respectively, were mea-
2003 MAIK “Nauka/Interperiodica”
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sured by the θ/2θ scan mode using CuKα radiation
monochromatized by reflecting from a graphite crystal.
After correction for the Lorentz and polarization effects
and rejection of weak I < 2σ(I) reflections, the data sets
contained 2078, 4528, and 4297 reflections for P1, P2,
and P4, respectively. The structures were solved by
direct methods with the SHELXS86 program package
[27] adapted to an IBM-486 personal computer.

The structures were refined with the SHELXL93
software package [28]. The hydrogen atoms of the mol-
ecules were located from the difference Fourier synthe-
ses. Finally, the refinement of the positional and aniso-
tropic thermal parameters led to discrepancy factors of
0.127 for P1, 0.110 for P2, and 0.070 for P4. The
atomic coordinates are listed in Table 2. The molecular
graphics was performed with the XP program [29]
included in the SHELXTL-Plus software package.

RESULTS AND DISCUSSION

Molecular Structures of the Polymorphs 

The gossypol molecule can exist in three tautomeric
forms, namely, the aldehyde, quinoid, and lactol forms
[15]. In crystals, a dianilinegossypol molecule exists in
a quinoid tautomeric form and consists of two identical
fragments connected by a single C(2)–C(12) bond,
which makes the molecule flexible (Fig. 1). The dihe-
dral angles between the naphtyl nuclei in the polymor-
phs of dianilinegossypol vary between 75.3° and 94.8°.
The aniline rings form different angles with the corre-
sponding naphtyl nuclei (from 5.3° to 48.9°, Table 3).
The orientation of the isopropyl groups in all the poly-
morphs is identical. The H(23) and H(28) hydrogen
atoms of the isopropyl groups are directed toward the
H(4) and H(14) atoms, respectively.

Table 1.  Crystallographic parameters of dianilinegossypol
polymorphs

Parameter
Polymorph

P1 P2 P3 P4

a, Å 12.741(8) 11.458(2) 11.521(6) 50.972(27)

b, Å 30.191(9) 12.374(2) 30.21(1) 9.600(3)

c, Å 9.814(5) 26.003(7) 20.85(1) 23.066(6)

α, deg 90 82.99(2) 90 90

β, deg 110.60(5) 96.38(2) 104.16(4) 110.43(3)

γ, deg 90 74.33(1) 90 90

V, Å3 3533 3483 7036 10527

Space 
group P21/c P P21/c C2/c

Z 4 4 8 12

Dx, g/cm3 1.26 1.27 1.24 1.26

1

C

Crystal Structures of the Polymorphs

In the structure of the P1 polymorph, the dianili-
negossypol molecules form dimers through two cen-
trosymmetric pairs of O(5)–H···O(3) and O(4)–
H···O(5) hydrogen bonds. The geometric characteris-
tics of the hydrogen bonds are listed in Table 4.

In the crystal of the P1 polymorph, the O(1)–
H···O(7) hydrogen bonds are formed between the cen-
trosymmetric dimers related by the glide planes
(Table 4). These hydrogen bonds (Fig. 2) are character-
istic only of the P1 and P2 polymorphic modifications.
The O(1)–H···O(7) hydrogen bonds link molecules into
layers parallel to the yz plane. The layers are linked
only through the van der Waals interactions. The crystal
structure of the P1 polymorph is shown in Fig. 3a.

The P2 polymorph crystallizes in space group 
with two molecules of dianilinegossypol in the asym-
metric unit (Table 1). In the structure of this polymorph,
two independent dianilinegossypol molecules (A
and B) are linked through centrosymmetric pairs of
O(5)–H···O(3) and O(4)–H···O(5) hydrogen bonds
(Table 4) into the AA and BB dimers. The O(1A)–
H···O(7B) and O(1B)–H···O(7A) hydrogen bonds link
the neighboring AA and BB dimers (Table 4) into layers
parallel to the (011) plane. The packing of these layers
results in the formation of the crystal structure of the P2
polymorph (Fig. 3b).

Thus, the P1 and P2 polymorphs are characterized
by the same hydrogen-bond system, but their crystal
structures differ in the mode of packing of layers con-
sisting of dimers of dianilinegossypol molecules. In the
structure of the P1 polymorph, the dimers of the neigh-
boring layers are situated over one another, whereas the
dimers in the P2 polymorph are located between the
regions of the adjacent layers, in which hydrogen bonds
connect the dimers.

The P4 polymorph crystallizes in space group C2/c
with one and a half molecules in the asymmetric unit
(molecules A and B). Molecules A occupy special posi-
tions, and molecules B occupy general positions. Mol-
ecule A lies in the twofold axis and forms the O(1A)–
H···O(4B) and O(5B)–H···O(4A) hydrogen bonds with
two B molecules. As a result, a hydrogen-bonded trimer
is formed from the dianilinegossypol molecules of the
same chirality (Fig. 4). This mode of H-agglomeration
of dianilinegossypol molecules is a characteristic fea-
ture only of the P4 polymorph (Table 4).

Molecules B, in turn, are linked through centrosym-
metric pairs of the O(1B)–H···O(7B) and O(8B)–
H···O(1B) hydrogen bonds (Table 4) with two neigh-
boring trimers of opposite chirality into columns of
dianilinegossypol molecules. The packing of these col-
umns results in the formation of the crystal structure of
the P4 polymorph (Fig. 5).

P1
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Table 2.  Atomic coordinates (×104) and equivalent isotropic thermal parameters (Å2 × 103) in structures of dianilinegossypol
polymorphs

Atoms x/a y/b z/c Ueq Atoms x/a y/b z/c Ueq

P1 polymorph P2 polymorph
C(1) 3276(9) 5694(3) 150(12) 38(3) C(1A) 272(2) 4793(5) –1111(2) 40(2)
C(2) 2521(9) 5915(3) –1008(13) 41(3) C(2A) –600(6) 4463(5) –1551(2) 37(2)
C(3) 1879(10) 5676(3) –2221(14) 52(3) C(3A) –1567(6) 3465(5) –1586(2) 41(2)
C(4) 1997(9) 5214(3) –2210(13) 50(3) C(4A) –1612(6) 2860(5) –1174(2) 46(2)
C(5) 2852(10) 4498(3) –1092(12) 41(3) C(5A) –830(6) 2503(5) –293(2) 47(2)
C(6) 3622(10) 4303(3) 13(14) 44(3) C(6A) 22(6) 2878(6) 136(2) 46(2)
C(7) 4441(10) 4528(4) 1221(13) 44(3) C(7A) 1026(6) 3897(6) 206(2) 44(2)
C(8) 4343(9) 4996(3) 1373(11) 34(3) C(8A) 1214(6) 4499(5) –226(2) 39(2)
C(9) 3509(8) 5226(3) 218(12) 32(3) C(9A) 283(6) 4166(5) –687(2) 39(2)
C(10) 2775(8) 4992(3) –1014(12) 37(3) C(10A) –726(6) 3175(5) –725(2) 42(2)
C(11) 3017(9) 6691(3) –1400(12) 41(3) C(11A) –1059(5) 6014(5) –2012(2) 37(2)
C(12) 2349(9) 6402(3) –976(12) 39(3) C(12A) –516(5) 5142(5) –1995(2) 38(2)
C(13) 1463(9) 6585(3) –617(11) 38(3) C(13A) 108(5) 4893(5) –2410(2) 39(2)
C(14) 1312(9) 7038(3) –700(12) 42(3) C(14A) 110(5) 5495(5) –2822(2) 41(2)
C(15) 1732(8) 7809(3) –1231(10) 29(3) C(15A) –502(5) 6892(5) –3317(2) 38(2)
C(16) 2470(9) 8079(3) –1577(12) 41(3) C(16A) –1199(6) 7603(6) –3359(2) 56(2)
C(17) 3360(9) 7924(3) –2027(12) 39(3) C(17A) –1887(6) 7895(6) –2959(2) 56(2)
C(18) 3519(9) 7457(3) –2087(12) 39(3) C(18A) –1817(5) 7434(5) –2484(2) 39(2)
C(19) 2873(8) 7157(3) –1542(11) 35(3) C(19A) –1127(5) 6616(5) –2440(2) 38(2)
C(20) 1974(8) 7332(3) –1124(11) 35(3) C(20A) –499(5) 6332(5) –2855(2) 37(2)
C(21) 1013(11) 5887(4) –3569(13) 82(5) C(21A) –2523(6) 3030(6) –2069(2) 60(2)
C(22) 5056(9) 5197(4) 2641(13) 44(3) C(22A) 2335(6) 5316(5) –198(2) 44(2)
C(23) 1987(11) 4234(4) –2326(15) 69(4) C(23A) –1873(6) 1393(6) –337(3) 65(2)
C(24) 2449(14) 3891(5) –3056(17) 118(6) C(24A) –1372(7) 376(6) –321(3) 91(3)
C(25) 978(12) 4143(5) –1995(18) 122(7) C(25A) –2702(7) 1464(7) 79(3) 89(2)
C(26) 682(10) 6292(3) –144(14) 64(4) C(26A) 737(6) 3967(5) –2419(2) 62(2)
C(27) 4296(8) 7313(3) –2712(11) 38(3) C(27A) –2454(6) 7797(5) –2101(2) 44(2)
C(28) 658(9) 8008(3) –1115(12) 39(3) C(28A) 183(6) 6590(5) –3756(2) 44(2)
C(29) –375(9) 7860(4) –2330(12) 58(4) C(29A) –617(6) 5510(6) –4113(3) 72(2)
C(30) 532(10) 7982(4) 368(12) 64(4) C(30A) 647(6) 7529(6) –4081(2) 66(2)
C(31) 6555(10) 5120(4) 5027(12) 47(3) C(31A) 4403(6) 6365(5) 253(2) 42(2)
C(32) 7387(12) 4843(5) 5802(16) 79(4) C(32A) 4998(6) 6372(6) –179(3) 56(2)
C(33) 8120(16) 4968(7) 7131(21) 118(7) C(33A) 6212(7) 7013(7) –130(3) 71(2)
C(34) 8090(15) 5381(8) 7649(19) 117(7) C(34A) 6829(7) 7636(6) 338(4) 75(2)
C(35) 7261(14) 5672(6) 6886(16) 85(5) C(35A) 6216(8) 7636(6) 766(3) 75(2)
C(36) 6476(11) 5538(4) 5527(14) 65(4) C(36A) 5005(7) 7005(6) 724(3) 58(2)
C(37) 5685(9) 7464(3) –3835(12) 39(3) C(37A) –3778(6) 8931(5) –1804(2) 48(2)
C(38) 6219(10) 7795(4) –4301(13) 55(3) C(38A) –4041(7) 8481(6) –1357(3) 63(2)
C(39) 6998(11) 7696(5) –4952(13) 69(4) C(39A) –4740(8) 8907(7) –1042(3) 79(2)
C(40) 7264(11) 7265(5) –5159(15) 69(4) C(40A) –5192(7) 9781(7) –1164(3) 82(3)
C(41) 6770(12) 6940(5) –4633(15) 78(4) C(41A) –4959(7) 10229(6) –1611(3) 77(2)
C(42) 5992(11) 7028(4) –3986(14) 64(4) C(42A) –4241(6) 9807(6) –1931(3) 61(2)
N(1) 5811(8) 4974(3) 3658(10) 49(3) N(1A) 3186(5) 5673(4) 226(2) 46(1)
N(2) 4909(7) 7580(3) –3215(10) 46(3) N(2A) –3090(5) 8526(5) –2160(2) 54(2)
O(1) 3919(6) 5930(2) 1351(8) 49(2) O(1A) 1187(4) 5790(3) –1062(1) 50(1)
O(3) 5169(7) 4285(2) 2135(9) 59(2) O(3A) 1761(4) 4175(4) 641(1) 51(1)
O(4) 3711(6) 3848(2) 76(9) 65(3) O(4A) 1(4) 2282(4) 549(2) 62(1)
O(5) 3845(6) 6512(2) –1853(8) 52(2) O(5A) –1637(4) 6287(4) –1599(1) 52(1)
O(7) 3892(6) 8230(2) –2454(8) 54(2) O(7A) –2514(5) 8576(4) –3060(2) 74(2)
O(8) 2343(6) 8530(2) –1582(9) 65(3) O(8A) –1326(4) 8114(4) –3788(2) 83(2)
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Table 2.  (Contd.)

Atoms x/a y/b z/c Ueq Atoms x/a y/b z/c Ueq

P2 polymorph P4 polymorph
C(1B) 5367(6) 8196(5) –4421(2) 38(2) C(1A) 314(1) –623(6) 7467(2) 56(1)
C(2B) 4497(6) 7310(5) –4287(2) 39(2) C(2A) 156(1) –1555(6) 7662(3) 59(2)
C(3B) 3529(6) 6663(5) –4674(2) 46(2) C(3A) 288(1) –2404(6) 8169(3) 60(2)
C(4B) 3433(6) 6962(5) –5168(2) 50(2) C(4A) 578(1) –2314(6) 8459(3) 59(2)
C(5B) 4185(6) 8176(5) –5827(2) 48(2) C(5A) 1045(1) –1261(5) 8660(2) 50(1)
C(6B) 5065(6) 9039(6) –5948(2) 47(2) C(6A) 1180(1) –174(6) 8471(2) 50(1)
C(7B) 6100(6) 9729(5) –5581(2) 42(2) C(7A) 1060(1) 727(6) 7952(2) 54(1)
C(8B) 6283(6) 9405(5) –5073(2) 40(2) C(8A) 776(1) 532(6) 7557(2) 52(1)
C(9B) 5359(6) 8507(5) –4922(2) 35(2) C(9A) 610(1) –475(5) 7747(2) 50(1)
C(10B) 4330(6) 7876(5) –5303(2) 44(2) C(10A) 739(1) –1359(5) 8263(2) 51(1)
C(11B) 3969(5) 7431(5) –3378(2) 39(2) C(21A) 122(1) –3417(7) 8398(3) 91(2)
C(12B) 4574(6) 6982(5) –3748(2) 43(2) C(22A) 679(1) 1291(6) 7007(3) 58(2)
C(13B) 5186(6) 6198(6) –3626(2) 52(2) C(23A) 1192(1) –2334(6) 9083(2) 53(1)
C(14B) 5113(6) 5831(5) –3150(2) 55(2) C(24A) 1217(1) –1892(8) 9728(3) 91(2)
C(15B) 4379(6) 5747(5) –2290(2) 50(2) C(25A) 1483(1) –2756(6) 9071(3) 78(2)
C(16B) 3653(6) 6066(6) –1972(2) 52(2) C(31A) 745(1) 3008(6) 6283(3) 68(2)
C(17B) 3015(6) 6891(6) –2058(2) 49(2) C(32A) 944(2) 3529(9) 6069(4) 101(2)
C(18B) 3152(5) 7435(5) –2510(2) 38(2) C(33A) 865(2) 4356(10) 5553(4) 128(3)
C(19B) 3873(5) 7061(5) –2889(2) 37(2) C(34A) 595(3) 4677(10) 5257(4) 138(4)
C(20B) 4464(6) 6217(5) –2779(2) 43(2) C(35A) 391(2) 4161(10) 5465(4) 145(4)
C(21B) 2605(6) 5619(6) –4563(2) 66(2) C(36A) 463(1) 3335(8) 5997(4) 107(3)
C(22B) 7411(6) 9951(5) –4759(2) 46(2) O(1A) 186(1) 218(4) 6968(2) 86(1)
C(23B) 3095(8) 7488(7) –6240(3) 83(3) O(3A) 1224(1) 1620(4) 7850(2) 73(1)
C(24B) 3507(10) 6717(7) –6635(3) 144(5) O(4A) 1453(1) 147(4) 8814(2) 63(1)
C(25B) 2390(7) 8181(7) –6517(3) 92(3) N(1A) 832(1) 2195(5) 6833(2) 65(1)
C(26B) 5855(7) 5720(6) –4026(3) 85(3) C(1B) 3616(1) 2288(5) 156(2) 37(1)
C(27B) 2582(6) 8296(5) –2551(2) 44(2) C(2B) 3456(1) 2965(5) –378(2) 43(1)
C(28B) 5009(6) 4838(6) –2180(2) 56(2) C(3B) 3586(1) 3812(6) –685(2) 52(1)
C(29B) 4142(7) 3652(7) –2375(3) 91(3) C(4B) 3876(1) 3922(6) –455(2) 51(1)
C(30B) 5553(7) 4972(7) –1604(3) 79(3) C(5B) 4345(1) 3479(6) 314(3) 55(1)
C(31B) 9439(6) 11282(6) –4549(2) 48(2) C(6B) 4495(1) 2899(6) 860(3) 59(2)
C(32B) 10029(7) 10590(6) –4325(3) 65(2) C(7B) 4381(1) 2067(6) 1226(3) 54(1)
C(34B) 11712(8) 12215(9) –3941(3) 104(3) C(8B) 4086(1) 1841(5) 1017(2) 42(1)
C(33B) 11159(8) 11068(8) –4017(3) 83(3) C(9B) 3915(1) 2445(5) 431(2) 39(1)
C(35B) 11097(9) 12875(8) –4175(4) 108(4) C(10B) 4043(1) 3270(5) 90(2) 44(1)
C(36B) 9973(7) 12438(7) –4482(3) 78(3) C(11B) 2976(1) 3537(5) –390(2) 39(1)
C(37B) 1333(6) 9456(6) –2186(3) 56(2) C(12B) 3144(1) 2755(5) –624(2) 41(1)
C(38B) 1169(9) 9991(7) –2604(3) 102(3) C(13B) 3022(1) 1816(6) –1109(2) 52(1)
C(39B) 515(11) 10787(9) –2562(5) 150(5) C(14B) 2733(1) 1750(5) –1359(2) 56(1)
C(40B) 60(11) 11017(9) –2105(5) 147(5) C(15B) 2253(1) 2446(5) –1417(2) 43(1)
C(41B) 263(10) 10498(9) –1692(4) 122(4) C(16B) 2097(1) 2993(5) –1114(2) 44(1)
C(42B) 872(8) 9698(7) –1736(3) 86(3) C(17B) 2206(1) 3865(5) –572(2) 42(1)
N(1B) 8273(5) 10820(4) –4860(2) 49(1) C(18B) 2499(1) 4157(5) –338(2) 37(1)
N(2B) 1951(5) 8604(4) –2199(2) 48(1) C(19B) 2677(1) 3428(5) –611(2) 37(1)
O(1B) 6300(4) 8833(3) –4030(2) 50(1) C(20B) 2556(1) 2554(5) –1127(2) 44(1)
O(3B) 6841(4) 10557(4) –5732(2) 54(1) C(21B) 3417(1) 4614(7) –1256(3) 80(2)
O(4B) 5004(4) 9297(4) –6443(2) 60(1) C(22B) 3981(1) 1092(5) 1410(2) 48(1)
O(5B) 3393(4) 8222(3) –3496(1) 48(1) C(23B) 4487(1) 4314(8) –46(3) 92(2)
O(7B) 2370(4) 7110(4) –1710(2) 60(1) C(24B) 4620(2) 5618(9) 266(5) 143(4)
O(8B) 3462(4) 5610(4) –1523(2) 73(2) C(25B) 4668(2) 3471(10) –307(4) 139(4)
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Table 2.  (Contd.)

Atoms x/a y/b z/c Ueq Atoms x/a y/b z/c Ueq

P4 polymorph P4 polymorph

C(26B) 3195(1) 880(7) –1344(3) 85(2) C(39B) 2362(1) 8402(7) 1484(3) 80(2)
C(27B) 2592(1) 5169(5) 124(2) 40(1) C(40B) 2629(1) 8928(7) 1719(3) 77(2)
C(28B) 2120(1) 1755(6) –2045(2) 61(2) C(41B) 2831(1) 8449(7) 1503(3) 71(2)
C(29B) 1995(2) 357(7) –2006(3) 137(4) C(42B) 2769(1) 7440(6) 1052(2) 55(1)
C(30B) 1901(1) 2675(7) –2511(3) 87(2) O(1B) 3491(1) 1398(4) 443(1) 49(1)
C(31B) 4037(1) –249(6) 2335(2) 55(1) O(3B) 4552(1) 1569(5) 1725(2) 76(1)
C(32B) 3768(1) –95(7) 2336(3) 73(2) O(4B) 4784(1) 3008(5) 1126(2) 90(2)
C(33B) 3676(2) –907(9) 2714(3) 104(3) O(5B) 3097(1) 4433(4) 91(1) 54(1)
C(34B) 3852(2) –1847(10) 3110(4) 114(3) O(7B) 2030(1) 4378(4) –350(1) 49(1)
C(35B) 4124(2) –1979(8) 3108(3) 102(2) O(8B) 1810(1) 2860(4) –1334(2) 60(1)
C(36B) 4217(1) –1161(7) 2740(3) 76(2) N(1B) 4135(1) 529(5) 1942(2) 54(1)
C(37B) 2505(1) 6890(5) 820(2) 43(1) N(2B) 2430(1) 5817(4) 371(2) 45(1)
C(38B) 2302(1) 7370(6) 1031(3) 65(2)

Table 3.  Dihedral angles (deg) in molecules of dianilinegossypol polymorphs

Polymorph Molecule
Angle

AB^CD AB^E CD^E

P1 81.7 14.2 9.3

P2 A 85.7 48.9 6.1

B 87.6 46.2 5.7

P4 A 94.8 19.9 –

B 75.3 24.4 12.3
Crystallization of Dianilinegossypol Polymorphs 
at Different Temperatures

Polymorphic modifications of dianilinegossypol
were obtained by crystallization from solutions in the
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
temperature range 40–220°C. The following solvents
were used for the experiments: acetone, methyl acetate,
ethyl acetate, butyl acetate, amyl acetate, ethanol,
butanol, acetic and valeric acids, cyclopentanone,
cyclohexanone, CCl4, toluene, 1,2-dichloroethane, and
C(25) C(23)

C(24) C(10)

C(22)

C(36)
C(31)
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Fig. 1. Molecular structure of dianilinegossypol (the P1 polymorph) and the atomic numbering. 
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O(7)
O(1)

Fig. 2. H-association of dianilinegossypol molecules in the P1 and P2 polymorphs.

0
b

c

0

a

a

b

c

Fig. 3. Structures of (a) P1 and (b) P2 polymorphs.

(a) (b)

O(5B)
O(4A) O(1A)

O(1A) O(4A')

O(4B)

O(4B)

O(5B)

Fig. 4. H-association of dianilinegossypol molecules in the P4 polymorph.
chloroform. Crystallization of dianilinegossypol at dif-
ferent temperatures revealed the existence of four poly-
morphic modifications. For all the polymorphs, single
crystals were obtained and crystallographic parameters
were determined (Table 1). The P1 polymorph precipi-
tates from ethanol, butanol, acetic and valeric acids,
CCl4, and amyl acetate at room temperature, whereas
C

the P4 polymorph is formed irrespective of the chemi-
cal nature of the solvent at temperatures from 60°C and
higher (the temperature was raised to 220°C).

The crystallization of dianilinegossypol from ace-
tone was studied in most detail. The precipitation tem-
perature was raised at 5°C steps. Earlier [25], it was
found that, at crystallization temperatures of 20 and
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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0

a b

c

Fig. 5. Structure of the P4 polymorph.
35°C, the α and β modifications of the host–guest com-
plex between dianilinegossypol and acetone are
formed. Further heating to 40 and 45°C resulted in the
formation of two polymorphic modifications, P2 and
P1, respectively, and starting at 60°C, the P4 poly-
morph precipitated. This means that polymorphic tran-
sitions between the host–guest complexes and the non-
solvate forms of dianilinegossypol (DAG) take place
according to the following scheme: α-dimorph of
DAG + acetone  β-dimorph of DAG + acetone 
P2 polymorph  P1 polymorph  P4 polymorph.
Thus, by varying the crystallization temperature, one
can obtain five crystalline modifications of dianili-
APHY REPORTS      Vol. 48      No. 4      200
negossypol (two solvate and three polymorphic modifi-
cations) from acetone solutions.

Very small crystals of the P3 polymorph precipi-
tated from 1,2-dichloroethane at 45°C. We determined
the unit cell parameters of the P3 polymorph but failed
to prepare single crystals suitable for a complete X-ray
diffraction study. Crystallization at 60°C resulted in the
formation of the P4 polymorph. Taking into account
that, at room temperature, dianilinegossypol crystal-
lizes in the form of dichloroethane clathrate [26], the
total number of crystalline forms obtained from dichlo-
roethane solutions is three (one solvate and two nonsol-
vate polymorphic forms). Thus, the following transi-
Table 4.  Geometric parameters of intermolecular hydrogen bonds in dianilinegossypol polymorphs

Bond Symmetry D···A (Å) D–H (Å) H···A (Å) D–H···A (deg)

P1
O(1)–H···O(7) x, 1.5 – y, 0.5 + z 2.815 0.92 2.09 142

O(5)–H···O(3) 1 – x, 1 – y, –z 2.710 1.05 2.33 135

O(4)–H···O(5) 1 – x, 1 – y, –z 3.120 0.92 2.57 133

P2
O(1A)–H···O(7B) 2.700 0.85 2.18 119

O(1B)–H···O(7A) 1 + x, y, z 2.810 0.83 2.03 155

O(5A)–H···O(3A) –x, 1 – y,  –z 2.639 0.96 2.27 102

O(4A)–H···O(5A) –x, 1 – y,  –z 3.110 0.97 2.40 129

O(5B)–H···O(3B) 1 – x, 2 – y,  –1 – z 2.681 1.02 1.66 171

O(4B)–H···O(5B) 1 – x, 2 – y,  –1 – z 3.105 1.10 2.04 145

P4
O(1A)–H···O(4B) x – 0.5, 0.5 – y, 0.5 + z 2.843 0.85 2.46 108

O(5B)–H···O(4A) 0.5 – x, 0.5 – y, 1 – z 2.785 0.85 2.27 119

O(1B)–H···O(7B) 0.5 – x, 0.5 – y, –z 2.691 0.85 2.00 138

O(8B)–H···O(1B) 0.5 – x, 0.5 – y, –z 2.046 0.85 2.20 170
3
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tions are observed: clathrate  P3 polymorph 
P4 polymorph.

From alcohols and carboxylic acids, dianilinegossy-
pol precipitates in two nonsolvate forms: P1 at room
temperature and P4 at 60°C (P1 polymorph  P4
polymorph). The crystallization of dianilinegossypol
from solutions in methyl acetate, butyl acetate, chloro-
form, toluene, cyclopentanone, and cyclohexanone at
different temperatures results in the formation of a sol-
vate form of dianilinegossypol followed by the forma-
tion of the P4 polymorph.

Thus, it is easy to obtain all the polymorphic forms
of dianilinegossypol by varying the precipitation tem-
perature. However, we failed to obtain all the polymor-
phs through crystallization from the same solution. It
follows that preparation of the given dianilinegossypol
polymorph requires the selection of the precipitation
medium and temperature.
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Abstract—The piezoelectricity observed in poly(vinylidene fluoride) (PVDF) and its copolymers involves
three components that are associated with the presence of at least two phases (crystalline and amorphous) in the
polymer structure. The main contributions to the phenomenon observed are made by the size effect and elec-
trostriction, which are related to each other. These contributions manifest themselves through the mechanism
of strain-induced reversible transformations of a number of domains of the anisotropic amorphous phase into
the crystalline state under the action of mechanical or electrical fields. With due regard for different packings
of chains in the amorphous and crystalline phases, this mechanism accounts for the large Poisson ratios µ31
obtained for textured films of flexible-chain crystallizing polymers. The dependence of the piezoelectric coef-
ficient d32 on the static stress in textured films is governed by the change in the fraction of the crystalline phase
due to strong anisotropy of the elastic constants in the film plane. It is shown that the shear deformations of
polymers are characterized by a strong piezoelectric response. The specific features revealed in the piezoelectric
effect under bending deformations are described for films with an inhomogeneous distribution of polarization
over the cross section. The general regularities of the electrostriction in the polymers and inorganic relaxor fer-
roelectrics studied are considered. © 2003 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Experimental investigations of poly(vinylidene flu-
oride) (PVDF) [1] have demonstrated that the deforma-
tion of textured films after their polarization (exposure
to strong fields) induces charges on their surface. This
implies that the crystallized polymers exhibit a high
1063-7745/03/4804- $24.00 © 0649
piezoelectric activity. Owing to the small Q-factor and
low acoustic impedance, the above polymeric piezo-
electrics have been used as materials for broadband
energy converters and sensors of different types in med-
icine [2, 3].

The characteristic feature of the above materials
(and other crystallizing polymers) is the presence of
both the crystalline phase and disordered regions in the
bulk. For poly(vinylidene fluoride), these regions at
room temperature substantially differ from one another
in elastic and electrical parameters. Such a structural–
dynamic heterogeneity of the systems under consider-
ation can be responsible for the complex mechanism of
piezoelectric activity. In this respect, it is necessary to
perform a critical analysis of the available experimental
data with due regard for the specific features of the
polymer structure of the condensed material. To the
best of my knowledge, such an approach has never been
used before. In the present review, an attempt was made
to fill this gap.

2. GENERAL RELATIONSHIPS 
FOR THE PIEZOELECTRIC EFFECT

By definition, the piezoelectric effect can be
described by four piezoelectric coefficients dij , eij , gij,
2003 MAIK “Nauka/Interperiodica”
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and hij [4]:

(1)

which relate the electrical characteristics (the electric
induction D and the electric field strength E) and the
mechanical parameters (the mechanical stress X and the
strain x) (Fig. 1).

In relationships (1)–(4), the first terms correspond to
the direct piezoelectric effect, the second terms
describe the inverse piezoelectric effect, and the sub-
scripts are as follows: i = 1–3 and j = 1–6. The super-
scripts refer to the experimental conditions: E indicates
zero electric field (a closed circuit), D corresponds to
zero electric induction (an open circuit), X stands for
zero mechanical stress (a free sample), and x denotes
zero strain (a fixed sample).

The aforementioned piezoelectric coefficients are
related to each other through the components of the
compliance tensor S and the permittivity tensor ε,
which can depend on the boundary conditions: εX > εx

and SD < SE. Their ratios are related to the electrome-
chanical coupling coefficient K:

(2)

The electromechanical coupling coefficient character-
izes the efficiency of conversion of the mechanical
energy to the electrical energy in the direct piezoelec-
tric effect and the electrical energy to the mechanical
energy in the inverse piezoelectric effect.

It is known that poly(vinylidene fluoride) crystal-
lites can exist in at least four polymorphic modifica-
tions [5]. However, two modifications are observed in
the majority of cases. Crystallization from a melt, as a
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Fig. 1. Schematic diagram of the relation of the electrome-
chanical coefficients for piezoelectric and pyroelectric
materials [4].
C

rule, leads to the formation of the α phase with the point
symmetry group C2h. The unit cell parameters of the α
phase are as follows: a = 0.496 nm, b = 0.964 nm, and
c = 0.462 nm. Upon uniaxial drawing of a
poly(vinylidene fluoride) film or chemical modification
of a homopolymer chain [5], the crystallization results
in the formation of the β phase in which the lattice is
characterized by the point symmetry group C2v and the
parameters a = 0.858 nm, b = 0.491 nm, and c =
0.256 nm [6]. Consequently, the β phase whose lattice
has no symmetry center can possess piezoelectric prop-
erties. In this phase, chains adopt a (–TT–)n planar zig-
zag conformation and the dipole moment (2.1 D per
monomer unit) is perpendicular to the macromolecular
axis and aligned along the b axis of the unit cell [5].

For poly(vinylidene fluoride), uniaxial drawing is
used to transform nonpolar α crystallites into the non-
centrosymmetric β phase [5]. In this case, the macro-
molecular axes (the c axis in the lattice of the β phase)
are predominantly oriented along the acting mechanical
stress [5]. As a result, anisotropy arises in the film
plane. After exposure of this system to a strong field,
the axial symmetry is broken (anisotropy appears over
the film cross section), because the b polar axes of crys-
tallites are predominantly oriented along the normal to
the surface. The appearance of anisotropy in the film
plane (owing to the texturing) is accompanied by an
increase in the number of nonzero dijk components from
three to five [6–8]. In the case when the axis 1 corre-
sponds to the film drawing direction and the axis 3 indi-
cates the normal to the film plane, the piezoelectric
properties with due regard for the symmetry are charac-
terized by the matrix of the piezoelectric coefficients [6]:

(3)

3. COMPONENTS OF THE MEASURED 
PIEZOELECTRIC RESPONSE

When a polarized polymer electret with the permit-
tivity ε' is characterized by the remanent (frozen) polar-
ization P, the electric induction D (by omitting the indi-
ces) has the form [9]

D = ε'ε0E + P. (4)

According to relationship (1), the piezoelectric con-
stant d for the direct piezoelectric effect can be written
in the following form:

(5)

This general relationship for any piezoelectric material,
as applied to crystallizing polymers, has its own spe-
cific features. Actually, for inorganic materials, the first

0 0 0 0 +d15 0

0 0 0 +d24 0 0

+d31 +d32 d33– 0 0 0

.

d
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-------
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two terms in formula (5) are ignored because of their
smallness as compared to the third term [10]. In the
case of crystallizing polymers, all three terms in the
general case can be comparable in magnitude. The rea-
son is that materials contain a liquidlike amorphous
phase in addition to noncentrosymmetric crystallites.
At temperatures above the glass transition point, inten-
sive microscopic Brownian cooperative motions occur
in the amorphous phase. Since the packing density of
macromolecules in the amorphous phase is low, the
compressibility of this phase is higher than that of crys-
tallites. This means that the second term (associated
with the size effect) in formula (5) can make a substan-

tial contribution, because the term  =  even

at a constant voltage V applied to a film of thickness L
becomes nonzero due to a considerable change in the
film thickness. The application of an electric field (or a
mechanical stress) to this system, which is character-
ized by a large free volume and a pronounced rotational
isomerism of segments in the amorphous phase, leads
to a shift of equilibrium between the concentrations of
groups in different conformations. Taking into account
that the dipole moments of isomers are different, this
shift should be attended by a change in the permittivity,
which results in a change in the first term responsible
for the electrostriction in formula (5).

The third term in formula (5) should allow for the
contribution of crystallites to the piezoelectric effect,
because the texturing of films should result in the
appearance of a piezoelectric response (linear in the
field) owing to the symmetry of the lattice of the polar
β phase. In this respect, it is of interest to consider the
results obtained by Tashiro et al. [11, 12], who calcu-
lated nonzero components of certain piezoelectric coef-
ficients. The calculated volume compressibility is equal
to 12.5 × 10–11 Pa–1, which is in good agreement with an
experimental value of 11.8 × 10–11 Pa–1. However, a
number of calculated piezoelectric coefficients disagree
with experimental data. For example, the calculated
piezoelectric coefficient d31 is equal to 0.25 pC/N,
which is approximately two orders of magnitude less
than the experimental coefficient (without regard for
the opposite sign of this coefficient). The coefficient d31
calculated from the spectrum of normal vibrations
(with allowance made for conformational analysis of a
poly(vinylidene fluoride) single chain) appeared to be
less than the experimental coefficient even by three
orders of magnitude [13].

Since the contribution of noncentrosymmetric crys-
tallites to the observed transverse piezoelectric effect
turns out to be small, the first two terms in formula (5)
should substantially contribute to the measured coeffi-
cients d. The size effect is taken to mean the contribu-
tion made by a decrease in the film thickness L to the
change in the surface charge Q of an electrode with the
area A under the action of the mechanical stress X. In

∂E
∂X
------- ∂ V L

1–( )
∂X

--------------------
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order to separate this effect, the piezoelectric coeffi-
cient d3j can be represented in the form [14]

(6)

where M is the dipole moment of a sample with the
polarization P and S3j = ∂lnL/∂Xj are the components of
the elastic compliance tensor. It is evident that the sec-
ond term in relationship (6) describes the aforemen-

tioned size effect. The size contribution  to the mea-
sured piezoelectric coefficient d can be estimated from
the expression [14]

(7)

By calculating the stresses Xi from the compliances

Sij [15], we obtain  = 12.5 pC/N for poly(vinylidene
fluoride). This indicates that, for the typical experimen-
tal value d31 = 21.4 pC/N [16], the contribution of the
size effect to the piezoelectric coefficient is equal
to 58%.

For the piezoelectric voltage coefficients eij , the
coefficient eV for an open state is defined as [17]

eV = e + V/A∂C/∂x, (8)

where e is the piezoelectric coefficient for a short-cir-
cuited state and C is the capacitance of a sample with
the permittivity ε3 , the thickness L, and the area A at the
potential difference V. In the case of a plane capacitor,
we have C = ε0ε3A/L and

(9)

Therefore, the second term in formula (9) in the gen-
eral case includes the strain dependences of the permit-
tivity ε3 (the electrostriction) and the capacitor geome-
try (the size effect). By assuming that the Poisson ratios
along and across the film surface are equal to each
other, we obtain

eV = e + ε0(k + ε)V/L, (10)

where the electrostrictive constant k is given by the
expression

k = ∂ε/∂x. (11)

For uniaxially drawn films, the measured coefficient
 can be written in the form [17]

(12)

Here, the Poisson ratios µij under deformation of a
uniaxially drawn film with the initial thickness L,
length l, and width a can be expressed through the
ratios of the corresponding compliance components S;

d3 j P ∂M/∂X j S3 j–( )[ ] ,=
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that is,

(13)

According to relationship (12), the contribution of the
size effect to the measured piezoelectric coefficient 
of a textured film is determined by the difference
between the Poisson ratios µ31 and µ21. The behavior of
the Poisson ratios µ21 and µ31 with an increase in the
drawing ratio of poly(vinylidene fluoride) films is illus-
trated in Fig. 2 [18]. In this case, an increase in the dif-
ference between µ31 and µ21 means that the coefficient
e* increases when changing over from an isotropic film
(µ31 = µ21) to a uniaxially drawn film, all other factors
being the same. The thermal shrinkage upon free

µ21
S21

S11
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Fig. 2. Dependences of the Poisson ratios µ21 and µ31 on the
drawing ratio for PVDF films [18].
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Fig. 3. Types of deformations of films for the piezoelectric
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tudinal piezoelectric effects [4].
C

annealing of a textured poly(vinylidene fluoride) film is
attended by a decrease in the Poisson ratio µ31 from 0.7

to 0.5 [18]. The sharp decrease in the coefficient  in
the glass transition range of poly(vinylidene fluoride)
(–40°C) [18] can also be explained by the contribution
of the aforementioned effect, because the transforma-
tion of the polymer to the vitreous state leads to a dras-
tic change in a number of physical characteristics [19,
20], including a decrease in the anisotropy of the Pois-
son ratio µ.

Specific features of film materials prepared from
flexible-chain polymers, in particular, their elasticity,
can result in the fact that it is difficult to provide certain
boundary conditions when measuring the piezoelectric
coefficients in practice. It can be seen from Fig. 3 that
the piezoelectric coefficients e31 and d33 are different in
the case of free (at the stress X = 0) and fixed (at the
strain x = 0) samples.

In accord with formulas (5) and (12), the electros-
triction can also contribute to the measured piezoelec-
tric coefficients. Unlike the piezoelectricity, the elec-
trostriction contribution is quadratic in field and can be
observed in crystals of any symmetry. On the other
hand, as follows from the phenomenological theory
[21], the linearized electrostriction can contribute to the
piezoelectricity of a ferroelectric material when its
paraelectric phase has a lattice with a symmetry center.
This situation is observed in the objects under consid-
eration. Actually, the vinylidene fluoride–trifluoroeth-
ylene (VDF–TFE) copolymer (70 : 30) in the paraelec-
tric phase has a hexagonal lattice with the parameters
a = 0.986 nm and c = 0.23 nm [22]. Therefore, crystal-
lites themselves can make the electrostriction contribu-
tion to the observed piezoelectric effect. One more
problem is associated with the response of amorphous
phase regions to an external field. When the structure of
the amorphous phase is formed by mobile chains, it can
be expected that the permittivity of this phase can
change upon application of mechanical loads or electric
fields.

More than 30 years ago, Nakamura and Wada [23]
considered the problem of electrostriction in
poly(vinylidene fluoride). More recently, Furukawa
et al. [17] analyzed this problem in greater detail.
According to relationship (10), the electrostrictive con-
stant k (by omitting the indices) of a nonpolarized film
(at the piezoelectric coefficient e = 0) was represented
in the form [17]

(14)

The temperature dependences of the real and imaginary
parts of the electrostrictive constant k demonstrated that
the electrostriction is virtually suppressed upon trans-
formation of the polymer into the vitreous state [17]. In
experiments on the inverse piezoelectric effect, the
electrostrictive constant γ was determined from the
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general expression relating the mechanical stress X
generated in the sample and the field strength E [24],
that is,

(15)

where CE is the elastic constant at E = 0. Since X = γE2

for the fixed (x = 0) and nonpolarized (e = 0) sample,
the electrostrictive constant γ was determined as the
proportionality coefficient between X and E2. In the real
experiment, the ac field E and the dc field E0 (bias field)
were applied to the film. For weak fields (when the
sample remains nonpolarized), the mechanical stress
generated in the sample is defined by the formula

(16)

Here, the first term describes the static stress and the
second term characterizes the effective piezoelectricity
induced by the electric field [24], which is character-
ized by the piezoelectric coefficient e0 = 2γE0 , because
the stress varies linearly with the field. The electrostric-
tive constant was determined from the alternating com-
ponent of the mechanical stress at the frequency ω (the
second term) or 2ω (the third term) of the applied ac
field. The stress generated by the electrostatic forces
between capacitor plates in the sample with the permit-

X C
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Fig. 4. Dependences of the piezoelectric coefficient e31 for
(a) nonpolarized and (b) polarized PVDF films upon
cycling change in the dc bias field [24].
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tivity ε and the Poisson ratio µ was estimated from the
relationship

(17)

A number of polymers in addition to poly(vinylidene
fluoride) were investigated in order to separate experi-
mentally the stresses under consideration from the
stresses observed in piezoelectric materials. As can be
seen from the data presented in Table 1, all the poly-
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Fig. 5. Temperature dependences of the electrostrictive con-
stant γ31 , the piezoelectric coefficient e31 , and the residual
stress Xr for an oriented polarized PVDF film [24].

Table 1.  Effective piezoelectric coefficients e0 and electros-
trictive constants for poly(styrene), epoxy resin, poly(vinyl
chloride), poly(methyl methacrylate), poly(γ-methyl-L-
glutamate), and poly(vinylidene fluoride) in the field E0 =
105 V/cm [24]

Polymer e0, 10–4

N (V m)–1
γa, 10–12 
N V–2

γa, 10–12 
N V–2

For X(ω) For X(ω) For X(2ω)

Poly(styrene) 0.7 3.3 3.9

Epoxy resin 1.0 5.1 5.3

Poly(vinyl chloride) 1.1 5.3 6.2

Poly(methyl methacrylate) 1.6 8.2 5.7

Poly(γ-methyl-L-glutamate) 2.3 12.5 8.3

Poly(vinylidene fluoride) 9.4 48.0 39.0
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mers without exception [including nonpolar poly(sty-
rene)] are characterized by nonzero effective piezoelec-
tric coefficients; however, this coefficient for
poly(vinylidene fluoride) is severalfold larger. More-
over, the electrostrictive constant γ for poly(vinylidene
fluoride) also appears to be larger by one order of mag-
nitude. The electrostrictive constants experimentally
obtained for the other polymers are in reasonable agree-
ment with the electrostrictive constant γ = 6 ×
10−12 N V–2 calculated from relationship (17). The
larger values of e0 and γ for poly(γ-methyl-L-glutamate)
and poly(vinylidene fluoride) can be explained by the
additional contributions to the observed piezoelectric
effect. The manifestation of these contributions for
poly(vinylidene fluoride) can be seen in Fig. 4. The
piezoelectric coefficient for the nonpolarized sample
(Fig. 4a) upon cyclic change in the bias field E0 remains
nonzero (e31 ≠ 0) even with zero bias field. According
to relationship (17), this behavior is associated with the
contribution of the crystalline phase to the piezoelectric

150

100

50

–150 –100 –50 0 50

k/ε0

t, °C

1 2

Fig. 6. Temperature dependences of the electrostrictive con-
stant (1) prior to and (2) after polarization of the VDF–TFE
copolymer (54 : 46) [26].

–100 –50 0 50

40

20

0

1

2

t,°C

k31

Fig. 7. Temperature dependences of the electrostrictive con-
stant k31 for (1) uniaxially drawn and (2) annealed PVDF
films [18, 27].
C

effect. The remanent field (450 kV/cm) induced by
crystalline phase regions with a spontaneous polariza-
tion was determined after preliminary polarization of
the film (Fig. 4b). Similar temperature dependences of
the piezoelectric coefficient e31 and the electrostrictive
constant γ31 for the preliminarily polarized film (Fig. 5)
also confirm the above inference that the electrostric-
tion in the studied polymers contributes to the macro-
scopically measured piezoelectric coefficient.

One more technique of investigating the electros-
triction effects in the polymers under consideration was
proposed in [25, 26]. In these works, the studied film
was simultaneously exposed to an ac electric field

(18)

and an alternating mechanical stress (in the film plane),
which produces the strain x varying as

(19)

where xs is the static strain. The increment of the polar-
ization component ∆P3 (along the normal to the sur-
face) can be written in the form [26]

(20)

where ζ333 and β311 are constant coefficients of the non-
linear terms. The electrostrictive constant k331 can be
determined from the increment of the polarization at
the difference or total frequency with the use of the
expression [26]

(21)

The temperature dependences of the electrostrictive
constant thus calculated for the vinylidene fluoride–tri-
fluoroethylene copolymer (54 : 46) are shown in Fig. 6.
The data presented in this figure for the nonpolarized
copolymer film leads to the inference identical to that
drawn in [17] for the homopolymer: the freezing of the
cooperative mobility in the amorphous phase (with a
decrease in the temperature to the glass transition point)
results in the suppression of the electrostriction effect.
Interesting changes were found for the copolymer film
after polarization (curve 2 in Fig. 6). The electrostric-
tive constant at temperatures above the glass transition
point turns out to be substantially less than that for the
film prior to the polarization. Note that the polarization
is usually accompanied by the transformation of a num-
ber of chains from the amorphous state into the crystal-
line state [5]. Therefore, the above fact once again dem-
onstrates that the electrostriction effects are associated
with the disordered phase.

The influence of the microstructure of the disor-
dered phase on the electrostriction effect was studied by
Tasaka and Miyata [18, 27]. As can be seen from Fig. 7,
the free annealing of a textured film leads to an appre-
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ciable decrease in the electrostrictive constant k31 at
temperatures above the glass transition range [18]. The
data presented in Table 2 indicate that the permittivity
ε3 and the degree of crystallinity φ remain almost con-
stant after free annealing. Since the fraction of the
amorphous phase is unchanged, the decrease in the
electrostrictive constant should be caused by other fac-
tors. It can be seen from Table 2 that the annealing
results in a considerable decrease in the birefringence
∆n. Reasoning from the two-phase model, to a first
approximation, we can write

(22)

where fc and fa are the second moments of the distribu-
tion function (orientation function) of chains in crystal-
line and amorphous regions, respectively. These
regions are characterized by the birefringences ∆
and ∆ . When the degree of crystallinity φ is constant
and the value of fÒ varies insignificantly upon anneal-
ing, it follows from relationship (22) that the observed
decrease in the birefringence ∆n should be predomi-
nantly governed by a decrease in the second moment fa.
Furthermore, this parameter also determines the elec-
trostrictive constant (Fig. 7). Indeed, in [18], it was
shown that

(23)

This relationship for the electrostrictive constant k31
accounts for the parameter fa and the multiplier (∂fa/∂x),
which reflects a strain-induced change in the chain ori-
entation in the amorphous phase. The expression for the
second moment fa can be represented in the following
form:

(24)
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Judging from this expression, the last multiplier in rela-
tionship (23) describes the strain-induced change in the
mean angle θ that is formed by a chain segment in the
disordered phase with the drawing axis (strain direc-
tion). The dependence of the derivative ∂fa/∂x on the
drawing ratio λ for oriented poly(vinylidene fluoride)
samples is plotted in Fig. 8a. It can be seen from this
figure that the derivative ∂fa/∂x for the films increases
with an increase in the drawing ratio. According to for-
mula (24), this implies that the angle θ more drastically
decreases under deformation. The fact that the term
∂fa/∂x makes the main contribution to the electrostric-
tive constant k31 is supported by the dependence of this
constant on the drawing ratio (Fig. 8b). Actually, a
comparison of Figs. 8a and 8b indicates that the depen-
dences of ∂fa/∂x and k31 exhibit a similar behavior.
Moreover, it can be seen from Fig. 8b that the experi-
mental electrostrictive constants k31 agree reasonably
with those calculated using relationship (23).

Different relative contributions to the observed
piezoelectric effect are schematically represented in
Fig. 9. As can be seen from Fig. 9, a decrease in the
temperature below the glass transition point is attended
by a noticeable decrease in the electrostrictive constant
and the Poisson ratio. As a result, the contribution of
crystallites is as large as 45% [18]. This can be
explained in terms of the two-phase model of the poly-
mers under consideration in which crystallites with the
noncentrosymmetric lattice and the amorphous matrix

Table 2.  Characteristics of the uniaxially drawn PVDF film
(at 20°C) in the initial state and after free annealing [18, 27]

Characteristic ε3 k31 µ31
c11, 
GPa φ fc

∆n, 
10–3

Initial state 14.4 28.0 0.7 2.2 0.4 0.97 37

After annealing 14.3 8 0.5 1.3 0.41 0.87 26
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Fig. 8. Dependences of (a) the derivative ∂fa/∂x and (b) the electrostrictive constant k31 on the drawing ratio for uniaxially oriented
PVDF films: (1) the experimental data on k31 and (2) the results of calculations from relationship (23) [27].
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have different elastic and electrical parameters [17]. In
this case, the contribution of polar crystals (with the
volume fraction φ and the piezoelectric coefficient eÒ)
to the measured piezoelectric coefficient eij can be writ-
ten in the form [17]

e = φLELXeÒ, (25)

where LE and LX are the coefficients of the local electric
field and the local mechanical stress in the vicinity of a
crystallite, respectively. At temperatures above the
glass transition point, the amorphous phase possesses a
high permittivity and a small Young modulus due to an
intensive microscopic Brownian motion. The external
electric field (in the case of the inverse piezoelectric
effect) in a crystallite region decreases owing to the
depolarization influence of the amorphous polar matrix
with the permittivity εa > εc. For the direct piezoelectric
effect, the high compliance of the amorphous matrix
favors relaxation of the external mechanical stress.
Consequently, the mechanical stress decreases in the
crystallite region. Both factors lead to a decrease in the
contribution of crystallites to the observed piezoelectric
effect. At temperatures below the glass transition point,
the microscopic Brownian dynamics is frozen in the
amorphous phase, which results in a decrease in the
compliance and the permittivity of this phase [17]. As
follows from the above, this circumstance should lead
to an increase in the coefficients of the local electric
field and the local mechanical stress in formula (25) and
to an enhancement of the contribution of crystallites to
the observed piezoelectric effect (Fig. 9).

However, there is no agreement among some
authors as to the ratio between the different relative
contributions represented in Fig. 9 [28]. In particular, it
was proposed to revise the role played by the electros-
triction in the piezoelectric effect. This is a constructive
approach to solving the problem associated with the
molecular mechanisms of electrostriction in polymers,
because the elucidation of these mechanisms is of con-

–100 –50 0 50

Poisson ratio

Electrostriction

e'31

t,°C

Crystallites

Fig. 9. Schematic representation of the relative contribu-
tions from different mechanisms of the transverse piezo-
electric effect in uniaxially oriented PVDF films [18].
C

siderable fundamental [29] and practical [30–32]
importance. In this respect, the justification of the
mechanisms of electrostriction phenomena in the stud-
ied polymers will be considered below. In relationship
(6) for the piezoelectric coefficient dij, the first term
should correspond to the contribution of the crystalline
phase and the electrostriction. When the remanent
polarization is absent in the amorphous phase, the
dipole moment M of the sample can be written as fol-
lows [14]:

(26)

Here, Nc is the number of crystals with the vacuum
dipole moment µ0, the polarizability αÒ, and the permit-
tivity εc; Ec and EL are the local electric fields in the
crystalline and amorphous phases, respectively; ζ is the
ferroelectric order parameter; and αL is the polarizabil-
ity of the amorphous phase in the sample with the mean
permittivity εs. The polar crystallites forming the angle
θ with the normal to the film surface (axis 3) execute
librations with respect to equilibrium positions. The
contribution of these librations to the observed piezo-
electric effect was examined by Broadhurst et al. [33].
If the dipole moment of the crystallite is equal to µÒ, the
polarization under the assumption of the Onsager local
field has the form [33]

(27)

With due regard for formula (27), the contribution of
librations to the observed piezoelectric coefficient (for
a short circuit) is given by the relationship

(28)

Dvey-Aharon et al. [13] demonstrated that the contri-
bution dÒ to the observed piezoelectric coefficient d31
does exceed 1%. Consequently, other mechanisms
should predominantly contribute to the transverse
piezoelectric effect in the framework of the dipole
theory.

In order to elucidate these mechanisms, let us con-
sider the structural transformations of crystallizing
polymers in response to external mechanical stresses. If
these stresses are small (as is usually the case with the
direct piezoelectric effect), isotropic and textured films
should be analyzed separately. The structure of an iso-
tropic sample is schematically depicted in Fig. 10a. As
can be seen from this figure, folded (lamellar) crystals
in the isotropic sample have equally probable orienta-
tions. Numerous experiments revealed that the loading
of isotropic films leads to a loosening of the initial
structure. This loosening can be observed directly using
electron microscopy from the formation of microholes
[35] or indirectly from an anomalous decrease in the
sound velocity under small deformations of
poly(vinylidene fluoride) and vinylidene fluoride–tet-
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rafluoroethylene copolymer films [36–38]. The loosen-
ing should be accompanied by a decrease in Nc in for-
mula (26) and should contribute to the observed piezo-
electric response.

Upon uniaxial drawing, the c axes of lamellar crys-
tals are predominantly oriented along the drawing axis
(Fig. 10b). Folds in lamellar crystals are a special fea-
ture of flexible-chain crystallizing polymers (among
these are poly(vinylidene fluoride) and its copolymers),
and the fraction of folds decreases upon drawing. The
lamellar crystals transform into fibrillar crystals
through the mechanism of sliding and tilt of lamellas
[39]. The formation of the fibrillar crystals can be
revealed from the drastic increase in the intensity in the
indicatrix of small-angle polarized light scattering in
the direction of an incident beam [36, 40, 41], because
this scattering is characteristic of a set of optically
anisotropic cylinders that simulate the crystals under
consideration.

In the initial (unstrained) uniaxially drawn film, the
electron density regularly varies with a large period
along the axis 1 (the c axis of the lattice). This is
explained by the alternation of crystallites and disor-
dered regions with a looser packing. The deformation
of this film along the axis 1 results in a decrease in the
fraction of segments with a more twisted TG conforma-
tion due to an increase in the fraction of segments with
the TT planar zigzag conformation [42, 43]. Kober et al.
[44] studied the Raman spectra of loaded poly(ethyl-
ene) and found that the deformation leads to a low-fre-
quency shift in the band associated with the longitudi-
nal acoustic mode, which indicates an increase in the
length of segments with the TT conformation. In the
amorphous phase, the packing of adjacent chains with
the planar zigzag conformation is closer than that of
chains with the twist conformation. This can be judged
from the fact that the position of the amorphous halo at
the equator is shifted to larger angles as compared to
that at the meridian, for example, for textured poly(eth-
ylene terephthalate) [45] and vinylidene fluoride–tet-
rafluoroethylene copolymer [46] films. Regions formed
by chains with a preferential orientation with respect to
the drawing axis are referred to as the anisotropic amor-
phous phase [45, 46]. The chain dynamics in these
regions turns out to be more hindered than that in
regions of the isotropic amorphous phase, and, hence,
these two types of disordered regions can be distin-
guished by NMR spectroscopy [47]. In regions of the
anisotropic amorphous phase, chains belonging to two
adjacent crystallites can be in a strained state and, con-
sequently, are termed taut tie chains. Under deforma-
tion of the oriented polymer along the drawing axis,
fragments of taut tie chains bear loads. This can lead to
the deformation of bonds and bond angles, because the
shift in the characteristic absorption bands is observed
in the IR [48] and Raman [49] spectra.

According to the IR spectroscopic data [5], seg-
ments of the studied polymers adopt TG, TGTG–, and
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
T3GT3G– conformations in the amorphous phase. These
conformations are identified from the characteristic
absorption bands in the IR spectra. Upon loading of uniax-
ially oriented films along the drawing axis, disordered
phase regions are characterized by the occurrence of dif-
ferent transitions, including transitions of the type [50]

(29)

As applied to the problem under consideration, it is
expedient to examine the TGTG–  (–TT–)n transi-
tion. It is known that, in the poly(vinylidene fluoride)
polymer, the transverse component of the dipole
moment is equal to 4.03 × 10–28 C m for a chain with a
TGTG– conformation and 6.9 × 10–28 C m (2.1 D) for a
chain with a planar zigzag conformation. Therefore, the
above conformation transition is attended by a change
in the transverse component of the permittivity of the
film. According to expression (11), this results in the
electrostriction effect. Furthermore, the normal compo-
nent of the polarization also increases when the defor-
mation of the film leads to a change in the angle
between a domain of the amorphous phase and the
direction of an external force. As follows from the
above, the quantities f (εs/εc) and 〈cosθ〉 in relationship
(26) change upon mechanical loading of uniaxially
drawn films.

TG TT ,

TGTG
–

–TT–( )n;   T 3 GT 3 G 
– – TT – ( ) n . 
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(b)
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Fig. 10. 

 

Schematic representation of the structure of (a) iso-
tropic and (b) uniaxially drawn samples of a flexible-chain
polymer with lamellar crystallites: (

 

1

 

) the drawing direction
and (

 

2

 

) the normal to the drawing axis [14].
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In the case when crystals are formed by chains with
a planar zigzag conformation, the aforementioned con-
formational transitions proceeding in the amorphous
phase upon loading can encourage the transformation
of a number of chains into the crystalline state. The
strain-induced crystallization in poly(ethylene) films
was observed by Tsubakihara and Yasuniwa [51] in
X-ray diffraction experiments. According to formula
(26), a similar process upon loading of the polymers
under consideration leads to an increase in the number
Nc of polar crystals and, hence, to an increase in the
polarization. In the case of poly(vinylidene fluoride)
and its copolymers, an increase in the degree of crystal-
linity upon loading of textured films can also occur
owing to an increase in the longitudinal size of crystals
in microfibrils. In particular, for oriented vinylidene
fluoride–trifluoroethylene copolymer (94 : 6) films, this
was revealed from a narrowing of the 001 meridional
reflection [50]. A similar increase in the degree of crys-
tallinity was previously observed by Kaji [52] in ori-
ented nylon 6 films. The strain-induced increase in the
longitudinal size of crystals in the uniaxially drawn
vinylidene fluoride–trifluoroethylene copolymer was
indirectly confirmed by the acoustic method [38].

In poly(vinylidene fluoride), a number of amor-
phous regions in the form of interfacial layers are local-
ized on the crystal boundaries [53]. The interfacial lay-
ers should have a closer packing of chains [54, 55]. This
is consistent with the general concept according to
which rigid (anisotropic) and isotropic amorphous
phase regions exist in crystallizing polymers [56–58].
The diffraction pattern of the vinylidene fluoride–triflu-
oroethylene copolymer (94 : 6) at a temperature of
160°C (Fig. 11, curve 1) indicates that the halo at 2θ ~
18°, which is observed in addition to the reflections of
the ferroelectric β phase, should be associated with the
amorphous phase. Upon heating of the sample to
184°C, i.e., to the temperature above the melting point
and, correspondingly, the Curie point (the temperatures
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Fig. 11. (a) X-ray diffraction patterns of isotropic VDF–
TFE copolymer (94 : 6) films at temperatures of (1) 160 and
(2) 184°C and (b) the temperature dependence of the inter-
planar distance in the lattice of the paraelectric phase [56].
C

                         

of these transitions are close to each other [7]), the dif-
fraction pattern should contain only the reflection of the
paraelectric phase, which is actually observed in
Fig. 11 (curve 

 

2

 

). A comparison of curves 

 

1

 

 and

 

 2

 

 in
Fig. 11 shows that the reflections in the range 

 

2

 

θ

 

 ~ 18°

 

have similar parameters. This implies that certain
regions of the amorphous phase can be treated as
paraelectric crystals. Therefore, at temperatures below
the Curie point, the ferroelectric phase coexists with
paraelectric crystals, which is frequently observed in
the crystallizing polymers studied [7].

It can be seen from Fig. 11b that the lattices of the
paraelectric phase (or the mean interchain distances in
the amorphous phase) substantially differ at tempera-
tures below and above the Curie temperature. The
paraelectric phase below the Curie point is character-
ized by a considerably closer packing as compared to
that above this point. Moreover, the thermal expansion
coefficients appreciably differ in these temperature
ranges. This is a very important circumstance from the
viewpoint of the material response to external mechan-
ical stress. Under deformation of the studied copolymer
at temperatures below the Curie point, the paraelectric
phase appears to be in a nonequilibrium state. The
localization of this phase along the boundaries with fer-
roelectric crystals and the relatively close packing of
chains in the considered regions of the paraelectric
phase are energetically favorable for its transformation
into the ferroelectric crystal upon loading.

The available data on the piezoelectric properties of
the polymers under investigation also confirm the valid-
ity of the concept that part of the amorphous phase can
be treated as crystals of the paraelectric phase. It was
shown above that the electrostriction effects in the stud-
ied polymers are caused by the presence of the amor-
phous phase. If this phase is considered in the form of
paraelectric crystals, the transformation of the ferro-
electric crystal into the paraelectric state should be
accompanied by a noticeable increase in the electros-
trictive constant. The data presented in Fig. 12a corrob-
orate this inference, because the heating above the
Curie point leads to more than a twofold increase in the
electrostrictive constant [59]. It can be seen from
Fig. 12b that the electrostrictive constant of the polar-
ized film decreases with an increase in the spontaneous
and remanent polarization [59]. An increase in the
remanent polarization, apart from an increase in the
degree of orientation of the polar axes of crystals, can
be associated with the partial transformation of the
amorphous (or paraelectric) phase from the disordered
state to the ferroelectric crystalline state [5, 7]. Accord-
ing to the concept developed, a decrease in the fraction
of chains in the amorphous (paraelectric) phase should
result in a decrease in the electrostrictive constant,
which agrees with the data represented in Fig. 12b.

In the case when the strain-induced crystallization
proceeds through the mechanism associated with an
increase in the longitudinal size of crystals, a change in
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the shape of the crystal embedded in an amorphous
matrix can noticeably affect the piezoelectricity mech-
anism. The function f(εs/εc) of the permittivities in rela-
tionship (26) for the dipole moment strongly depends
on the crystal shape [14]. The crystal shape also has an
effect on the field EÒ. According to Broadhurst et al.
[33], a change in the shape of a spherical polar crystal
in a homogeneous medium under mechanical stress
manifests itself as electrostriction. For ellipsoidal crys-
tals, the electric moment of the sample can be written in
the form [60]

(30)

An increase in the longitudinal size of the sample in the
course of strain-induced crystallization is equivalent to
a change in the axial ratio of an ellipsoid. This leads to
a change in the depolarization factor Dc and, as a con-
sequence, in the electric moment of the sample.

As follows from relationship (26), the ferroelectric
order parameter ζ also affects the electric moment M.
Within a two-position model, the ferroelectric order
parameter ζ and the Curie temperature TC are related by
the expression [61]

ζ = . (31)

For the polymers under consideration, it has been
experimentally found that the deformation of uniaxially
drawn films along the axis 1 leads to a decrease in the
Curie temperature [7, 62]. According to formula (31),
this should result in a change in the ferroelectric order
parameter ζ and, hence, in the electric moment of the
sample.

Therefore, the above analysis demonstrates that,
upon deformation of the polarized polymer, many fac-
tors can lead to a change in the dipole moment of the
sample. Furukawa and Seo [28] argued that the size
effect cannot be treated as responsible for the predomi-
nant contribution to the observed piezoelectricity,
because this would require the use of a rigid dipole
model. Since the deformation of the sample strongly
affects its dipole moment, the electrostriction should
predominantly contribute to the observed piezoelectric
effect. This hypothesis was experimentally justified in
[28]. The dependences of the strain x and the electric
induction D on the electric field strength for two ferro-
electric polymers and PZT ceramics are depicted in
Fig. 13. For nonpolarized films (at e = 0), the induced X
stress is given by the formula

(32)

Since X = 0 for a free film, the strain is represented by
the expression

x = SγD2 = kD2, (33)

where k is the dimensional electrostrictive constant. As
can be seen from Fig. 14a, relationship (33) well
describes the experimental data for the polymers under

M
Ncµcεs θcos〈 〉
εs Dc εc εs–( )+
-------------------------------------.=

TCζ /Ttanh

X Cx γD
2
.–=
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consideration. The data presented in Table 3 show that
the electrostrictive constants k33 for all the organic fer-
roelectrics differ by no more than 10%. Four main
piezoelectric coefficients d, e, g, and h, which are
defined by relationships (1) under the assumption that
D = Pr , E = 0, x = xr, and X = 0, can be represented in
the form

(34)

As follows from these relationships, all the piezo-
electric coefficients are proportional to the remanent
polarization Pr . For two piezoelectric coefficients, this
dependence is confirmed experimentally (see Fig. 15).
Expression (33) is derived for the purely electrostrictive
mechanism of the piezoelectric effect. Therefore, the
piezoelectric coefficients d33 and g33 calculated from
formulas (34) are compared in Table 3 with those mea-
sured experimentally (see Fig. 14b). It can be seen from
the data presented in Table 3 that the experimental coef-
ficients d33 and g33 coincide (in sign and magnitude)
with the results of calculations from formulas (34). On
this basis, in [28], the authors made the inference that
the piezoelectricity is predominantly electrostrictive in
nature.

The data presented in Table 3 and Fig. 13 demon-
strate that the electrostrictive constant k33 is positive in
the PZT ceramics and negative in the polymers. This
means that the application of electric fields to the poly-
mer samples results in a decrease in their thickness,
which, most likely, reflects the behavior of the liquid-
like amorphous phase in response to electric fields.
Since the packing in the crystal is closer than that in the
amorphous phase, a decrease in the thickness of the
polymer film in the field should be attributed to the par-

d 2εkPr,=

e 2εγPr,=

g 2kPr,=

h 2γPr.=
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Fig. 12. Dependences of the electrostrictive constant on
(a) the temperature and (b) (1) the remanent and (2) sponta-
neous polarization for the VDF–TFE copolymer (54 : 46)
[59].
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tial transformation of chains from the anisotropic amor-
phous phase into the crystalline state [39]. A further
argument in support of field-induced crystallization in
the polymers can be found from a comparison of the
dependences plotted in Figs. 13a and 13b. It can be seen
from these figures that, at the maximum field strength,
the strain of the poly(vinylidene fluoride) homopoly-
mer is several times greater than that of the vinylidene
fluoride–trifluoroethylene copolymer (65 : 35). For
identical initial thicknesses of the films, a change in the
volume of the poly(vinylidene fluoride) film appears to
be larger than that of the copolymer film. As is known,
the lattice in the copolymer along the a and b directions
has a looser packing than that in the homopolymer
[5, 7]. In the polarized uniaxially drawn film, the b axis
of the unit cell is aligned along the axis 3 (normal to the
surface). When the field is applied along this direction,
a change in the film thickness due to the field-induced
crystallization is determined by the packing of the ini-
C

tial crystal along the b direction. If the packing in the
poly(vinylidene fluoride) is closer, the decrease in the
thickness due to the partial transformation of chains
from the amorphous state into the crystalline state
should be larger, which is actually observed in the
experiment (Figs. 13a, 13b).

Therefore, according to different estimates, the con-
tributions of the electrostriction and the size effect to
the observed piezoelectric effect in the polymers under
consideration differ considerably. One may believe that
this is an apparent contradiction, because these contri-
butions cannot be separated. For example, when the
polarized film of the uniaxially drawn polymer is sub-
jected to mechanical stress along the axis 1, the
decrease in the film thickness along the direction 3 (the
size effect) is caused by the conformational transforma-
tions (29) of molecular fragments in the amorphous
phase. The chain fragments with a planar zigzag con-
formation have a closer packing, and, hence, the con-
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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Table 3.  Electrical and elastic parameters and a comparison of the calculated and experimental piezoelectric coefficients and
electrostrictive constants for poly(vinylidene fluoride), VDF–TFE copolymer, and PZT piezoelectric ceramics [28]

Material k33,
m4 C–2

Pr,
mC m–2 ε3/ε0

g33,
m2/C

2k33Pr,
m2/C

d33,
pm V–1

2ε3k33Pr,
pm/V

S33,
GPa–1

S33Pr,
pm/V

S33/ε3,
m4/C2

Oriented PVDF –2.4 56 16.0 –0.17 –0.27 –26 –33 0.42 –24 –1.5

Oriented VDF– TFE
copolymer (78 : 22)

–2.3 72 13.8 –0.36 –0.33 –39 –41 0.32 –23 –1.3

Oriented VDF–TFE
copolymer (65 : 35)

–2.5 81 10.9 –0.43 –0.41 –35 –39 0.40 –34 –2.2

Isotropic VDF–TFE
copolymer (65 : 35)

–2.1 86 10.4 –0.36 –0.36 –30 –33 0.32 –28 –1.7

Isotropic VDF–TFE
copolymer (78 : 22)

–2.3 65 15.4 –0.34 –0.33 –44 –41 0.70 –46 –2.6

PZT 0.03 350 2940 0.02 0.02 560 550
formational transformations should be accompanied by
a decrease in the film thickness. This is a manifestation
of the size effect. On the other hand, the conformational
transformations are attended by a change in the dipole
moment, i.e., in the permittivity of the sample, which is
characteristic of the electrostriction. It is also difficult
to separate these two effects when the case in point is
the reversible partial crystallization of chains in the
amorphous phase under the action of electric fields or
mechanical stresses. As was noted above, this process
should be accompanied by a decrease in the film thick-
ness due to the closer packing in the crystalline phase
as compared to that in the amorphous phase. When the
film is characterized by remanent polarization, the size
effect is responsible for the piezoelectricity. However,
the reversible crystallization leads to a decrease in the
permittivity because of the decrease in the fraction of
the amorphous phase (with a higher permittivity),
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
which, by definition, is a manifestation of the electros-
triction effect [see relationship (14)].

4. MANIFESTATION OF ANISOTROPY 
OF THE MECHANICAL PROPERTIES 

OF TEXTURED FILMS IN THE PIEZOELECTRIC 
EFFECT

The above transformation of the microstructure in
the studied polymers in response to mechanical stresses
implies that their mechanical properties should exhibit
a nonlinear behavior. Such a behavior was observed for
a number of polymers [63]. Moreover, Reid and Steel
[64] found that an increase in the electric voltage
applied to a poly(vinylidene fluoride) film leads to a
decrease in the resonance frequency. These phenomena
were studied in detail in experiments on the direct
piezoelectric effect in uniaxially oriented poly-
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(vinylidene fluoride) films [65, 66]. The experimental
data are presented in Fig. 16. It can be seen from Fig. 16
that, with an increase in the constant mechanical stress
(applied along the direction 2), the piezoelectric coeffi-
cient d32 decreases and even changes sign [65, 66]. It
should be emphasized that the piezoelectric coefficient
d32 without loading turns out to be one order of magni-
tude less than the piezoelectric coefficient d31. The
piezoelectric coefficients d31 and d32 were measured by
applying the mechanical stress along the direction 1
(microfibril axis) and in the perpendicular direction,
respectively (see Fig. 14). Therefore, end surfaces of
crystallites with covalent bonds in the former case and
lateral surfaces with weak intermolecular interactions
in the latter case were subjected to the stress. For this
reason, the intermolecular bonds in the latter case can
be broken under the action of the external stress, which
explains the decrease in the piezoelectric coefficient d32.

When considering the piezoelectricity as a linear
effect, the polarization P, the field strength E, the strain
x, and the mechanical stress X are related by two phe-
nomenological expressions

(35)

where χT is the permittivity and Se is the mechanical
compliance. A decrease in the piezoelectric coefficient
d32 with an increase in the stress X2 can be taken into
account by introducing the nonlinear terms of at least
the second order. For an anisotropic film in the case of
the short-circuited condition (E = 0), we have

(36)

P dX χT
E, x+ S

e
X dE,+= =

x2 S22
e

X2 α222X2
2
, P3+ d32X2 β322X2

2
,+= =
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Fig. 16. Dependence of the piezoelectric coefficient d32 on
the static mechanical stress XS for uniaxially oriented PVDF
[66].
C

where the coefficients α222 =  and β322 =  =

 characterize the nonlinear elasticity and the non-

linear piezoelectricity, respectively.
In experiments, the mechanical stress applied to the

film involves the static and dynamic components and
(omitting the indices) can be represented as

X = XS + X0sin(2πft).

With due regard for formulas (36), we obtain

(37)

Expression (37) can be rewritten in the form
P = P(0) + P( f ) + P(2f ),

where

(38)

It can be seen that the induced polarization has three
components, namely, one static and two dynamic com-
ponents. The dynamic components should be observed
at the fundamental frequency and double frequency.
The second harmonic is observed only for the nonlinear
piezoelectric effect. At β = 0, the second harmonic dis-
appears and expressions (38) transform into the usual
linear relationships. The data represented in Fig. 17
confirm the validity of expressions (38). Indeed, the
polarization component P( f ) at the fundamental fre-
quency and the second harmonic P(2f ) are linear func-
tions of x0, and the coefficient β322 is estimated at
−3.6 × 10–12 C/m2 N2. This value coincides accurate to
within 20% with the coefficient β322 calculated using
the data from Fig. 16.

The temperature dependences of the real and imag-
inary parts of the coefficients β322 and β311 (Fig. 18)
characterize the nonlinearities of the piezoelectric coef-
ficients d32 and d31, respectively [67]. It can be seen that
the piezoelectric coefficient d31 does not vary with the
stress, because the coefficient β311 is equal to zero over
the entire temperature range. A drastic increase in the
coefficient β322 upon transition of the polymer from the
vitreous states to the high-elasticity state was explained
in [67] by the decrease in the dipole moment of crystals.
This decrease can be associated with the “disintegra-
tion” of initial microfibrillar crystals [68] under the
action of the stress Xs. The disintegration can be judged
from the acoustic data (Fig. 19) obtained by measuring
variations in the acoustic modulus upon reorientation of
textured poly(vinylidene fluoride) films under their
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deformation along different directions [5, 36]. As the
strain increases, the acoustic velocity increases along
the direction 1 (ϕ = 0) (Fig. 19, curve 2') and decreases
along the direction 2 (ϕ = 90°) (Fig. 19, curve 1'). The
acoustic velocity v s2 measured along the direction 2 can
be written in the form

(39)

According to the microfibrillar model of oriented poly-
mers (Fig. 14), the change in the acoustic velocity is
determined by the acoustic (dynamic) modulus Cs2 in
the direction perpendicular to the microfibril axis. In
the case when interfibrillar amorphous regions of thick-
ness la and modulus Ca alternate with crystallites of
transverse size lct and modulus C22 , the elastic constant
for this model has the form [39]

(40)

As follows from relationship (40), a decrease in the
transverse size lct of the crystal upon loading along the
direction 2 should result in a decrease in the modulus
Cs2, which is observed in experiments.

This interpretation is corroborated by the NMR data
obtained by Clements et al. [69], who studied the defor-
mation of uniaxially oriented poly(vinylidene fluoride)
films. Two components of the absorption line (Fig. 20)
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Fig. 17. Dependences of (1) the stress X0 and the polariza-
tion P at (2) the fundamental and (3) double frequency on
the amplitude of the alternating strain x0 at a frequency of
0.8 Hz for uniaxially oriented polarized PVDF films at a
static mechanical stress of 8.5 MPa [67].
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correspond to mobile and immobile nuclei. The inten-
sities of the components vary in an opposite way when
the film is loaded along and across the drawing axis.
The fraction of mobile nuclei decreases in the former
case and increases in the latter case. A change in the
dynamic degree of crystallinity [70] upon loading
(Fig. 21) indicates that the crystallinity increases along
the drawing axis (ϕ = 0) and decreases in the transverse
direction (ϕ = 90°). This is in agreement with the strain-
induced behavior of the acoustic velocity in the ori-
ented poly(vinylidene fluoride) samples (Fig. 19) and
supports the hypothesis that the decrease in piezoelec-
tric coefficient d32 upon mechanical loading results
from the disintegration of microfibrillar crystals.

5. PIEZOELECTRIC EFFECT UNDER SHEAR 
AND BENDING DEFORMATIONS

It can be seen from matrix (3) that, apart from non-
zero piezoelectric coefficients corresponding to the
compressive and tensile deformations, the piezoelectric
coefficients with subscripts 15 and 24 are also nonzero.
Taking into account interesting applications of trans-
ducers using the shear properties of poly(vinylidene
fluoride) [71, 72], it is advisable to examine the mech-
anism of piezoelectric response under shear deforma-
tion. This mechanism was studied by the resonance
method proposed in [19, 73–75]. The geometry of X-
cut and Y-cut resonators is schematically depicted in
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Fig. 22. This figure shows that the motion modes asso-
ciated with the displacement of atoms along the chain
(e15 and d15) and their rotation (e24 and d24) can be
excited when macromolecular axes are appropriately
arranged with respect to an external field. A comparison
between the piezoelectric coefficients determined by
the resonance and quasi-static methods [76] demon-
strates their good agreement. The calculated piezoelec-
tric coefficients d15 and d24 are equal to 30.7 and
4.28 pC/N, respectively [77]. The calculated coefficient
d15 agrees well with experimental data, whereas the dif-
ference between the measured and calculated coeffi-
cients d24 is as much as 500%.

Another aspect of the problem under consideration
is the appearance of the piezoelectricity under bending
deformations. As is known, when the arising polariza-
tion has a gradient across the film thickness, the film
bending induces additional polarization. The increment
of the electric induction component along the normal to
the film plane (axis 3) in the general has the form [78]

(41)D3 ε3E3 β31 1/R( ),+=

1.8

1.6

1.4

1.2

2 4 6 8 10
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Fig. 19. (1, 2) Anisotropy of the acoustic modulus C and
(1', 2') strain-induced changes in the ultrasonic velocity v s
in (1, 1') extruded and (2, 2') uniaxially oriented PVDF films
[36] under deformation along (1, 1') the axis 2 and (2, 2') the
axis 1.
C

where ε3 is the permittivity, 1/R is the curvature or the
strain gradient, R is the radius of curvature, and β31 is
the measured bending piezoelectric stress coefficient
taking into account that a strip of length l and width ω
is cut along the drawing axis (direction 1) and the
deformation is performed by rotation about the axis 2.
Under the short-circuited condition (E3 = 0), in the gen-
eral case of inhomogeneous polarization (D3 = const),
the charge induced on electrodes is written in the form
Q3 = D3lω = lωβ31/R. Since 1/R = 2∆z/l2 , we obtain

(42)

where ∆z is the deviation of the free plate (strip) end
from an equilibrium position.

Under bending, the upper part of the film (with
respect to the midline) undergoes a tensile strain,
whereas the lower part of the film undergoes a com-
pressive strain. In this case, the general expression (41)
describing the electric induction for the bending piezo-
electric effect can be rewritten in the following

β31 1/2ω( ) Q3/∆z( ),=

(a)
1

2

I, rel. units

(b)

12

0 4 8 ç, G

Fig. 20. Evolution of the line shape in the NMR spectra of
PVDF samples prepared by uniaxially drawing at 80°C
(drawing ratio λ = 4) under loading (a) along and (b) across
the drawing axis at a stress of 85 MPa: (1) initial and
(2) loaded samples [69].
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from [78]:

(43)

where X1 is the mechanical stress along the direction 1,
d31 is the piezoelectric strain coefficient, and f31 is the
bending piezoelectric strain coefficient characterizing
the polarization under stress gradient conditions. For-
mulas (41) and (43) makes it possible to derive the
expression relating two bending piezoelectric coeffi-
cients, that is,

(44)

In the general case (for an inhomogeneous polariza-
tion), the quantities d31, f31, and X1 are functions of the
z coordinate (along the axis 3) and the coefficient β31
describes the bending piezoelectric effect for a fixed
plate. Therefore, the terms on the right-hand side of
relationship (44) should be averaged, that is,

(45)

For an elastic plate with the thickness L and the Young
modulus C, the mechanical stress along the x direction
(axis 1) is defined by the formula X1 = C(1/R)z and we
obtain

(46)

D3 ε3E3 d31X1 f 31dX1/dz,+ +=

1/Rβ31 d31X1 f 31dX1/dz.+=

1/R( )β31 d31X1 f 31 dX1/dz( ).+=

d31X1 C/RL( ) d31 z( )z z,d

L/2–

L/2

∫=

f 31 dX1/dz( ) c/RL( ) f 31 z( ) z.d

L/2–

L/2

∫=
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Fig. 21. Reversible changes in the dynamic degree of crys-
tallinity in uniaxially oriented PVDF films under loading
(1) along and (2) across the drawing axis [69].
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Substitution of expression (46) into relationship (45)
gives

(47)

Relationship (47) allows us to estimate the coeffi-
cients β31 for a number of distributions d31(z) observed
in practice. Four distributions are depicted in Fig. 23.
For a symmetric bimorph (Fig. 23a), we have d31(z) =
−d0 for z from –L/2 to 0 and d31(z) = d0 for z from 0 to
L/2. In both cases, the bending piezoelectric coefficient
is represented as f31(z) = f0 . The piezoelectric coeffi-
cient d31 under tensile deformation in the general case
has the form

(48)

and is determined to be d31= 0. According to formu-
la (47), the bending piezoelectric coefficient takes the
form

(49)

Since d31(z) = d0 and f31(z) = f0 for a uniform polariza-
tion (Fig. 23b), we find

(50)

For an asymmetric bimorph (Fig. 23c), we have d31(z) =
–d2 and f31(z) = f2 in the range from –L/2 to ξ/2 and
d31(z) = d1 and f31(z) = f1 in the range from ξ/2 to L/2. In

β31 C/L d31 z( )z zd
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L/2

∫ f 31 z( ) zd
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L/2

∫+
 
 
 

.=

d31 1/L d31 z( ) zd
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Fig. 22. Electrode configurations in X-cut and Y-cut resona-
tors with VDF–TFE copolymer (75 : 25) films for examin-
ing piezoelectric characteristics upon shear [75].
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this case, the sought piezoelectric coefficients are as
follows:

(51)

In the case of a monomorph (Fig. 23d), the film of
thickness L is separated into two parts: one part of
thickness L1 = (L – ξ/2) is unpolarized and another part
of thickness ξ/2 = (L – L1) is characterized by the con-
stant piezoelectric coefficients d1 and f1. The piezoelec-
tric coefficients for this distribution are represented by
the expressions [79]

(52)

The validity of expressions (52) was verified with
the use of poly(vinylidene fluoride) samples polarized
in an electron beam. The sample polarized by this
method has a monomorph structure, because the mean
free path of accelerated electrons in a material is finite,
and this region of the sample remains unpolarized. For
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Fig. 23. Four types of the distribution d31(z): (a) antisym-
metric bimorph, (b) uniform distribution, (c) asymmetric
bimorph, and (d) monomorph [78].
C

a monochromatic beam, a layer of electrons captured in
traps at the end of the path can be considered a virtual
electrode, in the field of which the polarization of the
remaining region of the film takes place. An increase in
the energy of electrons leads to an increase in their
mean free path and, hence, to a decrease in the thick-
ness of the polarized layer in the monomorph structure
(Fig. 23d). According to expression (52), this should
result in a decrease in the measured piezoelectric coef-
ficient d31 when the piezoelectric coefficient d1 is con-
stant in the polarized layer. It is this situation that was
experimentally observed by Sessler and Berraissoul [79].

As follows from expressions (52), the piezoelectric
coefficients β31 and d31 should vary in a correlated man-
ner for films polarized under different conditions in an
electron beam. Fukada et al. [78] checked this infer-
ence for biaxially oriented poly(vinylidene fluoride)
films by varying the irradiation time at a constant beam
current density and electronic energy. The data
obtained are presented in Fig. 24. It can be seen that the
experimental points fit a linear dependence. The slope
of this dependence determines the contributions of the
tensile piezoelectric coefficient d31 and the bending
piezoelectric coefficient f31 to the observed coefficient
β31 . The estimates made in [78] for the monomorph
with a thin polarized layer demonstrate that the contri-
butions of the tension and bending are equal to 1/3 and
2/3, respectively. A similar correlation between varia-
tions in the piezoelectric coefficients d31 and β31 was
also observed in [79] for biaxially oriented
poly(vinylidene fluoride) films polarized by an electron
beam at energies of 10 and 15 keV. An increase in the
energy of electrons leads to an increase in the thickness
of the unpolarized region in the film. According to
expressions (52), this should result in smaller values of
the coefficients d31 and β31 (if the coefficients f1 and d1
are constant), which was observed experimentally (see
Fig. 25). It can be see from Fig. 25 that the annealing of
polarized films in a free state leads to a correlated
decrease in both piezoelectric coefficients. This behav-
ior is not a specific feature of the polarization technique
used, because a similar decrease was observed for films
polarized in a corona discharge [79] and by the contact
method [80].

Upon annealing above a certain temperature, the
slope of the curves depicted in Fig. 25 changes for both
films. Specifically, the free annealing of the film at tem-
peratures below 70°C is accompanied by a more drastic
change in the tensile piezoelectric coefficient d31. By
contrast, the annealing at higher temperatures leads to a
more drastic decrease in the piezoelectric coefficient
β31 . According to Wintle and Diirsam [81], in order to
explain this behavior, it is necessary to allow for the
contribution of the space charge, in addition to the
dipole contribution, to the piezoelectric effect [7, 82–
86]. The space charge (formed by intrinsic carriers and
carriers injected from electrodes), together with
dipoles, should contribute to the piezoelectric coeffi-
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cient β31 . A sharper decrease in the piezoelectric coef-
ficient β31 at higher annealing temperatures was attrib-
uted to the release of carriers captured in traps. The
annealing temperature corresponding to a drastic
decrease in the piezoelectric coefficient β31 is equal to
70°C [79] (Fig. 25) or 80°C [80]. Analysis of the data
on the relaxation phenomena in poly(vinylidene fluo-
ride) demonstrates that the mobility in the crystalline
phase is defrozen (αÒ dispersion) approximately at
these temperatures [5]. Free carriers are localized in the
vicinity of polar planes in ferroelectric crystals [85, 86].
Therefore, the defreezing of mobility in these crystals
favors the release of charges from traps. In [81], the
authors stated that the change in the distribution of the
space charge is responsible for the sharp decrease in the
piezoelectric coefficient β31 at high annealing tempera-
tures.

We do not deny such a role of the space charge but
consider other possible reasons for the aforementioned
fact. As was shown above, the mechanism of the trans-
verse piezoelectric effect under tensile deformation of
the studied polymers is predominantly governed by the
electrostriction. The electrostrictive constant for tex-
tured films considerably depends on the orientation of
chains in the amorphous phase. The free annealing at
low temperatures results in the disturbance of local ori-
entation of segments in the disordered phase, which
should be attended by a decrease in the electrostrictive
constant and, correspondingly, the piezoelectric coeffi-
cient d31. The annealing at temperatures above the tem-
perature of defreezing of mobility in the crystalline
phase is accompanied by the disturbance of the orienta-
tion of crystallites in the polar β phase [87]; i.e., the c
axes of the lattice become more disordered with respect
to the drawing axis (the axis 1 in Fig. 14). This can lead
to a decrease in the stress gradient dX1/dz and, accord-
ing to formula (45), in the bending piezoelectric coeffi-
cient β31 .

It is of interest to compare the characteristics of the
bending piezoelectricity in poly(vinylidene fluoride)
with those for other piezoelectric materials, such as
BaTiO3, PZT, etc. Such a comparison is conveniently
performed for bimorph plates. When the bimorph plate
is supported as a cantilever, the deviation (δ = 2∆z) of
the free end of the plate (l in length and L in thickness)
from an equilibrium position upon application of the
field E to the bimorph is given by the formula [88]

Note that this formula holds true up to the frequency f
of the first resonance, which can be written in the form

δF
3
2
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Important information is provided by the product

(53)

which is determined only by material constants, includ-
ing the maximum electric field strength (breakdown
voltage). The values of this product for bimorph plates
(supported as a cantilever) based on different materials
are listed in Table 4. It can be seen from this table that
the parameter δF f, which characterizes the operating
bandwidth (to the first resonance) and the maximum
bending upon application of electric field to the
bimorph, appears to be considerably larger for
poly(vinylidene fluoride) as compared to those for
other materials. For the most part, this is achieved
owing to the higher operating voltage, which is approx-
imately 30 times higher than those for inorganic piezo-
electric materials.

δF f 0.243
C11
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ρ
--------d31E,=
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Fig. 24. Correlation between the piezoelectric coefficients
β31 and d31 for two types of PVDF films with a monomorph
distribution of polarization induced by electron beams with
different energies [78]. Open circles and triangles indicate
the experimental data for Kureha and Solvay films, respec-
tively.
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Fig. 25. Correlation between the piezoelectric coefficients
β31 and d31 for biaxially oriented PVDF films polarized in
an electron beam at energies of (1) 10 and (2) 15 keV for
15 min at a beam current of 0.13 µA. Numbers near experi-
mental points indicate the annealing temperatures of the
polarized films [79].
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The parameters δF and f can be changed by inserting
the third layer (from a nonpiezoelectric material with a
low density and a small modulus) between
poly(vinylidene fluoride) films [88]. These parameters
can also be changed by fabricating an asymmetric
bimorph in which the polarization in layers can differ
not only in direction but also in magnitude. This is
achieved by producing a temperature gradient across
electrodes in the course of polarization. The polariza-
tion conditions at different temperatures at a cathode
and an anode in not very strong fields (0.6 MV/cm) and
the corresponding distributions of polarization [piezo-
electric coefficient d31(z)] [89] are given in Fig. 26. The
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Fig. 26. Polarization conditions in the presence of a temper-
ature gradient across the electrodes and the polarization dis-
tributions in the bimorphs based on PVDF [89].

Table 4.  Parameters of bending piezoelectricity in bimorph
elements (supported as a cantilever) fabricated from different
piezoelectric materials [88]

Piezoelectric
material

c11,
GPa

ρ,
kg/m3

d31,
pm/V

Emax,
MV/m

δFf,
m Hz

PZT-4 139 7.5 –123 1.0 0.129

PZT-5B 121 7.75 –171 1.0 0.164

G-1278 60 7.4 –270 0.7 0.130

G-1408 90 7.5 –80 2.3 0.154

BaTiO3 (EC-31) 116 5.55 –59 2.2 0.144

PVDF (Kureha) 3 1.78 +30 30.0 0.284
C

effective piezoelectric coefficient  = 2δL2/3Vl 2 can
be introduced for the film of thickness L and length l.

These effective piezoelectric coefficients  calcu-
lated from the measured parameters δ and the applied
voltages V for different polarization types are also pre-
sented in Fig. 26. As can be seen from this figure, the
unipolar polarization with the temperature gradient
leads to the asymmetric distribution d31(z). The change-
over from a cold cathode to a cold anode is accompa-
nied by a change in the sign of the effective piezoelec-

tric coefficient . The bipolar polarization results in
the formation of a bimorph structure in which the sign

of the effective piezoelectric coefficient  can be
changed using a colder cathode in the first polarization
cycle. The parameters of the bending piezoelectric
effect can be varied by increasing the number of layers
in a bending piezoelectric element. In particular, Lee
and Marcus [88] calculated the parameters δ for a
trilayer element in which outer layers are piezoelectri-
cally active and a middle layer is electrically neutral. In
[89], it was demonstrated that, for a more complex vari-
ant (multimorph), the parameter δF f can be increased
owing to an increase in the number of layers in an ele-
ment.

6. STABILITY OF THE PIEZOELECTRIC 
PROPERTIES OF POLY(VINYLIDENE 
FLUORIDE) AND ITS COPOLYMERS

Different types of mobility and relaxation phenom-
ena in crystallizing polymers, including
poly(vinylidene fluoride) [5], create the prerequisites
for the deterioration of the piezoelectric characteristics.
The results obtained in a number of works devoted to
the ageing of piezoelectric materials will be considered
below. For films, poly(vinylidene fluoride) crystals in
the polar β phase are usually prepared by choosing
appropriate conditions of texturing. According to the
phase diagram, polymorphic transitions of the type
β  α can occur at elevated temperatures [5]. Since
crystals of the α phase are nonpolar, the above transi-
tions affect the piezoelectric response [39]. The prob-
lems of ageing were studied in [84, 90–93]. Let us ana-
lyze the results obtained by Kolbeck [91]. The kinetic
curves of change in the piezoelectric coefficient d31
depending on the annealing temperature indicate that
this coefficient at temperatures below 40°C remains
constant over the course of more than a year. At temper-
atures above 100°C, the kinetics of decrease in the
piezoelectric coefficient d31 involves two stages whose
rates differ considerably. An increase in the temperature
leads to an increase in the difference between the rates
of these stages. Note that the fast stage results in a
decrease in the piezoelectric response by 70–90%. This
can be caused by several factors. One of the factors is
associated with the possibility of changing the rema-

d31
eff

d31
eff

d31
eff

d31
eff
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nent polarization Pr upon high-temperature annealing.
As can be seen from relationship (34) and Fig. 15, the
coefficient d is directly proportional to the remanent
polarization Pr . In turn, the remanent polarization Pr

for a uniaxially drawn film can be written in the form

(54)

where N is the number of polar crystals that have the
spontaneous polarization Psc and form the mean angle θ
with the normal to the film surface. Since the oriented
state of polymers is metastable in nature, the orienta-
tion can vary upon free annealing. The X-ray diffrac-
tion data at large angles after high-temperature free
annealing (at 140°C) of uniaxially drawn vinylidene
fluoride–trifluoroethylene copolymer films [87] sug-
gest the misorientation of initial crystallites. This infer-
ence is confirmed by a substantial decrease in the dich-
roic ratio for the crystallinity band at 442 cm–1 [5, 87].
The misorientation should lead to a decrease in the
quantity 〈cosθ〉 and, according to relationship (54), in
the remanent polarization Pr. One more factor respon-
sible for the decrease in the remanent polarization at
high ageing temperatures is a change in the morphol-
ogy. This follows from the small-angle X-ray scattering
data obtained in [87]. The X-ray data indicate that a
prime reflection transforms into a droplet reflection,
which is explained by the transformation of fibrillar
crystals into lamellar crystals. This transformation
leads to a change in the distribution of the space charge
stabilizing the remanent polarization [85, 86] and,
hence, to a decrease in Pr. The lamellar crystals formed
upon high-temperature annealing have a larger number
of folded regions [94], which should result in a
decrease in the spontaneous polarization Psc [39]. The
high-temperature annealing is also attended by a
change in the microstructure of intercrystallite regions.
In this case, a substantial decrease in the birefringence
and the acoustic modulus is attributed to a decrease in
the number of taut tie chains (or the fraction of the
anisotropic amorphous phase) [87]. As was noted
above, it is these taut tie chains that can be nuclei of the
strain-induced crystallization and determine the piezo-
electric coefficient.

The introduction of trifluoroethylene units (5–6 mol %)
into the poly(vinylidene fluoride) homopolymer chain
leads to a decrease in the degree of crystallinity. It
seems likely that the last circumstance results in a
change in the kinetics of variation in the piezoelectric
coefficient d31 during the ageing of vinylidene fluoride–
trifluoroethylene copolymer (94 : 6) films. This change
consists in the fact that the temperature at which there
appear two stages of ageing with a fast relaxation of the
piezoelectric response is equal to 70–80°C for the
above copolymer [92, 93] and 110°C for the homopoly-
mer (Fig. 27). A comparison of the data obtained in
[92, 93] shows that the characteristics of thermal age-
ing depend not only on the fraction of trifluoroethylene
in the copolymer but also on the synthesis procedure.

Pr NPsc θcos〈 〉 ,≈
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Indeed, in the copolymer synthesized by emulsion
polymerization [93], the piezoelectric coefficient d31
decreases more slowly and the ageing rate at the first
stage decreases by more than one order of magnitude.

The boundary conditions should play an important
role in the high-temperature ageing. The structural
transformations of poly(vinylidene fluoride) radically
differ in the case of free (X = 0) and isometric (x = 0)
annealings [87]. Recently, it was demonstrated that, in
the latter case, the structural transformations lead to an
increase in the remanent polarization [95]. Finally, it is
possible to assess the prospects of operating sensors
based on poly(vinylidene fluoride) films under usual
room conditions. Long-term tests give optimistic
assessments. For example, examination of the charac-
teristics of pyrosensors show that their storage for ten
years results in a decrease in the pyroelectric signal by
only 7% [90].

7. THE INFLUENCE OF PRESSURE 
ON THE PIEZOELECTRIC EFFECT

Qualitatively similar results were obtained in a num-
ber works [96–98]. An increase in the pressure leads to
a decrease in the coefficient dh (Fig. 28a). It was found
that the location of the characteristic maximum in the
temperature dependence of the coefficient dh and the
glass transition point vary with pressure virtually in a
symbate way [96]. Since the glass transition occurs in
the amorphous phase, variations in dh with an increase
in the pressure should be attributed to changes in the
disordered regions of poly(vinylidene fluoride). It was
shown above that the piezoelectric coefficients are gov-
erned by the size effect and electrostriction, which are
characteristic of the amorphous phase. The contribution
of the size effect was examined from the dependence of
the linear compressibility βL on the pressure [97]. It was
revealed that the dependence of the linear compressibil-
ity βL exhibits a point of inflection at a pressure of
5 kbar (at 25°C), which was interpreted as the transition
of the amorphous phase to the vitreous state. This
change in the physical state of the polymer is accompa-
nied by a considerable decrease in the Poisson ratio
[20, 39]. On the other hand, it can be seen from Fig. 7
that the glass transition also results in a substantial
decrease in the electrostrictive constant. According to
relationship (38), the piezoelectric coefficient d
depends also on the permittivity ε. The dependences of
the permittivity ε on the pressure for poly(vinylidene
fluoride) samples crystallized in the α (εα) and β (εβ)
phases are plotted in Figs. 28 and 29a. As can be seen
from Figs. 29a and 29b, a decrease in the permittivity ε
is predominantly caused by its decrease in the amor-
phous phase, whose compliance is one order of magni-
tude less than that of the crystalline phase. Therefore, a
decrease in the piezoelectric coefficient dh with an
increase in the pressure should be associated with the
decrease in the Poisson ratio, the electrostrictive con-
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stant, and the permittivity. The same inference was
drawn in the study of the influence of the pressure on
the piezoelectric coefficient e [99]. A comparison of the
experimental and calculated piezoelectric coefficients e
[99, 100] demonstrates that the electrostriction and the
size effect make the main contribution to the decrease
in this coefficient with an increase in the pressure.

The polymers considered possess a low acoustic
impedance and, hence, are promising materials for use
in hydroacoustics [2]. In this respect, Weeks and Ting
[98] analyzed the possibility of using poly(vinylidene
fluoride) in hydrophones. These authors studied films
prepared from a commercial poly(vinylidene fluoride)
and a polymer synthesized according to a special pro-
cedure. One way to increase the sensitivity of hydro-
phones is to increase the piezoelectric coefficient gh.
This can be achieved by forming a microporous struc-
ture in the matrix, which provides a decrease in the per-
mittivity ε33 [101] and an increase in the piezoelectric
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Fig. 27. Kinetics of variation in the piezoelectric parameters
during the ageing of a uniaxially drawn PVDF film upon
free annealing at different temperatures [91].
C

coefficient gh. It can be seen from Fig. 28a that, as the
pressure increases to 70 MPa, the quantities ε33 , dh, and
gh for the poly(vinylidene fluoride) film containing no
micropores decrease by 5, 17, and 11%, respectively.
According to [98], this corresponds to a decrease in the
sensitivity of a hydrophone by 1 dB. The behavior of
the above characteristics for materials having a
microporous structure with an increase in the pressure
is illustrated in Fig. 28b. Unlike the films without
micropores, the materials with micropores are charac-
terized by a substantial irreversible decrease in both
quantities with an increase in the pressure. It is believed
that an increase in the pressure leads to the collapse of
a microporous structure, which affects the quantities

 and gh.

Upon cyclic loading of the usual films at a pressure
of 70 MPa, the piezoelectric coefficient gh remains con-
stant after 25 cycles. For the poly(vinylidene fluoride)
films with micropores, the piezoelectric coefficients dh

and gh noticeably decrease after the first three or five
cycles and then reach steady-state values. However, the
steady-state value of gh turns out to be larger than that
for the films without micropores. Upon dynamic load-
ing by pressure pulses (at amplitudes of up to 70 MPa
and a duration of 1–3 ms), the linearity of the response
as a function of the pressure amplitude was investigated
in [98]. The results obtained for different
poly(vinylidene fluoride) films (KF and EMI) are pre-
sented in Table 5. Moreover, the data for tourmaline,
which is the classical material for underwater sound
detectors [98], are also given in Table 5. As can be seen
from this table, the parameters of the linearity of
response for poly(vinylidene fluoride) films are some-
what worse than those of tourmaline. However, with
due regard for larger piezoelectric coefficients dh, these
films seem to be promising materials for recording
shock waves in liquid media [98]. The films with a
microporous structure are characterized by a high
degree of linearity of response at pressures of up to
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30 MPa. An increase in the pressure results in the col-
lapse of the porous structure and, correspondingly, in
the deterioration of the linearity of response.

8. GENERAL REGULARITIES 
OF PIEZOELECTRICITY IN INORGANIC 

FERROELECTRICS AND ORGANIC 
FERROELECTRIC POLYMERS

It is expedient to compare the large electrostrictive
constants observed for the polymers under consider-
ation (Table 3) with those of inorganic crystals. First
and foremost, these are relaxor ferroelectrics [102–
104], which also have large electrostrictive constants.
Such a comparison is of interest because the polymers
studied can also be assigned to the class of relaxor fer-
roelectrics. In the Curie transition range, the permittiv-
ity of relaxor ferroelectrics exhibits a broad diffuse
maximum whose intensity decreases with an increase
in the frequency of the electric field. A smeared maxi-
mum in the dependence of the permittivity ε' in the
transition range with the above frequency dispersion
was repeatedly observed for ferroelectric vinylidene
fluoride copolymers [7, 105, 106]. For classical relaxor
atomic crystals, one of the reasons for the smeared
Curie transition is the formation of defects of a particu-
lar type when the arising heterogeneity has small scales
and can be recorded neither by X-ray nor by optical
methods [107].

The structural–dynamic heterogeneity of ferroelec-
tric polymers was repeatedly noted above. This hetero-
geneity can be characterized by different scale levels.
As applied to a ferroelectric crystal, the heterogeneity
can be localized within several interatomic bonds. If all
chains in an ideal crystal adopt a planar zigzag confor-
mation, conformational defects (kink bonds) can be
formed in real crystals [5]. In particular, these defects
can be produced by introducing bulky substituents (for
example, hexafluoropropylene comonomer [105]) into
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
the poly(vinylidene fluoride) chain. Upon incorpora-
tion into the lattice of the ferroelectric crystal, these
substituents can lead to a local change in the chain con-
formation due to steric reasons. This local heterogene-
ity can be revealed by spectroscopic techniques from
the appearance of isomers with the TGTG– and
T3GT3G– conformations in addition to chain fragments
with the (–TT–)n planar zigzag conformation [105].
These defects result in a considerable decrease in the
Curie point and a smearing of the maximum in the
dependence of the permittivity ε' in the transition range
[105]. Moreover, these defects in the polymers can be
formed under the action of corrosive media [105] or
upon irradiation [105, 108, 109].

The synthesis of polymer molecules can also be
attended by the formation of addition defects of the
head-to-head type. In poly(vinylidene fluoride), defects
of the type ···ëH2CF2ëH2CF2ëH2CF2ëH2CF2··· can
arise apart from a regular addition of monomer units
···ëH2CF2ëF2CH2ëH2CF2ëH2CF2···. The presence of
these defects in poly(vinylidene fluoride) chains can be
found by high-resolution NMR spectroscopy [110,
111]. It turned out that these defects can be incorpo-

Table 5.  Linearity and dynamic piezoelectric coefficients dh
for different piezoelectric materials [98]

Material

Deviation from 
true linearity

Initial, 
dh,

pC/N

∆dh, 
%

% dB

Tourmaline 3.5 0.3 2.8 –3.6

KF piezoelectric film 6.5 0.5 8.0 –7.8

EMI film without
micropores

6.7 0.6 6.9 –10.6

EMI film with micropores 8.3 0.7 7.3 –9.3

High-microporosity film 31.0 2.3 10.4 –33.7
3
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rated into the lattice of the ferroelectric crystal with the
formation of additional defects [5]. Analysis of the
characteristics of the Curie transition in vinylidene flu-
oride–trifluoroethylene copolymers with different con-
tents of head-to-head defects demonstrates that an
increase in their concentration leads to an increase in
the smearing of the transition from the ferroelectric
phase to the paraelectric phase [106]. Consequently, the
objects under consideration exhibit the properties of
relaxor ferroelectrics of an inorganic nature and, hence,
should satisfy dependences common to relaxor sys-
tems. In particular, two such dependences are depicted
in Figs. 30 and 31. The linear dependence between the
electrostrictive constant and the thermal expansion
coefficient is plotted in Fig. 30. It can be seen that
poly(vinylidene fluoride) possessing the largest thermal
expansion coefficient fits well the observed depen-
dence. The dependence shown in Fig. 31 indicates that
an increase in the electrostrictive constant is accompa-
nied by a decrease in the permittivity of ferroelectrics.
In this case, too, the data for poly(vinylidene fluoride)
are consistent with the dependence observed.

Therefore, ferroelectric polymers obey the empiri-
cal regularities characteristic of relaxor ferroelectrics.
In this respect, it is advisable to compare the regulari-
ties in the piezoelectricity of the polymers and inor-
ganic relaxor ferroelectrics. For comparison, we choose
perovskite piezoelectric ceramics of the Pb(Zr,Ti)O3
(PZT) type and electrostriction materials of the
Pb(Mg1/3Nb2 /3)O3 (PMN) type. It is known that PZT
ceramics can exist in two ferroelectric modifications,
namely, the tetragonal and rhombohedral ferroelectric
phases. According to [115, 116], the piezoelectric and
electrostrictive characteristics become more pro-
nounced in the region of the morphotropic phase
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Fig. 30. Correlation between the hydrostatic electrostrictive
constant Kh and the thermal expansion coefficient α for dif-
ferent materials: (1) PVDF, (2) KBr, (3) KCl, (4) NaBr,
(5) NaCl, (6) NaF, (7) LiF, (8) MgO, (9) Pyrex, (10) KTaO3,
(11) SrTiO3, (12) KNbO3, (13) PbTiO3, (14) BaTiO3,
(15) Pb(Zn1/3Nb2/3)O3, and (16) Pb(Mg1/3Nb2/3)O3
[112, 113].
C

boundary in which both phases coexist in the materials
under consideration. A qualitatively similar situation is
observed for ferroelectric polymers. Ferroelectric crys-
tals and the amorphous phase, which can be treated as
the paraelectric or even antiferroelectric phase [117],
always occur in the film bulk. This means that two
phases with different symmetries coexist in the film.
The amorphous halo at 2θ ≈ 18° (see Fig. 11) can serve
as an indication that nanocrystals (2–3 nm in size) with
a symmetry differing from that of ferroelectric regions
exist in the bulk of polymer films. Similar small-sized
crystals are also observed in inorganic relaxor ferro-
electrics [103, 104]. Nanocrystals first respond to the
application of an electric field. Actually, an increase in
the electric field strength leads to a sharp weakening of
diffuse scattering and an increase in the intensity of the
Bragg reflection associated with PMN [118]. Accord-
ing to the phase diagram of the PMN system (Fig. 32),
this increase in the field is attended by the transition
from vitreous phase II or paraelectric phase I (depend-
ing on the temperature) to ferroelectric phase III. It can
be believed that this phenomenon is common to all
relaxor ferroelectrics, because qualitatively similar
transitions from weakly ordered phases to the ferro-
electric phase in response to electric fields were
observed in a number of other systems, such as
Pb(Sc1/2Ta1/2)O3, Pb(Sc1/2Nb1/2)O3 [119, 120], and
Pb(Mg1/3Nb2 /3)O3–PbTiO3 [121].

The phase scheme shown in Fig. 32 can be applied
to the polymers under investigation. According to the
scheme, their preliminary polarization resulting in the
appearance of the piezoelectric activity corresponds to
an increase in the fraction of the ferroelectric phase
owing to a partial transformation of amorphous regions
(phase I or II in Fig. 32) into the ferroelectric phase.
This process in poly(vinylidene fluoride) is identified
using X-ray diffraction methods [5]. Moreover, this is
indirectly confirmed by the data presented in Fig. 6. As
can be seen from Fig. 6, the electrostrictive constant at
room temperature substantially decreases after polar-
ization. Since the electrostrictive constant is propor-
tional to the fraction of the amorphous phase, the infer-
ence can be made that the polarization leads to a sub-
stantial decrease in the fraction of the amorphous
phase. As follows from the scheme in Fig. 32, this can
occur as a result of the transformation of phase II (or I)
into phase III.

According to the scheme in Fig. 32, the application
of the ac electric field should lead to the reversible
transformation of phase II (I) into ferroelectric phase III.
As applied to the ferroelectric polymers, this mecha-
nism of the field-induced (reversible) transformation of
a number of chains from the amorphous state into the
ferroelectric crystalline state follows from analysis of
numerous experimental data [5, 39].

The behavior of PMN crystals in mechanical fields
is characterized by the following features. Xue et al.
[122] synthesized PMN crystals by mechanical activa-
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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tion of initial oxides. Strongly defect perovskite crys-
tallites arose at an intermediate stage of the activation.
A further mechanical activation in this system led to the
formation of more perfect crystals. Such structural
transformations in PMN crystals at this activation stage
qualitatively resemble the strain-induced structural
transformations in textured films of the ferroelectric
polymers. As was noted above, the loading of uniaxi-
ally drawn vinylidene fluoride–trifluoroethylene copol-
ymer films along the direction 1 also resulted in an
improvement in the perfection of ferroelectric crystals.
As in the case of the aforementioned mechanical acti-
vation of PMN crystals, this was attended by a narrow-
ing of the characteristic X-ray reflections [50].

The above mechanism of structural transformations
in the ferroelectric polymers can be treated as the
motion of domain walls in response to the mechanical
stress (the direct piezoelectric effect) or the electric
field (the inverse piezoelectric effect). This motion is a
thermoactivated process [123]. Therefore, the character
of thermal motion in the amorphous phase in the vicin-
ity of domain walls plays an important role in the ferro-
electric polymers. At room temperature, the micro-
scopic Brownian dynamics in the amorphous phase is
characterized by large amplitudes of vibrational and
rotational motion with short relaxation times. This is a
favorable factor for a change in the location of domain
walls when the mechanical or electrical field is applied
to the system. As a result, the electrostrictive constants
and a number of piezoelectric coefficients for the poly-
mers studied are very large at room temperature. The
data presented in Figs. 5 and 7 indicate that the large
values of the electrostrictive constant and the piezoelec-
tric coefficient e31 are governed by intensive motions in
the amorphous phase in the vicinity of domain walls.
Actually, the freezing of the microscopic Brownian
motion in the amorphous phase of poly(vinylidene flu-
oride) at a temperature of ~–40°C leads to a decrease in
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Fig. 31. Correlation between the effective electrostrictive
constant keff and the permittivity ε for different thin ferro-
electric films (open circles) and ferroelectric block materi-
als (closed circles) [114, 115]. The cross indicates the data
for PVDF in the block state.
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
the electrostrictive constant to approximately zero and
to a substantial reduction in the piezoelectric coefficient
e31 [18, 24, 27].

9. CONCLUSIONS

Thus, it was demonstrated that the mechanism of the
piezoelectric effect observed in the ferroelectric films
based on poly(vinylidene fluoride) should account for
the structural and dynamic heterogeneity of crystalliz-
ing polymers. The size effect and the electrostriction
make the main contribution to the observed parameters
of the transverse piezoelectric effect. In turn, the size
effect and the electrostriction are governed by the pro-
cesses occurring in regions of the disordered phase.
These effects are related to each other, and their mech-
anism should include molecular rearrangements in the
mobile phase of the polymer in response to mechanical
or electrical fields.

Progress in the understanding of the mechanisms
responsible for the macroscopic piezoelectric effect
(and, as a consequence, the possibility of controlling
the piezoactivity) is determined, to a great extent, by
the current state of the art in the problem of the struc-
ture of flexible-chain crystallizing polymers in the iso-
tropic and textured states. The knowledge of subtle
details of the microstructure and dynamics of the amor-
phous phase can provide a way of developing a consis-
tent theory of the phenomena under consideration.
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Abstract—The electrophysical properties of Li2B4O7 single crystals and glasses are studied in the temperature
range 290–1100 K and the frequency range 1–1000 kHz. The strong frequency dispersion of ionic conductivity
at temperatures close to room temperature is explained by the low-frequency hoppings of lithium ions from the
basic to the interstitial positions. The dielectric relaxation accompanying the transport of lithium ions is ana-
lyzed within the framework of the Debye–Skanavi model. The minimum hopping length of Li+ ions and the
height of the potential barrier between their closest positions are determined. The parameters obtained are com-
pared with the known structural data. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Because of a combination of physical properties
(high coefficient of electromechanical coupling, low
velocity of propagation of a surface acoustic wave, the
existence of a direction with the zero thermal expansion
coefficient, high mechanical strength and stability to
radiation, and low electrical conductivity at room tem-
perature), lithium tetraborate Li2B4O7 (LTB) single
crystals are widely used in various electroacoustic
devices [1–3], pyroelectric sensors [3, 4], and laser-
radiation converters [5].

The conductivity of lithium tetraborate single crys-
tal and glasses at elevated temperatures have been stud-
ied rather poorly. In [6–8], the temperature dependence
of conductivity, dielectric constant, and tangent of the
angle of dielectric losses along the [100] and [001]
directions were measured, and it was established that
conductivity along the tetragonal axis of lithium tetrab-
orate single crystals is higher by almost 5 orders of
magnitude than along the perpendicular direction.
Thus, the conductivity of LTB crystals is purely elec-
tronic along the [100] direction and purely ionic along
the [001] direction (transport of lithium ions). High
dielectric constant of lithium tetraborate at low fre-
quencies was explained by thermal ionic polarization of
the lithium ions [6, 7] and the LTB single crystal was
related to one-dimensional superionics. One should
note that the ionic conductivity of lithium tetraborate at
396 K, i.e., at the point of the order–disorder phase
transition [6], does not exceed 10–7 Ω–1 cm–1, which can
hardly be associated with the transition to the superi-
1063-7745/03/4804- $24.00 © 20676
onic state. At the same time, the rapid increase in the
conductivity with temperature allows one to consider
LTB crystals as an efficient conductor with respect to
lithium already at T > 600 K. Considerable ionic con-
ductivity was also reported [9] in the glassy state of lith-
ium tetraborate.

The structural mechanism of high ionic conductivity
of LTB crystals is still somewhat mysterious. The point
is that the atomic packing in this crystal is one of the
most dense, with the volume per oxygen atom being
V0 = 16.4 Å3. This value is much lower than in the
related oxides (with respect to cation–anion stoichiom-
etry) such as pseudoilmenite LiNbO3 (V0 = 17.7 Å3) or
Li-containing perovskites (about 20 Å3). The high
packing density and rigidity of triangular and tetrahe-
dral boron–oxygen polyhedra forming the structure of
LTB crystals prevent direct jumps of lithium cations
between the main crystallographic positions, which are
separated by distances exceeding 3 Å. It is necessary to
note that the absence of an extended homogeneity
region on the pseudobinary Li2O–B2O3 phase diagram
allows one to assume that the main lithium positions in
Li2B4O7 are fully occupied, which excludes the exist-
ence of the number of vacancies sufficient for the
vacancy mechanism of ionic conductivity. Moreover,
precision X-ray diffraction analysis at room tempera-
ture [10] also showed the absence of peaks of residual
electron density that could be associated with intersti-
tial positions of lithium ions.

A comparison of the structural characteristics and
microscopic parameters of the cationic transport would
003 MAIK “Nauka/Interperiodica”
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provide a better understanding of the nature of the ionic
conductivity of lithium tetraborate. However, at present
there exist no quantitative estimates of the parameters
of the cationic motion that characterize the process of
the charge transfer such as the length and duration of a
hopping and the height of the energy barriers between
the basic and interstitial positions of mobile cations.
There is no detailed information on the physical prop-
erties of lithium tetraborate in the glassy state.

It is very important that the conductivity of lithium
tetraborate was measured on samples obtained by dif-
ferent methods [6–9], which might explain the incon-
sistent results, because stoichiometric and impurity
compositions of lithium tetraborate samples in the crys-
talline and glassy states were different. Below, the
mechanism of ionic transport in the Li2B4O7 compound
is determined by comparing the temperature and fre-
quency behavior of the conductivity and the real and
imaginary components of the permittivity of single
crystals and glasses of the same composition.

EXPERIMENTAL

Synthesis of Li2B4O7 Crystals and Glasses

The phase diagram of the pseudobinary Li2O–B2O3
cut [11–13] shows that the Li2B4O7 compound, which
melts congruently at 1190 K, can be obtained, depend-
ing on the cooling mode, both in the crystalline and the
glassy states. The compound in the crystalline state has
a tetragonal structure, sp. gr. I41cd; the unit-cell param-
eters a = 0.9479 nm and c = 1.0290 nm [10].

The initial LTB was obtained by melting boron
oxide (high purity grade 12–3) and lithium carbonate
(high purity grade 20–2) in the stoichiometric ratio in a
platinum crucible in air. The temperature and time of
the synthesis were optimized with due regard for lith-
ium carbonate decomposition during heating, dehydra-
tion of the initial components, and the character of their
interaction. For better use of the crucible volume and
prevention of ejection of interacting components, we
used the stepwise mode of synthesis and introduced the
necessary doses of lithium carbonate into the boron
oxide melt [14]. The product obtained was used as an
initial charge for synthesis of single crystals without
“overloading” the crucible.

LTB single crystals were grown by the Czochralski
method in air in platinum crucibles 60 mm in diameter
and 60 mm in height placed into a HX-620 device with
automatic control of the crystal diameter. The growth
modes were selected depending on high melt viscosity
and its rapid increase with a lowering of the tempera-
ture [15] and also by the incongruent character of evap-
oration [16]. Taking into account the incongruent char-
acter of LTB evaporation, we added an excessive
amount of boron oxide (0.5 mol %) into the initial
charge to compensate its losses during growth. [001]-
and [100]-oriented seeds were used. The pooling rate
was 3 mm per day, the rotation velocity was 4.4 rpm,
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
the axial temperature gradient was equal to 20–
30 K/cm, the duration of postgrowth annealing was
24 h, and the cooling rate was 10–15 K/h. The single
crystals thus synthesized were 35 mm in diameter and
40 mm in length; they contained no solid-phase or gas
inclusions.

The X-ray phase analysis on a DRON-2 X-ray dif-
fractometer (CuKα-radiation) showed that single crys-
tals synthesized had a stoichiometric Li2B4O7 composi-
tion. With due regard for the fact that crystals were
grown from the charge with an excess of boron oxide,
we expected a certain excess of B2O3 also in the crystals
grown, but it was within the homogeneity range of this
compound and did not exceed 0.1 mol % [11] and,
therefore, could not be detected by X-ray phase or
microstructure analyses. We assume that under such
growth conditions, the Li/B ratio along the length of
quality single crystals is more or less stable and corre-
sponds to the boundary of the homogeneity range of
lithium tetraborate, whereas the structure has a certain
deficit of lithium ions.

In order to attain complete consistency of the sto-
ichiometric composition and the amount of noncontrol-
lable impurities in the single crystal and glassy sam-
ples, single crystals were cut along their growth axes.
Then one half of the crystal was used to prepare a single
crystal sample, and the other half was used as the
charge for preparing glassy lithium tetraborate. With
this aim, the LTB melt was heated for 2–4 h at 1220–
1250 K, was periodically stirred to remove gaseous
inclusions, and then was cooled in a switched-off fur-
nace. To remove thermal stresses, the glass taken away
from the crucible was annealed for 2–4 h at 550–600 K.
X-ray patterns from glassy LTB showed no peaks cor-
responding to the peaks of the pattern from crystalline
LTB. However, noticeable intensification of scattering
on the patterns from glassy LTB corresponded to the
groups of the most intense X-ray reflections from single
crystals. Qualitatively, this indicates that the network of
boron–oxygen bonds is preserved in the short- and
long-range orders of LTB glass.

Samples for further studies were cut out from the
best regions of single crystals and glass; then they were
polished to achieve the optical quality of the surface.
Samples had the shape of rectangular parallelepipeds
5 × 5 × 2 mm3 in size. Single crystal samples were ori-
ented within an accuracy of 0.5°.

Methods of Electrophysical Studies 

Electrophysical characteristics were studied on an
automated setup that allowed one to record the active
and reactive components of conductivity in the fre-
quency range 1–1000 kHz and the temperature range
293–1380 K. The rate of the temperature variation did
not exceed 2 K/min both on heating and cooling. We
used c cuts of LTB single crystals and glass plates with
3
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platinum (on single crystal) or Aquadag (on glass) elec-
trodes.

RESULTS

Ionic Conductivity

The temperature curves shown in Fig. 1 of conduc-
tivity for crystalline and glassy LTB in the ln(σT) =
F(1/T) coordinates obtained at various frequencies can
be approximated by pieces of straight lines only in a
very rough approximation. The high-temperature por-
tion of the conductivity curve measured from the c cut
of an LTB single crystal can be described by a straight
line rather well. The linear dependence of the conduc-
tivity in the ln(σT) = F(1/T) coordinates satisfies the
Arrhenius equation in the form [17]

(1)

where Eσ is the energy of conductivity activation used
to describe ionic conductivity in the solid phase. In the
vicinity of 1000 K, conductivity has the value σ ~
10−3 Ω–1 cm–1 and the activation energy has the value
Eσ  = 1.22 eV. Both these parameters only slightly
depend on the electric-field frequency, which allows
one to compare these values with DC conductivity.
Assuming that DC conductivity also obeys the Arrhe-
nius law, we obtain the conductivity of LTB single crys-
tals at room temperature by extrapolation: σDC ~
10−14 Ω–1 cm–1. It is much lower than the experimental
values of AC measurements: σAC ~ 10–6 Ω–1 cm–1 (at the
frequency 1 kHz, our data and data [6]).

The discrepancy between σAC and σDC can be
explained by the contribution of dielectric polarization
to conductivity at the frequency ω. Dielectric polariza-

σ σ0/T( ) Eσ/kT–( ),exp=

0
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1'

Fig. 1. Conductivity of a Li2B4O7 single crystal (along the
tetragonal axis) and a glassy sample at frequencies: (1, 1') 2,
(2, 2') 5, (3, 3') 10, (4, 4') 20, and (5, 5') 80 kHz.
C

tion arises as a result of charge-carrier motion from the
main to interstitial positions under the action of the
electric field. In the simplest form, this contribution is
described by well-known West expression [18]:

(2)

where ωj is the frequency of ion jumps between the
nearest positions along the conductivity channel, p ~ 1.
At low temperatures, ωj is low, the contribution of the
second term results in the inequality σAC @ σDC at the
characteristic pronounced increase in σAC with fre-
quency. Such a behavior is observed at temperatures
close to room temperature for both single crystals and
glassy LTB (Fig. 1).

It should be noted that in the glassy state the fre-
quency dispersion of conductivity in the vicinity of
500 K turns out to be less, and the σAC values are higher
by almost an order of magnitude than in single crystals.
It shows a pronounced increase in ionic conductivity in
glass in comparison with single crystals. The semi-
quantitative estimation made using Eq. (2) yields a
rather high value, σDC(500 K) ~ 10–3 Ω–1 cm–1. The lat-
ter fact seems to be of importance because of the avail-
ability of the glass material. A higher value of lithium
conductivity and the lower activation energy of conduc-
tivity (0.71 eV) in LTB glass can be explained by an
increase in the free volume in glass and disordering typ-
ical of glassy materials. As a result, charge carriers
overcome the potential barrier at lower energies.

Dielectric Relaxation

The hopping mechanism of motion of lithium ions
from the main to interstitial positions used to explain
the frequency dependence of ionic conductivity are
similar to the general concepts of the Debye–Skanavi
theory of dielectric relaxation [19, 20]. Low ionic con-
ductivity of the LTB single crystal at room temperature
allows one to observe obvious anomalies of permittiv-
ity and the dielectric-loss tangent with the temperature–
frequency behavior characteristic of Debye-type relax-
ation (Figs. 2a, 2b). Figure 2 shows that ε(T) and

 curves have maxima whose temperatures and
amplitudes increase with an increase in the measuring-
field frequency.

For the quantitative interpretation of dielectric prop-
erties of lithium tetraborate, we used the Debye model
of dielectric relaxation formulated earlier for the inter-
pretation of the dielectric response of polar molecules
in a liquid [19]

where τ = exp(U/kT)/2ν, k is the Boltzmann constant, εs

and ε∞ are the permittivities of the medium at the infi-
nitely low and infinitely high frequencies, ω is the fre-
quency of the applied electric field, ν is the frequency

σAC ω( ) σDC 1 ω/ωj( ) p
+{ } ,=

δ T( )tan

ε* ε∞
εs ε∞–

1 ω2τ2
+

--------------------+ 
  i

εs ε∞–

1 ω2τ2
+

--------------------ωτ 
  ,–=
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Fig. 2. (a) Permittivity and (b) tangent of dielectric-loss angle as functions of temperature along the tetragonal axis of a Li2B4O7
crystal at frequencies of (1) 1, (2) 2, (3) 10, (4) 50, (5) 100, and (6) 1000 kHz; (c) the corresponding temperature–frequency posi-

tions of the relaxation maxima of (1) permittivity in the 1000/K–  coordinates and (2) tangent of dielectric-loss angle in
1000/K–  coordinates.

f / T( )log
f( )log
of the particle jumps over potential barriers, and τ is the
relaxation time. According to Skanavi, the model
parameters acquire a different meaning when applied to
the behavior of the charge carriers in shallow potential
wells in solids. In particular, ν is treated as a trial fre-
quency of hopping of the charged particle over the
potential barrier U between two ion positions along the
conductivity channel, and ε∞ is treated as high-fre-
quency permittivity.

For static permittivity of the dielectrics with “rigid”
dipoles, Skanavi suggested using the expression [20]

where µ = ql is the magnitude of the dipole formed by
the displacement of a unit charge q and n0 is the volume
density of mobile charges. In a dielectric possessing
ionic conductivity, the dipole shoulder is equal to the
length of one ion hopping along the conductivity chan-
nel, whereas the Skanavi hypothesis is based on the
concept of permittivity of a paraelectric formed by the
system of the dipoles interacting in their mean field.
The Debye–Skanavi model allows one to describe the
temperature–frequency behavior of the complex per-
mittivity of ionic conductors at the initial portion of the
temperature range of conductivity where the number of
strongly excited mobile ions that weakly interact with
the crystal lattice is rather small.

Under these conditions, the temperatures of the ε'
and  maxima are determined on the condition that
dε/dT = 0, /dT = 0.

εs ε∞– 4πn0µ
2
/kT ,∝

δtan
d δtan
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As is shown in [21], at low temperatures (kT ! U),
the equation

allows one to determine the height of the energy barrier

U = Eε between two equilibrium ion positions (

and  are the temperature and the frequency of the
maxima in ε), as well as the length l of the ion hopping

(3)

where q and N are the charge and the number of mobile
ions in the cation sublattice within the unit-cell volume
V(Å3) and  is determined from the relationship

(  and  are the temperature and frequency

of the maxima in ) [21].

Mathematical processing of the dependences ε(T)
and (T) with the separation of the maxima or
inflection points allowed us to determine the tempera-

tures  and  for single crystals (Fig. 2) and
glasses (Fig. 3). Using the temperatures thus deter-

mined, we constructed the dependences ln( ) =

F  and  = F  shown in Figs. 2c

and 3c.
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ε( )

– const f max
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The temperature–frequency curves obtained are
well extrapolated by straight lines. The slope of lines 1
and 2 in Figs. 2c and 3c allow one to calculate the
height of the potential barrier between two positions of
the relaxation oscillator, U = Eε, and also the 
value corresponding to the activation energy of a
dipole. The parameters Eε and  determined from
the tangent of the slope angle of the straight lines in
Figs. 2c and 3c are Eε = 1.28 and  = 0.74 eV for

crystals and Eε = 0.71 and  = 0.67 eV for glasses.

Structural Substantiation of Ionic Conductivity 
in Li2B4O7

Using the ε∞ values of Li2B4O7 measured at the fre-
quency 1 MHz (ε = 10) and the q, N, V/Z = 115 Å3

parameters for LTB crystals known from the literature,
from formula (3) we can determine the lengths l of ion
hopping equal to 0.61 and 0.16 Å in a crystal and in a
glassy material, respectively. The lengths of ion jumps
obtained are much less than the distances between the
main lithium positions in an LTB crystal equal to
3.114 Å [10]. Comparing these data, one has to keep in
mind that direct ion jumps for distances exceeding 3 Å
are not allowed energetically. Moreover, the geometry
of the conductivity channel in a lithium tetraborate
crystal along the [001] direction excludes lithium trans-
port along the straight line and requires the existence of
at least one intermediate position that would corre-
spond to the kink of the trajectory of a mobile cation.

The chain of (001)-oriented oxygen polyhedra
around the general positions of lithium ions in Fig. 4
sets a zigzag trajectory for Li+ transport through the
large triangular faces of the two nearest oxygen five-
vertex polyhedra facing each other. In these polyhedra,

E δtan

E δtan

E δtan

E δtan
C

the distances between the lithium ions in their centers
to surrounding oxygen ions range within 1.967–2.611 Å
[10]. The hopping length 0.61 Å approximately corre-
sponds to the distance from the main position of a lith-
ium ion in the center of each the polyhedron to the cen-
ters of its largest faces (depicted as light and dark poly-
hedron faces below and above the fragment of the chain
in Fig. 4). Thus, the centers of these faces of the five-
vertex polyhedra are close to the interstitial positions
(M) of lithium ions, and, simultaneously, are the kinks
of the trajectory of their motion. Thus, the distance
between the main Li+ positions has three segments and
can be written as Li(1)–M–M '–Li(1'). The lengths of
the first and last segments are about 0.6 Å; the average
distance between the polyhedra is about 2 Å.

The above scheme of the ion motion in a lithium tet-
raborate crystal agrees with the known structural data
on the length of the maximum jumps of lithium cations,
2.2 Å, in the well-known ionic conductor Li3Sc2(PO4)3
[22] and 0.3–0.95 Å in a LiNbGeO5 crystal [23]. At the
same time, as in LiNbGeO5, too small a distance
between the main and interstitial positions of lithium
ions in LTB does not allow the latter to play the role of
a vacancy. This reduces ionic conductivity, especially at
low temperatures (up to 10–14 Ω–1 cm–1). High conduc-
tivity at 1000 K (~10–3 Ω–1 cm–1) allows one to assume
that a vacancy mechanism is in action because of the
existence of one more interstitial position, M*, which
should be located in the middle between the main posi-
tions. Indeed, such a location of M* is consistent with
the existence of large space between LiO5 polyhedra
(Fig. 4). The center of this space lies far from the main
position at a distance exceeding two ionic radii of lith-
ium. This allows the lithium cation to enter this space
even if the neighboring main positions are also filled
with lithium.
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003
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It is typical that the “bottleneck” of the conductivity
channel (which corresponds to the maximum height of
the potential barrier) is formed by triangular faces of
the five-vertex oxygen polyhedra around the main lith-
ium position. This is confirmed by the value of the acti-
vation energy of conductivity of an LTB crystal at high
temperature, Es = 1.22 eV (see the linear portion in
Fig. 1), and the energy barrier near the main lithium
position, U = 1.28 eV, determined from the dielectric
relaxation data at lower temperatures.

Weak additional anomalies on the ε(T) and (T)
curves of a lithium tetraborate crystal (Figs. 3a, 3b)
seem to be associated with jumps of mobile cations
along the conductivity channel for quite large distances
(l > 0.61 Å). However, the quantitative processing of
these data is hindered because of the insufficient accu-
racy of the measurements. The above anomalies can be
made more pronounced and ionic transport can be
made more intense if one manages to increase the num-
ber of vacancies in the sublattice of mobile cations via
its partial or complete disordering. In the latter case, the
glassy state of lithium tetraborate would be consider-
ably more favorable for the action of the vacancy mech-
anism than the crystalline state. Higher ionic conduc-
tivity is attained here because of jumps of lithium ions
for shorter distances (~0.2 Å against ~0.6 Å in a single
crystal), with the potential barrier between the positions
being almost twice as low. Apparently, the factor that is
most important for ionic conductivity under the condi-
tions of structural disorder is the three-dimensional
ionic transport in glass, together with the looser pack-
ing of boron–oxygen structural units and the existence
of a large number of additional cavities between these
units for the location of lithium ions and their transport.
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Abstract—The anisotropy of microhardness of β-barium borate single crystals β-BaB2O4 (BBO) is studied by

the sclerometry method on the (0001) basal plane, the ( ) plane of the hexagonal prism, and the ( )
plane of the trigonal prism. It is shown that the anisotropy observed in the crystal is determined by the directions
of covalent B–O bonds. It is established that the anisotropy of microhardness correlates with the system of
cleavage planes. © 2003 MAIK “Nauka/Interperiodica”.
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INTRODUCTION

β-barium borate single crystals β-BaB2O4 (BBO)
are a unique nonlinear optical material. These crystals
are characterized by pronounced nonlinear optical
properties, a wide spectral range (from ultraviolet to
near infrared) of light transmission, a high radiation
resistance, and a large width of phase synchronism.
BBO crystals (low-temperature phase) have a trigonal
structure, sp. gr. R3c with the unit-cell parameters in a
hexagonal setting a = 12.547 Å, c = 12.736 Å [1]. The
crystals are noncentrosymmetric, which determines the
existence of nonlinear optical effects. Since BBO crys-
tals are promising nonlinear materials, their optical
properties have been studied rather well. However, the
physical and mechanical properties of these crystals
have been insufficiently studied. The problems arising
during the mechanical treatment of BBO crystals in
manufacturing nonlinear optical elements require a
detailed study of their mechanical characteristics.
Today, it is known that the hardness of BBO crystals
equals 4 and the fracture toughness is rather high
(1.5 MPa m1/2) [1, 2]. It was determined by the inden-
tation method that microhardness on the basal planes of
these crystals differs from microhardness on the prism
planes by almost a factor of 2. Below, we describe the
study of anisotropy of microhardness of BBO crystals
by the sclerometry method, which allows one to reveal
anisotropy more clearly.

EXPERIMENTAL

BBO crystals were grown from flux [3]. Anisotropy
of hardness was studied on the (0001) basal plane, the

( ) plane of the hexagonal prism, and the ( )
plane of the trigonal prism. The basal plane was
obtained by cleavage, and the planes of prisms were
prepared by grinding and polishing. The measurements
were made on a PMT-3 device. Scratching was per-

1010 1120
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formed with an edge and a face of the trihedral diamond
prism. The scratches were made after every 10°, the
scratching rate was constant. The loads applied were
0.05 and 0.1 N. Microhardness was calculated by the
formulae proposed in [4], the experimental error was
5−10%.

RESULTS AND DISCUSSION

The hardness rosettes obtained by scratching on the

(0001) and ( ) faces of a BBO single crystal are
shown in Fig. 1. On the basal plane, hardness anisot-
ropy is almost unseen. Two hardness peaks are revealed
on the plane of the hexagonal prism, with the higher
peak being parallel and the lower peak being normal to
the optic c axis of a crystal. The polar dependence of
microhardness obtained by scratching on the plane of
the trigonal prism is similar to the dependence
described above. The microhardness values obtained by
scratching with the edge and face of the trihedral
indenter are different, which indicates different fracture
mechanisms.

Microhardness anisotropy observed can be
explained by anisotropy of bonding in a crystal. The
main structural elements in BBO single crystals are an
anion group (B3O6)3– and a Ba eight-vertex polyhedron.
The anion group has a shape of an almost planar ring
consisting of three B-triangles, with each of them shar-
ing two verities with another triangle. The boron–oxy-
gen groups are normal to the optic axis and are parallel
to one another; they are connected into two-dimen-
sional layers by Ba2+ cations sharing the O2– ions [1, 5].

The hardness rosettes on the basal plane correspond
to a boron–oxygen ring—the microhardness deter-
mined by scratching in this plane is determined by the
directions of covalent bonds (Fig. 2a). Hardness
rosettes on the face of the hexagonal prism are also
determined by the B–O bonds and clearly reflect the
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structural characteristics of a BBO crystal. Hardness in
the directions parallel to the planar boron–oxygen
groups is less than in the directions perpendicular to
these structural units. It is evident that the hardness is
higher if scratches are made normally to the rigid direc-
tal bonds, whose rupture resistance is very high, than
for scratches made along covalent bonds (Fig. 2b).

To understand the origin of hardness anisotropy, it is
not sufficient to consider the hardness rosette. It is also
necessary to study the anisotropy of scratches. The
scratches made along the directions of the higher and

the lower maxima of hardness on the ( ) plane of
the hexagonal prism are essentially different. Scratch-
ing along the direction of the higher maximum of hard-
ness (along the direction of the optical axis) resulted in
no visible fracture, only some short cracks normal to
the scratches appeared at the edges. This means that
these scratches are caused by plastic deformation; the
cracks propagated only along boron–oxygen groups. If
the indenter moved along the lower maximum of hard-

ness (parallel to the [ ] direction), large hollows
appeared; i.e., scratching along the boron–oxygen rings
was accompanied by a brittle fracture of the crystal
(Fig. 3a).

The scratches made by the pyramid face is similar to
those made by the pyramid edge; however, in the first
case, the brittle fracture of the crystal is more pro-
nounced (Fig. 3b). Under these conditions, scratching
is controlled by fracture processes.

The hardness on the scratched ( ) face of the
trigonal prism is higher than on the face of the hexago-
nal prism: 9.3 and 3.7 GPa in the directions of the

higher [0001] and lower [ ] maxima of hardness,
respectively (scratcing by edge). If scratching is made
by the face, these values are 18.4 and 9.6 GPa, respec-
tively. These results can be explained by the fact that
the reticular density of boron–oxygen groups on the
plane of the trigonal prism exceeds this density on the
plane of the hexagonal prism (Fig. 2a).

The scratches made along different directions on the
basal plane differ only slightly. Scratching was accom-
panied by plastic deformation and also brittle fracture,
with the predominance of the latter process. Scratching
by edge gave rise to the heaping of plastically deformed
material at scratch edges, whereas scratching by face
resulted in brittle fracture around the scratches (Fig. 4).

Hardness anisotropy obviously correlates with the
system of cleavage planes. It is well known that BBO
single crystals are readily cleaved along the (0001)

plane [6, 7]. It is indicated [3] that the ( ) and

( ) planes are also the planes of easy crack propa-
gation. During scratching on the basal plane, the prism
planes are under similar conditions with respect to the
indenter and do not affect hardness, which explains the
absence of microhardness anisotropy in this plane. If
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the indenter moves on the prism faces along the optic
axis, it travels normally to cleavage lines, which
explains the appearance of the higher maximum. The
motion of the indenter along the direction normal to the
optic axis coincides with the cleavage direction, which
may be associated with the lower maximum. 

(a)

12
0 4.6 10.1 GPaGPa

(b)
[0001]

0°

17.7 GPa

8.2 GPa

0 2.9 GPa 8.4 GPa 90°

[1010]

270°

180°

12

Fig. 1. The sclerometric hardness rosettes (a) on the (0001)

(P = 0.05 N) and (b) ( ) faces (P = 0.1 N). (1) Scratches
were made by the indenter edge; (2) scratches were made by
the indenter face.
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[1120]

[1010]

B
O
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Fig. 2. The structure of a β-BaB2O4 single crystal projected (a) onto the basal plane and (b) along the optic axis.
(a) (·)
50 µm

[0001]

[1010]

(b)

Fig. 3. Anisotropy of the scratches on the ( ) face (P =
0.1 N) made by (a) the indenter edge and (b) the indenter
face.
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CRY
(·)
50 µm

(a)

(b)

[0001]

Fig. 4. Anisotropy of scratches on the (0001) face (P =
0.05 N) made by (a) the indenter edge and (b) the indenter
face.
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As is seen from the data obtained, anisotropy of
microhardness in BBO single crystals is explained by
their crystallographic characteristic—the existence of
nearly planar boron–oxygen layers. The anisotropy
observed is determined by the directed B–O covalent
bonds despite the fact that the ionicity of these bonds in
crystals is rather high: the boron–oxygen rings are dis-
crete and are bound by ionic Ba2+–O2– bonds. Micro-
hardness anisotropy correlates quite well with the crys-
tallographic system of cleavage planes.
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Abstract—The structural properties and flexoelectric coefficients e1 and e3 of polar liquid crystals (LCs) such
as 4-n-pentyl-4'-cyanobiphenyl (5CB) are studied in the nematic phase by the molecular-dynamics and statis-
tical-mechanics methods. A number of order parameters,  (L = 1, 2, 3) and (r), and orientational corre-
lations ξλ for the nearest and next-nearest neighbors were investigated. The calculations show the absence of

spontaneous polarization (  . 0) in the nondeformed polar 5CB liquid crystal over the entire range of tem-
peratures corresponding to the nematic phase. The origination of spontaneous polarization (characterized by
two independent flexoelectric coefficients e1 and e3) in response to an external deformation of a 5CB sample is
studied. The calculated e1 and e3 coefficients agree well with the experimental data for 5CB obtained by the
pyroelectric method. © 2003 MAIK “Nauka/Interperiodica”.

P2L P2

P1
INTRODUCTION

Anisotropic systems, such as liquid crystals, possess
a direction of the preferred orientation of molecules
characterized by the director n, which is associated
with the anisotropic nature of molecular interactions.
Often, molecules of nematic LCs possess a pronounced
dipole moment. Among such compounds are, e.g.,
cyanobiphenyls consisting of an elastic core with one
or several flexible hydrocarbon chains attached. The
dipole moment is directed from the polar core to the
molecule tail and ranges from 4.5 to 5 D [1]. Another
specific feature of these systems is spontaneous polar-
ization P which arises in response to elastic deforma-
tion (flexoelectric effect) [2]. In nematic LCs, the trans-
verse and longitudinal deformations give rise to two
independent flexoelectric coefficients e1 and e3, and the
spontaneous-polarization vector is represented in the
form

(1)

The effect of the flexoelectric polarization on the
electro-optical and structural properties of LCs and the
low accuracy of the experimental measurements of the
flexoelectric coefficients are rather important for the
development of the theoretical models for calculating
these coefficients over a wide range of thermodynamic
parameters. At present, the methods of statistical
mechanics and computational methods of molecular
dynamics seem to be most effective for studying the
relation between the measured macroscopic properties
and the microscopic structure of LCs. The former allow
one to calculate the macroscopic characteristics based

P e1n div n e3 n rot n,[ ] .+=
1063-7745/03/4804- $24.00 © 20686
on reasonable assumptions and the model potentials of
molecular interactions; the latter, to calculate the aver-
aged characteristics of the system on the basis of real-
istic interactions both between atoms located within the
constituent molecules of the anisotropic systems and
between atoms from different molecules [3, 4].

Below, we combine these methods to study the
structural properties and the flexoelectric effect in the
nematic phase of 4-n-pentyl-4'-cyanobiphenyl (5CB).
We use the theory based on the conditional-distribution
method [5], which allows one to take into account not
only the translational and orientational correlations but
also the mixed correlations [6, 7]. The model potential
of the molecular interactions was the Gay–Berne dipo-
lar potential [8]. We calculated the two-particle correla-
tion function of the spatial distribution and the orienta-
tional distribution function for 5CB molecules in the
temperature range of the nematic phase by methods of
statistical mechanics. These two functions were also cal-
culated by the molecular-dynamics methods using real-
istic potentials of interatomic interactions [3, 4]. Using
this information, we calculated the direct correlation
function of the distribution with the aid of the well-
known Ornstein–Zernicke equation and then, using this
function, the flexoelectric coefficients e1 and e3.

TWO-PARTICLE AND DIRECT CORRELATION 
FUNCTIONS OF THE DISTRIBUTION

Two-particle and direct correlation functions were
calculated in the framework of the equilibrium statisti-
cal mechanics based on the conditional-distribution
003 MAIK “Nauka/Interperiodica”
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method [5]. We considered a one-component system of
ellipsoidal molecules with the length σ|| and the width
σ⊥  in the volume V0 at the temperature T. The total vol-
ume occupied by the system was divided into N cells
with the volumes v  = V0 /N. As the first approximation,
we considered only the states with one molecule in each
cell [9]. The potential energy of this system was chosen
in the form U = (i, j), where Φ(i, j) is the pair
potential of the molecular interactions, i ≡ (ri, ui), and
ri and ui are the vectors specifying the position and ori-
entation of the ith molecule. Integrating the quantity
exp[–U/kBT] (where kB is the Boltzmann constant), the
probability density of finding the system at points 1, 2,
3, …, N at the temperature T [5, 9], we obtain the one-
particle distribution function F(i) (the probability den-
sity of finding a particle in a certain environment within
the ith cell), the two-particle distribution function F(i, j)
(the probability density of finding two particles in cer-
tain environment within two different cells i and j), and
so on. Using this approach, we take into account only
two-cell correlations.

The functions F(i) and F(i, j) can be expressed in
terms of the mean-force potentials [5, 9]

(2)

(3)

where Ψj( j ) = (j),  ≡ ,

V(i, j) = exp[–Φ(i, j)/kBT], and α is the volume associ-
ated with the orientations of the ith molecule. The func-
tions F(i) automatically satisfy the normalization con-

dition (i)d(i) = 1. The condition F(i) = (i, j)d(j)

relating the one- and two-particle distribution functions
allows one to obtain the closed integral equation with
respect to the mean-force potentials Ψi, j(i) [5, 9],

(4)

Equation (4) can be solved only by the numerical
method described in detail in [6, 7]. Using the solution
for Ψi, j(i), we can calculate, with the aid of Eq. (3), the
two-particle function F(i, j), the orientational distribu-
tion function f0(cosβi) = (i)dridϕi (where βi and ϕi

are the polar and azimuthal angles of the unit vector ui ,
respectively), and also the order parameters of the LC
system

(5)

the correlations

(6)

Φ
i j<∑

F i( ) Ψ i( )
Ψi i( ) i( )d∫

--------------------------,=

F i j,( ) F i( )F j( )V i j,( )Ψi j,
1– i( )Ψ j i,

1– j( ),=

Ψ j i,i j≠∏ i( )d∫ ri uid
α∫d

v∫

F∫ F∫

Ψi j, i( ) V i j,( )Ψ j i,
1– j( )F j( ) j( ).d∫=

F∫

PL F i( )PL βicos( ) i( ),d∫=

ξλ u1uλ〈 〉 1( ) l( )F 1 l,( ) u1uλ( ),d∫d∫= =
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and the Helmholtz free energy

(7)

Here, PL are the Legendre polynomials (L = 1, 2, 4, 6).
With due regard for the Fij(ij) function and the intermo-
lecular potential Φ(ij), the expression for the direct cor-
relation function in the framework of the classical Per-
cus–Yevick approximation [10] takes the form

(8)

In the density-functional approximation, the expres-
sions for the flexoelectric coefficients e1 and e3 can be
written as [10]

(9)

(10)

where ∆ is the dipole moment of a 5CB molecule (∆ ~
5D [11]); ρ = 1/v  is the density; dΩ = sinβijdβijdϕij; βij

and ϕij are the polar and azimuthal angles of the unit
vector u = r/ |r | parallel to the vector r = |ri – rj|, respec-
tively; dui = sinβidβidϕi; and ui, α and rα are the projec-
tions of the ui and r vectors onto the axis α = x, y. And,
finally, (cosβi) is the derivative of f0(cosβi) with
respect to cosβi. The kernel of integral equation (4) is
determined in terms of the pair intermolecular potential
Φ(i, j) = ΦGB(i, j) + ΦDD(i, j) chosen as the sum of the
Gay–Berne and dipole–dipole potentials. The first
potential can be written as ΦGB(i, j) = 4ε0ε(R–12 – R–6),
where R = (r – σ + σ⊥ )/σ⊥  [8]. The quantities σ and ε
are the width and depth of the potential well, respec-
tively, which are dependent on the orientation of the
unit vectors ui, uj, and u = r/|r|; the geometric parame-
ter of the molecule γ = σ||/σ⊥ ; and two exponential
parameters ν and µ, which enter the expression for ω =

(ui, uj) (ui, uj, u) (expressions for ε1 and ε2 are
given in [8]). The potential of the dipole-dipole interac-

tion was chosen in the form ΦDD(i, j) = [(uiuj) –

3(uiu)(uju)]. In our calculations, we used the following
parameters of the molecular interactions: γ = σ||/σ⊥  = 3,
(σ|| ~ 1.8 nm, σ⊥  ~ 0.6 nm), ν = 2.0, µ = 0.98, and ε0 =
4.14 × 10–21 J. We also used the following dimension-

less quantities: the density ρ = N /V0 ≈ 0.512 corre-
sponding to a 5CB density of 103 kg/m3, the tempera-

ture θ = kBT/ε0, and the dipole moment µ* =  ≈

2.5. It is worth noting that the calculations were per-
formed only for a cubic structure with the six nearest
neighbors and twelve next-nearest neighbors. In so

f
F
N
---- kBT i( )Ψi i( ).d∫ln–= =

C ij( ) F ij( ) 1 V
1– ij( )–( ).=

e1 ρ2∆ rxC ij( ) f 0' β jcos( )∫=

× f 0 βicos( )ui z, r Ωui u j,ddd

e3 ρ2∆ rzC ij( ) f 0' β jcos( )∫=

× f 0 βicos( )ui x, r Ω ui u j,dddd

f 0'

ε1
ν ε2

µ

∆2

r
3

-----

σ⊥
3

∆
ε0σ⊥

3( )
1/2

---------------------
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doing, we solved 18 nonlinear integral equations (4) in
the five-dimensional space. In the molecular-dynamics
calculations, we considered 120 5CB molecules in the
cubic unit cell with an edge of 3.65 nm (the correspond-
ing density is 103 kg/m3). The temperature was kept
constant, 300 K (θ = 1.0) (NVT is a canonical ensem-
ble). The equation of motion of 5CB molecules was
solved using the Verlet algorithm [12] at a step of 2fs

[3, 4]. The initial configuration of the director n corre-
sponded to the smectic phase of 5CB [4]. The orienta-
tion of the director n was determined with the aid of the

matrix  [13],

(11)

where N is the number of 5CB molecules and  is the
angle between the long axis of the jth molecule and the
ν-axis related to the cubic cell. The molecular coordi-
nates of the system were constructed using eigenvec-
tors of the inertia tensor [3, 4]. The diagonalization of

the  matrix made it possible to determine all the
eigenvectors, the largest of which corresponded to the
direction specified by the director n. Figure 1 shows the
results of the molecular-dynamics calculation of the
f0(cosβi) function performed with due regard for the
potential energy of the system (consisting of the intra-
and extramolecular contributions [3, 4]) and the data
for this function obtained using the integral equation
for the polar (µ* ~ 2.5) and nonpolar (µ* = 0) systems
at 300 K. Taking into account the fact that the calcula-

Qzz
νν'

Qzz
νν' 1

N
---- 1

2
--- 3 βzν

j βzν'
j

coscos δνν'–( ),
j 1=

N

∑=

βzν
j

Qzz
νν'

1

2 3

0

1

2

3

4

5

0 0.2 0.4 0.6 0.8 1.0

f0 (cos β)

cos β

Fig. 1. Orientational distribution function for 5CB mole-
cules calculated by the methods of (1) molecular dynamics
and statistical mechanics (2) with and (3) without allowance
for dipole–dipole interactions.
C

tions involved different intermolecular potentials, the
results thus obtained agree well. It is of interest to study
the correlations between the central particle and the
nearest and next-nearest neighbors in the systems of
polar liquid crystals. For a primitive cubic lattice, the n
vector is parallel to the z axis, and we arrive at two types
of Fλ(ij) dependences. The first type corresponds to the
case where the neighboring cell is located either above
(λ = 1) or under (λ = 2) the central cell. The second type
corresponds to the cells lying in one horizontal plane
(λ = 3, …, 6). Accordingly, we also distinguish two
types of the correlations ξλ. Figure 2 shows the calcu-
lated moduli of the correlations |ξλ | (λ = 1, …, 6) as
functions of the dimensionless temperature θ. The “ver-
tical” correlations are characterized by positive values
ξλ > 0 (λ = 1, 2), while the “horizontal” correlations, by
negative values ξλ < 0 (λ = 1, …, 6). This indicates the
average parallel orientation of the dipoles for λ = 1, 2
and the antiparallel orientation for λ = 3, …, 6. The

averaged correlation for the nearest neighbors  =

 is shown in Fig. 3. This correlation is nega-

tive over the entire range of the temperatures θ, thus
indicating the antiparallel average orientation of the
nearest dipoles. Using the analogy with the nearest
neighbors, we also calculated the correlations for the
next-nearest neighbors ηλ (λ = 1, …, 12). The averaged

correlation  =  is shown in Fig. 3 as a

function of the temperature θ. The calculations showed
that  < 0 over the entire range of temperature varia-
tion. This indicates the antiparallel orientation of the
dipoles that are the next-nearest neighbors with respect
to the central dipole. In the temperature range of the
nematic phase of 5CB, the calculation of the order
parameter  yielded  ~ 0.02, which indicates the
absence of the spontaneous polarization in a nonde-
formed polar 5CB liquid crystal.

The dimensionless Helmholtz free energy f/ε0 was
found to be –15.55 with allowance for only the nearest
neighbors. If both the nearest and next-nearest neigh-
bors were taken into account, the energy was –15.67.
Such a minor change in this integral characteristic
shows that the allowance for only the nearest and next-
nearest neighbors is quite reasonable within the frame-
work of the statistical theory that takes into account the
translational, orientational, and mixed correlations.

In turn, the molecular-dynamics methods make it
possible to calculate the two-particle distribution func-
tion Fλ(ij) = G(r, ui, uj) and a number of order parame-

ters (L = 1, 2, 3) and (r) =  =

(cosβij)G(r, ui , uj)dΩduiduj, where βij  is the polar

angle of the vector r = ri – rj , i.e., the angle between the
vectors n and r. Figure 4 shows the calculated order
parameter (r) for 5CB molecules at 300 K. Since the

ξ
1
3
--- ξλλ 1=

6∑

η 1
12
------ ηλλ 1=

12∑
η

P1 P1

P2L P2 P2 βijcos( )

P2∫

P2
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initial configuration of the dipoles corresponded to the
smectic phase (SmA), the averaging of (r) within the

first picosecond yielded (r) = –0.5. Since the orien-
tation of the dipoles ui and uj does not correlate with the

direction of the r vector and  . 0.8, the vector r is
normal to the vector r ⊥  n for any pair of 5CB mole-
cules, whereas the vectors ui and uj are parallel to n.
Upon 600-ps averaging, the equilibrium configuration
corresponded to the nematic phase of 5CB with  =

0.51,  = 0.18, and  = 0.09. The behavior of (r)
indicates that the distribution of the r vectors is non-
spherical (at least, at short distances r < 2 nm). At dis-
tances r ≤ rmax1, the molecules “prefer” side-by-side

packing, which results in the value (r) . –0.5. This
agrees with the behavior of the radial distribution func-
tion G(r) = (r, ui , uj)dΩduiduj, which exhibits the
first maximum at r . 0.6 nm (Fig. 5). The width of the
5CB molecule, σ⊥  . 0.6 nm, confirms our assumption
about the preferred side-by-side packing of molecules.
The first maximum in Fig. 4 ( (r) > 0 at r . 0.8 nm)
indicates the preferred head-to-head packing of the
molecules; then, the situation is repeated once again up
to r . 2 nm. At distances r ≥ 2 nm, we have  . 0,
which indicates the spherical distribution of the r vec-
tors. The radial distribution function G(r) allows us to
calculate the radial part of the direct correlation func-
tion C(r) [4] with the aid of the Ornstein–Zernicke
equation,

(12)

Equation (12) is a linear integral equation with
respect to C(r) and can be solved by numerical methods
described elsewhere [4]. Figure 6 shows the calculated
function C(r) for the nematic phase of 5CB at 300 K. In

P2

P2

P2

P2

P4 P6 P2

P2

G∫

P2

P2

C r12( ) G r12( ) 1–
ρ

4π
------ r3C r13( )G r23 1–( ).d∫–=

1.0

0.8

0.6

0.4

|ξλ|

2 3 4 5 6 1.4
1.3

1.2
1.1

1.0

λ
θ

Fig. 2. Temperature dependences of the orientational corre-
lations |ξλ | (λ = 1, …, 6) for the nearest neighbors; ξλ > 0
(λ = 1, 2) for the vertical neighbors and ξλ < 0 (λ = 3, …, 6)
for the horizontal neighbors.
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fact, the function C(r) is the first term of the spherical-
harmonic expansion of the function C(r, ui , uj),

(13)

where  are the Clebsch–Gordan coeffi-
cients and Yl, m are the spherical functions. In what fol-
lows, we shall restrict ourselves to the first five

(r) coefficients, namely,

Thus, now we have at our disposal all the necessary
information to calculate the flexoelectric coefficients in
a deformed polar LC using Eqs. (9), (10).

C r ui u j, ,( ) 4π Cli l j l, , r( )
mi m j m, ,
∑

li l j l, ,
∑=

× Cli l j l; mim j m, , , Yli mi, ui( )Yl j m j, u j( )Yl m,* u( ),

Cli l j l; mi m j m, , , ,

Cli l j l, ,

C000 C r( ),=

C020 r( ) 5
2

-------C r( ) 3 βicos
2
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2
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8
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Fig. 5. The radial distribution function G(r) for 5CB mole-
cules calculated by the molecular-dynamics methods.
C

CALCULATION OF FLEXOELECTRIC 
COEFFICIENTS

The temperature dependences of the flexoelectric e1
and e3 coefficients and their combinations e+ /Ki  and
e−/Ki (i = 2, 3) were first measured for a number of
cyanobiphenyls nCB (n = 5, …, 8) [14]. Here e+ = e1 +
e3; e– = e1 – e3; and Ki (i = 2, 3) are the Frank elastic con-
stants for twist and bend deformations, respectively [1].
It was found that the temperature dependences of e–/K2
for higher nCB homologues (n = 6, 7, 8) are the curves
with the characteristic maximum. At the same time, this
dependence for 5CB decreases with an increase in tem-
perature, with both flexoelectric coefficients, e1 and e3,
being positive [14]. The recent pyroelectric measure-
ments of the flexoelectric coefficients of 5CB showed
that e+ < 0 over the entire range of temperatures corre-
sponding to the nematic phase [15]. Since the dipole
moments for all the molecules of cyanobiphenyls range
within ~4.5–5 D and are directed from the polar core of
the molecule to its tail, the character of the molecular
interactions and correlations seems to play a key role in
the determination of the e1 and e3 values. Here again the
molecular-dynamics and statistical-mechanics methods
are most efficient, because they allow one to calculate
the measured macroscopic characteristics of the system
based on reasonable approximations and model poten-
tials of molecular interactions. Expressions for the flex-
oelectric coefficients e1 and e3 (see Eqs. (9), (10))
include integration over seven independent variables,
which can only be performed by numerical methods.

0

–1

–2

–3

–4

–5

0 0.5 1.0 1.5
r, nm

C(r)

Fig. 6. Radial part of the direct correlation function C(r) for
5CB molecules calculated by the molecular-dynamics
methods.
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For the C(ij) and f0(cosβi) functions obtained from non-
linear integral equations (4), the integration can be per-
formed numerically using the method of Haar functions
[16] and for the C(ij) and f0(cosβi) functions obtained
within the framework of molecular dynamics, by the
formulas of the Simpson numerical integration with a
very small step [17]. The results of the statistical-
mechanics calculation of the temperature dependences
of e1(T) and e3(T) are shown in Fig. 7. The calculations
also showed that both flexoelectric coefficients, e1 and
e3, are negative in the temperature range corresponding
to the nematic 5CB phase and the signs of the e+ and e–

combinations are determined by the sign of the e1 coef-

30

20

25

15

10

5
300 301 302 303 304 305

1

2

T, K

–ei, pC/m

Fig. 7. Temperature dependences of flexoelectric coeffi-
cients (1) e1 and (2) e3 calculated by the statistical-mechan-
ics methods.

Flexoelectric coefficients e1, e3, and e+ and the ratios e+/K3
and e–/K2 calculated within the framework of statistical me-
chanics (SM) and molecular dynamics (MD), and the exper-
imental data for e+ obtained by the pyroelectric technique
(PT) for 5CB molecules in the nematic phase at a temperature
of 300 K

–e1,
pC/m

–e3,
pC/m

–e+,
pC/m

C/J C/J

SM 25.26 8.25 33.5 0.55 2.89

MD 11.6 4.3 15.9 1.14 1.43

PT 13

e+

K3
------,–

e–

K2
------,–
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ficient (|e1| . 3|e3|). As flexoelectric coefficients e1(T)
and e3(T) are often measured not separately but in com-
bination with Ki, we present in Fig. 8 the calculated
e+/K3 , e+/K2 , and e−/K2 ratios as functions of tempera-
ture. The Frank elastic constants Ki (i = 2, 3) of 5CB
calculated by the statistical-mechanics methods using
the same intermolecular potentials were reported in
[18]. The table compares the values of e1, e3, e+/K3 , and
e–/K2 calculated by the statistical-mechanics and
molecular-dynamics methods and the experimental
data obtained by the pyroelectric technique.

CONCLUSIONS

We studied the structural properties of a nonde-
formed polar LC formed by molecules of 4-n-pentyl-
4'-cyanobiphenyl by the methods of conditional distri-
butions of molecular dynamics using realistic inter-
atomic potentials. The calculated orientational
(f0(cosβi)) and two-particle (F(ij)) functions of the dis-

tribution of 5CB molecules, the order parameters 
(L = 1, 2, 3), and the orientational correlations ξλ
showed the preferred orientations of molecules forming
a polar 5CB crystal. We also determined the values and
the signs of the flexoelectric coefficients e1 and e3 for
the asymmetric system of 5CB. The analysis of the
results obtained allowed us to conclude that a reliable
calculation of e1 and e3 requires knowledge of the direct

P2L
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(e1 +– e3)/K2, C/J

300 301 302 303 304 305
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Fig. 8. Temperature dependences of (e1 ± e3)/K2 (a, cur-
ves 1 and 2) and (b) (e1 + e3)/K3 calculated by the statisti-
cal-mechanics methods.
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correlation function of the distribution, which can be
obtained independently by the statistical-mechanics
and molecular-dynamics methods. In the statistical-
mechanics calculations, the complex hierarchy of the
correlations between rigid nonflexible molecules was
taken into account. In the molecular-dynamics calcula-
tions, we took into account the flexibility of 5CB mol-
ecules, which, in the final analysis, resulted in values of
e1 and e3 coefficients that yielded a e+ value rather close
to the value determined experimentally, whence it fol-
lows that allowing for molecule flexibility in the calcu-
lations of macroscopic parameters such as flexoelectric
and elastic constants is even more important than rigor-
ously allowing for intermolecular correlations.

Thus, we may conclude that the combined use of the
molecular-dynamics and statistical-mechanics methods
is a good tool for studying the macro- and microscopic
properties of liquid-crystal compounds.

ACKNOWLEDGMENTS
This study was supported by the Russian Founda-

tion for Basic Research (project no. 01-03-32084) and
the Foundation for Natural Sciences (project no. E00-
5.0-154).

REFERENCES
1. P. G. de Gennes and J. Prost, The Physics of Liquid Crys-

tals, 2nd ed. (Oxford Univ. Press, Oxford, 1995; Mir,
Moscow, 1982).

2. R. B. Meyer, Phys. Rev. Lett. 22, 918 (1969).
3. A. V. Zakharov, A. V. Komolkin, and A. Maliniak, Phys.

Rev. E 59, 6802 (1999).
C

4. A. V. Zakharov and A. Maliniak, Eur. Phys. J. E 4, 85
(2001).

5. L. A. Rott, Statistical Theory of Molecular Systems
(Nauka, Moscow, 1978).

6. A. V. Zakharov, S. Romano, and A. Maliniak, Phys. Rev.
E 60, 1142 (1999).

7. A. V. Zakharov and R. Y. Dong, Eur. Phys. J. E 6, 3
(2001).

8. J. G. Gay and B. J. Berne, J. Chem. Phys. 74, 3316
(1981).

9. A. V. Zakharov, Physica A (Amsterdam) 166, 540
(1990); Physica A (Amsterdam) 175, 327 (1991).

10. R. Balescu, Equilibrium and Nonequilibrium Statistical
Mechanics (Wiley, New York, 1975; Mir, Moscow,
1978).

11. A. M. Somoza and P. Tarazona, Mol. Phys. 72, 911
(1991).

12. M. P. Allen and D. J. Tildesley, Computer Simulation of
Liquids (Clarendon Press, Oxford, 1989).

13. R. Eppenga and D. Frenkel, Mol. Phys. 52, 1303 (1984).
14. P. R. Murthy, V. A. Raghunathan, and N. V. Mad-

husudana, Liq. Cryst. 14, 483 (1993).
15. L. M. Blinov, M. I. Barnik, M. Ozaki, et al., Phys. Rev.

E 62, 8091 (2000).
16. I. M. Sobol’, Multidimensional Quadrature Formulae

and Haar Functions (Nauka, Moscow, 1969).
17. I. S. Berezin and N. P. Zhidkov, Computing Methods, 4th

ed. (Fizmatgiz, Moscow, 1969; Pergamon Press, Oxford,
1965).

18. A. V. Zakharov and R. Y. Dong, Phys. Rev. E 64, 031701
(2001).

Translated by A. Zolot’ko
RYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      2003



  

Crystallography Reports, Vol. 48, No. 4, 2003, pp. 693–700. Translated from Kristallografiya, Vol. 48, No. 4, 2003, pp. 745–752.
Original Russian Text Copyright © 2003 by Mirantsev.

                              

LIQUID
CRYSTALS

                                
Effect of the Inhomogeneous Structure of Freely Suspended 
Smectic-A Films on the Dynamics of Fluctuations 

of Smectic-Layer Displacements
L. V. Mirantsev

Institute of Problems of Mechanical Engineering, Russian Academy of Sciences, 
Vasil’evskiœ ostrov, Bol’shoœ pr. 61, St. Petersburg, 199178 Russia

e-mail: miran@microm.ipme.ru
Received November 6, 2001

Abstract—The dynamics of fluctuations of smectic-layer displacements in freely suspended smectic-A films
is studied theoretically with due regard for the dependence of the transverse-bending moduli K and extension
(or compression) of smectic-B layers on the distance to the free surfaces of the films. The temperature depen-
dences of the dynamic correlation functions are calculated for fluctuations of layer displacements in films of
various thicknesses and then used to calculate the correlations between the X-ray intensities scattered by the
film at different moments of time. The calculations were performed within a wide temperature range. It is shown
that the influence of temperature on the X-ray dynamics of fluctuations of layer displacements in freely sus-
pended smectic-A films can be detected in the experiments on the dynamical scattering by rather thick films
(layer number N ≥ 100) at considerably high values of the recoil-momentum component in the film plane
(≥106 cm–1). © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Freely suspended smectic films are ideal objects for
studying the physics of two-dimensional systems. The
areas of such films can attain several square centimeters
[1], whereas their thickness can be two or even only one
smectic layer [2, 3]. The properties of freely suspended
smectic films depend, on the one hand, on their finite
dimensions along the layer-plane normal and, on the
other, on the two limiting free surfaces. As a result,
freely suspended smectic films show phenomena [4–
16] that are not observed in the volume phase of liquid
crystals (LCs). This has made freely suspended smectic
films popular objects of experimental [1–22] and theo-
retical [23–37] study over the last 20 years.

The study of fluctuations of the layer displacements
in freely suspended smectic films is of special interest.
The point is that smectic LCs are a rare example of sys-
tems translationally ordered only along one direction.
The possibility of varying the thicknesses of freely sus-
pended smectic films over a wide range allows one to
study the dependence of fluctuations of layer displace-
ments and establish correlations between these fluctua-
tions depending on the system’s dimensions. Moreover,
one can also study the effect of the limiting free sur-
faces on these fluctuations. At present, there are numer-
ous experimental [12, 18–20] and theoretical [23–26,
31–33] publications on the static properties of such
fluctuations. However, the dynamics of the fluctuations
of layer displacements in freely suspended smectic
films has attracted the attention of researchers only
recently. Some special methods were developed for the
1063-7745/03/4804- $24.00 © 0693
experimental study of these fluctuations such as the
method of dynamical scattering of coherent soft [21]
and hard [22] X-ray radiation; the results obtained were
interpreted theoretically in [35, 36]. The theoretical
description of the experimental results is based on the
linearized hydrodynamic equations of the smectic-A
phase (SmA) and the discrete model of the energy of
fluctuations of the layer displacements in freely sus-
pended SmA films used earlier for the description of the
static properties of these fluctuations [23, 24]. Later, the
dynamics of fluctuation of smectic-layer displacements
in freely suspended films was described within the con-
tinuum approach [37], which was equivalent to the
description based on the discrete model [35, 36]. The
models suggested in [35–37] allow one to determine
the dynamic correlation functions for fluctuations of
layer-displacements in the film and then, based on these
functions, calculate the correlations between the inten-
sities of X-ray scattering by the films at various
moments of time. These models predict that neglecting
the inertia terms in the hydrodynamic equations for a
SmA phase allows one to describe the time dependences
of the dynamic correlation function by a set of relax-
ation times τ(k) (k = 1, …, N), where N is the number of
layers in the film, with the maximum relaxation time in
the limit of the zero recoil-momentum component in
the films being equal to

(1)

Here d is the interlayer spacing, η3 is the viscosity coef-
ficient of interlayer sliding, and γ is the surface tension

τ 1( )
Ndη3/2γ.=
2003 MAIK “Nauka/Interperiodica”
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coefficient of the film. It also follows from these models
that allowing for the inertia terms in the hydrodynamic
equation for the SmA phase results in the appearance of
oscillations of the time dependences of the dynamic
correlation functions [36, 37]. The experiments [21, 22]
on the dynamical scattering of a coherent X-ray radia-
tion by freely suspended smectic films of various thick-
nesses confirmed the validity of Eq. (1) and the exist-
ence of oscillations of the dynamic correlation func-
tions for fluctuations of smectic-layer displacements.

It is assumed in the models suggested in [35–37]
that a freely suspended SmA film is a spatially homoge-
neous phase with the viscosity coefficient η3 and that
the transverse-bending elastic moduli, K, and extension
(or compression), B, of smectic layers are the same for
all the film layers irrespective of their positions and
have the same viscoelastic characteristics in the bulk of
the SmA phase. However, it was indicated [31–33] that
these assumptions are physically justified only at tem-
peratures considerably lower than the temperatures of
the SmA–nematic (SmA–N) or SmA–isotropic (SmA–I)
phase transitions in the bulk of a liquid crystal. In this
case, the smectic structure is rather stable in the whole
film bulk, whereas the orientational and translational
order of the molecules and, therefore, the viscoelastic
characteristics of the volume and surface layers of the
film differ only slightly. However, freely suspended
smectic films of some liquid crystals can exist at tem-
peratures considerably higher than the temperature of
disappearance of the smectic order in the bulk of
mesogens [8–16]. The microscopic model of freely sus-
pended SmA films that describes quite reliably their
behavior on heating above the temperatures of the
SmA–N and SmA–I phase transitions predicts that, in
this case, both orientational and translational ordering
in the internal layers of the film can be considerably
less intense than in the vicinity of the limiting surfaces
[27, 28, 30, 34]. This theoretical prediction was con-
firmed by the experimental studies of the transmission
spectra of freely suspended SmA films in the optical
wavelength range [14] and also by measurements of X-
ray specular reflection from SmA films above the tem-
perature of the SmA–N phase transition in the bulk of a
liquid crystal [18]. It is well known that the transverse
bending modulus K in the bulk of a LC is proportional
to the squared orientational-order parameter s, whereas
the extension (compression) modulus of smectic B lay-
ers is proportional to the squared translational-order
parameter σ [38, 39]. Assuming that these relationships
are also valid for freely suspended films, we obtain that
in freely suspended SmA films, the transverse bending
and extension (compression) moduli of smectic layers
at temperatures exceeding the temperatures of the
SmA–N and SmA–I phase transitions in the bulk of a LC
should decrease with the distance to the free surface
and attain minimum values in the center of the film.
Since the existence of such an elastic-modulus profile is
not taken into account either in the model considered in
[35, 36] or in its continuum modification [37], these
C

models should give erroneous time dependences of the
dynamic correlation functions for fluctuations of the
layer displacements in the film and, therefore, also erro-
neous correlations between the X-ray scattering inten-
sities from the film at different moments of time. It
should also be indicated that another serious disadvan-
tage of the models considered in [35–37] is the com-
plete neglect of the temperature dependence of vis-
coelastic characteristics of the layers in freely sus-
pended SmA films.

Below, we consider a rather simple generalization of
the discrete model [35, 36] with due regard for the
dependence of the transverse bending K and extension
(compression) B moduli of smectic layers depending
on their distances to the limiting film surfaces. These
dependences are determined based on the microscopic
model for freely suspended smectic-A films suggested
in [27, 28, 30, 34].

We also calculate the dynamic correlation functions
for fluctuations of displacements of layers in freely sus-
pended SmA films of various thicknesses, and we use
the results obtained to calculate the correlations
between the X-ray scattering intensities from the films
at different moments of time. The calculations were
performed both at temperatures that are considerably
lower than the temperature of smectic-order disappear-
ance in the bulk of a LC and at temperatures that are
extremely high for the existence of freely suspended
films of a given thickness. It is shown that the effect of
temperature on the dynamics of fluctuations of layer
displacement in freely suspended SmA films can be
detected in the experiments on dynamical X-ray scat-
tering from rather thick films (N ≥ 100) at pronounced
values of the recoil-momentum component in the film
plane (≥106 cm–1).

DESCRIPTION OF DYNAMICS 
OF FLUCTUATIONS OF LAYER 

DISPLACEMENTS IN A FREELY SUSPENDED 
SMECTIC-A FILM

Consider a freely suspended smectic-A film consist-
ing of N discrete layers and denote the fluctuation in the
displacement in the nth layer from its equilibrium posi-
tion, zn = (n – 1)d, along the z axis normal to the layer
plane as un(x, y). According to the model suggested in
[35, 36], the variation of these fluctuation displace-
ments in time is described by the following equations of
motion:

(2)

Here, ρ0 is the average density of a LC forming the film,
t is the time, ∆⊥  is the two-dimensional Laplacian in the
(x, y) plane, and F is the excessive free energy of the
freely suspended SmA film related to the fluctuation
displacements of its layers. It was shown [31, 33] that,

ρ0

∂2
un

∂t
2

---------- η3∆⊥
∂un

∂t
--------–

1
d
---δF/δun.–=
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with due regard for the dependence of the elastic mod-
uli K and B of the smectic layers on their distances to
the limiting surfaces of the film, this energy can be writ-
ten as

(3)

where Bn is the extension (or compression) modulus of
the nth layer of the freely suspended SmA film, Kn is the
transverse-bending modulus in this layer of the film, R
is the radius-vector in the plane of smectic layers (R2 =
x2 + y2), and —⊥  is the projection of the operator — onto
the (x, y) plane. It should be indicated that in a spatially
homogeneous freely suspended smectic-A film for
which the transverse-bending (Kn) and extension (com-
pression) (Bn) moduli of all the film layers are the same
and equal to K and B, respectively, Eq. (3) for the exces-
sive free energy F of the film fully coincides with the
analogous equation for the model suggested in [35, 36].

Equations (2) and (3) yield the following system of
equations of motion:

(4)

(5)

(6)

The elastic moduli Kn and Bn for the layers of a
freely suspended SmA film can be determined in the fol-
lowing way. As has already been indicated, the trans-
verse bending modulus K in the bulk of a liquid crystal
is proportional to the squared orientational-order
parameter s, whereas the extension (or compression)
modulus B of smectic layers is proportional to the
squared translational-order parameter σ. Assuming that
in freely suspended films the relationships between the
elastic moduli and the translational- and orientational-
order parameters are the same as in the bulk of the

F
1
2
---

Bn Bn 1++
2d

------------------------ 
  un 1+ R( ) un R( )–[ ] 2

n 1=

N 1–

∑




∫=

+ Kn ∆⊥ un R( )[ ] 2
d

n 1=

N

∑ γ —⊥ u1 R( ) 2
+

---+ γ —⊥ uN R( ) 2





dR,

ρ0

∂2
u1

∂t
2

---------- η3∆⊥
∂u1

∂t
--------–

B1 B2+( )

2d
2

----------------------- u2 u1–( )+=

– K1∆⊥
2
u1 γ/d( )∆⊥ u1,–

ρ0

∂2
uN

∂t
2

----------- η3∆⊥
∂uN

∂t
---------–  – 

BN BN 1–+( )

2d
2

------------------------------ uN uN 1––( )=

– K1∆⊥
2
uN γ/d( )∆⊥ uN ,–

ρ0

∂2
un

∂t
2

---------- η3∆⊥
∂un

∂t
--------–  + 

Bn 1+ Bn+( )

2d
2

----------------------------- un 1+ un–( )=

–
Bn Bn 1–+( )

2d
2

---------------------------- un un 1––( ) – Kn∆⊥
2
un,

n 1 N .,≠
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
mesophases in the whole temperature range of the
existence of these films, including temperatures
exceeding those of the SmA–N or SmA–I phase transi-
tions in the bulk of a liquid crystal, these relationships
provide the determination of the elastic moduli Kn and
Bn with the aid of the microscopic model described in
[27, 28, 30, and 34]. The latter model allows one to
determine the order parameters sn(T) and σn(T) for each
layer of a film irrespective of its thickness at any tem-
perature T within the temperature range of the film’s
existence. Moreover, for extremely thick films (N 
∞), this model allows one to determine the values of the
order parameters in the center of the film, which fully
coincide with the results of the well-known McMillan
theory for a bulk A-smectic phase [40]. Knowing the
values of the elastic moduli K and B in the bulk of the
A-smectic phase at a certain temperature T0 (K(T0) ≡ K0,
B(T0) ≡ B0) lower than the temperature of the SmA–I or
SmA–N phase transition and using the model developed
in [27, 28, 30, 34], one can also determine the order
parameters s(T0) ≡ s0 and σ(T0) ≡ σ0 at this temperature.
Then, using the equations

(7)

(8)

it is also possible to determine the elastic moduli Kn and
Bn for all the layers of the film of a given thickness at
any temperature T from the temperature range of the
film’s existence.

Now, applying the continuous Fourier transform

(9)

and using the dimensionless variables t ' =

[(K0B0)1/2/(dη3)]t, q' = q⊥ /q0, and  = [B0/(K0d2)]1/2,
one can rewrite system of equations (4)–(6) in compact
matrix form as

(10)

where Mnm are the elements of the symmetric “ribbon”
matrix with only the diagonal elements having nonzero
values and with all the neighboring elements being
described by the following equations:

(11)

(12)

(13)

Kn T( ) K0 sn T( )/s0( )2
,=

Bn T( ) B0 σn T( )/σ0( )2
,=

un R( ) 2π( ) 2–
un q⊥( ) iq⊥ R( ) q⊥dexp∫=

q0
2

ρ0K0/η3
2( )

∂2
un

∂t '
2

---------- q'
2∂un

∂t '
--------– Mnmum,–=

M11 = σ1/σ0( )2 σ2/σ0( )2
+[ ] /2 s1/s0( )2

q'
4 γq'

2
,+ +

MNN σN/σ0( )2 σN 1– /σ0( )2
+[ ] /2=

+ sN/s0( )2
q'

4 γq'
2
,+

Mnn σn 1– /σ0( )2
2 σn/σ0( )2 σn 1+ /σ0( )2

+ +[ ] /2=

+ sn/s0( )2
q'

4
,

3
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(14)

(15)

Here  = γ(K0B0)–1/2 is the dimensionless surface ten-
sion coefficient of the film.

According to [35, 36], the solution of system of
equations (10) can be represented in the form of an

expansion in eigenvectors (q') of the matrix
Mmn(q') as

(16)

Then the time dependence of the kth normal mode

(q', t ') is described by the equations

(17)

In this case, the exponents (q') can be written in

terms of the relaxation times (q') and frequencies
ω(k)(q') as

(18)

where

(19‡)

(19b)

if q'4 ≥ 4λ(k)(q')(ρ0K0/ ) and

(20‡)

(20b)

if q'4 < 4λ(k)(q')(ρ0K0/ ).

The quantity λ(k)(q') in Eqs. (19b) and (20b) is the
eigenvalue of the matrix Mmn(q') corresponding to the

eigenvector (q') of this matrix.

It follows from the condition of statistical indepen-

dence of the normal modes (q', 0) and their time

derivatives (q', 0) at the initial moment of time

Mn 1n– σn/σ0( )2 σn 1– /σ0( )2
+[ ] /2,–=

Mn 1n+ σn/σ0( )2 σn 1+ /σ0( )2
+[ ] /2.–=

γ

v n
k( )

un q' t ',( ) un
k( ) q' t ',( )v n

k( )
q'( ).

k 1=

N

∑=

un
k( )

un
k( ) q' t ',( ) un+

k( ) q'( ) β+
k( )

q'( )t '[ ]exp=

+ un–
k( ) q'( ) β–

k( )
q'( )t '[ ] .exp

β±
k( )

τ±
k( )

β±
k( )

q'( ) 1

τ±
k( )

q'( )
-----------------– iω k( )

q'( ),±=

ω k( )
q'( ) 0,=

τ±
k( )

q'( )
2ρ0K0/η3

2( )

q'
2

q'
4

4λ k( )
q'( ) ρ0K0/η3

2( )–[ ]
1/2

+−
---------------------------------------------------------------------------------=

η3
2

τ±
k( )

q'( )
2ρ0K0

η3
2
q'

2
---------------,=

ω k( )
q'( )

=  η3
2
/2ρ0K0( ) q'

4
4λ k( )

q'( ) ρ0K0/η3
2( )–[ ]

1/2

η3
2

v n
k( )

un
k( )

∂t 'un
k( )
C

t ' = 0 [36] that

(21‡)

(21b)

As was indicated above, our aim was to study the
effect of the inhomogeneity of the structure of freely
suspended SmA films on the dynamics of fluctuations in
layer displacements with due regard for the fact that
elastic moduli Kn and Bn of smectic layers depend on
their distances to the free surface of the film, which, in
turn, depends on film temperature. Obviously, this
dependence can affect the dynamics of the displace-
ment fluctuations in film layers determined by system
of equation (10) if the volume part of the excessive free
energy F of the film (proportional to the Kn and Bn mod-
uli) is comparable with the surface contribution to F
(either proportional to the surface tension coefficient γ
or exceeding it). Otherwise the dynamics of the fluctu-
ations of layer displacements in the film layers is inde-
pendent of the internal structure of the film and is com-
pletely determined by the coefficient γ [see Eq. (1)],
which, according to [17], is practically constant in the
whole temperature range of the existence of freely sus-
pended SmA films. Since the part of the volume contri-
bution to the free energy F that depends on the momen-

tum Q is proportional to , whereas the

surface contribution to F is proportional to , the
condition of equality or prevalence of the volume part
of F over the surface contribution to the free energy
leads to the inequality

(22)

which is valid at γ ~ 30 dyn/cm, Kn ~ 10–6 dyn, and d ~
3 × 10–7 cm if q⊥  ≥ 107N–1/2 cm–1. For freely suspended
SmA films consisting, e.g., of 100 layers, this inequality
yields q⊥  ≥ 106 cm–1. The numerical calculations show
that at such high values of momentum q⊥ , one has to use

Eqs. (19a) and (19b). Moreover, it turns out that (q') @

(q'), whence it follows that, first, (q') @ (q')
and, second, the components of the normal modes

(q') attenuate with time much faster than (q').

Therefore, in what follows we assume that (q') ≈

(q', 0), and we use the quantity (q') as the relax-
ation time τ(k)(q').

un+
k( ) q'( )

β–
k( )

q'( )

β–
k( )

q'( ) β+
k( )

q'( )–( )
----------------------------------------------un

k( ) q' 0,( ),=

un–
k( ) q'( )

β+
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q'( )–
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k( )
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----------------------------------------------un

k( ) q' 0,( ).=
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4

d
n 1=
N∑

γq⊥
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2 γ d Kn
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Knowing the time dependences of normal modes

(q', t '), one can calculate the dynamic correlation
functions of layer displacements in freely suspended
SmA films. In the Fourier representation, these func-
tions are determined as (see [35, 36])

(23)

Here, the equilibrium averaging is performed over all
possible layer displacements at t ' = 0, with the probabil-
ity of the given configuration being proportional to
exp(–F/kBT), where kB is the Boltzmann constant.
Using Eqs. (9) and (16), one can readily obtain the fol-
lowing expression for the free energy F:

(24)

Then, the dynamic correlation function is

(25)

where the eigenvectors (q') are normalized to unity.

Knowledge of the dynamic correlation functions
Cm, n(q', t ') allows one to calculate the correlation
〈I(q, t)I(q, 0)〉 between the X-ray intensities scattered
by the film at the moments 0 and t. According to [37],
the time-dependent part of the correlation function is
proportional to |S(q, t)|2, where

(26)

Here, (r, t) is the electron-density operator of the sys-
tem and q is the recoil momentum in the scattering of
the X-ray radiation by these electrons. The expressions
for S(qz , q⊥ ) (where qz and q⊥  are the recoil-momentum
components along the normal of the film and in its
plane, respectively) for an N-layer freely suspended
SmA film at t = 0 are considered in [32, 33] for both
X-ray specular reflection (q⊥  = 0) and diffuse scattering
(q⊥  ≠ 0). As was indicated above, the influence of the
internal structure of the film on the dynamics of fluctu-
ations of the layer displacements established from the
behavior of the correlation function 〈I(q, t)I(q, 0)〉  is
essential at high values of the momentum q⊥ . Thus, this
effect can be studied by measuring the correlations
〈I(q, t)I(q, 0)〉  when there is pronounced X-ray diffuse
scattering in the film. The simple calculations (analo-
gous to the calculations of S(qz , q⊥ ) in [32, 33]) show
that, in this case, the expression 〈I(q, t)I(q, 0)〉/I 2(q, 0)
can be represented as

(27)

un
k( )

Cm n, q' t ',( ) um q' t ',( )un q'– 0,( )〈 〉 .=

F
B0

2d
------ q' un

k( ) q' 0,( )
2
λ k( )

q'( ).
k 1=

N

∑
n 1=

N

∑d∫=

Cm n, q' t ',( )
dkBT

B0
------------ λ k( )

q'( )[ ]
1–

k 1=

N

∑=

× t/τ k( )
q'( )–[ ] v m

k( )
q'( )v n

k( )
q'( ),exp

v m
k( )

S q t,( ) r ρ̂ r t,( )ρ̂ 0 0,( )〈 〉 iqr( ).expd∫=

ρ̂

I q t,( )I q 0,( )〈 〉 /I
2 q 0,( )

=  G
2

qz q' t, ,( )/G
2

qz q' 0, ,( ),
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where

(28)

The value of Fkn(qz) is given by Eq. (13) from [32, 33],
whereas the coefficients pk(qz) coincide with the coeffi-
cients τk(qz) considered in the same articles.

RESULTS OF NUMERICAL CALCULATIONS 
AND DISCUSSION

The numerical calculations of relaxation times
τ(k)(q⊥ ), dynamic correlation functions Cm, n(q⊥ , t), and
correlations 〈I(q, t)I(q, 0)〉  between the intensities of
the X-ray radiation scattered by a freely suspended
SmA film at the moments 0 and t 〈I(q, t)I(q, 0)〉 were
performed for freely suspended films of liquid crystals
that undergo a weak first-order SmA–N phase transi-
tion. It is these films that were studied in the experi-
ments on dynamical scattering of the coherent X-ray
radiation by freely suspended SmA films of various
thicknesses in [21, 22]. The values of the model param-
eters used in the calculations were the same as in the
previous studies [31–33]. The viscosity coefficient of
interlayer sliding, η3, was taken to be η3 = 0.4 g/(cm s),
which is characteristic of smectic liquid crystals. The
calculations were performed at temperatures consider-
ably lower than the temperature of the SmA–N phase
transition in the bulk of the liquid crystal and at the
highest possible temperature from the existence range
of a freely suspended smectic A film of a given thick-
ness.

First of all, we calculated the temperature depen-
dences of relaxation times τ(k)(q⊥ ) for different numbers
N of the film layers and different values of the recoil-
momentum components q⊥  parallel to the film plane.
Figures 1 and 2 show the results of these calculations
for the maximum relaxation time τ(1)(q⊥ ) determining
the behavior of the dynamic correlation functions
Cm, n(q⊥ , t) and correlations 〈I(q, t)I(q, 0)〉 . Here, the
dimensionless parameter T* is the reduced temperature
equal to (kBT)/V0, where V0 is the intermolecular-inter-
action constant in the McMillan theory [40]. Figure 1
shows the temperature dependence τ(1)(q⊥ ) with three
different values of the recoil-momentum component q⊥
(104, 105, and 106 cm–1) for a film consisting of N =
100 layers, while Fig. 2 shows an analogous depen-
dence at q⊥  = 106 cm–1 for films consisting of N = 5, 25,
and 100 layers. It is clearly seen that the effect of the
internal structure of freely suspended SmA films on the
dynamics of fluctuations of the layer displacement on
heating can be recorded and studied in the experiments
on the dynamical X-ray scattering from rather thick
films (N ≥ 100) at high values of the recoil-momentum

G qz q' t, ,( )

≈ k n–( ) qzd[ ] pk qz( ) pn qz( )Fkn qz( )Ck n, q' t ',( ).cos
k n, 1=

N

∑
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Fig. 1. Maximum relaxation times τ(1) as functions of tem-
perature for a freely suspended SmA film consisting of
100 layers at different values of the recoil-momentum com-
ponent q⊥ : (1) 104, (2) 105, (3) 106 cm–1.
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Fig. 2. Maximum relaxation times τ(1) as functions of tem-
perature for freely suspended SmA films consisting of 5, 25,
and 100 layers; q⊥  = 106 cm–1; N = (1) 5, (2) 25, (3) 100. 

2
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C1, 1, 10–8 arb. units

2

1

t, 10–7 s
1.51.00.5

4
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Fig. 3. Dynamic correlation function C1, 1 versus time; N =

100, q⊥  = 106 cm–1, (1) T* = 0.204, (2) T* = 0.210.
C

component in the film plane (≥106 cm–1). Moreover, it
is also seen that under these conditions film heating
considerably increases the relaxation times, with the
maximum being attained at the highest temperature of
the film’s existence. Obviously, such an increase in the
relaxation time is caused by the reduced elastic moduli
of the internal layers of freely suspended SmA films
(see also Figs. 1 and 2 in [31, 33]). The independence
of the maximum relaxation time τ(1)(q⊥ ) of film temper-
ature at lower N and q⊥  values (Figs. 1, 2, curves 1, 2)
can be qualitatively explained by the prevalent surface
contribution to the free energy of the film irrespective
of its internal structure and is fully determined by the
surface tension coefficient γ, which is practically con-
stant in the whole temperature range of the existence of
freely suspended SmA films.

After that, we also studied the influence of the tem-
perature of a freely suspended smectic-A film on the
behavior of its dynamic correlation functions Cm, n(q⊥ , t).
According to the results presented above, the film was
considered to be rather thick (N = 100) and the value of
the recoil-momentum component q⊥ , rather high (q⊥  =
106 cm–1). The time dependences of the dynamic corre-
lation functions C1, 1, C1, 50, and C50, 50 calculated at
these N and q⊥  values are shown in Figs. 3–5. The cal-
culations were performed at temperatures much lower
than the temperature of disappearance of smectic order
in the liquid-crystal bulk (Figs. 3–5, curves 1) and also
at a temperature close to the highest temperature of the
existence of freely suspended SmA films of the given
thickness (Figs. 3–5, curves 2). It follows from Fig. 3
that the time dependence of the dynamic correlation
function C1, 1 for the fluctuations of the displacement of
the first subsurface layer is practically temperature
independent in the whole temperature range of the
film’s existence. At the same time, Figs. 4 and 5 clearly
show that the temperature of freely suspended SmA

0.5

2.00

1.5

2.0

2.5
C1, 50, 10–8 arb. units

21

t, 10–6 s
1.51.00.5

1.0

Fig. 4. Dynamic correlation function C1, 50 versus time; see
Fig. 3 for the parameters.
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films noticeably affects the behavior of the dynamic
correlation functions relating the fluctuations of the dis-
placements of internal and external layers of the film
(C1, 50) and also the behavior of the dynamic correlation
functions (C50, 50) for the fluctuations of the displace-
ments of the internal layers of the film. In both cases,
the dynamic correlation functions at the highest tem-
perature attenuate with time much slower than at lower
temperatures. Such a considerable difference in the
behavior of the dynamic correlation functions can be
qualitatively interpreted in the following way. The time
dependence of the dynamic correlation functions is
determined by equations of motion (4)–(6) for fluctua-
tions of layer displacements in the film. In this case, the
equations of motion for fluctuation of the displace-
ments of the first subsurface layers include the elastic
moduli K1, 2 and B1, 2 of these layers, which slightly
change as freely suspended SmA films are heated
(Figs. 1 and 2 in [31, 33]), as well as the surface tension
coefficient γ, which is almost temperature independent.
At the same time, the equations of motion for fluctua-
tions of displacement of the internal layers in the film
depend on the elastic moduli of these layers, which
considerably decrease with an increase in temperature
(Figs. 1 and 2 in [31, 33]). This may explain the inde-
pendence of the dynamic correlation function C1, 1 of
the temperature of freely suspended SmA films and the
noticeable changes of the time dependences of the
dynamic correlation functions C1, 50 and C50, 50 on film
heating.

Figure 6 demonstrates the results of the calculations
of the correlation function 〈I(q, t)I(q, 0)〉 for a freely
suspended smectic-A film consisting of 100 layers. The
calculations were performed for the case of diffuse
scattering of the coherent X-ray radiation in the vicinity
of the main Bragg maximum (qz = 2π/d) at a value of
the recoil-momentum component q⊥ in the film plane
equal to 106 cm–1. Curve 1 corresponds to a temperature
lower than the temperature of the SmA–N phase transi-

0.5

2.00

1.5

2.5

3.0
C50, 50, 10–7 arb. units

2

1

t, 10–6 s
1.51.00.5

1.0

2.0

Fig. 5. Dynamic correlation function C50, 50 versus time;
see Fig. 3 for the parameters.
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tion in the bulk of a liquid crystal (T* = 0.204), whereas
curve 2 corresponds to the calculation at the tempera-
ture T* = 0.210 close to the highest temperature of the
film’s existence. It is seen that on heating a freely sus-
pended SmA film, the attenuation of the correlation
function 〈I(q, t)I(q, 0)〉  with time dramatically deceler-
ates. This deceleration is best seen at t ~ 10–7 s.
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Abstract—The necessity of introduction of boundary and surface (crystalline, quasicrystalline, and amor-
phous) structural states at different scale levels is justified for micro- and nanocrystalline materials. The bulk
and boundary size-dependent structural states of solids with an ultrafine structure are considered in a unified
approach. The generalized structural states of nanostructured and nanomicrostructured materials are deter-
mined and systematized. © 2003 MAIK “Nauka/Interperiodica”.
Recently, a new class of so-called nanostructured
materials was defined [1–3], some of which were thereaf-
ter obtained by various methods [1–8]. Nanostructured
materials are solids consisting of nanoclusters (nanome-
ter-sized structural components) separated by boundaries
(two-dimensional clusters with another structure) [1–3].
The size of 100 nm is often considered as a conditional
upper limit of the nanometer scale of structure.

Nanostructured materials include single- and mul-
tiphase nanocrystalline (nanophase) materials, i.e.,
polycrystalline solids with a grain size on the order of
10 nm (but not exceeding 100 nm). The specific fea-
tures of the boundary states are as significant as the bulk
effects, since the number of grain-boundary atoms in
such systems is comparable with the number of bulk
atoms [1, 8–10]. The volume fraction occupied by
intergranular or interphase boundaries can reach up to
50% in nanocrystalline materials [1–3]. The concept of
nanocrystalline materials can be defined using a physi-
cal criterion, i.e., as a material with the grain size
(structural components) comparable with a characteris-
tic correlation scale of a certain physical process, or a
material with a grain size at which the mechanism of
this process changes. An example of nanostructured
materials are nanostructured pseudoalloys [2].

By analogy with nanocrystalline materials, the con-
cept of nanostructured glass was introduced [2].
Nanoamorphous metallic materials (metallic nano-
glasses) form one of the classes of nanostructured
materials. Nanoamorphous solids are obtained by com-
paction of amorphous nanoparticles [2]. The structure
and composition of the surface layers of nanoparticles
differ from the corresponding bulk parameters of parti-
cles. As a result, a bulk amorphous material consisting
of nanoclusters with one amorphous structure is
formed; the boundaries between these clusters possess
a different amorphous structure or atomic density.
Nanoamorphous materials can also be formed as a
1063-7745/03/4804- $24.00 © 20701
result of a spinodal decomposition of an amorphous
structure into two amorphous structural components of
nanometric sizes.

The materials with the grain (phase) size D exceed-
ing the nanometer range but considerably smaller than
the grain size of usual coarse-grained (~100 µm) mate-
rials are also attributed to an individual group which
contains microcrystalline (D ~ 1–10 µm) [11] and sub-
microcrystalline (superfine-grained) (100 nm < D <
1 µm) materials [12], which sometimes are also called
nanostructured materials [6]. They form a mezoscopic
(intermediate) scale level of structural states. This
group of materials can be called micromaterials. Micro-
materials have not only a different scale but also differ-
ent physical characteristics. The parameters of metasta-
ble structural states of microcrystalline materials sig-
nificantly depend on the method of their preparation
and the history of the sample [11]. A decrease in the
size of structural components of a material down to the
level 1–10 µm leads to qualitative changes of several
properties that are sensitive to the boundary state.
These materials show the anomalies of the known
dependences of their properties on the structural
parameters, for example, the anomaly of the Hall–Petch
relation [11]. Thus, a structural superplasticity is
observed only at a grain size less than 10 µm. The grain
boundaries of microstructured ceramic and quenched
metallic materials (from the liquid state) and corre-
sponding nanostructured materials can have an amor-
phous structure or include another phases [8, 13]. The
analysis of the shape of Mössbauer spectra of a submi-
crocrystalline (D = 0.22 µm) iron allowed one to
assume the existence of a “grain-boundary phase” [14].
The macroscopic scale level of structural states charac-
terizes the materials with a grain size (structure frag-
ments) considerably exceeding the micrometer range.
Thus, three scale levels of the structural states of solids
are distinguished.
003 MAIK “Nauka/Interperiodica”
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Materials in which at least one dimension of a crys-
tallite or a structural component is less than 100 nm are
also attributed to nanostructured materials [1–3]. How-
ever, the separation of materials with essentially differ-
ent sizes of structural component to an individual group
of nanomicrostructured materials seems to be more rea-
sonable. This group can contain low-dimensional struc-
tures such as nanofibers, “stressed superlattices,” and so
on. In recent years, much attention has been given to the
preparation of amorphous and crystalline metallic
nanofibers with a transverse size on the order of 10 nm
and to the study of their properties [15]. The length of
a nanofiber can be on the order of one micron or even
more. Nanoamorphous materials—metal glasses with
two characteristic scales of structural inhomogeneities
(micrometric and nanometric) can be obtained by
pressing nanofibers of amorphous alloys [16]. Thus, the
materials with different scale levels of the structures
can be attributed to independent groups—nanomicro-
scopic, nanomacroscopic, and micromacroscopic.

In 1984, quasicrystals, i.e., solids with a quasiperi-
odical translation and a long-range orientational order,
were discovered [17]. In recent years, the structures and
properties of quasicrystalline materials have been
intensely studied [18–20]. Nanoquasicrystalline mate-
rials, i.e., polyquasicrystalline materials with a grain
size on the order of 10 nm, were synthesized [21].

The quasicrystalline state is intermediate between
the crystalline and amorphous states. Considering three
main atomic structural states (amorphous, quasicrystal-
line, and crystalline), we mean the bulk structural
states, but the state of the boundaries and free surfaces
can also play an important role.

Recently, interest in grain boundaries with a quasic-
rystalline structure and the possible existence of such
boundaries greatly increased. [22, 23]. The structure of
quasiperiodical grain boundaries is characterized by the
irrational ratios of the numbers of the different struc-
tural elements forming the boundary [22, 23]. It was
proposed to separate nanocrystalline materials with
quasicrystalline boundaries into an individual group of
materials [24]. We cannot exclude the possible exist-
ence of boundaries with amorphous structures either.

As to materials with an ultrafine structure, in which
the volume fractions of intragranular material and
material associated with the boundaries (surface) are
comparable, it is necessary to take into account both
boundary and surface structures and consider the gen-
eralized size-dependent structural states.

Table 1.  Atomic structures

Type of structure Bulk Boundary Surface

Amorphous Am(bl) Am(bn) Am(s)

Quasicrystalline QuCr(bl) QuCr(bn) QuCr(s)

Crystalline Cr(bl) Cr(bn) Cr(s)
C

In materials science, a material is characterized by
its macro- (granular, phase, etc), micro- (amorphous,
crystalline, grain-boundary, etc), and subgranular struc-
ture (defect, atomic-molecular, and so on) [25]. The
macroscopic [26], crystalline [27], and grain-boundary
[11] structures of conventional materials are indepen-
dent of each other and can be characterized and studied
separately. A similar differentiation of the structures of
nanostructured materials makes no sense, since the
structural state is characterized by the combination of
the bulk, boundary, and surface structures. With a
decrease in the grain size, the correlation between these
structures becomes more pronounced and, apparently,
may depend on the grain size. Thus, in order to deter-
mine the structural state of a nanostructured material,
the establishment of the bulk structural states should be
complemented by allowance for the structural state and
the scale level of the boundaries and free surfaces.

Below, we assume that the grain and interphase
boundaries and the free surface may be in crystalline,
quasicrystalline, and amorphous states (Table 1).
Therefore, in addition to the bulk structural states of
material, we also consider the boundary (intergranular
and interphase boundaries) and surface (free surfaces)
structural states.

Furthermore, we also consider the following basic
and mixed (heterophase) bulk structural states (without
specifying boundary structures)—the amorphous–crys-
talline, amorphous–quasicrystalline, and crystalline–
quasicrystalline states of different scale levels (Table 2).

Each structural state can be associated with one of
the three main scale levels—nanoscopic, mezoscopic
(micrometric), or macroscopic—and also with mixed
scale levels depending on the characteristic sizes of
structural components (Table 2). The generalized struc-
tural state is defined as a unified bulk–boundary–sur-
face structure state of a specific scale level.

Different size-dependent structural states are also
possible for boundaries and free surfaces (Table 1).1

The nanostructured state of the grain boundary and free
surface is of great importance. In addition to the bound-
aries between equal bulk structures (for example, the
grain boundaries), we can also single out the following
boundaries of mixed type: the boundaries of one struc-
tural state between different bulk structures (inter-
faces); the boundaries of mixed structural states (amor-
phous–crystalline, amorphous–quasicrystalline, and
crystalline–quasicrystalline) between equal bulk struc-
tures; and the boundaries of mixed structural states
between different bulk structures. We can consider as a
natural minimum structural size for the grain bound-
aries with crystalline and quasicrystalline structures the
size of boundary structural units. The nanofacets of the
grain boundaries are two-dimensional analogues of the
nanograins. The allowance for the surface structural

1 A hypothesis of a new “gaslike” (without the short-range order)
structural state of boundaries in nanocrystalline materials was
proposed, but it received no experimental confirmation [9, 10].
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states is of importance for the low-dimensional sys-
tems, where the volume fraction of atoms adjacent to
the free surface is comparable with the volume fraction
of atoms inside the sample bulk, i.e., for nanoparticles,
nanofibers, and nanofilms. Crystalline, quasicrystal-
line, and amorphous materials containing nanopores

Table 2.  Bulk structures

Scale level Main structures
Mixed (heterophase) 
structures with equal

scale level

Macro Am, QuCr, Cr Am-QuCr, Am-Cr,
Cr-QuCr

Micro McAm,
McQuCr,
McCr

McAm-McCr,
McAm-McQuCr,
McCr-McQuCr

Nano NAm, NCr,
NQuCr

NAm-NCr, NAm-NquCr, 
NCr-NquCr

Mixed size-dependent structural states

Macro–micro, 
macro–nano, 
micro–nano

NAm-McCr, NAm-McQuCr, Am-NCr, 
Am-NQuCr………

Table 3.  Bulk–boundary structures

[McCr(bl)-NAm(bn)], [NCr(bl)-NQuCr(bn)],
[(NCr- NQuCr)(bl)-Nam(bn)],
[(NCr-McCr)(bl)-NQuCr(bn)]………
CRYSTALLOGRAPHY REPORTS      Vol. 48      No. 4      200
with an average distance between them on the order of
10 nm can also be classified as nanostructured materials
[3]; the consideration of inner surface states of these
materials is also of fundamental importance.

The next stage of differentiation of the structural
types in the hierarchy of the generalized size-dependent
structural states is the consideration of mixed bulk-
boundary structures of different scale levels. Some of
these structures are indicated in Table 3.

The approach to systematization of the size-depen-
dent structural states suggested here is also applied to
nanostructured materials (Table 4). The combination of
bulk and boundary structural states allows one to
assume the existence of nanocrystalline materials with
amorphous, quasicrystalline, and crystalline bound-
aries; nanoquasicrystalline materials with quasicrystal-
line and amorphous boundaries; and, finally,
nanoamorphous materials (Table 4).

The boundary structural states should have a less
disordered atomic structure than the bulk material of
bulk–boundary structures. For example, quasicrystal-
line grains can have boundaries with a quasicrystalline
or amorphous structure. Otherwise, such a material
should be considered composite. For example, if the
surface crystallization of nanoparticles takes place dur-
ing compaction of an amorphous powder, a composite
nanoamorphous material with nanocrystalline bound-
aries (interlayers, NAm(bl)–NCr(bn)) (Table 4) will be
obtained.
Table 4.  Structural states of nanostructured materials

Name Bulk structure Boundary structure

NM Nanocrystalline (NCr) 1. NCr

NM(bl)-NquCr(bn) 2. NQuCr

NM(bl)-Nam(bn) 3. NAm

NQuM Nanoquasicrystalline (NQuCr) 1. NQuCr

NQuM(bl)-NAm(bn) 2. NAm

NAm Nanoamorphous (NAm) 1. NAm

Composite structures

NQuCr(bl)-NCr(bn) NQuXCr 1. NCr

NAm(bl)-NCr(bn) NAm 1. NCr

NAm(bl)NQuCr(bn) NAm 2. NQuCr

[(NAm-NQuCr)(bl)-NCr-QuCr(s);……… NAm-NQuCr……… 1. NCr-NQuCr………

Heterophase bulk structures

NAmCr NAm + NCr NAm-NCr

NAmQuCr NAm + NQuCr NAm-NQuCr

NCrQuCr NCr + NQuCr NCr-NQuCr

NAmQuCrCr NCr + NQuCr + NAm NCr- NNAm; NQuCr-NAm

Different scale levels

Nanomicrocrystalline (NMcCr) NCr + McCr 1. NCr

Nanoamorphous-microcrystalline……… NAm + McCr……… 1. HAm-NCr;
2. NAm-NQuCr………
3
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According to the definition of nanostructured mate-
rials [1–3], materials whose structural components
have nanoscopic sizes but where the distance between
these components exceeds 100 nm cannot be classified as
nanostructured materials. Traditional dispersion-strength-
ened alloys containing nanocrystalline inclusions of other
phases with a volume fraction not exceeding 10% are not
nanostructured materials. If amorphous alloys contain
nanocrystalline inclusions with a volume fraction much
less than unity, these materials should be attributed to
amorphous–nanocrystalline or amorphous materials with
nanocrystalline inclusions [28]. However, if the volume
fraction of nanoinclusions is high and the distance
between these inclusions is on the order of 10 nm, then
these materials should be called nanoamorphous–crystal-
line [28] and nanostructured materials (for example, alloys
of the Finement type [8]).

The situation with nanocrystalline materials con-
taining micrometric grains is analogous. If the volume
fraction of grains exceeding 100 nm is low (not more
than 10%), these materials should be called nanomicro-
crystalline. If the volume fraction of micrograins is rather
high, these materials are micronanocrystalline. This clas-
sification is rather conditional, and therefore one has to
formulate a qualitative criterion for the transition from
nanostructured to micronanostructured materials (with
respect to the volume fraction, e.g., 50% of the struc-
tural component of one scale level), since in this case
their properties should vary qualitatively.

The heterophase composition of the generalized
structural state is defined by the existence of various
bulk structural states, various boundary (surface) states,
or the simultaneous existence of various bulk and
boundary (surface) states in a material. Then, one has to
take into account the possible heterophase composition
of the main structural states—several phases of each
(amorphous, crystalline, and quasicrystalline) state.
The generalized heterophase bulk–boundary structural
states, in which the bulk or boundary (surface) states
are also heterophase, should be defined as “superhet-
erophase” states. We also believe that nanostructured
materials with different heterophase bulk or boundary
structural states may exist (Table 4). Important repre-
sentatives of heterophase nanostructured materials are
zirconium- or aluminum-based nanoamorphous–crys-
talline and nanoamorphous–quasicrystalline alloys
obtained by melt quenching [29].

The final stage of the classification is the consider-
ation of different distributions and morphology of the
structural or phase components [2], i.e., lamellar,
columnar, and equiaxed forms of the elements of bulk
multiphase structures with different types of boundary
structures. A similar consideration of various morphol-
ogies and distributions is also possible for the structural
components of boundary and surface heterophase
structures.
C
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Abstract—High stability of the period and homogeneity of a regular domain structure was attained in Nd : Mg :
LiNbO3 crystals grown from melt with an excess of lithium oxide by the Czochralski method along the normal

to the close-packed { } face. © 2003 MAIK “Nauka/Interperiodica”.0112
Active periodically polarized niobate lithium crys-
tals (PPLN) are promising material for designing com-
pact lasers because of a combination of the advanta-
geous quasiphase matched generation of harmonics,
the possibility of frequency self-doubling, and more
complex nonlinear optical processes, for example, fre-
quency summation. This study aimed to increase the
period stability of the domain structure (several
microns in size) of a crystal.

The bulk periodically polarized domain structure
was obtained in a Nd : Mg : LiNbO3 crystal during its
growth by the Czochralski method along the normal to

the { } face. Under conditions of an asymmetric
thermal field at keff (Nd) < 1, the impurity incorporation
is of a periodical character (“rotational” growth bands).
The boundaries of ferroelectric domains are associated
with the extreme values of the impurity modulation [1].

0112
1063-7745/03/4804- $24.00 © 20705
Practical application requires periodically polarized
PPLN crystals with plane domain boundaries and a
high periodicity. The face at the growth front provides
the formation of plane boundaries of ferroelectric
domains and increases their regular character. Never-
theless, as a rule, we observed the variations of the
domain-structure period caused by changes in the con-
ditions of heat removal in the growth chamber during
the pulling of the crystal. Moreover, we also observed a
gradual increase in the period with an increase in the
crystal diameter because of the lowering of the melt
level. As a result, the period stability within a length of
1–3 mm was 2%.

We grew Nd : Mg : LiNbO3 crystals with a super-
structure period of (4.2 ± 0.1) µm (Fig. 1). The ferro-
electric domain structure of the polished X-cut was
revealed by selective chemical etching [1]. Earlier, a
stable period was reported within a length of 3 mm [2, 3].
20 µm

Fig. 1. Periodic domain structure of the X-cut of a Nd : Mg : LiNbO3 crystal revealed by selective chemical etching.
003 MAIK “Nauka/Interperiodica”
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The initial melt contained an excess of lithium oxide
with respect to the congruent composition (2 : 1, about
60 mol % Li2O, see the phase diagram [4]); i.e., in fact,
crystals were grown from flux. The rate of crystal pull-
ing was 5 mm/h, and the rotation rate was 22 rpm (the
calculated period was 3.8 µm, the diameter of the plat-
inum crucible was 50 mm).

Earlier, an excess of Li2O was used to grow faceted
nominally pure LiNbO3 crystals [5]. The addition of
K2O was used to grow homogeneous single-domain
lithium niobate crystals [6]. We reduced the heater
power during growth (Fig. 2, curve 1), the crystal diam-
eter and the face dimensions gradually increased as the
crystal was pulled out from the melt (Fig. 2, curves 2,
3). In this case, the period of domain structure remained
sufficiently constant (Fig. 2, curve 4), the average rela-
tive error of the measurement of the period stability was
2% within a length of 13 mm (in the range 2–14.7 mm)
and on the best portions, 1% within a length of 4 mm
(in the range 4–8 mm). All the measurements were
made beginning from the crystal bottom. We assume
that the high stability of the regular domain structure is
associated with the specific features of the mechanism
of impurity (Nd3+) incorporation during the crystal
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Fig. 2. Characteristics of the growth process of a Nd : Mg :
LiNbO3 crystal. (1) Heater power; (2) crystal diameter; (3)
face size; (4) period of regular domain structure.
C

growth from flux (the excess of Li2O) and also with the

close-packed { } face at the growth front.
It should be noted that the domain structure of the

crystals obtained were free of such typical defects as
single-domain clusters, which are usually several tens
of microns in size. The impurity concentration in crys-
tals determined by the X-ray microanalysis was 0.5 wt %
for Nd2O3 and 0.8 wt % for MgO.

The element from a Nd : Mg : LiNbO3 crystal with a
domain-structure period of about 4 µm and 7 mm in
length along the face normal was used in the experi-
ment on summation of the frequencies of laser genera-
tion and semiconductor pumping

ωlaser + ωpump = ωsum.

In this process, the radiation of a semiconductor
laser with the wavelength λ = 0.81 µm is the pumping
of an active media, whereas the nonabsorbed radiation
takes part in the process of nonlinear interaction with
the wave of laser generation λ = 1.084 µm. At the exit
from the crystal, along with the wave of laser genera-
tion, we also recorded the radiation of a wave with the
total frequency λ = 0.464 µm [7].
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Abstract—The problem of determining the volume fraction of a phase is considered for the case where the rate
of nucleus growth is a decreasing function of its radius. The solution is obtained within the framework of the
geometrical–probabilistic method suggested earlier. The procedure of successive approximations is described,
which allows one to determine the volume fraction of a phase with the required accuracy. The errors arising in
the calculation of the volume fraction of a phase from the Kolmogorov formula are estimated analytically. As
an example of numerical estimates, the case of the diffusion growth mechanism is considered. It is shown that
in the three-dimensional space, this error lies within 0.01 irrespective of the initial parameters of the problem.
© 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The classical Kolmogorov–Johnson–Mehl–Avrami
theory [1–3] widely used in the calculations of crystal-
lization kinetics has a number of obvious limitations
[1, 4]. The present article is dedicated to the analysis of
the restrictions imposed on growth rate.

As is well known, the growth rate of a new-phase
nucleus, u, in the Kolmogorov or K-model is indepen-
dent of its radius (otherwise the Kolmogorov expres-
sion for the volume fraction of the phase would not be
accurate). At the same time, such a dependence is often
observed in practice and is described by the following
growth law:

(1)

with R0 = 0 in the K-model.

Solving the above equation, one obtains the radius
R(t ', t ) and the corresponding growth rate u(t ', t ) =
∂R(t ', t )/∂t as functions of the current moment of time,
t, and the moment of nucleus appearance, t '. Therefore,
nuclei that appeared at different moments t ', at the
moment t grow with different rates and, thus, do not
obey the initial assumption of the K-model about equal
growth rates. In this case, the use of the Kolmogorov
formula for calculating the volume fraction of the phase
(hereafter called simply the volume fraction) is not jus-
tified and leads to a certain error. For the particular case
of the diffusion growth mechanism, this error was esti-
mated as [4, 5]

(2)

dR
dt
------- F R t,( ), R t '( ) R0, F R t,( ) 0>= =

dR
dt
-------

c
2R
-------, R t '( ) 0, c const;= = =
1063-7745/03/4804- $24.00 © 20707
(3)

However, it is shown below that the estimate of the
upper bound of the volume fraction in [4, 5] is consid-
erably overestimated and, moreover, fails to give the
correct time dependence. In [6], the growth law
described by Eq. (2) was studied by numerical simula-
tion, and it was shown that the error did not exceed
0.01.

Below, we study the growth law described by Eq. (1)
analytically using an arbitrary function of radius F(R, t)
decreasing at any moment t. The procedure for evaluat-
ing the accuracy of the Kolmogorov formula for an
arbitrary growth law of this class is described. As an
example of numerical estimates, we consider the
growth law described by Eq. (2) and show the good
agreement of the results obtained with the data in [6].
The consideration is performed within the framework
of the mathematically rigorous geometrical–probabilis-
tic method, whose efficiency was also demonstrated
when solving other problems associated with the calcu-
lation of volume fractions [7–9].

Some remarks about nucleus shape and the related
determination of nucleus radius. As is well known, the
K-model admits an arbitrary convex shape of a nucleus,
but requires that all the nuclei should be geometrically
similar and be equivalently oriented in space [1, 4].
Therefore, the linear size of a nucleus can be character-
ized by its “radius” R(t ', t ) measured from its center
along a certain fixed direction. Then, the nucleus vol-
ume is V(t ', t ) = gRD(t ', t ), D = 2, 3, and g is the shape
constant. The direction of measuring the radius can be
chosen arbitrarily, but the constant g depends on this
choice. Of course, the nucleus radius thus determined is

R t ' t,( ) c t t '–( ), u t ' t,( ) 1
2
--- c

t t '–
----------.= =
003 MAIK “Nauka/Interperiodica”
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not associated with the curvature of its surface; e.g., the
faces can be planar (zeroth curvature). Such a relation
exists only for a spherical nucleus. The K-model admits
an arbitrary shape of a nucleus, whereas the use of the
growth laws described by Eqs. (1) and (2) suggests that
the nucleus shape remains constant during its growth.
In other words, the above laws, which describe the vari-
ation of the linear size of a nucleus, R(t ', t ), do not
change the curvature of the nucleus surface. Thus, in
this case, it is more appropriate to consider the depen-
dence of the growth rate of a nucleus on its “age” (t –
t ') such that u( , t ) > u( , t ) for  >  (or ∂u/∂t ' ≡
∂2R(t ', t )/∂t '∂t ≥ 0). The method considered below for
a spherical nucleus can readily be modified also for this
case. The only difference reduces to the fact that the
shape and orientation of the critical region should be
the same as for nuclei and, therefore, the expressions
that describe intersection volumes ∆Ω(D) should be dif-
ferent.

Decreasing curves of growth rates as functions of
radii are characteristic of the growth processes limited
by diffusion. Thus, monograph [4] considers growth of
a two-dimensional nucleus on a substrate during depo-
sition from the gas phase. In this case, the growth laws
are described by equations of type (2). An analogous
equation is also obtained in the consideration of growth
of a volume nucleus whose composition differs from
the matrix composition.

The K-model, first formulated for considering vari-
ous problems of crystal physics, was then also used in
other fields (see [4] and references there). Thus, the
dependence of the growth rate of a nucleus on its age
can also take place in other processes. The methodolog-
ical importance of the results described below is the
possibility of extending the K model to such processes
as well.

If the growth rate of a surface region depends on its
curvature, the nucleus shape varies with time in differ-
ent ways for different nuclei. Thus, the main assump-
tion about nucleus shapes used in the K-model becomes
invalid, and the question arises as to whether the Kol-
mogorov formula can be used for calculating the vol-
ume fraction. The study of the accuracy of this formula
for nuclei of different shapes is a separate problem and
is not considered here.

DESCRIPTION OF THE METHOD

The differential method of the critical region [7, 8]
is based on the calculation of the probability dX(t) of
the fact that an arbitrary point O would be “absorbed”
(transformed) by a growing phase within the time inter-
val [t, t + dt]. Two conditions are necessary and suffi-
cient for the occurrence of this process: (a) the point O
should not be absorbed up to the moment t and (b) a
nucleus of the new phase that can absorb the point O
within the time interval [t, t + dt] should appear at a cer-
tain moment t ', 0 < t ' < t; hereafter, such a nucleus is

t1' t2' t1' t2'
C

called critical. Now, let Q(t) and dY(t) be the probabil-
ities that the first and the second events occur, respec-
tively. Then, we can write the following equation for
X(t):

dX(t) = Q(t)dY(t). (4)

Since X(t) = 1 – Q(t), the above equation is a differen-
tial equation for a volume fraction. Therefore, the prob-
lem reduces to the calculation of the probability dY(t)
of the appearance of a critical nucleus. Now, consider
the space–time scheme of the process that meets both
the above requirements.

Requirement (a) indicates that the appearance of
nuclei of the new phase at earlier moments t ' (0 < t ' < t)
is forbidden in a certain neighborhood of the point O,
i.e., in a certain critical region. The boundary of this
region at the moment t ' is determined from the condi-
tion that the nucleus appeared at this boundary at this
moment would reach the point O at the moment t.
Nuclei that appeared beyond the critical region would
reach the point O after the moment t and, therefore,
cannot absorb this point. Thus, the critical region is a
sphere of radius R(t ', t) with the center at point O. With
a change of t ' from 0 to t, the radius of this region also
changes from its maximum value Rm(t) ≡ R(0, t) to
R(t, t) = 0. At the moment t ', the region boundary prop-

agates with the velocity (t ') = ∂R(t ', t)/∂t '. Obvi-
ously, this velocity can also be represented as a function
of the critical-region radius.

Now, consider condition (b). The expressions for
dY(t) are different for different types of the dependence
of R in Eq. (1). For the sake of simplicity, consider the
particular case of F(R, t), which corresponds to the sep-
arated variables, F(R, t) = c(t)f(R). Then the solution of
Eq. (1) has the form

(5)

whence

(6)

where w–1 is the inverse function.

Then, the velocity of the critical-region boundary at
the moment t ' is

(7)

whereas the growth rate of the nucleus that appeared at
the moment t ', at the moment t, is

(8)

ut
cr

w R( ) R'd
f R'( )
-------------
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R

∫≡ c τ( ) τ ,d

t '

t

∫=

R t ' t,( ) w
1–

c τ( ) τd

t '

t
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,=

ut
cr

t '( ) f R t ' t,( )( )c t '( ),–=

u t ' t,( ) f R t ' t,( )( )c t( ).=
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Now, let τ be a certain later moment so that t ': t ' <

τ < t. Then, the absolute value of  at the moment τ is

(9)

whereas the growth rate of the nucleus that appeared at
moment t ' is

(10)

It is seen that, in the general case, | (τ)| and
u(t ', τ) are not equal. They can become equal only if the
growth rate is independent of the radius, i.e., if F(R,

t ) = c(t ). Then R(t ', t) = R0 + (τ)dτ. The growth

rate of a nucleus is independent of the moment of its
appearance, t': u(t) = ∂R(t ', t)/∂t = c(t). The velocity of

the critical-region boundary is | (t ')| = c(t '). At any

moment τ, both velocities are equal: u(τ) = | (τ)| =
c(τ). Thus, all the nuclei grow at the same rate, coincid-
ing with the velocity of the critical-region boundary.
This is the case with the K-model. The probability of
the appearance of a critical nucleus at the moment t ' is

dP(t ', t) = I(t ')dt 'dV(t ', t), where dV(t ', t) = (t ', t)dt is
the volume of the near-boundary layer with respect to
the variation in t. Integration with respect to t ' yields the
probability dY(t) of the appearance of a critical nucleus

(11)

Substituting Eq. (11) into Eq. (4), we arrive at the
Kolmogorov formula

(12)

THE CASE OF A DECREASING 
FUNCTION f(R)

In order to realize the consequences of the inequal-

ity | (τ)| ≠ u(t ', τ), consider a monotonically decreas-
ing dependence f(R) (small nuclei grow at a higher rate
than large ones) (Fig. 1). At the beginning, the growth
rate of a critical nucleus is higher than the velocity of
the critical-region boundary (the growth rate decreases,
whereas the velocity of boundary propagation increases
with time). As a result, this nucleus penetrates the crit-
ical region. Moreover, nuclei formed in the vicinity of
the critical region also penetrate this region. Thus, at
the time moment t ', a part of the region volume is occu-
pied by such nuclei. Denote the part of the critical-

ut
cr

ut
cr τ( ) f R τ t,( )( )c τ( ),=

u t ' τ,( ) f R t ' τ,( )( )c τ( ).=

ut
cr

c
t '

t∫

ut
cr

ut
cr

V̇

dY t( ) t 'I t '( )V̇ t ' t,( )d

0

t
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t.d=

Q0 t( ) I t '( )V t ' t,( ) t 'd

0

t

∫–
 
 
 

.exp=

ut
cr
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region volume free of nuclei at the moment t ' by

(t ', t).

Then, one can readily calculate the maximum depth
dm of the nucleus penetration for the growth law
described by Eq. (2). Obviously, of all the nuclei that
appear at moment t ', the critical nucleus penetrates to
the maximum depth. As before, we assume that t' < τ < t.
The radius of the critical nucleus at the moment τ is

|AO' | =  (Fig. 1). In the time interval from t '
to τ, the critical-region boundary is displaced for a dis-

tance of |BO' | =  – . Thus, the pen-
etration depth of the critical nucleus at the moment τ is

(13)

The maximum of the function d(τ) at the fixed val-
ues of t and t ' corresponds to τm = (t + t ')/2 and is equal
to

(14)

The radius of the critical region at the moment τm is

equal to R(τm, t) = (1/ )R(t ', t).

One can readily see that nuclei that appear at the
moment t ' at distances r ≥ dm from the critical region
cannot penetrate this region.

Now, derive the expression for dY(t) in this model.
The probability of the appearance of a critical nucleus
within the time interval [t ', t ' + dt '] equals dP(t ', t) =

I(t ')dt ' (t ', t)q(t ', t)dt, where q(t ', t) is the nontrans-
formed part of the critical-region boundary at the

Ṽ

c τ t '–( )

c t t '–( ) c t τ–( )

d τ( ) AB AO' BO'–= =

=  c τ t '–( ) c t τ–( ) c t t '–( ).–+

dm 2 1–( ) c t t '–( ) 2 1–( )R t ' t,( ).≡=

2

V̇

CN
O'

O
A

B

Fig. 1. Calculation of the penetration depth of a critical
nucleus (CN). The positions of the critical-region boundary
at the current moment τ and at the moment t ' < τ are shown
by solid and dashed lines, respectively (the corresponding
radii of the region are |OB| = R(τ, t) and |OO '| = R(t ', t)). The
etched nuclei appear at different moments and penetrate the
critical region at the moment τ. The depth of their penetra-
tion at the moment τ equals |AB|.
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moment t '. As before, dY(t) is the integral of dP(t ', t)
with respect to t '. Thus, Eq. (4) acquires the form

(15)

whence the volume fraction sought is

(16)

The expression for the volume fraction can also be
obtained by the Kolmogorov method. In [1], the Q(t)
function was directly calculated based only on condi-
tion (a) (unlike the approach used in this article, the
Kolmogorov method is “differential” with respect to
the time variable, but “integral” with respect to the vol-
ume [7]). Applying the algorithm suggested in [1] to
our case, one can readily obtain

(17)

Both Eqs. (16) and (17) can be reduced to one
another. However, Eq. (16) is more convenient for
obtaining estimates, because it has integrals only with
respect to time variables, whereas Eq. (17) has the inte-

gral taken over the critical region; (t ', t) is such an
integral.

CALCULATION OF FUNCTION q(t ', t). 
APPROXIMATIONS FOR VOLUME FRACTION

The q(t ', t) function is calculated based on the geo-
metrical construction shown in Fig. 2. We seek the
probability that, at the moment t ', an arbitrary point O'
at the critical-region boundary would be located in the
untransformed volume. This event should take place if

dX t( )
dt

-------------- Q t( ) t 'I t '( )V̇ t ' t,( )q t ' t,( ),d

0

t

∫=

Q t( ) t̃ t 'I t '( )V̇ t ' t̃,( )q t ' t̃,( )d

0
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0

t
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.exp=

Q t( ) t 'I t '( )Ṽ t ' t,( )d

0

t
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.exp=

Ṽ

R(t', t)

R(t", t)

R(t", t')
O'

Ω'
Ω

∆Ω

O

Fig. 2. Calculation of the function q(t ', t).
C

the condition formulated earlier is met, i.e., the point O
is located in the nontransformed volume up to the
moment t. Thus, the function q(t ', t) is the conditional
probability, so when calculating this function one has to
take into account the correlation between the states at
the points O and O'. The critical region of the point O'
denoted by Ω' in Fig. 2 is a sphere of radius R(t '', t ') at
0 < t '' < t '. If the above event really takes place, the
appearance of nuclei of a new phase in the region Ω' at
the time interval 0 < t '' < t ' should be excluded. The
similar condition for the point O excludes the appear-
ance of nuclei inside the critical region of the point O,
i.e., within a sphere of radius R(t '', t) (indicated by Ω in
Fig. 2). Thus, calculating q(t ', t), one has to consider
only the part of the region Ω' lying outside the region
Ω. This part is denoted as ∆Ω in Fig. 2. The volume of
this part is indicated as ν(t'', t', t). Considering two inter-
secting spheres of radii r1 and r2 with the distance
between their center h in the spaces with D = 3 and D =
2, one can readily obtain the expressions for the part of
the volume of the second sphere lying outside the first
sphere,

(18)

(19)

The volume ν(t '', t ', t) is determined by substituting
r1 = R(t '', t), r2 = R(t '', t '), and h = R(t ', t) into the above
expressions. If dependence (3) is valid, we arrive at the

equality h2 =  – , so that Eq. (19) is considerably
simplified.

Like Ω, the region Ω' at the moment t '' contains the
fragments of penetrated nuclei, which appeared at later
moments t ''' < t '' (Fig. 2). Denoting the free volume of
the region ∆Ω by (t '', t ', t), we arrive at an expression
for q(t ', t) similar to Eq. (17),

(20)

Ignoring the correlation between the states at the

points O and O', i.e., using (t ', t) instead of (t '', t ',
t) in Eq. (20), we obtain q(t ', t) = Q(t '). However, now,
instead of (16), we consider two other approximations
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based on the direct calculation of 

(21)

which yields one of possible approximations of Q(t).

For definiteness, hereafter, we call them the first and
second approximations and denote the corresponding
volume fractions as Q1(t) and Q2(t).

Ignoring the correlation between the states at the
points O and O' and the possible penetration of nuclei
into the region Ω', we obtain the following Kolmogorov
formula for q(t ', t):

(22)

Now, taking into account the correlation between
the states at the points O and O', but ignoring the pene-
tration of some nuclei into the region ∆Ω, i.e., using
ν(t '', t ', t) instead of the unknown function (t '', t ', t) in
Eq. (20), we obtain

(23)

Now, denote the exact value of the volume fraction
obtained from Eqs. (16) and (20) by Qex(t). It follows
from the obvious inequalities 0 < (t'', t', t) < ν(t'', t',
t) < V(t'', t') that

(24)

whence follow the inequalities for the volume fraction
Qex(t)

(25)

It should be noted that, if the point O' in Fig. 2 is
taken not at the critical-region boundary but inside this
region at a distance r from the point O, then the function
q(r, t ', t) obtained in the same way yields the distribu-
tion of the nontranformed substance inside the critical

region over r. The quantity (t ', t) in Eq. (17) is calcu-
lated with the aid of this function. In a similar way, the
quantity (t '', t ', t) can be estimated with the aid of the
analogous function q(r, t '', t '). Thus, it is possible to
obtain more exact approximations of the volume frac-
tion.

Determine also the functions ∆Qi(t) ≡ Qi(t) – Q0(t),
i = 1, 2, which are the estimates of the error in the vol-
ume fraction associated with the use of Q0(t) instead of
Qex(t).
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Equation (16) can be represented as

(26)

(27)

Then ∆Qi(t) can be represented as

(28)

DISCUSSION

The main results of this study are the analytical esti-
mates of the volume fraction for an arbitrary growth
law with a decreasing function of the radius. As an
example of the application of the theory, consider the
growth rate given by Eq. (2) and the constant nucleation
rate I. Introduce the parameter α = (8π/15)Ic3/2 in the
three-dimensional space and pass from time t to the
dimensionless variable ξ = αt5/2. The volume fraction
calculated by Eq. (12) has the form Q0(ξ) = exp(–ξ).

After the transition from t to ξ, we obtain from
Eqs. (22) and (27)

(29)

In order to determine the function φ2(ξ) in the more
accurate second approximation, substitute ν(t '', t ', t) =
∆Ω(3)(R(t '', t), R(t '', t '), and R(t ', t)) into Eq. (23), where
R is given by Eq. (3). Taking the integrals and passing
to ξ, we obtain

(30)

It follows from Eqs. (29) and (30) that the expansion
of the function φ(ξ) into a series has the form

(31)

For the function φ1(ξ), we have a ~ 9.2 × 10–2 and b ~
1.4 × 10–2, whereas for φ2(ξ), we obtain somewhat
lower values,
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in full accordance with a more accurate approximation.
The functions ∆Qi(ξ) are dome-shaped. The maxi-

mum values are max(∆Q1(ξ)) ~ 4.4 × 10–2 and
max(∆Q2(ξ)) ~ 1.4 × 10–2.

Below, we give analogous estimates in the two-
dimensional space. In this case, V(t ', t) = πR2(t ', t) =
πc(t – t '), ν(t '', t ', t) = ∆Ω(2)(R(t '', t), R(t '', t '), R(t ', t)),
ξ = βt2, and β ≡ (π/2)Ic. Performing the necessary cal-
culations, we arrive at the following expressions:

(32)

(33)

where

The maximum values of ∆Q(ξ) are max(∆Q1(ξ)) ~
8.2 × 10–2 and max(∆Q2(ξ)) ~ 2.2 × 10–2.

The estimate made for the two-dimensional case in
[4, 5], in our notation, has the form exp(–ξ) < Qex(ξ) <
exp(–ξ/3), which corresponds to φ(ξ) = (2/3)ξ and
max(∆Q(ξ)) ~ 0.39. Obviously, the first approximation
is the crudest of all the possible approximations. Nev-
ertheless, the estimate in [4, 5] is several times larger
than max(∆Q1(ξ)).
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Fig. 3. Volume fraction of the transformed substance in the
two-dimensional case for the growth law described by
Eq. (2). The dependences shown were obtained using the
Kolmogorov expression (solid line X0(ξ)) and the first
(dashed line, X1(ξ)) and second (dashed line, X2(ξ)) approx-
imations.
C

Figures 3 and 4 show the dependences Xi(ξ) = 1 –
Qi(ξ), i = 0, 1, 2 and ∆Xi(ξ) = ∆Qi(ξ), i = 1, 2 in the two-
dimensional case.

Consider the results obtained in terms of the well-
known Johnson–Mehl approach [2]. This approach to
the calculation of a volume fraction is the most clear
because it deals with nuclei. The key assumption is the
admission of fictitious nucleation and growth mecha-
nisms—nuclei of the new phase appear over the whole
volume of the system (including the already trans-
formed region) with equal probabilities (imaginary
nuclei or phantoms). When colliding, nuclei grow into
one another without changing their shapes. It is essen-
tial that, within the Kolmogorov model, the fictitious
mechanism does not change the picture of the real pro-
cess, so that Eq. (12) is quite accurate. If growth pro-
ceeds according to the diffusion-type mechanism, the
situation is quite different. The growth rate of a phan-
tom is much higher than the growth rate of a real
nucleus containing this phantom. Therefore, with time
the phantom can enter the nontransformed region and
make its contribution to the increment in the real vol-
ume. Thus, taking into account the fictitious mecha-
nism, one has to remove the contribution made by
phantoms into the volume fraction. This can readily be
made using the function q(t ', t). Ignoring the correla-
tion between the states at the points O and O' described
above (Fig. 2), one can readily transform Eq. (16) into
Eq. (21), which can be represented in the form

(34)

where
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Fig. 4. Estimates of the error in the determination of the vol-
ume fraction. Lines 1 (∆1(ξ) = X0(ξ) – X1(ξ)) and 2 (∆2(ξ) =
X0(ξ) – X2(ξ)) correspond to the first and second approxi-
mations; the Xi(ξ) curves are shown in Fig. 3.
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Y(t) = (t ')V(t ', t) is the extended volume of all the

nuclei in the Johnson–Mehl approach without allow-
ance for their possible overlap. The probability that a
phantom will appear in the unit volume within time dt '
is I(t ')X(t ')dt '. Therefore, the function φ(t) is the
extended volume of all the phantoms without allowance
for their possible overlap. In Eq. (34), this volume is
subtracted from the total volume of all the nuclei. With
due regard for the above correlation, the function φ(t) is
the extended volume of only those phantoms that make
a contribution to the increment in the real volume at the
moment t.

It should be emphasized that the effect produced by
phantoms also takes place in the presence of several
competing phases growing at different rates [7]. The
expression for the volume fractions of these phases in
the above two problems are somewhat similar. The
analysis shows that, if growth law (2) is valid or if there
are several competing phases, the effect of phantoms is
negligible. This is explained by the fact that the effect
of phantoms develops with time rather slowly. This is
reflected in the characteristic form of the function φ(ξ).
Its expansion into series (31) begins with ξ2 (for short
times, the function φ is proportional to the squared vol-
ume fraction X), whereas coefficient a is small. More-
over, the series is sign-alternating and converges rather
fast. Therefore, at the earlier stages of the process, ξ < 1,
phantoms do not manifest themselves (φ(ξ) ! 1). At the
late stages, the effect of phantoms is suppressed
because no nontransformed volume exists any more,

t 'Id
0

t∫
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and the function Q(t) tends to zero. At sufficiently low
a values, the maximum value of the function ∆Q(ξ) is
determined by this coefficient (max(∆Q(ξ) ~ 4aexp(–2))
and, therefore, also has a low value (it should be
remembered that the a value is also determined by the
growth law).
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Review: 
O. V. Frank-Kamenetskaya and I. V. Rozhdestvenskaya,

Atomic Defects and the Crystal Structure of Minerals 

Kosmosinform, Moscow, 2001; Advances in Science and Technique, 
Ser.: Crystal Chemistry, 2002, vol. 33
Success in the investigation of the real structure of
crystalline materials achieved in the latter half of the
last century gave us an insight into many of its proper-
ties and was useful for specialists in various fields of
knowledge (physics, chemistry, materials science,
geology, etc.). This high-priority problem is the subject
of the monograph under review, which is the result of
many year’s work by the authors, who are well-known
structure researchers and representatives of the
St. Petersburg school of crystallography. The founder
of this school was Viktor Al’bertovich Frank-
Kamenetskiœ, who was one of the first to look into the
problem of the crystal imperfection of minerals.

O.V. Frank-Kamenetskaya and I.V. Rozhdestven-
skaya investigated crystal structures of various natural
and synthetic inorganic compounds (mainly minerals).
Each structural group studied is widely represented by
compounds of different composition, which allows one
to understand the general laws that determine its real
structure. Invoking the results of Russian and foreign
crystallographers (the list of references contains
363 works), the authors distinguish three main symme-
try-based types of crystal structures of solid solutions.
Their nomenclature, ways of description, and the possi-
bilities for diagnostics from diffraction patterns are
considered, and the conclusion is drawn that the ten-
dency to polymorphism is characteristic of real crystal
structures.

In the first chapter of the book, a brief but thorough
account of the current view of the defects of different
dimensions in inorganic crystals and their diagnostics
based on diffraction patterns is presented. The chemical
inhomogeneity (impurity atoms, vacancies, and nons-
toichiometry) and accompanying phenomena (short-
range and long-range order, distortion of average struc-
ture, symmetry of disturbance, and symmetry of dis-
turbed structure) are considered. The possibility and
unambiguity of identification of the type of atomic
defects from the specific features of diffraction patterns
are analyzed. Special attention is given to the symmetry
or quasi-symmetry of the defect structures, which often
allows them to be solved by classical methods of struc-
tural analysis. It is shown that these methods are unsuit-
able for some defect types, for example, modulated
1063-7745/03/4804- $24.00 © 20714
incommensurate composite structures. In this case, spe-
cial programs for crystal space dimensions larger than
three are used. In addition, a large group of crystal
structures in which the defect distribution is described
only by statistical methods is considered.

A separate chapter is concerned with the procedure
applied to the studies of chemically inhomogeneous
crystals. The authors made a substantial contribution to
the solution of this complex problem of the X-ray struc-
ture analysis of real single crystals with their studies of
both the mixed occupancy of crystallographic positions
and quasi-homogeneous irregular mixed-layer struc-
tures using probabilistic–statistical methods.

The requirements for the accuracy of measurement
of the intensities of diffraction reflections in defect
crystals are more stringent compared to those in the
studies of ordered objects. It should be emphasized that
the results of structural investigations should correlate
with the data of chemical analysis. The most rational
sequence of stages for the least-squares refinement of
the mixed occupancy of atomic positions, which allows
the highest accuracy of results, is proposed. For exam-
ple, different angular ranges of scattering curves are
used at different stages of refinement. The possibilities
of the Fourier method are also discussed. Application of
this method to precise diffraction data allows us to
reveal not only deviations from specified positions but
also new positions of impurity atoms and to correct the
occupancies specified earlier.

The book contains a detailed description of the prin-
ciples of application of the probabilistic–statistical
model of irregular mixed-layer structures, which allow
one to calculate intensities by the trial-and-error
method with special programs based on Markov statis-
tics and to achieve the best fit of the calculated values
to the experiment. This procedure was successfully
used in powder diffraction analysis of mixed-layer clay
minerals. The prospects for using this method for sin-
gle-crystal studies is shown. Unfortunately, this meth-
odology has practically not been used in Russian and
foreign studies of crystal structures with two-dimen-
sional defects.
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In the subsequent five chapters, the specific results
of the structural investigations performed by the
authors for different groups of natural and synthetic
inorganic crystalline compounds (oxides, silicates, flu-
orides, and sulfides) are summarized. Using these com-
pounds as an example, the characteristic features
(chemical deformations, dissymmetrization, cluster
formation, the occurrence of superperiods, and the for-
mation of irregular mixed layers) of each of the three
types of real structures are considered. A new module-
based structural classification is proposed for sulfides
that are built of two types of tetrahedra that differ in ori-
entation.
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In conclusion, it should be noted that O.V. Frank-
Kamenetskaya and I.V. Rozhdestvenskaya’s book sum-
marizes the latest achievements in the rapidly develop-
ing science of the real structure of crystalline materials
and methods of researching them. The book is of inter-
est both to specialists in the field of crystal structure and
properties and to students and postgraduates specializ-
ing in this subject.

N.I. Organova

Translated by I. Polyakova
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