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Abstract—We have analyzed the optical (UBV ) and ultraviolet (λ1000−2700 Å) observations of the
nuclear variability of the Seyfert galaxy NGC 4151 in the period 1987–2001 (the second cycle of activity).
The fast (tens of days) and slow (∼10 years) components of the nuclear variability, F and S, respectively,
are shown to be completely different, but thermal in nature. We associate the S component with the
formation and evolution of an accretion disk and the F component (flares) with instabilities in the accretion
disk and their propagation over the disk in the form of a shock wave. The S component is present not
only in the optical, but also in the ultraviolet range, with its amplitude being comparable over the entire
range λ1000−5500 Å under study. The amplitude of the average flare (the F component) doubles as the
wavelength decreases from 5500 to 1000 Å, while the rise time of the brightness to its maximum ∆t

(the variability time scale) decreases from 27d.6 ± 0d.3 to 6d ± 2d. The brightness decline (flare decay) time
decreases by a factor of 16. The extinction in the ultraviolet is shown to have been grossly underestimated:
beginning from the first IUE data, only the extinction in our Galaxy, AV = 0m. 12, has been taken into
account. A proper allowance for the total extinction, i.e., for the extinction in the nucleus of NGC 4151
as well (AV = 1m, A1450 = 3m. 8) leads to a large increase in the luminosity of the variable source in the
nucleus of NGC 4151: L = (6−8) × 1046 erg s−1. The spectral energy distribution for the variable source
(λ950−5500 Å) agrees well with two Planck distributions: Te = 65 000 (λmax = 450 Å) and 8000 K. The
radiation with Te = 8000 K is the reprocessing of the bulk of the ultraviolet radiation by the accretion disk
with a lag of 0.5–0.6 days in the V band. The lag in the U−B variability of the slow component revealed
the existence of an extended broad line region (EBLR) at an effective distance of 1.5 lt-years, as confirmed
by spectroscopic data obtained at the Crimean Astrophysical Observatory. This yields the following mass
of the central object in NGC 4151: Mc = (1−3) × 109M�. The luminosity of the variable source then
accounts for 50–60% of LEdd rather than 1–2%, as has been thought previously. In general, the pattern of
ultraviolet and optical variability in NGC4151 agrees excellently with the theory of disk accretion instability
for a supermassive black hole suggested by N. Shakura and R. Sunyaev 30 years ago: the energy release is
at amaximum in the ultraviolet (in the case under consideration, at λ450 Å), the luminosity is∼1047 erg s−1

forMc ∼ 109M� (several tens of percent of LEdd), and the variability time scale ranges from several days to
many years. c© 2005 Pleiades Publishing, Inc.
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1. INTRODUCTION

The discovery of quasars in the early 1960s marked
the beginning of a totally new trend in astrophysics—
research on active galactic nuclei (AGNs): quasars,
Seyfert galactic nuclei, and Lacertids (BL Lac ob-
jects). Seyfert galaxies (SyG), whose active inves-
tigation began in the late 1960s, are of particular
interest as objects that are brighter and, hence, more
accessible to observation. At present, the universally
accepted viewpoint on the nature of the variability of
AGNs is disk accretion onto a supermassive compact
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object (a black hole?), with all features of the variabil-
ity manifestations being attributable to an accretion
disk (AD).

One of the most remarkable features in the light
curves of AGNs is the presence of two variability
components with different time scales: slow (several
thousand days) brightness variations and fast (several
tens of days) flares superimposed on them. In what
follows, these are referred to as the S (slow) and F
(flare) components, respectively, for short. Lyuty and
Pronik (1975) were the first to point to the presence
of two variability components in the light curves of
SyG nuclei. Analyzing the photographic light curves
c© 2005 Pleiades Publishing, Inc.
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for 20 AGNs, McGimsey et al. (1975) independently
not only pointed out the presence of two components,
but also identified four types of light curves: (1) the
F component dominates, and the S component is
very weak or completely absent; (2) the amplitude
of the S component is much larger than that of the
F component; (3) the two components have approx-
imately equal amplitudes; and (4) occasional flares.
Subsequently, based on the photographic light curves
for 144 objects, Pica et al. (1988) refined this classi-
fication by excluding occasional flares.

At present, there is no doubt that the two vari-
ability components of AGNs actually exist, since a
correlation between the flare amplitude and the slow
variability amplitude has been found at least for sev-
eral AGNs: NGC 4151 (Lyuty and Oknyanskij 1987;
Doroshenko et al. 2001), 3C 120, and 3C 390.3
(Hagen-Thorn 1987a). This is a strong argument
against the attempts to represent the light curves of
AGNs as a superposition of random flares of unknown
origin (Terebizh et al. 1989) or random supernova
explosions in the galactic nucleus (Aretxaga and Ter-
levich 1994). However, another question that arose
immediately with the assumption about the existence
of two variability components in AGNs, the question
about the nature of the components, in particular,
whether the S and F components are identical or
different in nature, remains unanswered. One-color
(Pica et al. 1988) or even three-color (McGimsey
et al. 1975) photographic observations are no longer
enough to solve this question; high-accuracy photo-
electric observations whose analysis can reveal the
physical nature of the radiation are required.

Attempts to elucidate the nature of the S and
F components have been made previously. Thus,
for example, analyzing the nuclear variability of the
Seyfert galaxies NGC 1275, 3516, 4151, 3C 120, and
others by the method of flux–flux diagrams, Hagen-
Thorn (1987b) concluded that the color indices of
the S and F components are equal, i.e., the two
components are identical in nature, while the variabil-
ity mechanism is nonthermal. Interpreting the light
curve for the nucleus of NGC 4151 as a superpo-
sition of random flares, Terebizh et al. (1989) also
performed a color analysis of the nuclear variability in
NGC 4151 by the method of flux–flux diagrams and
concluded that the components have identical color
characteristics. However, this result is a corollary of
the component separation technique: when averaged
by a moving polynomial, the S component already
includes the F component, while when subtracted
from the observed light curve, the F component is
partially subtracted; i.e., the difference between the
components is minimized.

A color analysis by the method of flux–flux di-
agrams leaves something to be desired. Of course,
the variable part of the flux can be separated by this
method independently of the contribution from the
constant part (the surrounding galaxy). In this case,
if the color indices of the variable source do not vary
with brightness, then there will be a straight line in
the diagram, but the reverse is not necessarily true
(Doroshenko and Lyuty 1994). In addition, neither
Hagen-Thorn (1987b) nor Terebizh et al. (1989) no-
ticed that the scatter of data points (measurements)
in the flux–flux diagrams exceeded the mean error
of a single measurement by several tens of times!
Incidentally, this was pointed out by Doroshenko and
Lyuty (1994). Since my high-accuracy (the error of a
single measurement is 1–3%) photoelectric observa-
tions (Lyuty 1972, 1977, 1979) were analyzed in both
papers, the scatter by several tens of percent can in no
way be the result of errors.

NGC 4151 is the brightest Seyfert galaxy with a
large variability amplitude. At present, a large num-
ber of not only optical, but also infrared, ultraviolet
(UV), and X-ray observations of its nuclear vari-
ability as well as spectroscopic variability observa-
tions are available. Therefore, NGC 4151 serves as
a kind of a test in investigating the variable sources
in AGNs. Suffice it to say that more than 300 pa-
pers with NGC 4151 in their titles have been pub-
lished in the past fifteen years. Regular photoelec-
tric three-color (UBV ) and five-color (UBV RI) ob-
servations of the nuclear variability in NGC 4151
were begun, respectively, in 1968 (see Lyuty and
Doroshenko (1999) and references therein) and 1989
(Doroshenko et al. 2001; Merkulova et al. 2001).
However, most of the papers still pertain to spec-
troscopic studies even after it has been realized that
the spectroscopic variations in AGNs are the sec-
ondary phenomena determined by continuum vari-
ability. The most comprehensive spectroscopic study
of NGC 4151 has been (and is currently being) car-
ried out at the Crimean Astrophysical Observatory
(CrAO) since 1988 (Malkov et al. 1997; Sergeev
et al. 2001).

UV (the dedicated IUE satellite) observations of
NGC 4151 were begun in 1978 mostly simultane-
ously (or almost simultaneously) with optical and,
in certain cases, X-ray observations (Ulrich et al.
(1991) and references therein). Some of these obser-
vations were performed at the minimum and the sec-
ond (B) cycle of activity. The last observations from
IUE were made in 1993 (Crenshaw et al. 1996). In-
dividual observations were performed with the Hop-
kins Ultraviolet Telescope (HUT) and the Orbiting
and Retrievable Far and Extreme Ultraviolet Spec-
trometer (ORFEUS) during flights of the Shuttles
Columbia and Endeavour (Kriss et al. 1992, 1995;
Espey et al. 1998; Espey 1999) as well as with the
Hubble Space Telescope (HST–SPIS) (Crenshaw
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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et al. 2000) in the period 1990–1999. Remarkably,
the two components are also present in the UV light
curve (Mittaz et al. 1990; Ulrich et al. 1991; Lyu-
tyi 2005).

The X-ray observations of NGC 4151 were be-
gun much earlier, in 1970, from the first dedicated
UHURU X-ray satellite (Gursky et al. 1971). The
first long series of observations was obtained from
the Ariel V satellite (Lawrence 1980) and yielded
twomain conclusions: the slow variability component
is completely absent, and the flare duration is very
short, an order of magnitude shorter (0.5 day) than
that in the optical range. The 2–10 keV X-ray lumi-
nosity was comparable to the optical one, while the
1–2000 keV luminosity was an order of magnitude
higher than the combined optical and infrared lumi-
nosity. These results led to the subsequently univer-
sally accepted idea that the main energy release in the
disk accretion model takes place in the X-ray range in
a small (<1015 cm) region.

A good correlation between the UV and opti-
cal and, in certain cases, X-ray variabilities with-
out a noticeable lag between the long-wavelength
and short-wavelength variabilities seems to confirm
this conclusion. Whereas some of the authors con-
sider two possibilities—variability due to local insta-
bilities in the AD or the AD irradiation by a cen-
tral variable X-ray source (Ulrich et al. 1991)—
others definitely favor the second possibility (Edelson
et al. 1996). However, the mechanism of energy re-
lease in the X-ray range itself remains unclear (the
thermal mechanism requires a very high temperature,
∼5 × 106 K, for the range 1–10 keV).

By far the most remarkable thing in the variabil-
ity history of NGC 4151 in the past decades was
a five-year-long (1984–1989) minimum, when not
only did the brightness of the variable source in the
nucleus fall to the level of the galaxy through a 27′′
aperture, but also the broad Hβ line wings disap-
peared (Lyuty et al. 1984; Penston and Perez 1984).
This is most likely attributable to the total dissi-
pation of the accretion disk in the 1968–1984 cy-
cle of activity (cycle A). A new cycle of activity of
NGC 4151 (cycle B) began in 1989–1990; its maxi-
mum was observed in 1995–1996 (Lyuty et al. 1998;
Lyuty and Doroshenko 1999; Oknyanskij et al. 1999;
Doroshenko et al. 2001). The mean color indices of
the variable source in the second cycle of activity were
approximately the same as those in the first cycle, but
the luminosity at the maximum doubled; the lumi-
nosity of the variable source in cycle B increased by
several tens of times in less than 10 years (Lyuty and
Doroshenko 1999). This behavior was interpreted as
the appearance and evolution of a new accretion disk.

The large increase in the variability amplitude of
both the F and S components in cycle B makes it
ASTRONOMY LETTERS Vol. 31 No. 10 2005
possible to separate these components with a much
smaller relative error than in cycle A. Separating the
fast and slow variability components in the nucleus
of NGC 4151, color analysis of three-color photom-
etry, analysis of UV observations, including those
performed simultaneously with optical observations
(1993), and elucidating the nature of the optical and
UV variabilities based on this analysis are the main
objectives of this study.

2. OBSERVATIONS

In this paper, we used the UBV observations
performed over the period 1984–2004 at the Crimean
Station (CS) of the Sternberg Astronomical Insti-
tute (SAI) (the main data set) and CrAO (Nauch-
nyi, Crimea, Ukraine; 80 nights (Merkulova and
Metik 1993, 1995, 1996)) and the observations by
V. Rakhimov (Sanglok, Tajikistan; 70 nights (Rakhi-
mov 1989)), a total of more than 600 nights (dates)
of observations, to analyze the nature of the variable
source in the nucleus of NGC 4151. Incidentally,
what is also important for our analysis is that half
as many measurements were made over the period
1968–1983. Since the bulk of the data (about 90%)
have been published (Lyuty and Doroshenko 1999;
Doroshenko et al. 2001; and references therein), the
table of additional observations is not given here, but
will be published later in another paper. All of the
observations were reduced to a 27′′

.5 aperture and to
the photometric system of CS SAI. The observing
and reduction techniques were described in detail by
Lyuty and Doroshenko (1999) and Doroshenko et al.
(2001).

The Maidanak U magnitudes (see Doroshenko
et al. 2001) showed a fairly large scatter in the
check color–magnitude diagrams and turned out
to be unsuitable for our color analysis. The same
is also true for the CCD observations at CS SAI
performed with an ST-6UV camera (Doroshenko
et al. 2001). Whereas the standard deviation for
B−V is approximately the same for all data series,
the photoelectric Maidanak and CCD observations
showed a factor of 1.5–2 larger scatter for U–B
than the remaining series. Naturally, this is because
the measurement accuracy is lower: the quantum
efficiency of ST-6UV in the U band is a factor of 4
to 5 lower than that at the sensitivity maximum, while
a FEU-79 photomultiplier tube (PMT) with a glass
entrance window is used at Maidanak Observatory.
The UV sensitivity of this instrument is almost an
order of magnitude lower than that of an instrument
with a PMT with a quartz window (e.g., EMI 9789
used at CS SAI). TheB and V magnitudes of all data
series have a high accuracy and were subsequently
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used to analyze the light curves (time–amplitude
characteristics).

For this goal, we also used the BV CCD ob-
servations performed at the Special Astrophysical
Observatory, Russian Academy of Sciences (Nizhnii
Arkhyz, Karachai-Cherkessia, Russia), the Japanese
BV CCD observations (Honda et al. 1998), and
the CrAO spectroscopic data (Malkov et al. 1997;
Sergeev et al. 2001). The continuum measurements
at λ5100 Å made in the last two papers were trans-
formed to the B and V magnitudes with calibration
using 49 common nights and yielded good agreement
with the photoelectric measurements. Incidentally,
although the wavelength of the spectroscopic contin-
uum measurements is closer to the effective wave-
length of the V band, the dispersion of the V mag-
nitudes was larger than that of the B magnitudes.
The Japanese observations (Honda et al. 1998) were
performed in the period 1995–1996 with a 9′′ aper-
ture. Unfortunately, these have two significant short-
comings: (1) the sky background was measured in
a 24′′–18′′ ring, i.e., in fact, the background of the
surrounding galaxy rather than the sky background
was measured; and (2) there were errors in the mag-
nitudes of the comparison stars. Although the authors
used star “C3” = “2” with B = 12m. 47 and 12m. 49,
V = 11m. 44 and 11m. 47 (Lyuty (1971) and Penston
et al. (1971), respectively), whose UBV magnitudes
were known, as a comparison star, they determined
the V magnitude themselves, but clearly erroneously
(V = 11m. 56); Honda et al. (1998) took theB magni-
tude from Penston et al. (1971). Nevertheless, based
on 19 common dates and with allowance made for
the aperture and the background of the surrounding
galaxy (Lyuty and Doroshenko 1999), we were able to
reduce the data by Honda et al. (1998) to the CS SAI
photometric system. All these additional data were
used to better represent the light curve and to analyze
the composite flare.

The subsequent analysis pertains only to the vari-
able source in the nucleus; the constant starlight from
the galaxy through a 27′′

.5 aperture was taken into ac-
count as prescribed by Lyuty and Doroshenko (1999).
Figure 1 shows the light curve for the variable source
in the nucleus of NGC 4151 spanning 20 years
(1984–2004). The light curve is presented on a linear
scale (the flux density is inmillijanskys, below referred
to as the flux for simplicity) in the B band. We clearly
see that the flux from the variable source fell almost
to zero during the 1984–1989 minimum of activity.
At the short minima of 2001 and 2004, the flux was
slightly higher. In the first cycle of activity (1968–
1983), the peak flux was half as high as that in
the period 1995–1996 (see Fig. 2 from Lyuty and
Doroshenko (1999)) and was comparable to the 2003
maximum. The large amplitude of the second cycle
of activity (1990–2001) and the presence of a long
(1984–1989) minimum give a unique opportunity to
separate the S and F variability components with
an adequate accuracy and to try to elucidate their
nature on the basis of a color analysis. However,
before turning to such an analysis, it is desirable to
estimate the contribution from emission lines to the
UBV bands.

Three fairly strong lines are known to fall with-
in the B band: Hγ, Hβ, and He II λ4686. Among
these lines, only Hγ, which is approximately half as
strong as Hβ, lies at the maximum of the B pass-
band. The position of Hβ corresponds to 30% of
the maximum, while the position of the He II line,
which is a factor of 2–3 weaker than Hβ, corre-
sponds to 50%. According to Malkov et al. (1997),
the integrated flux at the 1988–1989 minimum was
(2−3) × 10−12 for Hβ and <10−12 erg s−1 cm−2 for
He II, while at the 1995 maximum, it was (8–9) ×
10−12 and 3 × 10−12 erg s−1 cm−2, respectively. The
B-band continuum flux in the same units was 30 and
100. Thus, the total contribution from the strongest
emission lines to the B band does not exceed 7–8%.
There are no strong lines within the V band, while
in the U band, the main contribution from the gas
emission is the Balmer continuum; it can reach 30%.

Figure 1 also shows the UV observations at
λ1450 Å. The vertical dashes represent the IUE
observations, and the open circles represent the
UV observations performed after IUE—Astro-1,
Astro-2, ORPHEUS–SPAS, and HST–STIS (see
Section 1 for references). To compensate for the
decrease in flux density Fν with frequency for the
so-called power-law spectrum, the UV data were
increased by a factor of 3, which corresponds to an
increase in frequency compared to the B band. Thus,
Fig. 1 shows quantities proportional to νFν : for B,
V , U , and λ1450, we took ν = 1, 0.8, 1.22, and 3.03,
respectively. All of the data in Fig. 1 are given without
any correction for the extinction. We see that both the
F and S components are present in the UV variability,
with the amplitude of the latter being comparable
to the optical variability amplitude. It should be
noted that the contribution of the starlight emission
from the surrounding galaxy at λ1450 is negligible.
Indeed, extrapolating the contribution of the galaxy
in the UBV R bands to λ2690 and λ2500 yields,
respectively, no more than 3–4% and less than 1%
in the 15′′ aperture with which the UV observations
in 1993 were performed.

3. EXTINCTION

The results of our color analysis also depend
strongly on the adopted extinction both in the Galaxy
and in NGC 4151. Since the object is near the
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 1. Light curve for the variable source in the nucleus of NGC 4151, the minimum and the second cycle of activity, on a
linear scale (the B flux is in millijanskys). The dots, pluses, and vertical dashes represent the UBV observations, the additional
BV measurements, and the IUE UV observations, respectively; the open circles represent the HUT, HST, and ORPHEUS II
observations (see the text).
Galactic pole (b ∼ 75◦), the Galactic extinction is
low and corresponds to EB−V = 0.02−0.04. A value
of 0.04 has been taken in all studies of the UV
variability in NGC 4151 since 1980 (the first IUE
data). Moreover, some of the authors attempted to
prove that a larger reddening was in conflict with
observations, since there is no dip at λ2200 in the
spectra of NGC 4151 (Penston et al. 1981). At
the same time, these authors drew attention to the
discrepancy between the UV and X-ray extinctions:
in the range 1–10 keV, the neutral hydrogen column
density is estimated to be no less than (2−3) ×
1022 cm−2, which corresponds toEB−V = 3.5−4 at a
normal gas-to-dust ratio. The maximum estimate of
the gas column density is an order of magnitude larger
(Perola et al. 1982). The color excess EB−V = 0.04
corresponds to a Galactic HI column density toward
NGC 4151 of ∼2 × 1020 cm−2, i.e., two to three
orders of magnitude lower than that in the X-ray
range.

On the other hand, there are studies in which the
intrinsic extinction in NGC 4151 was determined
(Ward et al. 1987; and references therein). The
intrinsic extinction in the nucleus of NGC 4151 was
variously estimated to be between AV = 0.3 (from
the [S II] λ6724/4072 ratio) and AV = 1.4 (from
Paβ/Hγ). AV = 0.9 was found from the [S II] lines,
but in a wider wavelength range (λ10 400/4072). The
most accurate estimate is probably obtained from the
He II λ10123/3203 lines:AV = 1.0± 0.1 (Ward et al.
ASTRONOMY LETTERS Vol. 31 No. 10 2005
1987). At R = AV /EB−V = 3.1, this corresponds to
a color excess of EB−V = 0.32. It is this value that
was adopted by Lyuty and Doroshenko (1999) and
Doroshenko et al. (2001). In this paper, we also took
this reddening. Figure 2 shows the positions of the
color indices for the variable source in NGC 4151
with zero reddening (the observed colors after the
subtraction of the constant emission from the sur-
rounding galaxy) and with a reddening of EB−V =
0.32. We clearly see that the optical (UBV ) extinction
does exist and, since the Galactic extinction toward
NGC 4151 is very low, it should be attributed to the
intrinsic extinction in the nucleus of NGC 4151. The
comet-shaped distribution of points in Fig. 2 will be
discussed below.

A paradoxical situation arises: the extinction is
fairly high in the optical range and corresponds to
EB−V = 0.3, is very high (>3.5) in the X-ray range,
which is taken into account when calculating the
X-ray luminosity, and is virtually absent in the UV!
This conclusion (low extinction) was drawn by Pen-
ston et al. (1981) from the extinction curve obtained
by Seaton (1979) for Galactic stars: a Lorentz func-
tion was superimposed on the curve of the normal
extinction law 1/λ to obtain an absorption band near
2200 Å. Other authors used this conclusion in the
ensuing 20 years. The paradoxicality of the situation
can be emphasized even further by noting that the
extinction at λ3600 (the U band) is AU = 1m. 6 (see
Fig. 2), but falls sharply, according to Penston et al.
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Fig. 2.Positions of the color indices of the variable source
in NGC 4151 in the (U–B)−(B–V ) diagram without
any correction for the reddening (dots) and withEB−V =
0.32 (circles). The main sequence and a blackbody with
an indication of its temperature in kilokelvins are shown in
the diagram. The thin solid line corresponds to the normal
reddening law.

(1981), by no more than 0.2–0.3 at λ2700–3000. In
addition, as was pointed out by Mushotzky et al.
(1978), if one assumes the optical extinction to be
AV = 0.2 and the HI column density in the X-ray
range to be 3 × 1022 cm−2, which corresponds to
AV ∼ 13m, then the gas-to-dust ratio in the nucleus
of NGC 4151 will be a factor of 200 smaller than its
normal value. This is unlikely, since the presence of
a large amount of dust in NGC 4151 has long been
proven: the bulk of the infrared flux is attributable to
dust reradiation.

Is it not easier to assume that the absence of a dip
at 2200 Å in NGC 4151 is attributable to low UV
extinction, not to the absence of such a band (different
dust properties)? The normal law 1/λ that holds in
the optical range should then be also extended to the
UV. In this case, the extinction at λ1450 Å (most of
the published data are given for this wavelength) will
be A1450 = 3m. 8, which should be taken into account
when determining the UV luminosity.

4. THE SLOW COMPONENT

4.1. Separating the S Component

We see from Fig. 1 that no point falls within the
region bounded above by the lower envelope of the
light curve. Therefore, the observations near the lower
envelope were chosen to separate the S component, a
total of 60 points (dates). This method for separating
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Fig. 3. Separation of the components: (a) the part of the
light curve (see Fig. 1) for which our analysis was per-
formed (the dashed line represents a fitting polynomial);
(b) the S component (the filled circles indicate the individ-
ual values, the solid line represents the fitting polynomial,
and the dashed lines indicate the 95% confidence inter-
vals); and (c) the F component obtained by subtracting
the polynomial from the light curve of the variable source.
The pluses represent the additional BV observations.

the components makes the difference between them,
if it exists, largest. For our subsequent analysis, we
used not all of the data presented in Fig. 1, but only
the observations in the period 1986–2001, i.e., from
the time the activity of the old accretion disk ceased
completely (Lyuty and Doroshenko 1999) until the
first deep minimum in 2000/2001 (JD 2451 850–
2 452 050; below, for convenience, we use truncated
Julian days: TJD = JD− 2 400 000). The second
wave (2001–2004) was not analyzed due to the small
amplitude and, accordingly, the large relative errors.

Figure 3 show the observed B fluxes from (a) the
variable source (in millijanskys), (b) the S compo-
nent, and (c) the F component after the subtraction of
a fitting polynomial from the observations, the S com-
ponent was fitted by a ninth-order polynomial using
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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only the UBV data; the fitting polynomial is indi-
cated by the solid line, and the 95% confidence inter-
vals are indicated by the dashed lines. The additional
B magnitudes are indicated in Fig. 3 by the pluses.
We see from Fig. 3b that these are in satisfactory
agreement with the S component separated using
UBV , which may be considered to be the confirma-
tion that the S component was separated correctly.
It should be noted that the S component is clearly
asymmetric: a slow (10 years) rise in brightness and
a fast (3 years!) decline. The F component (Fig. 3c)
shows a clear correlation (which, incidentally, is also
seen fromFig. 3a) between the flare amplitude and the
amplitude of the S component (Lyuty and Oknyan-
skij 1987; Doroshenko et al. 2001). Another pecu-
liarity of the F component is a sharp (approximately
twofold) decrease in the flare amplitude after the max-
imum.

In certain cases, negative values are obtained
when a polynomial is subtracted from the observa-
tional data. All the dates of observations when the
flux for the F component was negative or zero at
least in one band were excluded. We also excluded
the dates when the flux from the F component was
less than 1σ and 3σ for the analysis of the light
curves and the color indices, respectively. The error
is determined by the significance of the polynomial fit
ASTRONOMY LETTERS Vol. 31 No. 10 2005
and is σFν(U) = 0.41, σFν(B) = 0.34, σFν(V ) =
0.41, i.e., approximately the same as the error in
the contribution of the surrounding galaxy in a 27′′
aperture (Lyuty and Doroshenko 1999).

The Color Indices

Since the color indices of the variable source have
a fairly large scatter for individual measurements
(Fig. 2), it makes sense to perform a color analysis
for smoothed light curves. This does not change the
result qualitatively, but makes it possible to obtain
quantitative estimates. We smoothed the light curves
for the S component by a moving average over one
or two seasons (depending on the number of obser-
vations in the season), which halved the number of
points. Subsequently, we calculated the color indices
for each mean date. Figure 4a shows the light curve
smoothed in this way (flux Fν(B)) and the color
indices. For comparison, the dashed line indicate the
fitting polynomial drawn through all 60 points. The
two curves agree satisfactorily; the small difference
at the maximum plays no significant role. Figure 4b
shows the color variations with brightness.

Five different segments of the light curve can be
distinguished by the pattern of behavior of the color
indices; these are indicated by different symbols both
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in the color curves (Fig. 4a) and in the two-color
diagram. Since even the smoothed color indices have
fairly large errors at the minimum, the figure shows
a linear regression line drawn through the first six
points (the numbers near the symbols in Fig. 4b
correspond to the point number in the smoothed light
curve).

From the minimum light (1987–1988) until mid-
1989, when the formation of a new accretion disk
appears to have just begun, the increase in luminosity
was attributable mainly to the rise in temperature
from 7–8 to 14–15 kilokelvins. Although a factor
of 16 increase in luminosity must correspond to a
factor of 2 increase in temperature, this is true for the
stellar emission (spherical symmetry). The luminosity
of a disk as a plane figure, first, is lower, and, second,
the observed flux also depends on the disk orientation
relative to the observer.

In 1992–1996, the color indices (the pluses in
Fig. 4) were almost constant, although the luminosity
doubled over this period. The B−V and U−B color
indices decreased by 0m. 1 and 0m. 15, respectively. We
clearly see an UV excess of ≈0m. 1−0m. 15, which is
hard to explain by an underestimation of the contri-
bution from the surrounding galaxy in the U band:
this would have a stronger effect at the minimum
than at the maximum. However, the UV excess is
approximately the same even at the minimum (filled
circles). Since the flux from the minimum (1987)
to the maximum (1995–1996) increased by a factor
of 10, the UV excess can be said to increase with
luminosity.

The UV excess increased sharply late in 1989
(the asterisks in Fig. 4). At the same time, the total
luminosity increased insignificantly (points 7 and 8 in
the light curve). The U−B color index decreased by
more than 0m. 3, while B−V decreased by only 0m. 1. If
we recognize the existence of an overall luminosity-
dependent UV excess and take into account a slightly
larger reddening than that adopted above, then the
color indices in 1992–1996 will correspond to a
blackbody temperature of 25 000–30 000 K or B0–
O5 stars. This shift (the overall UV excess is 0m. 2
and EB−V = 0m. 43) is indicated in Fig. 4 by the
dots. For a hot star, the increase in temperature from
25 000 to 30 000 K exactly corresponds to a twofold
increase in luminosity. However, this is no longer
enough for the disk, which, in addition, may be tilted
to the line of sight, and an increase in the size of the
emitting surface is required. It is even possible that an
increase in disk size plays a greater role than a rise in
temperature.

Thus, two main segments can be distinguished
on the ascending branch of the light curve for the
S component: the temperature increase in luminosity
(1987–1989) by 10–15% from the maximum value
(filled circles) and the main increase in luminosity by
more than a factor of 4 (1989–1995, the asterisks
and pluses), which is probably attributable to an in-
crease in the AD size. The nature of the UV excess
in 1989–1990 will be discussed below. Two different
segments can also be distinguished on the descend-
ing branch (1997–2000): the temperature decrease
(open circles) and the decrease with the appearance of
a strong UV excess (crosses). The increase in B−V
in 1996–1997 (the open circles and the last plus)
corresponds to the decrease in blackbody temperature
approximately from 30 000 to 18 000 K. At the same
time, the luminosity must decrease by almost a factor
of 4, but it fell by only a factor of 2. Hence, about
half of the observed fall in luminosity is the result of
a decrease in AD size. The further fall in luminosity
and the increase in B−V were accompanied by the
appearance of an UV excess and its increase (the
crosses in Fig. 4). The temperature gradient (the
change in B−V ) became steeper, but the radiation of
a hot gas (hydrogen plasma) that is optically thick in
the Balmer continuum showed up quite clearly in the
U band (Chalenko 1999).

This radiation cannot be produced by gas clouds;
the latter are generally believed to be responsible for
the fast (of the order of a month) flux variability in the
Hα and Hβ lines, which lags behind the continuum
variability by 1–3 weeks (the broad line region, BLR).
First, this radiation appeared only in mid-1989, i.e.,
approximately one and a half years after the temper-
ature began to rise (see Fig. 4), and, second, after
the luminosity fell to its minimum in mid-1998, the
UV excess remained at least for another year (the gas
responsible for this UV excess did not recombine in
1 year), while the gas in BLR clouds recombines ap-
proximately in amonth. Since the recombination time
is determined by the gas density and since the recom-
bination time in our case is more than a year, the gas
density in the region under consideration must be an
order of magnitude lower than that in the BLR. It thus
follows that an extended broad line region (EBLR)
with a density that is an order of magnitude lower than
that in the BLR exists at an effective distance of 1.5 lt-
years (≈1.4 × 1018 cm) from the central source. The
existence of this region has not yet been discussed.
However, without the assumption about the presence
of an extended broad line region, it is hard or even
impossible to explain not only the appearance of an
UV excess in the S variability component, but also
some of the spectral features, which are discussed in
more detail in Section 7.

5. THE FAST COMPONENT

The individual color measurements of the S com-
ponent are difficult to analyze (see above); this is
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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branch (B) to the flare onset. The vertical dash–dotted
line indicates the position of the maximum.

especially true for the F component, since the relative
error increases appreciably when the S component is
subtracted. Therefore, we analyzed the color charac-
teristics of not the individual flares, but the so-called
composite flare (Lyuty 1977). In 1977, it was estab-
lished for nine Seyfert nuclei that the time of the rise
in brightness by the mean amplitude (the variability
time scale∆t) does not depend on the flare amplitude,
but it is different for different objects. In particular,
the 1968–1976 observations yielded∆t = 10 days for
NGC 4151. It would be natural to associate this time
with the size of the active region, the accretion disk
(Dibaı̆ and Lyuty 1984).

In this paper, we also constructed the composite
flare from data on the variability of the F component
(Fig. 3): the individual flares were aligned by the
flux maximum if it was recorded reliably. There were
16 such events (Fig. 5a). Subsequently, the com-
posite flare was averaged by a moving average and
smoothed over five neighboring points for each of the
UBV bands (Fig. 5b). The shape of the average flare
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 6. (a) Average flare in the B band. The dashed
straight line indicates an extrapolation to the flare onset.
Panels (b) and (c) show the mean color indices of the
composite flare.

turned out to be the same as that in the period 1968–
1976—an almost linear rise in flux to its maximum
followed by an exponential decline, but the rise time
∆t increased by almost a factor of 3, to 26–27 days.
The position of zero (zero flux) was determined from
linear regression for the ascending branch, except
the first three points (dispersion minimum). A certain
deviation of the first three points from the regression
line is most likely attributable to the completion of the
preceding flare: a superposition of flares is commonly
observed when the succeeding flare begins before
the complete decay of the preceding flare (more than
100 days from the maximum). Only in rare cases
was almost complete decay observed. Given the time
for the zero flux, ∆tB = 26d.0 ± 0d.5. Approximately
the same values were obtained for V and U : ∆tV =
27.6 ± 0.3 and ∆tU = 25.0 ± 0.9, although there is
still a tendency for ∆t to increase with wavelength.

The color indices (Fig. 6) are constant, within the
error limits, throughout the flare and are, on average,
(B−V )0 = −0m. 34± 0m. 02 and (U−B)0 = −1m. 21±
0m. 02, corresponding to blackbody radiation with a
temperature of ∼60 000 K. It thus follows that the
evolution of the flare correlates weakly with the tem-
perature variations. Undoubtedly, such a correlation
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must exist, since the flare amplitudes differ by a factor
of 4 or 5 for the same brightness rise time. However,
a 30–40% change in temperature would suffice for
this. This change could hardly be noticed in the two-
color diagram: at high temperatures, the color indices
depend weakly on the temperature. An increase in the
size of the emitting region (AD) must then be mainly
responsible for the rise in brightness during the flare.
Since the luminosity during the flare is comparable to
the mean luminosity of the variable source, the flare
must affect the entire disk.

If the disk size is estimated as c∆t, where c is
the speed of light, then the disk radius must be
∼26 lt-days (∼7 × 1016 cm). Previously, this was
assumed to be the case. However, evidence that the
radius of the optical disk, i.e., the AD region emitting
efficiently in the optical range, is at least an order of
magnitude smaller has been obtained in recent years.
Thus, for example, based on quasi-simultaneous
optical UBV and infrared JHKL observations of the
nuclear variability in NGC 4151, Lyuty et al. (1998)
found that the radius of the optical disk is 7× 1014 cm.
Oknyanskij et al. (2003) found the variability in
the V , R, and I bands to lag behind that in the B
band by 0.2, 1.0, and 1.4 days, respectively (with an
error of ±0.4 day). Sergeev (2005) obtained almost
the same results: 0.1, 1.0, and 1.5 days with a
slightly smaller error (±0.3 day). This lag implies a
temperature stratification over the disk radius, while
its value determines the radius of the region effi-
ciently emitting in this band. Thus, the radius of the
optical (UBV ) disk does not exceed 0.5–0.6 lt-day
(∼1.5 × 1015 cm), in good agreement with the above
value determined from the luminosity and the spectral
energy distribution. This value is a factor of 50 lower
than that derived from the formula c∆t; i.e., the
velocity of propagation of the flare is much lower than
the speed of light. This velocity is estimated from the
relation ∆t = 26d and the disk radius in light days
to be ∼6000 km s−1. This is discussed in more detail
below.

We can now return to Fig. 2 and explain the
comet-shaped distribution of points: the head of the
comet is mainly the F component whose color in-
dices correspond to a blackbody with T ∼ 60 000 K,
while the two tails (parallel to the blackbody line and
the B−V axis) correspond to the S component (see
Fig. 4).

6. THE UV CONTINUUM VARIABILITY

In November–December 1993, an international
campaign to study the nuclear variability ofNGC4151
in the X-ray, UV, and optical spectral ranges as well
as in the C IV λ1549, He II λ1640, C IIIλ1909, Hα,
and Hβ lines was conducted (Crenshaw et al. 1996;
Kaspi et al. 1996; Warwick et al. 1996). The X-ray
(ROSAT, ASCA and CGRO), UV (IUE), and optical
observations were performed for 14 days, 18 days
(most intensively for 9 days), and 3 months, respec-
tively. The main goal of this campaign was to inves-
tigate the fast (days–hours) variability of NGC 4151
over a wide wavelength range and to find the time lag,
if it exists, between the variabilities in different ranges.
The main shortcoming of the campaign is an overly
short duration of the X-ray and UV observations.
However, the campaign yielded quite definite results
that were analyzed in the fourth paper of this series
(Edelson et al. 1996). The authors concluded that
the results of the campaign are consistent with the
reprocessing hypothesis (the reprocessing model), in
which the X-ray range 1–10 keV plays a primary role,
then the UV–optical–infrared and, in the gamma-
ray range (50–200 keV), the inverse Compton effect,
although they point out that the UV luminosity is
an order of magnitude higher than the 1–10-keV
luminosity. This is even despite the fact that a very
low extinction (corresponding to EB−V = 0.04) was
adopted in the UV. However, if the gamma-ray
range is added, then the 1–200-keV luminosity is
comparable to theUV luminosity (a factor of 2 lower).

These conclusions were drawn primarily from the
strong (in the opinion of the authors) wavelength
dependence of the variability amplitude: at λ1275, the
normalized (i.e., related to the mean flux) variabil-
ity amplitude is a factor of 10 larger than that in
the optical range (Edelson et al. 1996). However,
these authors forgot that the dependence Fλ(λ) is
nonlinear. Figure 7a (a modification of Fig. 1 from
Edelson et al. (1996)) shows the variability of the
flux density Fλ at various wavelengths and Fν for
the same wavelengths (Fig. 7b). We see that the UV
and optical variability amplitudes in linear units (Fν)
are comparable, although the normalized amplitude
increases with decreasing wavelength, but not so
catastrophically as Edelson et al. (1996) imagined:
the normalized amplitude at λ1275 is only twice that
at λ4600. Of course, as was correctly pointed out by
Kaspi et al. (1996), the decrease in optical amplitude
is partly attributable to the effect of constant starlight
from the surrounding galaxy. However, allowance for
the contribution of the galaxy (∼25% at λ4600) leads
to an increase in amplitude by less than a factor of 1.5
(in linear units, the constant component does not
affect the absolute variability amplitude, but affects
only the relative (normalized) amplitude). Figure 7b
shows both the observed fluxes at λ4600 and λ2688
and the flux after the subtraction of the starlight from
the surrounding galaxy—the flux from the variable
source at λ4600 is in excellent agreement with that
in the B band (λ4400). Thus, scale nonlinearity is
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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mainly responsible for the large difference in the vari-
ability amplitude in units of Fλ (Fig. 7a). In addition,
we see that the UV flare was not recorded from the
minimum: according to the optical data, theminimum
was observed at TJD 49315, while the flux at the
minimum was almost a factor of 2 lower relative to
the maximum than that at TJD 49320.

The 1993 observations are the last data obtained
from the IUE satellite. Apart from these data, the
1988/1989, 1990, and 1991 observations (Ulrich
et al. 1991; Ulrich and Horne 1996) as well as
observations with a different aperture, including those
in the far UV, wavelength shorter than Lyα, were
performed during the second cycle of activity in
NGC 4151. All these data are shown in Fig. 1 and
reveal the presence of F and S variability components
in the UV. The data were obtained from Astro-1
and Astro-2 in the range 912–1840 Å (Kriss et al.
1992, 1995), from ORPHEUS-II in the range 912–
1220 Å (Espey et al. 1998; Espey 1999), and from
HST–STIS in various ranges from 1150 to 3060 Å
(Crenshaw et al. 2000). A common wavelength for
all of the UV data, except ORPHEUS-II, is λ1450
Å. The ORPHEUS-II data are given for λ1000 Å,
but these can be extrapolated to λ1450 using the
Astro-2 spectrum to be presented in the light curve
(Fig. 1). The 1991 UV observations were performed
in a period when there were no optical observations
at all (TJD 48570–48606). The 1993 flare is one of
ASTRONOMY LETTERS Vol. 31 No. 10 2005
the strongest in amplitude. In Fig. 1, the UV data
were superimposed on the B-band light curve. The
UV data (IUE, 1993 and Astro-2, 1995) stand out
clearly at the maximum of the light curve, but the
same data are in excellent agreement with the U-
band light curve (also with allowance made for the
frequency). Espey (1999) pointed out that the Astro-
2 observations (March 1995) revealed the strongest
UV flux ever observed. However, comparison with
the U-band light curve indicates that an UV flux
higher by 20–30% could be observed in the second
half of 1995 and the first half of 1996.

Further, it is of interest to separate the S and
F components in the UV as well. The UV observa-
tions alone are not enough for this to be done, but
in combination with the U-band data, these allow
the S component to be separated in the UV as the
lower envelope of the light curve. The fitting poly-
nomial slightly differs from the optical one: a slightly
lower flux in the periods 1988–1990 and 1994–1996.
Allowance for these differences would lead to an in-
crease in the amplitude of the F component in the
U band. It is difficult to trace the evolution of the
S component as was done for the UBV bands due to
the scarcity of data, but it is quite possible to separate
the F component. Just as in the optical range, we
then constructed the composite flare for λ1450 and
λ1720 Å.

The UV composite flare for λ1450 Å is shown in
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Fig. 8a. The average composite flare (averaging by
a moving average) is obtained with a slightly lower
accuracy than that in the optical range, but this ac-
curacy is quite sufficient for the subsequent analysis.
Figure 8b compares the parameters of the average
flare in V and U and at λ1450 Å (the frequency
difference was taken into account; see above). First
of all, we clearly see that the brightness rise time of
the UV flare at almost the same mean amplitude is
appreciably shorter, ∆t1450 = 19 ± 3 days. The decay
time of the flare is severalfold shorter, about 30 days,
while it is ∼100 days in U and >160 in V (expo-
nential decay). The UV flare confirms the wavelength
dependence of ∆t suspected above: ∆t decreases
from 27.5 days in V (λ5500 Å) to 19 days in the
UV (λ1450 Å). This is in good agreement with the
universally accepted assumption that the size of the
active region decreases with wavelength in the disk
accretion model: at λ1450 Å, the size of the active
region is almost a factor of 1.5 smaller. At λ1720 Å,
the average flare is approximately the same, but the
amplitude is slightly smaller, while ∆t = 20d ± 3d is
longer (within the error limits).

There is also evidence that the flare rise and decay
times at λ1000 Å are event shorter than those at
λ1450 Å. Whereas six events with different ampli-
tudes were included in the composite flare at λ1450 Å
(Fig. 8), only one flare (in 1996) was observed at
λ1000 Å (ORPHEUS-II), but its reduced (∝ νFν)
amplitude is of the order of the mean amplitude. This
makes it possible to estimate the brightness rise time,
∆t1000 ∼ 6−8, while the decay time is 8–10 days.

7. DISCUSSION

7.1. The Extended Broad Line Region

Analysis of the UBV observations of the nuclear
variability in the Seyfert galaxy NGC 4151 showed
that the S and F components are completely different
in nature. Moreover, to explain the peculiarities of the
color behavior of the S component required assuming
the existence of an extended broad line region (EBLR)
with a density that is one or two orders of magnitudes
lower than that in the BLR at an effective distance of
1.5 lt-years from the central source. Is there spectro-
scopic confirmation of the existence of this region?

There is such confirmation. NGC 4151 has been
regularly observed in the Hα, Hβ, and He IIλ4686
lines at CrAO since 1987 (Malkov et al. 1997;
Sergeev et al. 2001). In the former paper, the authors
pointed out a puzzling effect: the splitting of the line–
continuum diagrams into several sequences. This
showed up most clearly for the Hα and Hβ lines.
The authors also pointed out that the main feature
in the line variability is an overall increase in flux
from 1988 until 1995 with short (50–100 days) events
(flares) superimposed on it. However, they did not
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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pay particular attention to the origin of this slow line
variability component, although the amplitude of the
S component is a factor of 3 or 4 larger than that of
the F component, while these are roughly identical
in the continuum (see Fig. 5 in Malkov et al. 1997).
Thus, the diagram splitting is just a manifestation of
the S component.

The origin of the F component is clear—this is the
response of gas clouds in the BLR to ionizing contin-
uum variability with a lag of 1–3 weeks. However, if
only the region at a distance of ∼1017 cm and with a
density of 1010−1012 cm−3 that is responsible for the
fast line variability with a lag relative to the contin-
uum existed, then no slow line variability component
would be observed at all. If, however, we also assumed
the existence of an EBLR at a distance of 1.5 lt-
years and with a density that is one or two orders of
magnitudes lower than that in the BLR, as follows
from our analysis of the UBV variability, then the
presence of a slow component in the line variability
could be easily explained. In the U band, an excess
appears through the radiation of the same extended
gaseous region if the gas is optically thick in the
Balmer continuum. There is also other evidence for
the existence of an extended gaseous region: adding
the second peak to the transfer function at a distance
of ∼600 days improves greatly the continuum–line
correlation (Sergeev et al. 2001).

7.2. The Continuum

Parameters of the F component.Analysis of the
optical and UV observations of the variable source
in NGC 4151 showed that the S and F components
are clearly completely different, but thermal in nature.
There is no need to discuss the synchrotron radiation,
as was the case in the first years of AGN studies,
or the inverse Compton scattering (the early 1980s),
especially since these models gave no answer to the
question about the energy source. Therefore, the disk
accretion model was universally accepted after 1990.
However, the question of which spectral range is the
primary one, i.e., the range in which the main energy
release takes place, has not yet been solved. In the
past 10 years, based on both the flattening of the
spectrum (logν−logFν) in the range 1 keV–2 MeV
and on the variability rate (small region), most au-
thors have assumed it to be the X-ray range.

Table 1 gives basic parameters of the fast vari-
ability component in NGC 4151 in the range 1000–
5500 Å. As has been said above, the S component
is present not only in the optical range, but also in
the UV, probably up to the Lyman limit (Astro-1,
Astro-2, and ORPHEUS data). The S component
is completely absent in the X-ray range 1–10 keV,
ASTRONOMY LETTERS Vol. 31 No. 10 2005
Table 1. Parameters of the F component of the variable
source

λ, Å Fmax, mJy ∆t, days td F/S

5500 16.8 ± 0.4 27.6 ± 0.3 >160 0.40

4400 22.9 ± 0.4 26.0 ± 0.5 ∼115 0.50

3600 29.5 ± 0.6 25.0 ± 0.9 ∼100 0.55

1720 30 ± 2 19 ± 2 ∼30 0.65

1450 35 ± 3 19 ± 3 ∼30 0.75

1000 37 ± 5 6 ± 2 ∼10 0.90

suggesting that the UV/optical and X-ray emissions
are different in nature.

Column 2 in Table 1 gives the reduced (see above)
amplitude of the average composite flare, columns 3
and 4 give the rise and decay times (see Figs. 5
and 8), and column 5 gives the amplitude ratio of the
F and S components. The F/S ratio increases with
decreasing wavelength approximately by the same
amount as the amplitude of the F component (col-
umn 2); i.e., the reduced amplitude of the S compo-
nent is virtually independent of the wavelength. The
color peculiarities of the S component in the optical
range were discussed above, while the UV data are
not enough for this to be done. Analysis of the F com-
ponent (Table 1) yields important parameters of the
variability in a wide spectral range.

First of all, the rise time of the flare ∆t does not
depend on its amplitude over the entire wavelength
range under study, from λ5500 (V ) to λ1000 Å. How-
ever, ∆t decreases with wavelength by a factor of 4
or 5 from V to λ1000 Å, which directly suggests that
the size of the emitting region decreases or, what is
less likely, that the velocity of propagation of the flare
over the disk increases. The decrease in flare decay
time from the optical range to the UV is even larger,
a factor of 10–15. If the decrease in ∆t is attributable
to a decrease in the AD size, then the AD radius in
the UV is<0.1 lt-days.
The Luminosity of the variable source. To

compare the parameters of the variability in different
ranges, Edelson et al. (1996) used the monochro-
matic luminosity Lν = 4πD2νFν by multiplying it
by the variability fraction in the corresponding range
(from 25% at 1–2 keV to 1% in the optical range),
the variable luminosity Lvar. Incidentally, even for
this definition, the 1–2-keV luminosity was a factor
of 35 lower than L1275. Given the aforesaid, within
the limits of 3 and 6 (the extinction and the variability
amplitude), the spectral energy (monochromatic lu-
minosity) distribution was be constructed for both the
total (observed) flux and the average composite flare
(Fig. 9). The observed distribution is given for the
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Fig. 9.Spectral energy distribution for the variable source
in NGC 4151: (a) the observations near maximum light
(March 1995, filled circles) and the instantaneous spec-
trum (TJD 49329, crosses); (b) the spectral energy distri-
bution at the maximum of the average flare (filled circles)
and on the eighth day after the flare onset (open cir-
cles). Also shown are the Planck distributions for different
temperatures (dashed lines) and the total distribution for
65 000 and 8000 K (solid lines).

flux near the maximum (March 1995, UV data from
Astro-2), and the instantaneous spectrum is given at
TJD 49 329, to within 0.1–0.2 day.

First, Fig. 9 shows that theUV energy distribution
for both the observed flux (Fig. 9a) and the average
flare is in excellent agreement with the Planck dis-
tribution at Te = 65000 K. For the average flare near
the minimum, Te = 45000 K (open circles). It was
noted in Section 5 that analysis of only the UBV
data yields a temperature at the flare maximum of
∼60 000 K, while the temperature variations with flare
amplitude can be 30–40%. The flux from the average
flare on t = 8d from its onset roughly corresponds
to the flare maximum with a minimum amplitude,
and 45 000 K is 30% lower than 65 000 K. Thus,
the UV data completely confirm the conclusions of
Section 5. Second, the optical luminosity is seen to
be higher than the long-wavelength tail of the Planck
distribution for the source with Te = 65000 K, while
the energy distribution in the range 1000–5500 Å
agrees well with the total distribution for the two
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Fig. 10. Lag τ of the variability in different spec-
tral ranges relative to λ1275 Å; the dots, circles, and
crosses represent the data by Oknyanskij et al. (2003),
Sergeev (2005), and Edelson et al. (1996), respectively;
the dashed line indicates a parabolic fit with allowance
made for the weights of the individual measurements.

sources, with Te = 65000 and 8000 K (solid line);
i.e., the radiation of the low-temperature source is
added to the long-wavelength tail of the source with
T = 65000 K. The same is also true for the average
flare (Fig. 9b)—the solid line represents the sum of
the two sources, 65 000 and 8000 K. Third, even
the monochromatic luminosity of the variable source
proved to be very high: the luminosity1 observed at
λ1000 Å is L1000 = 2 × 1045 erg s−1. The luminosity
in the V band (λ5500) is two orders of magnitude
lower, while at the maximum (λ450 Å), it is a factor
of 3 higher, L450 = 6 × 1045 erg s−1. The total lu-
minosity of the UV source is an order of magnitude
higher: Ltot = (6−8) × 1046 erg s−1.

The low-temperature source. Before we turn to
the nature of the additional low-temperature source,
let us return to the AD size determined from the lag of
the emission in different spectral ranges. This lag in
the optical range was briefly discussed in Section 5.
However, one of the objectives of the 1993 campaign
(Crehshaw et al. 1996) was exactly the determination
of the possible lag between the long-wavelength and
short-wavelength emissions. Analysis of the variabil-
ity in the range λ1275−5125 Å showed that there
is a lag relative to λ1275 Å, which increases from

1 Edelson et al. (1996) assumed the distance to NGC 4151
to be D = 20 Mpc, which corresponds to H0 = 50; in
this paper, as previously (Lyuty et al. 1998; Lyuty and
Doroshenko 1999), we assumed that D = 14 Mpc (H0 =
75).
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Table 2.Determination of the SBHmass in NGC 4151

Mc, 108M� logMc LEdd, 1046 erg s−1 Rg, 1013 cm Method∗ Reference

0.6 7.8 0.8 1.9 D (Hβ) Dibaı̆ (1977)

0.5 7.7 0.6 1.5 D (Hβ) Dibaı̆ (1980)

0.4 7.6 0.4 1.1 D (C IV) Clavel et al. (1987)

0.5 7.7 0.6 1.5 D (C IV, Mg II) Gaskell (1988)

0.6 7.8 0.8 1.9 D (Hβ) Wandel (1989)

0.2 7.3 0.2 0.6 D (C IV) Ulrich and Horne (1996)

0.5 7.7 0.6 1.5 D (C IV) Ulrich et al. (1984)

0.6 7.8 0.8 1.9 D (Mg II) Ulrich et al. (1984)

1 8.0 1.2 3.0 D (Hβ) Ulrich et al. (1984)

20 9.3 24 59 D ([O III]) Sanders (1970)

1.1 8.0 1.3 3.2 X Wandel and Mushotzky (1986)

4.9 8.7 5.9 14 D ([O III]) Wandel and Mushotzky (1986)

2.8 8.5 3.4 8.3 AD, L(λ1450) Wandel (1989)

2.0 8.3 2.4 5.9 S Bochkarev (1998)

25 9.4 30 74 D (Hα) This paper
∗ Abbreviated names of the methods: D—dynamical, X—from the X-ray variability rate, AD—from the UV luminosity, S—from Hβ
satellites.
0.15± 0.2 days at λ2688 Å to 0.4± 0.2 day at λ5125 Å
(Edelson et al. 1996).

Individually, all these results have a low statistical
significance. If, however, we combine all of the data
on the lag determination (Oknyanskij et al. 2003;
Sergeev 2005; Edelson et al. 1996) by reducing them
to the lag relative to λ1275 Å, then we will obtain a
clear wavelength dependence of the time lag τ . This
dependence is shown in Fig. 10. The dashed line
represents a parabolic fit with allowance made for the
weight of each point. The lag is τ < 0d.09 ± 0d.18 in
the range 1000–3000 Å and τ4500 = 0d.33 ± 0d.18 at
λ4500 Å, i.e., almost twice the error of the parabolic
fit, and τ5500 = 0d.56± 0d.18 at λ5500 (theV band) rel-
ative to λ1275 Å. The lag of the optical (λ > 4000 Å)
variability is determined quite reliably, which yields
an effective AD radius of (1.5 ± 0.5) × 1015 cm in
the optical range and no more than 2.3 × 1014 cm
(<2.5 lt-hours) in the UV (λ < 3000 Å). It follows
from Figs. 9 and 10 that there is no lag for λ <

2000 Å—the energy distribution in this range is well
represented by a Planck curve with T = 65000 K.

It thus follows that the low-temperature (T =
8000 K) source is the reprocessing of energy of
the UV source by the accretion disk in the long-
wavelength range. Whereas the U luminosities of the
ASTRONOMY LETTERS Vol. 31 No. 10 2005
two sources are approximately equal, the luminosity
of the source with T = 8000 K is almost a factor of 3
and 4 higher, respectively, in the V band and at λ6925
(close to λeff of the R band). For the average flare
(Fig. 9b), the relationship is different: the luminosity
of the UV source at the flare maximum is a factor of 2
higher in the U band and lower in the V band. Inci-
dentally, it is possibly for this reason that our analysis
of only the UBV data yielded a temperature at the
flare maximum of ∼60 000 K. Thus, the reprocessing
of the flux from the UV source by the accretion disk
with a lag from 0.3 inB to 1 day inR dominates in the
optical range (BV R). The gas radiation is also added
in the U band.

7.3. The Nature of the Variability

The mass of the central object. A proper al-
lowance for the extinction in the UV (see Section 3)
leads to a large, more than two orders of magnitude,
increase in the luminosity of the variable source in
NGC 4151: Ltot = (6−8) × 1046 erg s−1. This value
is an order of magnitude higher than the Eddington
luminosity for the mass of the central object Mc (be-
low referred to as a supermassive black hole (SBH))
in NGC 4151 determined by the dynamical method
from broad lines (C IV, Mg II, Hβ) and is equal to
LEdd for Mc determined by the dynamical method
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from [O III] lines (Wandel and Mushotzky 1986).
Since, in general, the spread in mass estimates for
the SBH in NGC 4151 is two orders of magnitude,
this question should be considered separately.

Table 2 lists all of the available Mc estimates that
have been obtained by various methods since 1970.
This table also gives the Eddington luminosity and
the gravitational radius for the corresponding mass.

All of the SBH mass estimates can be divided
into low (<M8) (in what follows, the mass is given
in units of 108M�), and high (>M8) ones. All of the
low mass estimates were obtained by the dynamical
method (Mc = v2R/kG) from broad lines. Whereas
the velocity is determined from the line width satis-
factorily, the radius is usually estimated by an indirect
method that depends on the line luminosity, density,
and temperature. The radius of the broad line region
seems to be grossly underestimated; hence the low
mass. Even the estimation of the radius from the lag
of the fast line variability does not yield the true size
of the entire BLR. A strange result was obtained by
Ulrich et al. (1984): Mc depends on the ionization
potential of the corresponding line. The minimum and
maximum masses are derived from the C IV and Hβ
lines, respectively, although Gaskell (1988) derived
the same mass from the C IV andMg II lines. Subse-
quently, Ulrich and Horne (1996) get the lowest mass
estimate, M8 = 0.2, from the C IV line.

The masses estimated by other methods (from
the X-ray variability rate, from the UV luminosity,
etc.) proved to be close to the mass estimated by
Wandel and Mushotzky (1986) by the dynamical
method from the [O III] line. However, these es-
timates are not adequate either. For example, the
mass estimate from the X-ray variability rate was
made by assuming that the size of the hard X-ray
region was ∼5Rg. Since the indirect NLR radius
estimates seem to be less dependent on the assumed
physical conditions (great stability—no variability),
Mc estimated from the [O III] lines is an order of
magnitude larger. Unfortunately, what was known in
the late 1960s was forgotten in the late 1970s: for
nearby Seyfert galaxies, the NLR diameter can be
measured directly. In particular, the NLR diameter
estimated for NGC 4151 from the [O III] lines is
∼50 pc (0′′

.8 at D = 14 Mpc). Then, Mc = 10−
30M8 (Sanders 1970). This estimate is probably
closest to the true mass of the central object.

It was shown above (see Sections 4 and 7.1)
that, apart from the well-known broad line region
(BLR) responsible for the fast broad line variability
with a lag relative to the continuum, there is an
extended broad line region (EBLR) in the nucleus
of NGC 4151 with an effective radius of ∼1.5 lt-
years (0.45 pc) that determines the slow component
of the Hα variability (Malkov et al. 1997). How-
ever, the gas velocities in this region are the same
as those in the BLR, ±5000 km s−1 (Sergeev et
al. 2001). Taking this velocity and R = 0.45 pc, we
obtain Mc = 25M8 from the above formula (the co-
efficient k, which is equal to 0.5–2, depends on the
kinematic model and, in our case, was set equal to
unity), which is in excellent agreement with the es-
timate by Sanders (1970) obtained from [O III] (the
mean value is given in Table 2). An Eddington lumi-
nosity of LEdd = 3 × 1047 erg s−1 and a gravitational
radius of Rg ≈ 7 × 1014 cm correspond to a mass of
2.5 × 109M�. This mass of the central object is in
better agreement with the huge bulge of the giant
spiral NGC 4151 (Arp 1977; Doroshenko et al. 1998)
than the low mass estimates. The total luminosity of
(6−8) × 1046 erg s−1 then corresponds not to 1–2%
of LEdd, as is generally believed, but to 20–40%.

Disk accretion onto a SBH. Thus, our analysis
of the optical and UV variability leads to the following
picture. After a prolonged minimum (1984–1989),
the formation of a new AD with different parameters
and a factor of 2 higher luminosity began. The rate of
mass inflow into the disk determines the amplitude
of the S component, which depends on both the
temperature and the size of the disk. The S compo-
nent is observed not only in the optical range, but
also in the UV, at least up to 1000 Å; its amplitude
depends weakly on the wavelength. In contrast to
the UV/optical range, the S component is almost
completely absent in the X-ray (1–10 keV) range
(Lawrence 1980; Papadakis and McHardy 1995).
This is also clearly demonstrated by the RXTE
data: from 1996 until 2001, the amplitude of the
S component in the range 1–10 keV did not change,
within the error limits, while in the optical range, it fell
by more than an order of magnitude (Fig. 1).

However, the mean flux in the second cycle of
activity (1989–2003) increased by a factor of 2
compared to the first cycle (1968–1983), from 10 to
20 mCrab, in agreement with the same increase in
optical luminosity (Lyuty and Doroshenko 1999).

Aperiodic (or possibly quasi-periodic on short, 2–
3 year, time scales) flares are superimposed on the
S component. The main property of the average flare
is that its rise time ∆t does not depend on the flare
amplitude in both the optical and UV ranges. How-
ever, ∆t decreases with wavelength from 27 in V

to 6 days at λ1000 Å. This dependence (Table 1)
is satisfactorily, within the error limits, represented
by a parabola whose extrapolation to ∆t = 0 yields
λ = 680 Å, which is close to λmax for Te = 65000 K.
This is direct evidence, first, for the decrease in the
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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size of the emitting region with decreasing wave-
length and, second, for the main energy release pre-
cisely in the UV spectral range. In addition, the lag
between the long-wavelength and short-wavelength
emissions (Fig. 10) yields the AD radius: R = cτ . In
the optical range, λ5500, RV = 15 × 1014 cm or 2Rg

for M = 2.5 × 109M�. In combination with ∆tV =
27d, this gives∼6000 km s−1 for the velocity of prop-
agation of the flare over the disk. If this velocity does
not depend on the wavelength, then the disk radius
at λ = 1000 Å will be a factor of 4 or 5 smaller, i.e.,
0.5Rg. In general, this is exactly the radius of the
marginally stable orbit for a Kerr black hole.

The mass of the central object is at best estimated
to within a factor of 2 or 3. Sanders (1970) gave (11–
35)M8. In this paper, we also obtained 25M8 to within
a factor of at least 2 (k = 0.5−2, R could be slightly
smaller than 0.45 pc). On the other hand, the lumi-
nosity of the variable source, (6−8) × 1046 erg s−1,
requires no less than 5M8; in this case, the luminosity
will be equal to the critical (Eddington) luminosity.
The most plausible mass estimates appears to be
Mc = 1× 109M�. The AD luminosity then accounts
for 50–60% of the critical luminosity LEdd = 1.2 ×
1047, the gravitational radius is Rg = 3 × 1014 cm,
and the disk radius in the UV isR1000 = 1.3Rg .

The observations in December 1993 showed that
the flare maximum is reached almost simultane-
ously (the lag does not exceed 0d.5) not only in the
UV/optical range (λ1275–6990 Å), but also in the
X-ray range (1–2 keV). A linear extrapolation of the
ascending branch of the X-ray flare similar to that for
the UV/optical flare (Fig. 8) yields ∆tXR = 6d, as at
λ1000 Å. Hence, the X-ray flare cannot precede the
UV flare, as Edelson et al. (1996) believed; i.e., the
UV flux is not the reprocessed X-ray flux. In addition,
the UV luminosity is two orders of magnitude higher
than the X-ray (1–10 keV) luminosity.

This picture is in excellent agreement with the
theory of disk accretion instability by Shakura and
Sunyaev (1976) when applied to supermassive black
holes: for M ∼ 109M�, disk accretion can provide a
luminosity of ∼1047 erg s−1, the radiation tempera-
ture at L/LEdd 	0.1–1 is∼105 K, the minimum vari-
ability time scale is 2 or 3 days. The inner disk region
where the radiation pressure dominates is unstable
against small perturbations. The growing short-wave
perturbations propagate in the form of concentric
waves. This closely agrees with the observed fast
(flare) component with∆t decreasing from the optical
range to the UV and with the fact that the velocity of
propagation of the flare over the disk is much lower
than the speed of light.
ASTRONOMY LETTERS Vol. 31 No. 10 2005
This paper by Shakura and Sunyaev has been
almost forgotten, although the theory of stationary
accretion (Shakura and Sunyaev 1973) has still been
alluded to. The reason is clear: the X-ray observations
began much earlier than the UV ones and yielded an
X-ray luminosity that is an order of magnitude higher
than the optical luminosity. It was established that the
bulk of the energy is released in the X-ray range and is
subsequently reprocessed into low-frequency ranges.
The UV observations were consistent with this view,
because the extinction in the UV was grossly un-
derestimated. Incidentally, note an interesting fea-
ture: the observed flux (and, hence, the luminosity) in
the optical and UV ranges in 1995 tripled compared
to that in 1978–1980, while the X-ray (1–10 keV)
flux remained approximately the same. Our analysis
showed that when theUV extinction is properly taken
into account, the observed pattern of variability in
NGC 4151 is in good agreement with the theory by
Shakura and Sunyaev (1976) not only qualitatively,
but also quantitatively.
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Abstract—Data on the positions, radial velocities, and proper motions of open star clusters and OB stars
are used to obtain the rotation curve of the Galaxy fitted by a polynomial in inverse powers of the distances
from the Galactic rotation axis. We determine the locations of the corotation region and the inner and outer
Lindblad resonances using a previously estimated pattern speed. Based on data for objects of the Carina–
Sagittarius and Orion arms, we have determined the distortion amplitudes of the velocity field of the Galac-
tic disk, fR = −3.97 ± 4.79 km s−1 and fθ = +13.27± 2.57 km s−1. c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

Previously (Popova and Loktin 2005), we deter-
mined some of the parameters of the Galactic spiral
pattern using the positions and ages of open star
clusters (OSCs). In particular, we determined the
pattern speed, ΩP = 20.4 ± 2.5 km s−1 kpc−1; the
initial phase of the spiral pattern; and the pitch angle
of the spiral arms, i = 21◦.5. Additional information
about the properties of the spiral pattern can be ob-
tained from kinematic data on objects of the Galac-
tic disk. With the publication of catalogs of stellar
proper motions based on Hipparcos observations, the
propermotions of objects, in particular, those from the
Tycho-2 catalog, can be used along with their radial
velocities. The proper motions for a large number of
OSCs based on Tycho-2 data are given in Beshenov
and Loktin (2004).

THE GALACTIC ROTATION CURVE

To analyze the global distortions of the circular
velocity field produced by a spiral density wave in
the Galactic disk, the Galactic rotation curve must
be determined from the data set used here. In this
case, we can perform our analysis in terms of a single
distance scale. Therefore, we decided to construct the
Galactic rotation curves from the radial velocities Vr
and proper motions µ of OSCs. To determine both
the rotation curve and its errors more reliably, we
also decided to use the radial velocities and proper
motions of a sample of ОВ stars. As a result, we
obtained four samples (two for inferring the rotation
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curve from radial velocities and two for inferring the
rotation curve from proper motions); their parame-
ters are listed in the first three columns of Table 1,
where N is the sample size. The radial velocities of
OSCs were chosen from separate publications, and
this list was supplemented by as yet unpublished
mean values kindly provided by N. Kharchenko and
A. Piskunov. The proper motions of OSCs were taken
from Beshenov and Loktin (2004). The kinematic and
photometric data for ОВ stars were chosen from a
card catalog compiled by one of the authors, and the
proper motions were taken from the Tycho-2 catalog.
We determined the heliocentric distances of OB stars
using the luminosity calibration related to the OSC
distance scale adopted here (Beshenov and Loktin
2001) that was constructed from Hipparcos trigono-
metric parallaxes.
We determined the angular velocity of the Galaxy

ω = ω(R), where R is the distance from the Galactic
rotation axis, using Bottlinger’s formulas

Vr = R�(ω − ω0) sin l cos b, (1)

Vl = R�(ω − ω0) cos l cos b − ωr cos b.

In these formulas, we used the Galactocentric dis-
tance of the Sun, R� = 8.3 kpc, from Gerasimenko
(2003), who determined this parameter from OSC
data on the same distance scale as here. We took
ω0 = (24.5 ± 0.8) km s−1 kpc−1 from Loktin and
Beshenov (2003). The radial, Vr, and tangential, Vl,
velocities were corrected for the solar motion with its
components U� = −8.5 km s−1, V� = 14.8 km s−1,
andW� = 7.0 km s−1 taken from Loktin (1978).
For the convenience of subsequent calculations,

we fitted the derived dependences of the angular ve-
c© 2005 Pleiades Publishing, Inc.
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Table 1. Coefficients of the polynomial fit to the Galactic rotation curve

Sample Data N A B C

OSCs Vr 196 140.4 220.4 2641.1

OSCs µ 98 152.5 184.4 1724.1

ОВ stars Vr 1671 145.3 227.5 2108.5

ОВ stars µ 795 209.6 −23.5 218.0

Mean 162.0 ± 32.2 152.2± 118.6 1672.9± 1040.3
locity ω on the Galactocentric distance R by polyno-
mials of the form

ω =
A

R
+

B

R2
+

C

R3
, (2)

where A, B, and C are the unknown coefficients
that were determined separately for each of the four
samples by the least-squares method. We did not
use higher powers of R, because the corresponding
coefficients differed insignificantly from zero for all
our samples. The derived coefficients A,B, and C
are listed in columns 4–6 of Table 1. The last row
of the table gives the coefficients averaged over the
four samples. We used no weights in the averaging
procedure, because a justified system of weights was
difficult to choose for the four different samples and
because several systems of weights that we tested
yielded virtually indistinguishable results.
Figure 1 shows the angular velocities of the

Galaxy ω(R) as a function of the distance from the
Galactic rotation axis calculated from the proper
motions (filled circles) and radial velocities (open
circles) of OSCs. The solid and dotted lines indicate
polynomial fit (2) with the coefficients corresponding
to the sample under consideration for the proper
motions and radial velocities, respectively. A char-
acteristic feature of this plot is that the scatter of
data points based on proper motions is smaller than
the scatter of data points based on radial velocities.
This suggests that the OSC proper motions from
Beshenov and Loktin (2004) are highly reliable. It is
also clear that the discrepancies between the curves
obtained from propermotions and radial velocities can
be explained in terms of random errors in the data and
cosmic dispersion, so the Tycho-2 proper motions
require no appreciable systematic corrections.
Figure 2 shows the angular velocities ω(R) calcu-

lated from the proper motions (filled circles) and radial
velocities (open circles) of ОВ stars, and the curves
indicate the corresponding polynomial fits. In this
case, the data points determined from proper motions
also exhibit a smaller scatter than those correspond-
ing to radial velocities. The significantly larger scatter
of data points in Fig. 2 than that in Fig. 1 can be
explained by much larger errors in the heliocentric
distances of OB stars than those in the heliocentric
distances of OSCs. That is why the slopes of the
rotation curves differ markedly. We see from Figs. 1
and 2 that OSC data make it possible to construct
the rotation curve in the range of Galactocentric dis-
tances R approximately from 6.5 to 12 kpc, while
data on OB stars are useful in the range from 5.2 to
11.5 kpc (with significant errors near the ends of this
range).
In what follows, we use polynomial (2) with the co-

efficients given in column 5 of Table 1 as the rotation
curve.
Figure 3 compares our rotation curve (solid line)

with the rotation curves from Fich et al. (1989)
(dashed line) and Brandt and Blitz (1993) (dotted
line). These three curves constructed from different
initial data for theR range inwhichwe determined our
rotation curve are similar. The slightly larger slope of
our curve is probably attributable to a “compression”
of our distance scale and to small differences in the
adopted values ofR� and ω0. It should also be pointed
out that the slope of the rotation curve is actually
determined by a few data points with the smallest
Galactocentric distances, for which the random errors
of the initial data are largest. Note, in particular,
that the curve obtained from the proper motions of
OB stars with the largest deviation from the mean
curve (see Table 1) has the smallest slope.

THE LOCATIONS OF RESONANCES
IN THE GALACTIC DISK

The rotation curve derived above and the pattern
speed ΩР estimated previously (Popova and Loktin
2005) allow an attempt to be made to determine the
locations of the regions that characterize the prop-
erties of the spiral pattern and the Galactic disk:
the corotation region and the Lindblad resonances.
Figure 4 shows the adopted Galactic rotation curve
ω(R) and the pattern speed ΩР. The hatching indi-
cates the error corridors for our rotation curve and
ΩР. Also shown are the lines corresponding to the
rotation curve shifted upward and downward by half
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 1. Galactic rotation curve calculated from the proper motions (filled circles) and radial velocities (open circles) of OSCs.
The solid and dotted lines indicate the corresponding polynomial fits.
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Fig. 2. Same as Fig. 1 for OB-stars.
the epicyclic frequency for our rotation curve and
shifted downward for the rotation curve from Fich
et al. (1989). We determined the epicyclic frequency
using the standard formula

κ2 = 4ω2

(
1 +

R

2ω
∂ω

∂R

)
. (3)

It is clear from the figure that the corotation re-
gion, the Galactocentric distance at which the an-
gular velocity of the Galactic disk is equal to the
pattern speed, is located approximately between 8.9
LETTERS Vol. 31 No. 10 2005
and 10.8 kpc, and the accuracy of its location is
determined mainly by the estimation error of ΩР.
Previously (Popova and Loktin 2005), we estimated
the current location of the Perseus arm to be R =
10.5 kpc (along the Sun–Galactic center line); the
OSC age gradient points in the same direction as
that in theOrion and Carina–Sagittarius arms. It can
thus be concluded that the corotation region in our
Galaxy lies at a small distance from the Perseus arm
(beyond it), i.e., beyondR = 10.5 kpc. The corotation
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Fig. 3. Comparison of our rotation curve (solid line) with
the rotation curves from Fich et al. (1989) (dashed line)
and Brandt and Blitz (1993) (dotted line).

region is unlikely to lie in the immediate vicinity of the
solar orbit in the Galaxy.

The curves ω ± κ/m (m is the number of arms in
the spiral pattern) can be used to determine the loca-
tions of the outer and inner Lindblad resonances for
the given ΩР = 20.4 km s−1 kpc−1, between which,
according to the theory (see, e.g., the monograph
by Marochnik and Suchkov (1984)), a spiral density
wave can propagate. It is clear from Fig. 4 that,
according to our data, the inner Lindblad resonance
at m = 2 lies at a distance of R ≈ 6 kpc. However,
since this value is at the boundary of the range of
Galactocentric distances used to construct our rota-
tion curve, it is determined with a large error, espe-
cially if it is considered that the epicyclic frequency is
calculated via the derivative of the rotation curve. If
our Galaxy has a four-armed spiral pattern, then the
inner Lindblad resonance must be located no farther
than R = 7.2 kpc, which disagrees with the locations
of the Carina–Sagittarius and inner arms. Thus, al-
though many authors (for references, see Popova and
Loktin 2005) have determined the spiral pattern of our
Galaxy as a four-armed one, our data favor a two-
armed pattern.
If we used the rotation curve from Fich et al.

(1989) that is less steep than our rotation curve, then
the inner Lindblad resonance would displace toward
the Galactic center to a Galactocentric distance of
about R = 3 kpc. This leads us to conclude that
the rotation curve inferred from stellar objects is not
reliable enough for such works. Note also that we
have now obtained the rotation curve from data on
classical Cepheids, which is also steeper than that
from Fitch et al. (1989) in the region of interest.
Clearly, at present, we cannot determine the location
of the inner Lindblad resonance with a high accuracy
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Fig. 4. Dependence of the adopted Galactic rotation
curve, pattern speed, and epicyclic frequency on the
Galactocentric distance. The hatching indicates the error
corridors for the rotation curve ω(R) and the pattern
speed ΩP. The dashed lines indicate the R dependence of
ω ± κ/2 for the rotation curve from Fich et al. (1989).

from the data used here. In conclusion, note that the
rotation curves determined from the motions of gas
and stellar objects do not necessarily coincide closely,
but this question requires a separate analysis.
The data used here do not make it possible to draw

any definitive conclusions about the location of the
outer Lindblad resonance either (see Fig. 4); we can
only assert that it is definitely beyond R = 12 kpc.

THE RESIDUAL VELOCITY FIELD

To complete the picture of peculiarities of the mo-
tions of Galactic disk objects associated with the
effect of the spiral pattern, let us determine the dis-
tortion amplitudes of the velocity field of the Galactic
disk. The formulas describing the velocity field of
circular motions in the Galactic disk with allowance
made for the density wave effects are given in a mono-
graph by Marochnik and Suchkov (1984). Since we
determined many parameters that appear in these
formulas previously, the formulas simplify to

Vr = Rρ(w − w0) sin l cos b (4)

− fR cos(χ0 + ε) cos(l + θ) cos b

+ fθ sin(χ0 + ε) sin(l + θ) cos(b),
Vl = −r cos bω0 − fR cos(χ0 + ε) sin(l + θ)

+ fθ sin(χ0 + ε) cos(l + θ),

where Vr and Vl are the radial and tangential velocities
of objects corrected for the solar motion in space,

ε = m[(θ − θ0) + cot(i) ln(R/R0)], (5)
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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and χ0 was calculated from the formula

R2 − R0 = ∆R(2π − χ0)/2π, (6)

R8 − R1 = ∆Rχ0/2π,

where ∆R = R2 − R1 and R1 and R2 are the dis-
tances from the center to the inner and outer arms,
respectively. The quantities with the subscript zero
refer to the location of the Sun.We set θ0 equal to zero
and took i = 21◦.5 from our previous paper (Popova
and Loktin 2005). For the reasons given above, we
used m = 2 in our calculations, i.e., we adopted a
two-armed model of the Galaxy.
We took the Carina–Sagittarius and Orion arms

as the inner and outer arms, respectively. The Galac-
tocentric distances of these arms along the Galactic
center–Sun line were determined previously and were
assumed to be 7.21 and 8.80 kpc, respectively. We
did not use the Perseus arm, because our sample
contains a small number of objects in this region.
The amplitudes fR and fθ were estimated from
formulas (4) by the least-squares method. To obtain
more robust estimates, we excluded objects with
large residual velocities and repeated the calculations.
Unfortunately, this process reduced only slightly the
scatter of estimates obtained from different sam-
ples, although it slightly reduced the dispersions of
these estimates. Therefore, we decided to use the
weighted mean estimates for all samples where the
inverse squares of the rms errors of the estimates
obtained for each sample were used as weights.
Table 2 presents the results of our calculations for the
samples described above. Averaging without weights
yielded fR = (−7.9± 5.4) km s−1 and fθ = (+15.0±
2.4) km s−1. We see that using weights in this case
slightly reduces the errors of the estimates.
In this case, the solutions based on radial velocities

resulted in smaller estimation errors of the ampli-
tudes than the solutions based on proper motions.
Our weighted mean amplitudes proved to be close
to those determined previously by Pavlovskaya and
Suchkov (1980): fR = (−3.1± 2.3) km s−1 and fθ =
(+13.6 ± 2.3) km s−1.

CONCLUSIONS

Data on themotions and spatial locations ofOSCs
and OB stars yielded an almost complete set of pa-
rameters characterizing the properties of the Galactic
spiral pattern. At the same time, we failed to deter-
mine the number of arms in the spiral pattern. So
far, it is also hard to hope to infer the dependence of
the distortion amplitudes of the velocity field on the
Galactocentric distance and the locations of the in-
ner and outer Lindblad resonances from the available
ASTRONOMY LETTERS Vol. 31 No. 10 2005
Table 2. Estimates of the distortion amplitudes of the
velocity field of the Galactic disk

Sample Date fR, km s−1 fθ, km s−1

OSC Vr −3.03 ± 4.84 18.26 ± 2.91

OSC µ −21.26± 8.92 18.05 ± 3.64

ОВ stars Vr 3.79 ± 1.64 7.92 ± 1.10

ОВ stars µ −11.25± 2.44 15.68 ± 1.32

Weighted mean −3.97 ± 4.79 13.27 ± 2.57

data. This requires more data on the OSCs closest to
the Galactic center.
In the future, we plan to improve the inferred val-

ues based on the locations and motions of Cepheids.
Cepheids, which are objects that are seen far from
the Sun and whose ages can be estimated from the
period–age relation, will help to obtain another in-
dependent series of estimates for the parameters of
interest. This is especially true for the estimates of the
distortion amplitudes of the velocity field that were de-
termined from our data with an insufficient accuracy.
The unique choice of the number of arms in the spiral
pattern remains the main question. Analysis of the
motions of gaseous molecular clouds of the Galactic
disk may also help solve this question.
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Breakup of Moving Clusters in the Galactic Disk
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Abstract—Numerical simulations are used to analyze the breakup of moving groups in the Galactic
disk through the internal velocity dispersion of the group components and the tidal effect of the external
regular gravitational Galactic field and giant molecular clouds. The initial locations of the group centroids
correspond to well-knownmoving streams: the Hyades, the Pleiades, the UrsaMajor cluster, and the group
HR 1614. The mean group breakup times have been found as a function of the adopted limiting group
size. The interactions of stream stars with giant molecular clouds reduce significantly the group lifetime.
c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

Analysis of the space velocities of stars in the
solar neighborhood shows that this distribution con-
tains groups with various numbers of stars (see, e.g.,
Mülläri and Orlov 1997; Chereul et al. 1999; and
references therein). The origins of these groups of
stars with similar space motions may be different (see,
e.g., Orlov et al. (1995) for a discussion). Some of the
groups may be the products of the breakup of open
star clusters, such as the Hyades, the Pleiades, or
the Ursa Major cluster, with the breakup of clusters
taking place before our eyes (Brown 2001). It is of
interest to estimate the breakup time scales of such
groups under the effect of the external Galactic grav-
itational field, through the internal velocity dispersion
of the stars that have escaped from the cluster, and
under the effect of giant molecular clouds (GMCs)
populating the Galactic disk.

In this paper, we attempted to obtain such esti-
mates.

THE METHOD OF ANALYSIS

Stars dissipate from open clusters because of en-
counters between stars within the cluster, the tidal
effect of the Galactic gravitational field on the cluster
periphery, and encounters of the cluster with other
Galactic objects (e.g., GMCs). This results in the
formation of a structure that consists of a physically
bound star cluster and a stream of stars ejected from

*E-mail: vor@astro.spbu.ru
1063-7737/05/3110-0668$26.00
the cluster. We are interested in the subsequent dy-
namical evolution of the stream.
We will consider the stream as a set of physically

unbound stars with an internal one-dimensional ve-
locity dispersion σ (the superposition of three Gaus-
sians). At the initial time, the stream stars are uni-
formly and randomly distributed within a cube with
a 40-pc edge. The cube center coincides with the
current location of the Sun in the Galaxy. The stream
centroid velocities correspond to the heliocentric mo-
tions of four well-known moving groups: the Hyades,
the Pleiades, the Ursa Major cluster, and the group
HR 1614. We took data from Orlov et al. (1995) for
the first three groups and fromFeltzing andHolmberg
(2000) for the fourth group. Table 1 lists the helio-
centric centroid velocities of these groups. The U , V ,
and W axes are directed toward the Galactic center,
along the Galactic rotation, and toward the North
Galactic Pole, respectively. We took σ = 1 km s−1 for
the bulk of our statistical experiments, although we
also considered other values of σ in certain specified
cases.

Table 1. Initial velocities of group centroids

Group U0, km s−1 V0, km s−1 W0, km s−1

Hyades −40.5 −17.5 −3.4

Pleiades −14.2 −21.7 −10.2

UMa +13.5 +2.8 −8.5

HR 1614 −25 −63 −14
c© 2005 Pleiades Publishing, Inc.
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We analyzed the motion of each of the N =
1000 stars in the moving group relative to the group
centroid; the location of the group centroid at the
initial time coincided with the current location of
the Sun in the Galaxy. The gravitational field of the
Galaxy was represented by the potentials suggested
by Kutuzov and Osipkov (1989) and Flynn et al.
(1996). The times t the star escaped from the spheres
with radii of rc = 50, 100, 200, and 400 pc relative to
the group centroid were recorded. We determined the
mean times t̄ and their rms deviations.
We used the following approach to allow for the

effect of GMCs on the evolution of the stream in the
Galactic gravitational field. We numerically simulated
the interaction of stream stars with GMCs by as-
suming that the GMCs move in circular orbits in the
Galactic plane. We took into account the interaction
of stream stars only with the GMCs located within
a square with a 2-kpc side; the center of the square
coincided with the projection of the group centroid
onto the Galactic plane. The number of GMCswithin
this square was fixed at 16, as in Hänninen and Flynn
(2001). If one of the clouds escaped from the square,
then a new cloud was introduced on the opposite side
of the square.

The GMC masses were taken to be m = 106M�.
The cloud potential was represented by the formula

ϕ(r) ∼ m√
r2 + ε2

,

where r is the distance from the star to the cloud
center and ε = 50 pc is the softening length. This ap-
proach makes it possible to allow for close encounters
between group stars and GMCs.
Note that the adopted characteristic GMC mass

may be slightly overestimated (see, e.g., Sanders
et al. 1985). At the same time, as was shown by
Wielen (1985), the effect of GMCs on the dynamics of
star clusters is virtually independent of their masses
and depends only on their total density. Following
Wielen (1985), we took the characteristic GMC
density to be∼0.02M� pc−3.

SIMULATION RESULTS

Table 2 lists our estimates of the mean breakup
times t̄ of the moving groups and their rms deviations
at σ = 1 km s−1 for the two models of the regular
Galactic gravitational field under consideration. The
observed pattern of increase in the group lifetime with
increasing critical distance rc is approximately the
same for all four groups.
The figure shows the distributions n(t) for the

Hyades group at the chosen values of rc. The distri-
butions for other groups are similar. The distributions
ASTRONOMY LETTERS Vol. 31 No. 10 2005
Table 2. Mean group breakup times and their rms devia-
tions in units of 108 yr

rc, pc
Group

Hyades Pleiades UMa HR 1614

Model by Kutuzov and Osipkov (1989)

50 0.98 1.05 1.16 0.97

±11 ±11 ±24 ±07

100 2.7 3.7 4.9 3.1

2 4 1.8 2

200 7.0 10.4 8.1 8.8

7 1.9 1.6 6

400 14.4 21.1 15.6 16.4

1.3 3.4 3.0 1.1

Model by Flynn et al. (1996)

50 1.27 1.42 1.24 1.22

16 19 15 11

100 3.9 5.0 8.9 3.7

4 5 4.2 2

200 12.2 19.3 12.5 9.5

1.2 4.2 1.9 6

400 18.0 29.1 24.2 21.5

1.4 3.4 3.8 1.7

are asymmetric: the maxima are reached at compara-
tively short times. At the same time, secondary max-
ima are seen at long t, which may suggest that part
of the group survives on a significant time interval,
∼108−109 yr.

The distributionn(t) depends on the initial velocity
dispersion σ in the group. Table 3 illustrates this
dependence for the Hyades cluster at rc = 200 pc.
The mean breakup time t̄ is seen to decrease with
increasing σ. Thus, for example, if we increase the
characteristic initial velocity spread in the group by
a factor of 5, then the mean lifetime will decrease
by a factor of about 8−10; this decrease is slightly
faster than the linear law. The accelerated decrease
is probably attributable to the additional effect of the
tidal Galactic field.
As an example, Table 4 illustrates the effect of

GMCs on the breakup of groups for the Hyades clus-
ter in the model by Kutuzov and Osipkov (1989). The
results are similar for the other groups. As we see
from the table, the interaction with GMCs decreases
significantly the lifetimes of moving groups.
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DISCUSSION

In this paper, we consider the evolution of a mov-
ing stellar group in the regular gravitational field of the
Galaxy. The group stars are not bound to one another
and are affected by GMCsmoving in circular orbits in
the Galactic plane around the Galactic center.

The group is gradually blurred within the main
body of the Galaxy. The main cause of this blurring
is the difference in the space velocities of the stream
stars, which is produced, for example, by the dynam-
ical processes that lead to the breakup of the open
clusters—the progenitors of moving groups. The sec-
ond cause is the external gravitational field of the
Galaxy, which acts as an additional tidal force. The
interaction of stream stars with GMCs plays a sec-
ondary role and only at the late evolutionary stages of
the groupwhen it becomes very wide (several hundred
parsecs).

Let us now compare our estimates of the breakup
times for the simulated moving groups with the ages
of five observed young kinematic groups of the Galac-
tic disk population (Montes et al. 1999): the Pleiades,
IC 2391, the Castor group, the Ursa Major group,
and the Hyades. The ages of these groups do not
exceed 6 × 108 yr, with four groups being no older
than 3 × 108 yr. Comparison of these estimates with
the data from Table 4 shows that the mean escape
time of group members beyond the sphere of radius
rc = 400 pc from the group center is less than 3 ×
108 yr. Therefore, a considerable fraction of the stars
of the streams under consideration may be located at
greater distances from the group centers.
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Table 3. Dependence of the mean breakup time of the
Hyades group (in units of 108 yr) on the initial velocity
dispersion σ of the group stars. rc = 200 pc

σ, km s−1 1 2 3 4 5

Model by Kutuzov and Osipkov (1989)

Mean
time t̄

7.0 3.2 1.6 1.2 0.9

±7 ±3 ±2 ±2 ±2

Model by Flynn et al. (1996)

Mean
time t̄

12.2 3.9 2.3 1.5 1.2

±1.2 ±4 ±3 ±2 ±2

Table 4. Comparison of the results obtained with and
without allowance for the interaction between group stars
and GMCs for the Hyades group at σ = 1 km s−1

rc, pc Without GMCs With GMCs

50 0.98 0.53

±11 ±1

100 2.74 1.00

±22 ±2

200 7.0 1.68

±7 ±3

400 14.4 2.61

±1.3 ±5

The physical sizes of young (no older than 0.5 ×
108 yr) OB associations in the solar neighborhood are
∼10−100 pc (Brown 2001). It can be assumed that
the observed kinematic groupswere formed from such
weakly bound systems. Therefore, we can apply our
estimates to these groups as well.
Numerical N-body simulations with allowance

made for the sweeping-out of gas from the cluster and
the external Galactic gravitational field show (Kroupa
et al. 2001) that a stellar association with a radius
of ∼100−150 pc is formed around an open cluster in
∼0.5 × 108 yr. The observed kinematic groups may
be parts of such associations surrounding some of the
nearby open clusters, such as the Hyades, Praesepe,
ASTRONOMY LETTERS Vol. 31 No. 10 2005
the Pleiades, and others. The results obtained can
also be applied to such groups, although the con-
tinuous replenishment of the association with stars
ejected from the cluster should be taken into account
here.
Thus, the halos of open clusters will gradually

break up due to the internal velocity dispersion, the
external gravitational field of the Galaxy, and encoun-
ters with GMCs. The breakup time scales are several
hundred million years for a critical group radius of
several hundred parsecs.
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A. A. Mülläri, and V. V. Orlov (St. Petersburg Univ.
Press, St. Petersburg, 1997), p. 97.

10. V. V. Orlov, I. E. Panchenko, A. S. Rastorguev, and
A. V. Yatsevich, Astron. Zh. 72, 495 (1995) [Astron.
Rep. 39, 437 (1995)].

11. D. B. Sanders, N. Z. Scoville, and P. M. Solomon,
Astrophys. J. 289, 373 (1985).

12. R. Wielen, Dynamics of Star Clusters, Ed. by
J. Goodman and P. Hut (Reidel, Dordrecht, 1985),
p. 449.

Translated by A. Dambis



Astronomy Letters, Vol. 31, No. 10, 2005, pp. 672–680. Translated from Pis’ma v Astronomicheskĭı Zhurnal, Vol. 31, No. 10, 2005, pp. 754–763.
Original Russian Text Copyright c© 2005 by Grebenev, Sunyaev.
Outburst of the X-ray Transient SAX J1818.6–1703 Detected by the
INTEGRAL Observatory in September 2003

S. A. Grebenev1* and R. A. Sunyaev1, 2

1Space Research Institute, Russian Academy of Sciences, Profsoyuznaya ul. 84/32, Moscow, 117997 Russia
2Max-Planck-Institut für Astrophysik, Karl-Schwarzschild-Str. 1, Postfach 1317, D-85741 Garching, Germany

Received May 16, 2005

Abstract—During the observation of the Galactic-center field by the INTEGRAL observatory on
September 9, 2003, the IBIS/ISGRI gamma-ray telescope detected a short (several-hours-long) intense
(∼380 mCrab at the peak) outburst of hard radiation from the X-ray transient SAX J1818.6–1703.
Previously, this source was observed only once in 1998 during a similar short outburst. We present the
results of our localization, spectral and timing analyses of the object and briefly discuss the possible causes
of the outburst. The release time of the bulk of the energy in such an outburst is appreciably shorter
than the accretion (viscous) time that characterizes the flow of matter through a standard accretion disk.
c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

The source SAX J1818.6–1703 was discovered
by the BeppoSAX observatory on March 11, 1998,
during an X-ray outburst that lasted only a few
hours (in’t Zand et al. 1998; in’t Zand 2001).
The appearance of a new transient near the well-
known burster GX 13+1 (at an angular distance
of ∼1◦) was recorded by the WFC-2 wide-field X-
ray camera at 19h10m (UT). By 20h40m, the photon
flux from SAX J1818.6–1703 reached its maximum:
∼100 mCrab in the range 2–9 keV and ∼400 mCrab
in the range 9–25 keV. The observation was inter-
rupted 3 h later, but the flux was almost halved by this
time, indicative of a fast decay of the transient. The
source’s position, R.A. = 18h18m39s and Decl. =
−17◦03′

.1 (epoch 2000.0), was determined with an
accuracy of 3′. Only one catalogued B3 III star,
HD 168078, with V = 10m. 7 is within the error circle
(in’t Zand et al. 1998), but there is no additional
reason to believe it to be a real candidate for optical
identification with SAX J1818.6–1703.

All that has been known aboutSAX J1818.6–1703
until recently is listed above. Its nature and, primarily,
the mechanism that produced such a short outburst
with a duration much shorter than the character-
istic time scale for the propagation of disturbances
in a standard accretion disk (tvis � 1.4 days) have
remained unclear. In this paper, we present the results
of our observations of the second outburst of hard

*E-mail: sergei@hea.iki.rssi.ru
1063-7737/05/3110-0672$26.00
radiation from this source that has allowed us to
investigate it inmore detail. This flare was detected on
September 9, 2003, by the INTEGRAL observatory.

OBSERVATIONS

The INTEGRAL international gamma-ray obser-
vatory (Winkler et al. 2003) was placed in a high-
apogee orbit by a PROTON launcher on October 17,
2002 (Eismont et al. 2003). There are four tele-
scopes onboard the observatory that allow concurrent
X-ray, gamma-ray, and optical observations of cos-
mic sources. This work is based on the data obtained
with the IBIS gamma-ray telescope at energies above
18 keV. Unfortunately, no concurrent observations of
SAX J1818.6–1703 were performed in the standard
X-ray range (by the JEM-X telescope). Since the
source is fairly far from the Galactic center toward
which the observatory was pointed, it was not within
the field of view of the JEM-X telescope, which is
narrower than that of the IBIS telescope.

The IBIS telescope (Ubertini et al. 2003) uses
the principle of a coded aperture to image the sky in
hard X rays and gamma rays in a 30◦ × 30◦ field of
view (the fully coded field is 9◦ × 9◦) with an angular
resolution of 12′ (FWHM). It is equipped with two
position-sensitive detectors: ISGRI (Lebrun et al.
2003) composed of 128 × 128 CdTe semiconductor
elements with a high sensitivity in the range 18–
200 keV and PICsIT located under it (Labanti et al.
2003) and composed of 64 × 64 CsI(Tl) scintillators
c© 2005 Pleiades Publishing, Inc.
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with an optimal sensitivity in the range 175 keV–
10 MeV. In this paper, we use only the ISGRI data.
The total area of the sensitive elements of this detector
is 2620 cm2; the effective area for sources at the center
of the field of view is∼1100 cm2 (half of the detector is
shadowed by opaque aperture elements). The detector
provides fairly good energy, ∆E/E ∼ 7% (FWHM),
and high time,∆t � 61 µs, resolutions.

Although the outburst of SAX J1818.6–1703 was
initially detected using a standard software package
for analyzing the INTEGRAL data (at that time,
OSA-3.1), all of our results presented here were ob-
tained using the data processing codes developed for
the IBIS/ISGRI telescope at the Space Research
Institute of the Russian Academy of Sciences. A gen-
eral description of the procedures used can be found in
a paper by Revnivtsev et al. (2004). Application of the
latest version of these codes to the observations of the
CrabNebula has shown that the systematicmeasure-
ment error of the absolute photon flux from the source
does not exceed 7%, while the measurement error of
the relative fluxes in various spectral channels does
not exceed 3%. In our spectral analysis, we used the
response matrix of the OSA-4.2 standard package
(the rmf file of version 12 and the arf file of version 6),
which proved to be good at fitting the spectra of
the Crab Nebula, in particular, the spectra measured
in August 2003 immediately before the observations
under consideration. The spectrum of the Nebula was
assumed to be dN(E)/dE = 10E−2.1 phot. cm−2 ×
s−1 keV−1, where the energy E is given in keV. For
our study within the framework of the same general
approach to analyzing the IBIS/ISGRI data, we de-
veloped codes for reconstructing the source’s light
curves with a good time resolution.

When the outburst of the transient SAX J1818.6–
1703 occurred, the INTEGRAL observatory was per-
forming a long (with a total exposure time of 2 Ms)
series of observations of the Galactic-center region.
During this series, the IBIS telescope detected 60
hard radiation sources of various intensities (Revnivt-
sev et al. 2004). Curiously enough, another poorly
studied source, AX J1749.1–2733, flared up in this
region on September 9, 2003, almost simultaneously
with SAX J1818.6–1703. The results of its study are
presented elsewhere (Grebenev and Sunayev 2005).
The INTEGRAL observations in this period were
performed by successive pointings at points of the
Galactic-center field spaced ∼2◦ apart according to
the 5 × 5 scheme. Depending on the pointing, the
exposure efficiency of SAX J1818.6–1703 changed
greatly. The duration of each pointing was∼3450 s.
ASTRONOMY LETTERS Vol. 31 No. 10 2005
RESULTS

The appearance of the transient source in the field
of view was first recorded at a statistically significant
level by the IBIS/ISGRI telescope (at a signal-to-
noise ratio of S/N = 9.4) during the pointing that be-
gan on September 9, 2003, at 00h01m (UT). Analysis
of its X-ray image showed that SAX J1818.6–1703
flared up. The measured photon flux from it was 69 ±
7mCrab in the range 18–45 keV and 43 ± 16mCrab
in the range 45–70 keV (the flux of 1 mCrab in these
ranges corresponds to radiation fluxes of 1.1 × 10−11

and 4.7 × 10−12 erg cm−2 s−1, respectively). The
brightness of the source remained the same during
the next pointing; subsequently, it faded for 2–3 h,1
but flared up again. During the pointings that began
at 10h42m and 12h41m, two superintense bursts were
detected from the source, during which it became
the brightest among all of the sources in the field of
view. During the first (stronger) burst, the measured
photon flux in the above ranges reached 230 ± 5 and
172 ± 10 mCrab, respectively. The source remained
moderately bright (∼50−70 mCrab) until 20h, we
failed to detect it in several subsequent pointings, and
the observations were then interrupted, because the
satellite entered the Earth’s radiation belts in the final
segment of its orbit. During the next orbital cycle
(September 10–13), the source was detected only at
the telescope’s sensitivity limit (S/N � 6.0) with a
mean 18–45-keV flux of 6.6 ± 1.1 mCrab.

The described picture is illustrated by Fig. 1,
which shows the source’s light curves constructed
from the observations of September 7–13 in two
energy ranges. Each point of these curves is the
measurement of the photon flux from the source
in the corresponding sky image obtained during an
individual pointing.

The vertical dashed lines in Fig. 1 indicate the
interval of the source’s statistically significant detec-
tion. We used this interval to accumulate the inte-
grated images of the sky near SAX J1818.6–1703
(signal-to-noise maps) in the energy ranges 18–
45 and 45–70 keV shown in Figs. 2 and 3, re-
spectively. The total exposure time was 75 400 s.
Apart from SAX J1818.6–1703, four more X-ray
sources are seen in Fig. 2: the bursters GX 17+2
and GX 13+1, the atoll source GX 9+1, and the
X-ray pulsar IGR J18027–2016 (also known as
SAX J1802.7–2017). SAX J1818.6–1703 is the
brightest of these sources—it was detected at a

1 Since the pointings at this time were particularly unfavorable
for the source’s observation (it was at the very edge of the
field of view), the flux was measured with large errors; nev-
ertheless, the fall in flux appears statistically significant (see
Fig. 1).
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Fig. 1. IBIS/ISGRI light curve for SAX J1818.6–1703 in the energy ranges 18–45 and 45–70 keV obtained in the period
September 7–13, 2003. Each point of this curve corresponds to an individual ∼3450-s-long pointing of the INTEGRAL
observatory. The dashed and dotted vertical lines indicate the source’s activity period and the main outburst event (two intense
bursts of hard radiation).
signal-to-noise ratio of S/N � 48, while the next
brightest source GX 9+1 has S/N � 20. In Fig. 3,
SAX J1818.6–1703 is the only source (it is seen
at S/N � 15). Estimates indicate that this is at-
tributable not just to the natural decrease in the
hard X-ray photon flux typical of all sources,—
the flux from SAX J1818.6–1703 falls in this case
more slowly; i.e., the source has a much harder
(with the possible exception of the X-ray pulsar
IGR J18027–2016) spectrum.

The image shown in Fig. 2 was used to improve
the localization of the source. The position found,
R.A. = 18h18m38s.2 and Decl. = −17◦03′11′′ (epoch
2000.0, 1′

.5 uncertainty), coincided with its position
measured by BeppoSAX in 1998 to within 12′′.

The Outburst Time Profile

To elucidate the nature of the source’s outburst,
it is crucially important to analyze the structure of
the two intense short bursts occurred at about 11
and 13 h. Since the light curve in Fig. 1 does not
allow this to be done, we reconstructed more detailed
light curves. Figure 4a shows the 18–45-keV light
curve with a time resolution (bin size) of 500 s. It
spans only the source’s activity period. The actually
measured count rate, i.e., the count rate corrected
for the dead time and other instrumental effects, but
uncorrected for the variations in the effective (source-
irradiated) area of the detector due to the change in
the INTEGRAL pointing, is along the Y axis. This
effect is important, since the source was outside the
fully coded field of view of the telescope. We do not
make the corresponding correction in order not to
overload the figure. At the time resolution used, sta-
tistically insignificant spikes appear in the corrected
light curve due to the Poissonian fluctuations of the
count rate when the source approaches the edge of the
field of view. Instead, Fig. 4b shows the curve of vari-
ations in the effective area of the detector. We clearly
see its correlation with the count rate, which, how-
ever, does not distort severely the main event. The ef-
fective area for the observation of SAX J1818.6–1703
was only 620 cm2 even at maximum; i.e., it was
almost a factor of 2 smaller than the area typical of
the sources in the fully coded field of view. For such
an effective area, 1 count/s corresponded to a flux of
∼16.4 mCrab in the energy range under considera-
tion, so, according to this figure, the maximum flux
from the source reached ∼380mCrab.

The figure suggests that the two bursts of themain
outburst event have a fairly complex time profile. A
narrow (10–20 min) precursor peak and a broader
(1.5–2 h) main peak can be distinguished in each
of them. The amplitude of the precursor peak in the
first burst is almost twice that of the main peak,
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 2. IBIS/ISGRIX-ray image of the region aroundSAX J1818.6–1703 obtained onSeptember 9, 2003, during its outburst.
The contours indicate the regions of confident detection of sources in the energy range 18–45 keV and are given at signal-to-
noise ratios of 3, 3.9, 5.2, 6.8, 8.9, 11.6, . . . (on a logarithmic scale). The image size is approximately equal to 9◦ × 9◦.
while the precursor peak in the second burst is ap-
preciably smaller. In general, the two bursts resem-
ble ordinary type-I X-ray bursts with photospheric
expansion, i.e., bursts produced by a thermonuclear
explosion on the neutron star surface at which the
photospheric luminosity reached the Eddington limit
(see Lewin et al. 1993). However, the duration of the
bursts from SAX J1818.6–1703 was 2–3 h, which
is much longer than the duration of ordinary X-ray
bursts. The recently discovered superbursts (Kuulk-
ers et al. 2002; in’t Zand et al. 2004) have compa-
rable durations, but exhibit completely different time
profiles—a very fast rise and a long exponential decay.
As we will see below, there are also more fundamental
differences between these bursts.

Figure 5 shows the time profiles of the main event
in several energy ranges after their reduction to the
effective area of 620 cm2. In general, they are similar
in structure, suggesting that the spectral shape of the
source changed little during the outburst. However,
ASTRONOMY LETTERS Vol. 31 No. 10 2005
note a clear decrease with energy in the relative am-
plitude of the precursor peak in the first burst and a
probable decrease in the amplitude of the precursor
peak in the second burst. These changes were con-
firmed during a detailed spectral analysis.

The Radiation Spectrum

Figure 6 shows the average spectrum of
SAX J1818.6–1703 obtained in the period of its
activity (during the interval bounded by the vertical
dashed lines in Figs. 1 and 4). The source’s radiation
is recorded up to∼200 keV, with an exponential cutoff
being observed at energies above 70 keV. Note that an
additional soft (hν < 30 keV) radiation component is
present in the spectrum. The energy characteristics
of the source’s radiation in this period, its mean
luminosity and energy release calculated by assuming
that SAX J1818.6–1703 is actually near the Galactic
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Fig. 3. The same image as that in Fig. 2, but in the energy range 45–70 keV. Of the five sources observed in this field at low
energies, only SAX J1818.6–1703 is still bright (seen at S/N � 14.8σ).
center, at a distance of d � 8 kpc,2 are given in
Table 1.

Table 2 summarizes the results of fitting the spec-
trum by simple analytical models: a power law (PL),
a power law with an exponential high-energy cutoff
(PE), the radiation formed through Comptonization
of low-energy photons in a cloud of high-temperature
plasma (ST, Sunyaev and Titarchuk 1980), the
bremsstrahlung of an optically thin thermal plasma
(TB), the bremsstrahlung with an additional soft
blackbody component (TB+BB), and the Comp-
tonization radiation with an additional blackbody
component (ST+BB). We see that even the single-
component PL, PE, and STmodels describe satisfac-
torily the radiation spectrum. Although the introduc-
tion of an additional soft radiation component affects
only the first two or three points of the spectrum,
this leads to its further significant improvement.

2 For the source GX 13+1 closest to SAX J1818.6–1703, d �
7 ± 1 kpc (Bandyopadhyay et al. 1999).
Extrapolating the soft component to the X-ray en-
ergy range leads to a luminosity that is an order
of magnitude higher than that in the hard energy
range. Thus, the overall energetics of the source
could be maintained at a level approaching the critical
Eddington level for accretion onto a neutron star (or,
given the uncertainty in the spectral shape of the soft
component, even onto a black hole of a low ∼3 M�
mass).

Figure 7 shows the spectral evolution of
SAX J1818.6–1703 during the outburst under dis-
cussion. Spectra A, B, and C were measured by
the IBIS/ISGRI telescope at different evolutionary
phases of the main event (the time intervals corre-
sponding to these phases are indicated in the upper
panel of Fig. 5). Spectrum D was measured during
the remaining activity period of the source. The
solid lines indicate the best fit to spectrum A by the
bremsstrahlung law of an optically thin plasma (kT �
29 keV). The soft component, which is absent in the
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 4. (a) Detailed IBIS/ISGRI 18–45-keV light curve for SAX J1818.6–1703 obtained on September 9, 2003, in the period
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effective area for this source related to the change in the INTEGRAL pointing (the effect of partial coding). The corresponding
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main radiation of the bursts (spectra B and C), is
clearly seen at energies below∼30 keV in the spectra
of the precursor peak in the first burst (spectrum A)
and the period of moderate activity of the source
(spectrum D), as well as in the average spectrum of
the source. The results of fitting the presented spectra
by a power law (PL) and the bremsstrahlung law of
an optically thin thermal plasma (TB) are given in
Table 3. We see that in the period of moderate activity,
the source had a fairly soft radiation spectrum (with
a photon index of α ∼ 3); at the onset of the main
event, the spectral hardness increased (α ∼ 2.7) and
continued to increase, reaching α ∼ 2.4 in the second
burst.

DISCUSSION

Transients like SAX J1818.6–1703 form a special,
fairly representative population among the X-ray
sources discovered or recorded during outbursts by
the INTEGRAL observatory (e.g., IGR J17544–2619,
XTE J1739–302, and others). Their distinctive fea-
ture is a very short (several hours) lifetime and a
long recurrence period (several years). Only a few
such transients (including SAX J1818.6–1703) were
observed in previous experiments.

The activity of these sources could in principle be
caused by the following: (1) thermonuclear explosions
on the neutron star surface, (2) magnetic energy re-
lease in the case of a neutron star with a very strong
ASTRONOMY LETTERS Vol. 31 No. 10 2005
magnetic field, and (3) unsteady accretion onto a
neutron star or a black hole in a binary system. The
first two possibilities seem unlikely, since the lifetime
of such transients is much longer than the duration of
both soft gamma-ray bursts from gamma repeaters
(magnetars) and ordinary X-ray bursts from neutron
stars with a weak magnetic field (bursters). Our re-
sults show that the outbursts of SAX J1818.6–1703
also differ greatly from the superbursts discovered re-
cently from bursters (Kuulkers et al. 2002; in’t Zand
et al. 2004) primarily by an increase in the hardness
during the burst and by the burst profile. Note that
the energy released during the main outburst event
of SAX J1818.6–1703 accounted for only 1/3 of the

Table 1.Parameters of the outburst of SAX J1818.6–1703
observed on September 9, 2003

Interval Parametera Value
Entire activity
period b

∆T 22.5 h
LX 7.5 × 1036 erg s−1

FX 6.1 × 1041 erg
Main eventc ∆T 2.7 h

LX 1.9 × 1037 erg s−1

FX 1.8 × 1041 erg
a Duration∆T , luminosityLX, and energy releaseFX in the range
20–200 keV for an assumed distance of 8 kpc.

b Bounded by the vertical dashed lines in Fig. 1.
c The sum of intervals A, B, C marked in Fig. 5.
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Table 2. Results of the best-fit approximation of the spectrum of SAX J1818.6–1703 averaged over the entire period of
its activity

Modela kT , keV αb kTbb,c keV Lbb,c 1038 erg s−1 χ2(N)d

PL 2.75 ± 0.08 1.02(22)

PE 136 ± 4 2.46 ± 0.31 1.02(21)

ST 27.9 ± 2.1 2.51 ± 0.10 1.02(21)

TB 28.8 ± 1.9 1.37(22)

TB+BB 36.3 ± 3.5 1.7 ± 0.7 1.6 ± 0.4 0.75(20)

ST+BB 16.8 ± 3.7 2.08 ± 0.57 1.7e 1.4 ± 0.5 0.78(20)
a The notation of the models is given in the text.
b The photon index.
c Parameters of the soft radiation component: the blackbody temperature and bolometric luminosity (for d = 8 kpc).
d The χ2 value of the best fit normalized toN (N is the number of degrees of freedom).
e A fixed parameter.

Table 3. Results of the best-fit approximation of the spectrum of SAX J1818.6–1703 at various evolutionary phases of
the outburst

Spectrum Model kT , keV αa LX,b 1037 erg s−1 χ2(N)c

A PL 2.74 ± 0.10 2.37 ± 0.77 1.03 (23)

TB 28.6 ± 2.4 2.05 ± 0.18 0.83 (23)

B PL 2.55 ± 0.10 1.98 ± 0.66 1.25 (23)

TB 34.3 ± 3.4 1.70 ± 0.15 0.96 (23)

C PL 2.41 ± 0.11 2.21 ± 0.79 1.76 (23)

TB 39.0 ± 4.4 1.88 ± 0.17 1.04 (23)

D PL 3.05 ± 0.18 0.42 ± 0.21 0.83 (23)

TB 20.0 ± 2.4 0.36 ± 0.06 1.23 (23)

a The photon index.
b The 20–200-keV luminosity for an assumed distance of d = 8 kpc.
c The χ2 value of the best fit normalized toN (N is the number of degrees of freedom).
total energy released in the period of its activity (Ta-
ble 1). This is also difficult to explain in terms of a
thermonuclear explosion on the neutron star surface
without invoking unsteady accretion processes.

On the other hand, the lifetime of such outbursts is
much shorter than the accretion (viscous) time that
characterizes the propagation of disturbances in a
standard accretion disk,

tvis ∼
2
3α

1
ΩK(R)

(
R

H

)2

∼ 1.4
(

R

1010 cm

)3/2( M

1.4M�

)−1/2

days

(Shakura and Sunyaev 1973). Here, R is the outer
radius of the disk, H is the disk half-thickness
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 5. Change of the time profile for the main out-
burst event of SAX J1818.6–1703 recorded by the
IBIS/ISGRI telescope on September 9, 2003, with en-
ergy. The resolution is 500 s everywhere, except the profile
measured in a wide energy range, 18–70 keV (the bin
size for it is 300 s). The count rate along the Y axis
was corrected for all instrumental effects and reduced
to the same area of 620 cm2, which corresponds to the
maximum achieved efficiency of the source’s observations
(1 count/s is approximately equal to 36, 48, 31, and
12 mCrab in the ranges 18–26, 26–36, 36–70, and 18–
70 keV, respectively). The time in hours from the begin-
ning of the day (UT) is along theX axis.

at this radius, ΩK = (GM/R3)1/2 is the Keplerian
frequency, M is the mass of the compact object, and
α ∼ 1 is the viscosity parameter. We disregarded the
weak R dependence of H/R on the right-hand side
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 6. Average IBIS/ISGRI spectrum of
SAX J1818.6–1703 obtained on September 9, 2003, in
the period of its activity (open circles). The spectrum is
very hard; the characteristic temperature when fitting the
spectrum by the bremsstrahlung law of an optically thin
plasma is kT � 36 keV. For comparison, the filled circles
indicate the X-ray spectrum of the source GX13+1
closest to SAX J1818.6–1703 measured at the same
time, which is typical of accreting neutron stars with a
weak magnetic field (kT � 5 keV). At low energies, an
additional soft radiation component is apparently present
in the spectrum of SAX J1818.6–1703. The dotted lines
indicate the best fits to the spectra (see the text).

of this expression (in the standard disk accretion
model, H/R ∼ R1/8) and set H/R � 0.02, which
corresponds to the most compact binaries with R ∼
1010 cm (for a discussion, see Gilfanov and Are-
fiev 2005). We can decrease tvis by increasing H/R
(advection-dominated regime), but this will cause
the accretion efficiency to decrease appreciably. At
an accretion efficiency of ξ = 1/12 typical of black
holes or compact neutron stars (Rns ∼ 3Rg, where
Rns is the radius of the neutron star surface, and Rg

is its gravitational radius), a compact object would
accrete Macc ∼ FX/(ξc2) � 8 × 1021 g of matter for
the energy release to be FX � 6× 1041 ergs (Table 1).
The other possibility to decrease tvis appears in the
case of unsteady accretion from the stellar wind. In
this case the radius of the forming disk can be much
smaller than the size of the binary.

The mechanisms responsible for the outbursts of
such transients can be considered in detail only after
their reliable optical identification. At present, this has
not yet been done.
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Fig. 7. Spectral evolution of SAX J1818.6–1703 during
the hard X-ray outburst observed on September 9, 2003.
Spectra A, B, and C were measured by the IBIS/ISGRI
telescope at different evolutionary phases of the main
event (see Fig. 5); spectrum D was measured during the
remaining activity period of the source. The solid lines
indicate the best fit to spectrum A by the bremsstrahlung
law of an optically thin plasma (kT � 29 keV; for spec-
trum D, the normalization of the fit was decreased by
a factor of 5). The soft component, which is absent in
the main burst radiation (spectrum B and particularly
spectrum C), is clearly seen at energies below ∼30 keV
in the radiation spectra of the precursor peak of the first
burst (spectrum A) and the period of moderate activity of
the source (spectrumD).
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Abstract—We present the results of our study of the emission from the transient burster MX 0836–42
using its observations by the INTEGRAL and RXTE X-ray and gamma-ray observatories in the period
2003–2004. The source’s broadband X-ray spectrum in the energy range 3–120 keV has been obtained
and investigated for the first time. We have detected 39 X-ray bursts from this source. Their analysis
shows that the maximum 3–20-keV flux varies significantly from burst to burst, F ∼ (0.5−1.5)×
10−8 erg cm−2 s−1. Using the flux at the maximum of the brightest detected burst, we determined an
upper limit for the distance to the source, D � 8 kpc. c© 2005 Pleiades Publishing, Inc.

Key words: neutron stars—bursters, transients; X-ray sources—MX 0836–42.
INTRODUCTION

The transient X-ray source MX 0836–42 was
discovered in 1971 by the OSO-7 satellite (Markert
et al. 1975). Its position almost coincided with the
probable position of the point source detected in
December 1970 and February 1971 by the UHURU
observatory (Kellogg et al. 1971). Since the intensity
of the latter was too low, it was not included in the offi-
cial UHURU catalog of sources (Markert et al. 1977;
Cominsky et al. 1978). In 1990, the WATCH all-
sky X-ray monitor aboard the GRANAT orbiting
observatory detected a bright transient source near
MX 0836–42 (Sunyaev et al. 1990, 1991; Lapshov
et al. 1992). Its 5–15-keV flux during these observa-
tions reached a level comparable to the flux from the
Crab Nebula. The localization accuracy of the source
was only 1◦. Analysis of the ROSAT data revealed
two point sources in this region spaced 24 arcmin
apart (Hasinger et al. 1990). Subsequently, the
presence of these two sources was confirmed by
data from the ART-P telescope of the GRANAT
observatory (Sunyaev 1991). Type-I X-ray bursts
were detected from the northern source, which allows
MX 0836–42 to be classified as a low-mass X-
ray binary containing a neutron star with a weak
magnetic field, while X-ray pulsations with a period
of ∼12 s were detected from the southern source
GRS 0834–430, which characterize it as an X-ray
pulsar (Makino 1990; Grebenev and Sunyaev 1991).
Studies of the emission from MX 0836–42 showed

*E-mail: chelovekov@hea.iki.rssi.ru
1063-7737/05/3110-0681$26.00
that its energy spectrum could be described by a
power law with a photon index of ∼1.5 (Aoki et al.
1992). In this paper, based on the data obtained
in 2003–2004 by the instruments of the INTE-
GRAL and RXTE orbiting observatories, we have
constructed and analyzed the source’s persistent
broadband spectrum in the energy range 3–120 keV
and its spectrum duringX-ray bursts for the first time.
We discuss the properties of theX-ray bursts detected
from the source.

OBSERVATIONS AND DATA ANALYSIS

The INTEGRAL international orbiting gamma-
ray observatory (Winkler et al. 2003) was placed
in orbit by a Russian PROTON launcher on Octo-
ber 17, 2002 (Eismont et al. 2003). There are four
instruments aboard the observatory: the SPI gamma-
ray spectrometer, the IBIS gamma-ray telescope, the
JEM-X X-ray monitor, and the OMC optical mon-
itor. Here, we use the data obtained by the ISGRI
detector, one (upper) of the two detectors of the IBIS
gamma-ray telescope (Ubertini et al. 2003), and by
the second module of the JEM-X X-ray monitor
(Lund et al. 2003). The ISGRI/IBIS detector is sen-
sitive to photons in the energy range 15–200 keV and
has an energy resolution of∼7% at 100 keV. The IBIS
telescope includes a coded mask that allows it to be
used not only for spectral and timing analyses of the
emission, but also for reconstructing the image of the
sky in the 29◦ × 29◦ field of view of the instrument (the
fully coded field of view is 9◦ × 9◦) with an angular
c© 2005 Pleiades Publishing, Inc.
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resolution of 12 arcmin (FWHM) and localizing X-
ray and gamma-ray sources to within 1–2 arcmin.
The JEM-X telescope is also based on the principle
of a coded aperture. It is sensitive to photons in the
energy range 3–35 keV, and its fully coded field of
view is 4◦.8 in diameter.

We analyzed the JEM-X and IBIS data using
the OSA 4.1 data processing software package dis-
tributed by the INTEGRAL Science Data Center
(ISDC). To construct the light curves and spectra for
MX 0836–42, we used the fluxes that were obtained
by reconstructing the image of the sky in the field of
view of the instrument and identifying the observed
sources. The photon spectrum of the source was
reconstructed using a 50-channel response matrix
of the instrument that was constructed from obser-
vations of the source in the Crab Nebula and that
allows us to restore the spectral shape of the source
to within 4% and the normalization to within 7%.

The RXTE observatory carries three main instru-
ments: the PCA spectrometer based on five xenon
proportional counters sensitive to photons in the
energy range 2–60 keV, the HEXTE spectrometer
sensitive to photons up to 200 keV, and the ASM
all-sky monitor sensitive to photons in the energy
range 2–12 keV. The RXTE observational data
for the source under study were provided by the
NASA archive (HEASARC). We used the LHEA-
SOFT 5.3.1 software package and the XSPEC 11.3.1
code to process the PCA/RXTE and HEXTE/RXTE
data and to analyze the source’s spectra.

The X-ray transient MX 0836–42 was within the
IBIS/ISGRI field of view several times in the period
fromMarch 2003 throughMay 2004 (Table 1), within
the framework of both the Core and Open observing
programs (Winkler et al. 2003). The total exposure
time for this source was more than 2.5 Ms. We used
the data obtained when scanning the Galactic plane
and during deep observations of a region near the
source Vela X-1.

The most recent observations of the above-men-
tioned Vela X-1 region were performed from June 12
through July 6 and from November 27 through
December 11, 2003. The total JEM-X and IBIS
exposure times for MX 0836–42 were ∼0.73 and
∼1.13 Ms for the former period and ∼0.45 and
∼1.0 Ms for the latter period, respectively. We used
only the pointings during which the source under
study was within the fully coded field of view of the
instrument. This was done to avoid the inaccuracies
in restoring the energy flux from the source under
study asmuch as possible. The difference between the
exposure times for the two instruments stems from
the fact that the fully coded field of view of the JEM-X
monitor is smaller than that of the IBIS telescope (see
above).
Figure 1 shows the light curves of the source for
the period 52650–53400 MJD constructed from the
data of the ISGRI/IBIS (20–60 keV) and JEM-X
(3–20 keV) telescopes aboard the INTEGRAL ob-
servatory and the ASM (2–12 keV) and PCA (3–
20 keV) instruments aboard the RXTE observatory.
Figure 2 presents the source’s light curve constructed
from all of the available ASM/RXTE data. The fluxes
shown are the ratios of the fluxes from MX 0836–42
to the flux from the Crab Nebula in the corresponding
energy range.

During two of the three groups of measure-
ments consisting of nine (52773–52825 MJD) and
six (53186–53261 MJD) observations, respectively,
present in Fig. 1a, the flux from the source under
study was below the sensitivity threshold of the
ISGRI detector. The upper limits on the flux from
MX 0836–42 for each of these pointings are given at
the 3σ level.

Figures 1b and 2 show the light curve for
MX 0836–42 in the energy range 2–12 keV con-
structed from the ASM/RXTE data. Each point in
the figure corresponds to the flux from the source
averaged over a 36-ks period.

Table 2 presents information about the observa-
tions by the RXTE orbiting observatory in 2003–
2004 during whichMX 0836–42 was within the PCA
and HEXTE fields of view. Figure 3b shows the 3–
120-keV fluxes from this source determined by pro-
cessing the RXTE (PCA+HEXTE) data. Here, we
use only the sessions of stable pointings of the instru-
ments at the source.

THE PERSISTENT SPECTRUM

Based on the INTEGRAL data, we were able to
construct the 3–120-keV spectrum of the source
under study (Fig. 4, dashes). For this purpose, we
used the observational data obtained by the JEM-X
X-ray monitor (3–20 keV; Fig. 1c, region II) and
the ISGRI/IBIS detector (20–120 keV; Fig. 1a,
region II) during 137–141 orbital cycles (Table 1,
November 27–December 9, 2003), when the source
was in its high state and its flux in these energy
ranges was ∼50−70 mCrab. During the fitting, the
JEM-X spectrum was renormalized to correspond to
the normalization of the ISGRI/IBIS spectrum; the
normalization factor was 1.15. We now attribute the
spectral features in the regions 6–8, 12–15, and 20–
25 keV to systematic measurement errors.

A spectral analysis of the emission from
MX 0836–42 using the data averaged over each
of the INTEGRAL orbital cycles mentioned above
showed that the spectral shape of the source did not
change significantly over this period. Therefore, we
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Table 1.Observations of MX 0836–42 by the JEM-X and IBIS telescopes of the INTEGRAL orbiting observatory

Beginning of
observation,

UTC

End of
observation,

UTC

IBIS
exposure
time, s

JEM-X
exposure
time, s

ISGRI/IBIS flux
(20–120 keV), mCrab

2003

March 28 March 28 6571 − 53.94± 2.16
April 5 April 5 6600 − 59.95± 1.77
April 20 April 20 6600 − 27.85± 1.76
April 29 April 29 6713 4513 6.45 ± 1.68
May 14 May 14 8802 4399 10.60a

May 29 May 29 6600 2200 16.30a

June 5 June 5 8917 2201 9.84a

June 12 June 15 202 879 93 575 1.95a

June 16 June 18 142 958 94 976 3.13 ± 0.39
June 19 June 21 193 103 88 973 2.24a

June 26 June 27 106 271 85 499 2.66a

June 28 June 30 192 907 122 629 2.05a

July 1 July 3 175 646 145 142 1.95a

July 4 July 6 113 051 98 261 2.60a

Nov. 27 Nov. 29 206 101 54 131 80.56± 0.38
Nov. 30 Dec. 2 206 942 113 931 81.12± 0.32
Dec. 3 May 12 186 043 97 123 77.59± 0.35
Dec. 6 Dec. 8 207 723 88 880 74.39± 0.33
Dec. 9 Dec. 11 193 980 98 270 69.01± 0.32
Dec. 24 Dec. 24 6714 4514 69.37± 2.22

2004

Jan. 2 Jan. 2 4463 2263 57.17± 2.39
Jan. 17 Jan. 17 5713 3513 46.81± 2.13
Jan. 26 Jan. 26 6602 2201 50.69± 1.88
Feb. 7 Feb. 7 6634 − 58.36± 2.21
March 7 March 7 4388 − 61.62± 2.55
March 26 March 26 6626 − 53.14± 1.88
April 24 April 24 6712 4512 45.69± 1.79
May 16 May 16 2314 − 46.95± 3.83
June 6 June 6 4400 − 19.78± 2.34
June 11 June 11 6602 2201 11.51± 1.82
June 30 June 30 8123 2200 4.62а

July 11 July 11 6602 2200 5.17а

July 23 July 23 4401 − 8.49а

Aug. 21 Aug. 21 5470 − 7.95а

Aug. 28 Aug. 28 2221 − 10.83а

Sept. 13 Sept. 13 8064 2171 5.14а

Note. Here, the exposure time is the total duration of all pointings during which the source was resolved.

a 3σ is an upper limit on the energy flux from the source.
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 1. Light curves for MX 0836–42 constructed from (a) ISGRI/IBIS/INTEGRAL data, (b) ASM/RXTE data, and (c)
PCA/RXTE and JEM-X/INTEGRAL data (region II). The upper limits on the flux are given at the 3σ level.
used the averaged data of these six orbital cycles
(Fig. 1a, region II) to construct and analyze the
broadband spectrum. Fitting the constructed spec-
trum of the source by a power law with a high-
energy exponential cutoff yields a photon index of
α = 1.46 ± 0.08 and a cutoff energy of Ecut = 51.1 ±
1.4 keV; the 3–120-keV flux from the source was
F = (2.29 ± 0.10) × 10−9 erg cm−2 s−1.

Based on the ISGRI/IBIS data averaged over 55–
58 (Fig. 1a, region I) and 149–194 (Fig. 1a, re-
gion III) orbital cycles, we constructed the source’s
spectra only in the energy range 20–60 keV, since
the total exposure times in these regions were only
∼20 and∼50 ks, respectively, which are much shorter
than the exposure time in region II (∼1 Ms). The
statistical significance of the source’s detection at
energies above 60 keV during these observations was
insufficient to construct a qualitative spectrum. Fit-
ting these spectra by a power law with a high-energy
exponential cutoff yields a photon index of α = 1.29±
0.17 for the former and α = 1.31 ± 0.14 for the latter
(Ecut during these fitting was fixed at 50 keV).
Figure 4 (solid lines) shows examples of the spec-
tra for MX 0836–42 that were obtained from the
PCA (3–20 keV) and HEXTE (20–60 keV) data
averaged over several successive pointings (the total
exposure time is∼2.9−10.5 ks). All of the spectra ob-
tained were fitted in the energy range 3–60 keV by a
power law with a high-energy exponential cutoff. We
also added the reflection of radiation from the accre-
tion disk, the photoabsorption under the assumption
of solar heavy-element abundances in the interstel-
lar medium, and the fluorescence iron line at EFe =
6.4 keV to this model, which allowed the quality of
the fit to be improved considerably (the χ2 value per
degree of freedom decreased from ∼8−10 to ∼1−2).
In view of the uncertainty in the normalization of the
HEXTE spectra, all of them were multiplied by a
constant to be renormalized to the level of the PCA
spectra obtained during the same observation.

Table 3 presents the fitting results and the model
fluxes corrected for the dead time of the detector and
the HEXTE spectral normalization constants men-
tioned above. Figure 3 shows the time dependences
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Table 2.Observations of MX 0836–42 by the PCA and HEXTE instruments of the RXTE orbiting observatory

Date, UTC PCA exposure timea HEXTE exposure timea Ṁ b × 10−9, M� yr−1 τ1,c s τ2,d s

2003

Jan. 23 11 296 5539 2.08 ± 0.03 3230 9680

Jan. 24 5088 2268 2.09 ± 0.04 3180 9810

Jan. 25 10 592 5689 1.82 ± 0.03 3640 10 930

Jan. 26 14 144 7506 1.75 ± 0.02 3810 11 420

Jan. 27 9504 5189 1.65 ± 0.03 4020 12 060

Jan. 281 1872 721 2.08 ± 0.12 3200 9580

Jan. 282 864 294 1.18 ± 0.08 5620 16 870

Jan. 291 1744 602 0.88 ± 0.12 7560 22 680

Jan. 292 944 393 1.31 ± 0.05 5070 15 200

Jan. 301 896 367 1.74 ± 0.05 3820 11 450

Jan. 302 736 327 1.23 ± 0.05 5410 16 220

Jan. 303 720 318 1.74 ± 0.06 3820 11 460

Jan. 311 5520 2253 1.28 ± 0.05 5170 15 510

Jan. 312 4032 2128 1.05 ± 0.04 6340 19 020

Feb. 1 8992 5085 1.48 ± 0.07 4710 13 460

Feb. 2 2944 1413 1.04 ± 0.06 6400 19 200

Feb. 3 2464 1007 1.39 ± 0.06 4780 14 340

Mar. 13 4672 2211 1.18 ± 0.04 5620 16 870

Mar. 14 10 496 5029 1.22 ± 0.02 5300 15 900

Mar. 17 3360 1627 1.23 ± 0.05 5400 16 200

Mar. 18 3392 1583 1.12 ± 0.05 5930 17 190

Mar. 20 3472 1652 1.19 ± 0.05 5590 16 750

2004

Jan. 18 1120 464 0.90 ± 0.47 4990 14 960

Jan. 23 1216 520 0.99 ± 0.03 5040 15 110

Jan. 26 1552 723 0.78 ± 0.02 6390 19 160

Note. The subscript in the dates indicate the pointing number during the corresponding day.

a The total exposure time in seconds.
b The accretion rate.
c The burst recurrence period calculated in the case where 1/3 of the neutron star surface is covered with accreted matter.
d The burst recurrence period calculated in the case where the neutron star surface is completely covered with accreted matter.
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 2. Light curve for MX 0836–42 in the energy range 2–12 keV constructed from ASM/RXTE data.
of the photon index, the source’s persistent model
flux, and the hydrogen column density (NH) derived
when fitting the spectra. The dotted line in this figure
highlights the parameters determined from the data
of January 291 and 312 (the subscript indicates the
number of a given pointing among the pointings at
the source on this day) and February 2, 2003. The
relatively high values of NH and the low values of
the photon index and the flux obtained when fitting
these data allow them to be separated into a group
of observations with strong absorption. The derived
mean photon index of the source’s power-law spec-
trum, ∼(1.4−1.5), and the interstellar absorption,
∼3 × 1022 atoms cm−2 (Fig. 3, without including the
observations from the group with strong absorption
mentioned above), are comparable to those obtained
previously when studying this source (Aoki et al.
1992; Belloni et al. 1993).

The iron emission line at EFe = 6.4 keV was de-
tected in all PCA spectra. Since the PCA spectral
resolution is too low for the line profile to be studied in
detail, we fixed the line parameters at EFe = 6.4 keV
and δEFe = 0.1 keV when fitting the spectra. The line
equivalent width in the spectra under consideration
was 100–310 eV.
X-RAY BURSTS

When analyzing the JEM-X 3–20-keV light
curves for MX 0836–42, we found 24 X-ray bursts
(Table 4). The light curves of this source were con-
structed only for the period of its reliable detection
above the background level from the data obtained
during 137–141 and 146 orbital cycles (Fig. 1, re-
gion III; Table 1, November 27–December 24, 2003).

There were no pointings containing more than
one burst. The separation between the nearest of the
neighboring bursts was∼2 h, in good agreement with
the burst recurrence period for this source estimated
previously (Aoki et al. 1992).

To carry out a detailed analysis of the bursts from
the source under study in the energy range 3–20 keV,
we used the 25 observations of MX 0836–42 per-
formed by the PCA detector of the RXTE orbit-
ing observatory from January 24 through March 20,
2003, and from January 18 through January 26, 2004
(Table 2). We found 15 X-ray bursts in the light
curves constructed from these data. The source’s ra-
diation temperature during the decay of these bursts
decreased (Fig. 5b), which is characteristic of type-
I X-ray bursts (Lewin and Joss 1981). Analysis of
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Table 3. Results of fitting the RXTE (PCA+HEXTE) spectra of MX 0836–42 by a power law with a high-energy
exponential cutoff with allowance made for the interstellar absorption and the iron emission line at EFe = 6.4 keV and the
reflection of emission from the accretion disk

Date, UTC αa Ecut,b keV Flux,c erg cm−2 s−1 NH,d 1022 at cm−2 Ke χ2(N)f

2003

Jan. 23 1.45 ± 0.04 53.9 ± 4.9 3.18 ± 0.05 2.71 ± 0.08 0.75 1.27(60)

Jan. 24 1.44 ± 0.04 45.9 ± 4.6 3.20 ± 0.06 2.73 ± 0.09 1.00 0.87(66)

Jan. 25 1.47 ± 0.03 53.3 ± 3.8 2.79 ± 0.04 3.07 ± 0.06 0.74 1.16(63)

Jan. 26 1.50 ± 0.09 67.4 ± 3.8 2.67 ± 0.04 3.31 ± 0.07 0.79 2.08(50)

Jan. 27 1.47 ± 0.03 57.9 ± 3.1 2.53 ± 0.04 3.12 ± 0.08 0.76 1.09(59)

Jan. 281 1.38 ± 0.07 50.6 ± 10.1 3.18 ± 0.20 2.71 ± 0.28 1.03 0.87(51)

Jan. 282 1.43 ± 0.08 38.2 ± 7.7 1.81 ± 0.11 4.25 ± 0.26 0.57 0.97(52)

Jan. 291 0.81 ± 0.16 29.4 ± 4.6 1.34 ± 0.20 6.97 ± 0.79 0.77 1.99(52)

Jan. 292 1.45 ± 0.10 43.7 ± 14.7 2.01 ± 0.15 2.80 ± 0.29 0.93 0.88(44)

Jan. 301 1.41 ± 0.08 45.8 ± 8.2 2.66 ± 0.17 3.56 ± 0.28 0.97 0.91(52)

Jan. 302 1.52 ± 0.10 50.0(fixed) 1.88 ± 0.11 2.94 ± 0.30 1.12 1.05(53)

Jan. 303 1.40 ± 0.09 56.1 ± 14.4 2.66 ± 0.19 3.24 ± 0.32 0.98 0.93(49)

Jan. 311 1.44 ± 0.04 50.3 ± 5.3 1.95 ± 0.07 3.20 ± 0.11 0.75 1.25(52)

Jan. 312 1.32 ± 0.03 43.5 ± 4.1 1.61 ± 0.06 6.18 ± 0.19 0.70 1.88(52)

Feb. 1 1.44 ± 0.02 61.0 ± 3.8 2.27 ± 0.03 3.35 ± 0.07 0.54 1.27(66)

Feb. 2 1.16 ± 0.08 35.3 ± 3.4 1.59 ± 0.10 9.86 ± 0.32 0.87 1.29(50)

Feb. 3 1.46 ± 0.05 53.4 ± 7.9 2.13 ± 0.09 3.23 ± 0.19 0.90 1.03(52)

Mar. 13 1.51 ± 0.05 65.8 ± 8.3 1.80 ± 0.06 2.27 ± 0.16 0.71 1.27(55)

Mar. 14 1.54 ± 0.04 64.9 ± 5.5 1.87 ± 0.04 2.73 ± 0.09 0.76 1.08(50)

Mar. 17 1.54 ± 0.06 76.2 ± 12.6 1.88 ± 0.08 2.33 ± 0.20 0.86 0.88(55)

Mar. 18 1.51 ± 0.06 67.5 ± 12.4 1.71 ± 0.08 2.46 ± 0.21 0.81 0.98(52)

Mar. 20 1.58 ± 0.06 71.4 ± 14.1 1.82 ± 0.07 2.58 ± 0.17 0.92 0.87(48)

2004

Jan. 18 1.49 ± 0.07 50.0(fixed) 1.37 ± 0.08 1.83 ± 0.28 1.01 0.96(54)

Jan. 23 1.54 ± 0.07 50.0(fixed) 1.51 ± 0.08 1.88 ± 0.25 0.98 0.93(54)

Jan. 26 1.59 ± 0.07 53.5 ± 15.2 1.19 ± 0.08 1.90 ± 0.26 0.65 1.27(53)
a The photon index.
b The exponential cutoff energy.
c The persistent (3–120 keV) flux from the source (×10−9 erg cm−2 s−1).
d The hydrogen column density obtained when fitting the spectrum.
e The scaling factor of the HEXTE spectrum.
f The χ2 value of the best fit to the spectrum normalized to the number of degrees of freedomN .
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 3. (a) Time dependences of the photon index, (b) the 3–120-keV flux, and (c) the interstellar absorption derived from the
RXTE (PCA+HEXTE) observations of MX 0836–42 in 2003–2004.
the exposures during which the observatory was re-
pointed revealed no new burst.

The burst flux from the source reached its max-
imum, on average, in 6−8 s (Fig. 5b) and then re-
mained at the same level for 3−4 s during some of the
bursts (Fig. 5c). Table 5 gives the burst durations and
the exponential burst decay times. The burst duration
was defined as the ratio of the total energy released in
the burst component of the emission from the burst
onset time to the time the flux decreased to 10%
of its maximum to the mean burst energy flux over
this period. To calculate the exponential burst decay
time, we fitted the burst profile by an exponential time
dependence of the flux.

A characteristic feature of 80% of the X-ray bursts
detected by the PCA spectrometer fromMX 0836–42
is a more or less distinct double-peaked structure.
An example of such a burst is shown in Fig. 5a. It
is believed that a multipeaked burst shape can result
from the following: (i) expansion of the photosphere
under the pressure of a near-Eddington flux and
(ii) peculiarities of the thermonuclear burning. Since
we found no statistically significant increase in the
color radius of the emitting object at the time of the
dip between the peaks (the 3–20-keV flux decreased
by ∼15%), we can assume that the double-peaked
structure of the burst in this case is not related
to photospheric expansion, but could result from
peculiarities of the thermonuclear burning in the
source during the burst.

Interestingly, the maximum 3–20-keV flux from
the source during the X-ray bursts detected by the
PCA spectrometer ranged from F ∼ 1.5 ×
10−8 erg cm−2 s−1 (Fig. 5c) to F ∼ 0.5 ×
10−8 erg cm−2 s−1 (Fig. 5d). This allows us to trace
the dependence of this quantity on the total energy
released during the burst (Fig. 6a). We see that the
maximum burst flux rises with increasing total energy
released during the burst. A similar dependence
was found for other sources of X-ray bursts, such
as 1608–522 (Murakami et al. 1980), 1728–337
(Basinska et al. 1984), 1735–44 (Lewin et al. 1980),
and 1837+049 (Sztajno et al. 1983).

Since no photospheric expansion of the neutron
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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star was reliably detected in any of the bursts studied,
we used the flux at the maximum of the brightest of
the X-ray bursts mentioned above (1.12 ± 0.24 Crab)
to estimate the distance toMX 0836–42 by assuming
that the source’s luminosity at this time was close to
the Eddington limit for a neutron star with a mass
of 1.4 M�. The derived upper limit for the distance
to the source is D ∼ 8 kpc. This value is close to
the lower limit for the distance to the source D ∼
10−20 kpc estimated previously by Aoki et al. (1992)
by assuming that the color radius of the emitting
object during an X-ray burst would correspond to the
neutron-star radius, 10 km.

Figures 5c and 5d show the time dependences
of the model flux and the color temperature and ra-
dius of the emitting object obtained when fitting the
source’s spectra by a blackbody during the bright-
est and weakest bursts detected by the PCA/RXTE
spectrometer. All of the spectra studied were cor-
rected for the background count rate of the detector
and the persistent emission from the source under
study. The color temperature of the emitting region,
ASTRONOMY LETTERS Vol. 31 No. 10 2005
on average, rose at the burst onset to 2–2.5 keV in
1–4 s and gradually fell to 1.5–2.0 keV during the
burst. The color radius Rc of the emitting region,
on average, rose at the burst onset from 1–3 to 4–
6 km in 3–5 s and decreased insignificantly by the
burst end (by ∼10−15%). This behavior of Rc may
suggest that the size of the region affected by the
explosion changes and that Comptonization plays a
prominent role in shaping the spectrum. The mean
values of the maximum temperature, kTbb ∼ 2.5 keV,
and the radius, R ∼ (4−6) × (D/8 kpc) km, are in
good agreement with the values of these parameters
obtained by Aoki et al. (1992).

Figure 6b shows the dependence of the persistent
flux from the source on the total energy released dur-
ing the burst constructed from the 15 X-ray bursts
detected by the PCA/RXTE spectrometer. We see
from this figure that there is a direct correlation be-
tween these quantities. This can serve as direct ev-
idence for the current understanding of the burster
phenomenon. Accreting matter falls to the neutron
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star surface in the time between bursts, releasing part
of its gravitational energy in the form of radiation
that we observe as the system’s persistent emission.
Subsequently, this matter becomes a fuel for stable
and explosive thermonuclear reactions, the latter of
which are observed as an X-ray burst. In this case, if
we assume that the entire accumulated store of fuel is
used up during a burst, then the total energy released
during the burst increases with persistent flux from
the system and, hence, with accretion rate.

Since the PCA spectrometer is not a telescope,
i.e., the sky in the field of view of the instrument can-
not be imaged, we cannot assert with confidence that
precisely MX 0836–42 is the source of the detected
bursts. Note, however, that only one known burster,
MX 0836–42, was within the PCA field of view when
each of the bursts was detected.

The RXTE observatory is in a low near-Earth or-
bit; therefore, its instruments can continuously mon-
itor the source only during 65% of its 90-min orbit.
Since more than one X-ray burst occurred in none
of the PCA observing sessions that we used, we
cannot reliably determine the burst recurrence time
τR for MX 0836–42 from these data. However, in
the two successive sessions on January 31, 2003,
the PCA spectrometer detected two X-ray bursts
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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separated by an interval of ∼7205 s, which corre-
sponds to the burst recurrence period determined for
this source by Aoki et al. (1992). The source was
continuously observed for ∼2850 s after the first of
these bursts; subsequently, the observations were in-
terrupted for ∼2610 s and then resumed. The 3–
20-keV flux averaged over the second of the bursts
was F = (3.50 ± 0.81) × 10−9 erg cm−2 s−1, and the
mean integrated flux from the source in the energy
range 3–120 keV between these bursts was F =
(1.61 ± 0.06) × 10−9 erg cm−2 s−1. We assume that
the bulk of the radiative energy during the burst is
released in the range 3–20 keV.

In accordance with the current understanding of
the burster phenomenon, the gravitational energy Eg
of the matter accreted by the neutron star is released
between X-ray bursts from such a system and the
energy Eb of its thermonuclear burning is released
during bursts. If we assume that no other bursts
occurred over the interval between the pointings con-
ASTRONOMY LETTERS Vol. 31 No. 10 2005
taining the first and second bursts during which the
system was not monitored, then we can determine
the thermonuclear burning parameter, the ratio α =
Eg/Eb, from the relationship

α ≈ τRLP/τBLB, (1)

where LP = 1.24 × 1037 (D/8 kpc)2 erg s−1 and
LB = 5.04 × 1037 (D/8 kpc)2 erg s−1 are the mean
persistent and burst luminosities of the system and
τB = 12.3 s and τR = 7205 s are the second burst
duration and the period between bursts, respectively.
In our case, formula (1) yields α ≈ 144, typical of
a burst occurring through helium detonation (Bild-
sten 2000).

If we assume that the regime of thermonuclear
burning did not change from burst to burst, then we
can estimate the burst recurrence periods in other
sessions using the above value of α. Table 5 gives
the burst recurrence times for the source under study
determined using formula (1) by assuming that α =
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Table 4. X-ray bursts detected fromMX 0836–42 by the JEM-X instrument of the INTEGRAL orbiting observatory

Date,a MJD Fm,b Crab Date,a MJD Fm,b Crab Date,a MJD Fm,b Crab

52971.954857 0.83 ± 0.20 52975.559510 0.75 ± 0.20 52980.954001 0.72 ± 0.18

52972.054063 0.62 ± 0.15 52977.293263 0.85 ± 0.21 52981.048922 0.74 ± 0.19

52972.158769 0.93 ± 0.22 52977.465705 0.69 ± 0.17 52981.146508 0.63 ± 0.16

52973.403827 0.87 ± 0.21 52978.798908 0.85 ± 0.26 52981.242242 0.56 ± 0.17

52974.639704 0.76 ± 0.21 52979.840899 1.12 ± 0.24 52982.428908 0.51 ± 0.16

52974.733813 0.69 ± 0.19 52979.930894 0.77 ± 0.17 52983.507589 0.57 ± 0.18

52975.372256 0.72 ± 0.24 52980.037844 0.84 ± 0.21 52983.710369 0.70 ± 0.17

52975.386177 0.55 ± 0.23 52980.124557 0.73 ± 0.18 52984.442369 0.85 ± 0.25
a The time the flux reaches its maximum.
b The maximum burst flux averaged over 1 s.

Table 5. X-ray bursts detected fromMX 0836–42 by PCA aboard the RXTE observatory

Date, UTC T ,a MJD Texp,b s Teff,c s Fmax,d erg cm−2 s−1 Fp,e erg cm−2 s−1 Eb,f erg τR,g s

2003

Jan. 23 52662.593715 8.3 16.3 1.63 ± 0.10 3.18 ± 0.05 2.04 ± 0.45 11 490

Jan. 24 52663.305984 13.0 25.2 1.23 ± 0.07 3.26 ± 0.06 2.37 ± 0.30 13 540

Jan. 251 52664.444097 17.3 21.2 1.08 ± 0.06 2.56 ± 0.13 1.75 ± 0.24 12 500

Jan. 252 52664.630428 19.4 19.1 1.01 ± 0.06 2.96 ± 0.07 1.48 ± 0.36 9140

Jan. 26 52665.702338 15.9 15.4 1.14 ± 0.06 2.67 ± 0.04 1.34 ± 0.19 9180

Jan. 27 52666.560185 20.4 26.5 0.98 ± 0.07 2.53 ± 0.04 1.99 ± 0.27 14 380

Jan. 28 52667.668495 14.7 21.3 0.95 ± 0.07 1.81 ± 0.11 1.55 ± 0.25 15 660

Jan. 29 52668.191574 12.4 16.7 0.82 ± 0.07 1.34 ± 0.20 1.05 ± 0.20 14 320

Jan. 311 52670.553704 12.6 18.3 1.18 ± 0.07 1.95 ± 0.05 1.65 ± 0.24 15 470

Jan. 312 52670.637095 10.9 12.3 0.66 ± 0.05 1.61 ± 0.05 0.62 ± 0.14 7205

Feb. 2 52672.624456 16.9 28.6 0.89 ± 0.06 1.59 ± 0.10 1.95 ± 0.21 22 430

Mar. 14 52712.408229 16.0 17.6 1.36 ± 0.08 1.87 ± 0.04 1.83 ± 0.29 17 890

Mar. 17 52715.453229 16.6 16.0 1.12 ± 0.09 1.88 ± 0.08 1.37 ± 0.21 13 320

Mar. 20 52718.536470 16.3 25.6 1.03 ± 0.07 1.82 ± 0.07 2.02 ± 0.39 20 290

2004

Jan. 18 53022.663252 16.8 18.7 0.92 ± 0.06 1.37 ± 0.08 1.32 ± 0.24 17 620

Note. The subscript in the dates indicates the burst number during the corresponding day.

a The burst onset time.
b The exponential burst decay time.
c The effective burst duration.
d The 3–20-keV maximum burst flux (×10−8).
e The persistent 3–120-keV flux (×10−9).
f The energy released during the burst (×(D/8 kpc )2 × 1039).
g The burst recurrence period (at α = 140).
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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140. Given the relationship between the recurrence
periods and the mean duration of the source’s contin-
uous monitoring by the observatory, the observation
of only one burst in each of the sessions can be easily
explained. It is worth mentioning that the estimates
obtained by thismethod are a factor of 2–3 larger than
the burst recurrent period for MX 0836–42 deter-
mined by Aoki et al. (1992): τR ∼ 2 h. If we assume
that τR ∼ 2 h, then we can determine the parameter
α ∼ 80 averaged over all of the observed bursts using
formula (1); this value is typical of mixed hydrogen–
helium bursts (Bildsten 2000). This model describes
better the shape of the observed bursts, in particular,
the relatively long (6–8 s) period of the burst rise to
its maximum level.

Table 2 gives the accretion rate corresponding to
the detected persistent integrated flux from the source
under study and the corresponding recurrence pe-
riods of hydrogen–helium bursts from it calculated
by assuming that accreted matter occupies 1/3 of
the surface (τ1) and the entire surface (τ2) of the
neutron star. We see from this table that if the bursts
in MX 0836–42 are hydrogen–helium ones, then the
accreted matter involved in the explosion during the
burst occupies only part of the neutron star surface.

DISCUSSION

Figure 2 shows the light curve for MX 0836–42
constructed from all of the available ASM/RXTE
data, in which we clearly see a rise in the flux from the
source on a time scale of ∼600 days. Clearly, even if
this phenomenon is periodic, the period of such bursts
is more than 7 years. For example, nonuniformity
in the accretion process can be responsible for such
bursts.

It follows from Fig. 3 that there is a group of three
observations with an anomalously high absorption
level among the RXTE observations of the source
(Table 3). It can be assumed that additional absorp-
tion possibly associated with the outer regions of the
accretion disk appears in the system during these
observations. The following fact argues for this ex-
planation: the harder (more absorbed) the spectrum,
the stronger the iron emission line in it. For example,
the line equivalent width in the spectrum constructed
from the observations on January 26 was ∼120 eV,
while this parameter for the 291 observations was
∼310 eV. This explanation suggests a large inclina-
tion of the accretion disk in the system under study.
This process can be periodic and related to the orbital
motion in the binary system; i.e., the source can be
a dipper. To test this assumption, we analyzed the
light curve of the source in the energy range 1.3–
3.0 keV, which is subject to the strongest absorption,
constructed from the ASM/RXTE data for the period
ASTRONOMY LETTERS Vol. 31 No. 10 2005
from January 5, 1996, through April 7, 2005, for the
presence of periodic variations in the frequency range
(5−300) × 10−6 Hz, which is typical of the orbital
motion of a low-mass binary. This analysis failed to
reveal any significant period of the signal variations.

The transient X-ray pulsar GRS 0834–43 is in the
immediate vicinity of the source under study (24 arc-
min). Since the PCA and HEXTE spectrometers are
incapable of spatially resolving the sources of the
detected emission, the above pulsar could introduce
distortions in the observed spectrum of MX 0836–42
when falling within the fields of view of these instru-
ments. To test this hypothesis, we searched for the
pulsations with a period of∼12 s that are typical of the
pulsar GRS 0834–43 using all the available PCA ob-
servations ofMX 0836–42. These studies failed to re-
veal any pulsating component whose confidence level
would exceed 3σ in any of the observations. It is worth
mentioning that the ASM/RXTE data revealed no
flare activity in the emission fromGRS 0834–43 dur-
ing the period under consideration, while according
to the ISGRI/IBIS data, the confidence level of the
source’s detection in the range 20–60 keV from Jan-
uary 2003 throughMarch 2004 did not exceed 3σ; the
upper limit on the flux from the source was 1 mCrab
throughout this period and ∼10 mCrab for the period
of a single observation (∼2 ks). Thus, the persis-
tent spectra constructed from the available PCA and
HEXTE data actually pertain to MX 0836–42.

In the course of some of the 15 X-ray bursts de-
tected by the PCA spectrometer during the pointings
at the source under study, the mean color radius of
the emitting object was 4–7 km (Figs. 5c and 5d),
which is smaller than the value obtained in terms of
the standard models for the structure of a neutron star
for its radius. A modification of the source’s spectrum
through scattering, which leads to an overestimation
of the color temperature and an underestimation of
the color radius (London et al. 1986; Sunyaev and
Titarchuk 1986; Babul and Paczynski 1987), could be
responsible for this discrepancy.

We see from Table 5 that the total energy released
during the burst on January 312, 2003, is a factor
of 2–3 lower than that for the remaining bursts, and
that the burst itself occurred a factor of 2 earlier than
the accumulation of a matter column density enough
for detonation could occur (if detonation affects the
entire surface of the neutron star) (Table 2). A sim-
ilar situation was observed in the emission from this
source on February 18, 1991 (Aoki et al. 1992),
except that the separation between the bursts in that
case was only ∼10 min.

These phenomena can be explained as follows.
(1) Another burster is the burst source. Although

this burst is morphologically similar to other bursts
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from the source under consideration, given that the
PCA spectrometer is incapable of imaging the ob-
served sky region, this assumption cannot be refuted
using the available data. This assumption can also
explain the different maximum burst energy fluxes
from the source.

(2) The thermonuclear burning during the burst
proceeds in a regime different from the remaining
cases. This is possible if, for example, some amount
of fuel was not used up during a previous burst. In
cases 1 and 2, we can say nothing about the parame-
ter α and the burst recurrent period in other sessions.

(3) Accretion affected a smaller part of the neutron
star surface, which led to a faster accumulation of
matter to the column density required for detonation.
This could be evidenced by the larger increase in the
color radius at the burst onset and its larger decrease
at the burst end than those for other bursts (Fig. 5d).
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Abstract—The similarity theory of stellar models is used to study the properties of very massive stars
when all the opacity sources, except the Thomson scattering, can be disregarded. The dimensionless
internal structure of such stars is essentially independent of the energy generation law. It is shown that
the mass–luminosity relation can be fitted by an analytical expression that is virtually universal with regard
to the chemical composition and the energy generation law. A detailed comparison with the Eddington
standard model is made. The application of the results obtained to the observations of massive stars is
briefly discussed. c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION
The similarity theory of stellar models was a

major tool for investigating the properties of stel-
lar structures even in the precomputer era of their
study. It will suffice to mention a theoretical ex-
planation of the mass–luminosity and mass–radius
relations (Biermann 1931; Strömgren 1936; Se-
dov 1959). The similarity theory remains useful
for interpreting the various aspects of the stellar
structure (Schwarzschild 1961; Chiu 1968; Cox and
Guili 1968; Dibai and Kaplan 1976; Kippenhahn and
Weigert 1990).

Here, we first describe the similarity theory of stel-
lar models as a boundary-value problem formulated
by Imshennik and Nadyozhin (1968). We then dis-
cuss the structure of chemically homogeneous stars
of such a large mass that the opacity may be consid-
ered to be due to the Thomson scattering alone. This
approximation appears to be valid for still hypothet-
ical Population-III stars and a number of observed
luminous stars, e.g., massive O stars and Wolf–Rayet
stars, as well as for some of the specific stars, such
as η Car and the Pistol star. Particular attention is
given to the comparison with the Eddington standard
model.

THE SIMILARITY THEORY
OF STELLAR MODELS

Let us consider a spherical star in hydrostatic and
thermal equilibrium. If the pressure P is the sum

*E-mail: nadezhin@mail.itep.ru
1063-7737/05/3110-0695$26.00
of the perfect gas pressure Pg and the blackbody
radiation pressure Pr and if the energy generation
rate ε and the opacity κ are power functions of the
temperature T and density ρ, then the structure of the
star is described by the following system of differential
equations:

dP

dr
= −ρ Gm

r2
, (1)

dm

dr
= 4πr2ρ, (2)

dL

dr
= 4πr2ρε, (3)

dT

dr
=




−ρT
P

Gm

r2
∇A, ∇r ≥ ∇A

∇A =
(
∂ log T
∂ logP

)
S

−ρT
P

Gm

r2
∇r, ∇r ≤ ∇A

∇r =
3κLP

16πcaT 4Gm
,

(4)

P = Pg + Pr =
k

mu

1
µ
ρT +

1
3
aT 4, (5)

β =
Pg

P
, β−1 = 1 + µ

amu

3k
T 3

ρ
, (6)

∇A =
2(4 − 3β)

32 − 24β − 3β2
,

c© 2005 Pleiades Publishing, Inc.
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κ = κ0ρ
αT−ν , ε = ε0ρ

δT η, (7)

where β is the ratio of the gas pressure to the total
pressure; G, k, and a are the gravitational, Boltz-
mann, and radiation density constants, respectively;
mu is the atomic mass unit; and c is the speed of
light. The mean molecular mass µ and the coefficients
κ0 and ε0 depend on the chemical composition of the
star.

The above equations must be solved under the
boundary conditions

Center r = 0 : m = 0, L = 0, (8)

Surface r = R : P = 0, ρ = 0,m = M. (9)

Conditions (8) imply that there is neither a point mass
nor a point energy source at the center of the star.
Conditions (9) at the stellar surface suggest that the
pressure and the density become zero there, and the
mass m must be equal to the total mass M of the
entire star. The stellar radius R must be obtained
as a result of the solution of Eqs. (1)–(7); i.e., R
is an eigenvalue of the problem. Simultaneously, the
solution yields the luminosity of the star L0 ≡ L(R).

Assuming that the chemical composition and,
consequently, µ, κ0, and ε0 are constant through-
out the star, we can represent the above equa-
tions in dimensionless form if the physical quanti-
ties are measured in the following system of units
(Schwarzschild 1961):

r → R, m→M, L→ L0, (10)

T → µ
mu

k

GM

R
≡ T0, P → GM2

4πR4
≡ P0,

ρ→ M

4πR3
≡ ρ0.

Introducing the dimensionless variables

x = r/R, q = m/M, l = L/L0, (11)

p = P/P0, σ = ρ/ρ0, t = T/T0,

we can rewrite Eqs. (1)–(9) as (Imshennik and Na-
dyozhin 1968)

dp

dx
= −σq

x2
, (12)

dq

dx
= x2σ, (13)

dl

dx
= C1x

2σ1+δtη, (14)
dt

dx
=




− qσt
x2p

∇A, ∇r ≥ ∇A

∇A(β) =
2(4 − 3β)

32 − 24β − 3β2

− qσt
x2p

∇r, ∇r ≤ ∇A

∇r = C2
plσα

qt4+ν
,

(15)

p = σt +B t4, β−1 = 1 +B
t3

σ
, (16)

where all of the parameters are gathered in three
dimensionless constants:

C1 =
1

(4π)δ

(
Gmu

k

)η

µηM1+δ+η ε0
L0R3δ+η

, (17)

C2 =
3(4π)−α

64π2ac

(
k

Gmu

)4+ν

µ−4−νMα−3−ν κ0L0

R3α−ν
,

(18)

B =
4πa
3G

(
Gmu

k

)4

(µ2M)2 (19)

= 0.78096(µ2M/M�)2.

The dimensionless boundary conditions take the form

Center x = 0 : q = 0, l = 0, (20)

Surface x = 1 : p = 0, t = 0, l = 1, q = 1.
(21)

Thus, we now have six boundary conditions
for four first-order differential equations (12)–(15).
This means that for each given B (or µ2M ), the
constants C1 and C2 can have only certain values
(eigenvalues) if the solution of the four differential
equations is to satisfy the six boundary conditions.
The solution itself, as well as C1 and C2, depend
only on µ2M and the exponents α, ν, δ, η: C1,2 =
C1,2(µ2M,α, ν, δ, η).

Equations (12)–(16) can be solved by standard
methods. For the calculations described in the next
section, we used the following algorithm. Having
chosen trial values of C1 and C2 and numerically
integrating Eqs. (12)–(16) from the surface (x = 1,
boundary conditions (21)) inward to a certain point
x = xf (0 < xf < 1), we obtain a set of four quantities
{p(xf), q(xf), l(xf), t(xf)} as functions of C1 and C2.
Integrating these equations from the center ((x = 0,
boundary conditions (20)) with the same C1 and C2

and trial values of p(0) = pc and t(0) = tc outward to
the same point xf , we obtain a similar set of quantities
that now depend on C1, C2, pc, and tc. Since p(x),
q(x), l(x), and t(x) must be continuous at any point
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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in the star, the two sets must coincide at x = xf .
We can organize an iterative process for the four
unknown parameters C1, C2, pc, and tc to find values
of them that would satisfy the required continuity of
the four variables p, q, l, and t at x = xf . Of course,
the result does not depend on xf , but the domain of
convergence of the iterations depends on this quan-
tity.

As soon as C1 and C2 have been found, we can
easily derive the luminosity L0 and the radius R from
Eqs. (17) and (18), which represent the mass–radius
and mass–luminosity relations, respectively.

THE STRUCTURE OF VERY MASSIVE
STARS

In this section, the above similarity theory is used
to describe the structure of very massive stars. In this
case, the opacity is dominated by the Thomson scat-
tering, and we can set α = 0, ν = 0, and κ = κ0 =
0.2(1 +X) cm2/g (X is the hydrogen mass fraction).

The mass–luminosity relation (Eq. (18)) can be
rewritten as

L0 =
64π2ac

3κ0

(
Gmu

k

)4

µ4M3C2(µ2M, δ, η). (22)

All of the models with physically reasonable expo-
nents of the temperature in the energy generation law
(i.e., η ≥ 4) considered below have convective cores
and radiative outer envelopes. Using Eqs. (12) and
(15) and boundary conditions (21), we can make sure
that C2 is simply related to βs(µ2M, δ, η), the value of
the parameter β at the stellar surface:

1 − βs = 4BC2. (23)

The mass–luminosity relation can then be rewrit-
ten as

L0 = LEd(1 − βs), (24)

where the Eddington critical luminosity LEd is
given by

LEd ≡ 4πcGM
κ0

=
6.483 × 104

1 +X

M

M�
L�. (25)

Using the Runge–Kutta method with automatic
control of the accuracy of calculations to solve
Eqs. (12)–(16) from the stellar surface down to
xf and from the center up to xf , we calculated a
large number of models over a wide range of the
parameter µ2M (0 ≤ µ2M ≤ 4000M�). Typically,
xf ≈ 0.1–0.3 are the best values that ensure the
convergence of the iterations. However, the domain of
convergence turned out to be rather narrow, at least
for the Newton–Raphson iteration scheme used in
our calculations. Therefore, when calculating such a
ASTRONOMY LETTERS Vol. 31 No. 10 2005
sequence of models, we have to vary µ2M by no more
than a few percent to ensure the convergence of the
iterations.

Table 1 presents the most important properties of
several selected models. For better perception, we use
the same notations for dimensionless quantities as
those for dimensional ones. The first row of Table 1
gives µ2M , where M is measured in M�. The next
three rows contain the values of C1 for three energy
generation modes: the CNO cycle, the 3α reaction,
and the pp chain. The fifth row gives the values of C2.
The next six rows contain the dimensionless values
of the central density ρc, pressure Pc, temperature Tc,
radiative temperature gradient ∇rc, gravitational po-
tential ϕc (in units of GM/R), and ratio βc of the gas
pressure to the total pressure. The next two rows list
βconv and βs at the convective core boundary and the
stellar surface, respectively. Finally, the last six rows
present the dimensionless radius, mass, luminosity,
density, pressure, and temperature at the convective
core boundary.

The calculated sequences of one-parameter (µ2M-
dependent) dimensionless stellar models have such
large convective cores that the bulk of the thermonu-
clear energy is released within the core. Therefore,
L(r) is almost equal to the luminosity L0 outside
the convective core. For such a strong temperature
dependence of the energy generation as that in the
CNO cycle (η = 16) and the 3α reaction (η = 30),
we can set l(x) = 1 in Eq. (15) with a high accuracy.
Consequently, Eq. (14) for l(x) proves to be disen-
tangled from remaining equations (12), (13), (15),
and (16). The overall stellar structure can then be
calculated by solving a truncated eigenvalue problem
where the energy generation law is disregarded and
the constant C2 is considered as the only eigenvalue
parameter. In particular, theC2 eigenvalue found and,
hence, L0 (Eq. (22)), as well as the dimensionless
stellar structure, cease to depend on the exponents
δ and η. This truncated model is actually a model
with a point energy source, Thomson opacity, and the
radiation pressure that was first calculated by Henrich
(1943) within a limited range of stellar masses (0 ≤
µ2M ≤ 119). Our numerical results are in excellent
agreement with his calculations, which are accurate
to ∼ 1%. Once C2 and the dimensionless functions
σ(x) and t(x) have been calculated by solving the
truncated problem, we can find the constant C1

and the spatial distribution of the dimensionless
luminosity l(x):
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Table 1. Structural properties of selected models

µ2M 0 10 30 100 300 1000 4000

log10 C1
a 1.6347 3.4318 5.8102 8.8083 11.768 15.281 19.622

log10 C1
b 2.1212 5.8346 10.615 16.602 22.509 29.523 38.199

log10 C1
c −0.4145 0.0220 0.5988 1.2961 1.9789 2.8051 3.8511

log10 C2 −3.2981 −3.5181 −3.9842 −4.7533 −5.5839 −6.5626 −7.7304

ρc 59.34 60.20 65.05 79.97 98.95 119.4 137.5

Pc 45.55 43.95 46.43 58.41 75.32 94.78 112.8

Tc 0.7677 0.5816 0.4097 0.2630 0.1699 0.1014 0.0539

∇rc
a 2.459 3.249 4.525 5.806 6.588 6.992 7.266

ϕc −3.428 −3.389 −3.421 −3.602 −3.821 −4.034 −4.204

βc 1 0.7967 0.5739 0.3601 0.2232 0.1278 0.0657

βconv 1 0.8671 0.6689 0.4294 0.2600 0.1429 0.0704

βs 1 0.9053 0.7085 0.4489 0.2673 0.1451 0.0709

rconv 0.2832 0.3903 0.5107 0.6264 0.7077 0.7771 0.8380

mconv 0.3120 0.5691 0.8063 0.9412 0.9823 0.99531 0.99895

Lconv
b 0.7810 0.9799 0.9991 1.0000 1.0000 1.0000 1.0000

ρconv 31.39 16.02 5.985 1.661 0.5056 0.1429 0.0379

Pconv 15.76 5.830 1.446 0.2540 0.05324 0.01049 0.00184

Tconv 0.5022 0.3157 0.1616 0.06564 0.02736 0.01036 0.00342
a CNO cycle (δ = 1, η = 16).
b 3α reaction (δ = 2, η = 30).
c pp-chain (δ = 1, η = 4).
C1 =




1∫
0

x2 σ1+δtηdx



−1

, (26)

l(x) = C1

x∫
0

x2σ1+δtηdx.

If the energy generation is described by an arbitrary
(but still strongly temperature-dependent) function,
ε = ε(ρ, T ), then the stellar radiusRmust be consid-
ered as an eigenvalue instead of C1; this can be found
from the equation

L0 = M

1∫
0

x2σ(x)ε
[
M

4πR3
σ(x), µ

mu

k

GM

R
t(x)

]
dx,

(27)

where the luminosity L0 for a given M and stellar
chemical composition is determined by the value ofC2

obtained from the solution of the truncated problem.
The structural properties of the models presented
in Table 1 correspond to three energy generation
modes: the CNO cycle, the 3α reaction, and the
pp chain. For the CNO cycle and the 3α reaction, the
dimensionless luminosityLconv at the convective core
boundary is 1.0000 for all values of µ2M . The same
is true for the pp chain when µ2M � 30. All of the
other parameters in Tables 1 and 2, except C1 and
∇rc, prove to be the same for the CNO cycle and the
3α reaction and, at µ2M � 30, for the pp chain as
well. In practice, we may consider only the range 0 ≤
µ2M � 10 as corresponding to the slight differences
for the pp chain shown in Figs. 4–6. This also applies
to the mass–luminosity relation. More specifically, for
η = 4: log10 C2 = −3.516 and −3.285 at µ2M = 10
and 0, respectively.

The constant C1 and the central value of the
logarithmic radiative temperature gradient ∇rc =
C1C2pcσ

δ
c t

η−4
c depend strongly on the energy gen-

eration law. The values of ∇rc for the CNO cycle in
Table 1 show that even for low masses (µ2M � 1),
when the radiation pressure can be ignored, there
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Table 2. Integrated properties of selected models

µ2M 0 10 30 100 300 1000 4000 Edd

Eg
a −1.227 −1.206 −1.205 −1.254 −1.318 −1.383 −1.435 −1.5

ET 0.6137 0.6969 0.8350 1.016 1.166 1.292 1.387 1.450

Ib 0.1561 0.1616 0.1630 0.1536 0.1412 0.1302 0.1222 0.113

Iconv 0.0139 0.0439 0.0908 0.1247 0.1309 0.1271 0.1214 –

ts 2.438 2.517 2.580 2.624 2.649 2.665 2.677 2.723

tconv 0.269 0.433 0.619 0.843 1.044 1.251 1.472 –

τc 1.441 1.426 1.475 1.664 1.896 2.132 2.329 2.587

〈γ〉 5/3 1.532 1.453 1.401 1.3733 1.3555 1.3445 1.345

ω 2.804 2.109 1.629 1.288 1.058 0.840 0.627 0.667
a Eg reaches a maximum of −1.2005 at µ2M = 18.5.
b I reaches a maximum of 0.1636 at µ2M = 21.
is an appreciable excess of ∇rc over ∇A (0.25 ≤
∇A ≤ 0.4) large enough to drive adiabatic convection
along the stellar core. For the 3α reaction, this excess
is even larger: ∇rc = 11.05 for µ2M = 0. However,
for the pp chain, we have ∇rc = 0.594, a value that
exceeds the adiabatic gradient only by a factor of
1.5 (∇Ac = 0.4 for µ2M ≈ 0). This is because the
exponent η = 4 is not very far from the critical value
of η ≈ 2–3 necessary to ensure the existence of a
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convective core (Cowling 1934; Naur and Oster-
brock 1953).

In our case of constant opacity, the convective core
disappears at µ2M = 0 if η = 1.644 (δ = 1). How-
ever, it still exists for all nonzero µ2M . For lower η, the
convective core appears only at fairly large µ2M . For
instance, for η = 1 (δ = 1), the convective core exists
only at µ2M > 2.54 (M > 6.6M� for solar chemical
composition).

Figures 1 and 2 show the radial density and tem-
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perature profiles for two extreme values ofµ2M for the
CNO cycle and the 3α reaction. With a high accu-
racy, these two energy generation modes lead to the
same model for each given µ2M (see the discussion
above).

It is instructive to compare our results with the
Eddington standard model (Eddington 1926), which
corresponds to a constant energy generation rate at
constant opacity: ε = ε0 (η = 0, δ = 0). In this case,
it immediately follows from Eq. (26) that C1 = 1.
Furthermore, it is easy to make sure that β is constant
in this model. As a result, the pressure turns out to be
related to the density along the radius by a power law:

P = Kρ4/3, (28)

K ≡ k

muµ

(
3k

amuµ

1 − β

β4

)1/3

= const.

Thus, the standard model is just a polytropic gas
sphere with index n = 3. The value of β proves to
be uniquely related to the mass M by the equation
(Chandrasekhar 1939)

1 − β

β4
= 0.01607aG3

(mu

k

)4
(µ2M)2 (29)

= 2.994 × 10−3

(
µ2 M

M�

)2

.

The constant C2 as a function of µ2M and the mass–
luminosity relation for the standard model are de-
fined by Eqs. (23) and (24) with βs substituted for
β from Eq. (29). The Eddington standard model has
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no convective core at all—it is convectively stable for
any µ2M .

According to Fig. 3, β increases from the stellar
center to the surface: βc < βconv < βs, with β in the
Eddington model always remaining between βc and
βconv.

Figure 4 shows the central pressure Pc, density ρc,
and temperature Tc as functions of µ2M . At µ2M �
10, these quantities for the pp chain (dotted lines)
differ only slightly from those for the CN cycle and
the 3α-reaction (solid lines). The dash–dotted line
represents Tc for the Eddington model for which Pc

and ρc do not depend onµ2M :Pc = 138.9, ρc = 162.5
(the n = 3 polytrope!).

Figure 5 shows how the dimensionless radius of
the convective core rconv, the value of β at the convec-
tive core boundary βconv, and the mass above the con-
vective core (1 −mconv) depend on µ2M . At µ2M �
40, the convective core contains more than 85% of
the stellar mass. We can fit mconv (for all three energy
generation modes!) by the following asymptotic rela-
tion (the dash–dotted line in Fig. 5):

mconv = 1 − 9.075(µ2M)−1.095, µ2M � 40. (30)

Since the constant C1 depends strongly on the
energy generation mode (Table 1), it is useful to in-
troduce a modified constant C1m:

C1m(µ2M) ≡ (µ2M)
δ+η
3δ+η [(1 − βs)C1]

− 1
3δ+η , (31)

(M inM�).
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µ2M for the CNO cycle and the 3α reaction (solid lines)
and for the pp chain (dotted lines). The values for the
CNO cycle and the 3α reaction at µ2M = 0 are shown
explicitly.

Using Eq. (24) for L0 we then obtain the following
expression for the stellar radius as a function ofM and
chemical composition:

logR = logC1m + logD + log S, (R in R�),
(32)

where

logD =
1

3δ + η
log[0.2(1 +X)ξ] − 2δ + η

3δ + η
log µ,

logS =
η

3δ + η
log
(
Gmu

k

)
− δ + 1

3δ + η
log(4π)

+
1

3δ + η
log
(ε00
cG

)
+

δ + η

3δ + η
logM� − logR�,

ξ ≡ X2(pp chain), XXCNO(CNO cycle),

Y 3(3α reaction).

Here, the dependences of ε0 on the mass fractions of
hydrogen X, the CNO isotopes XCNO, and helium Y
are shown explicitly (ε0 = ε00ξ). For large values of
η, C1m is independent of the energy generation mode
(cf. the CNO (η = 16) and 3α (η = 30) curves in
Fig. 6) and can be fitted by the following polynomial
(indicated by the open circles in Fig. 6):

y = 0.0720052 + 0.782547x − 0.120854x2 (33)

+ 0.0295923x3 − 0.0030574x4 ,

where y ≡ log10 C1m and x ≡ log10(µ2M). A fit for
the pp chain (η = 4) is indicated in Fig. 6 by the
dashed line. It gives a good accuracy for µ2M � 10.
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Figure 7 shows the luminosity L0 in units of LEd

as a function of µ2M (the solid curve described by
Eq. (24)). The curve virtually holds for all three en-
ergy generation modes—the small difference for the
pp chain at µ2M < 10 is indistinguishable on the
scale of the figure. For each given µ2M , the Ed-
dington model is always overluminous (by a factor of
about 2 at µ2M < 10).

For practical use, it makes sense to rewrite the
mass–luminosity relation in terms of the variable λ:

λ ≡ µ2 M

M�

L0

LEd
=

µ2κ0L0

4πcGM�
(34)

= 1.5426 × 10−5µ2(1 +X)
L0

L�
.

Connecting the asymptotics for small and large µ2M
by a cubic spline (the open circles in Fig. 8) that
ensures the continuity of the function and its first
derivatives, we obtain the following analytical fit:

log(µ2M) = 0.9347 +
1
3

log λ (log λ � −1.7),

(35)

log(µ2M) = 1.015209 + 0.449843 log λ

+ 0.0534969 log2 λ+ 0.00754094 log3 λ

(−1.7 < log λ < 1.7),

µ2M = 10.125
(
1 + 0.0987654λ +

√
1 + 0.1975λ

)
(log λ � 1.7).
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Equation (35) allows us to estimate M when the
luminosity L0 and the chemical composition compo-
nents (µ and X) are known. In contrast, to estimate
L0 for given M and chemical composition, we can
either solve Eq. (35) for λ or use the following practi-
cally accurate fit:

λ = 0.00157(µ2M)3 (µ2M � 2.4), (36)

log λ = −2.907029 + 3.552793 log(µ2M)

− 0.7717945 log2(µ2M) + 0.078623 log3(µ2M)

(2.4 < µ2M < 100),

λ = µ2M

(
1 − 4.5√

µ2M

)
(µ2M � 100).

Concluding this section, we present a number of
integrated properties of the stellar models in Table 2:
the gravitational, Eg, and thermal, ET, energies (in
units of GM2/R); the central moments of inertia

of the whole star, I =
∫M
0 r2dm, and the convective

core, Iconv (in units of MR2); the time it takes for
sound to propagate from the stellar center to the

surface, ts =
∫ R
0

dr√
γP/ρ

, and to the convective core

boundary, tconv (in units of
√
R3/(GM)); the in-

tegrated absorption density of the star, τc =
∫ R
0 ρr

(in units of M/R2); the mean adiabatic index, 〈γ〉 =
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∫M
0 γ(P/ρ)dm∫M
0 (P/ρ)dm

; and an estimate of the fundamental

angular frequency ω =
√

(3〈γ〉 − 4)|Eg|/I of radial
pulsations (in units of

√
GM/R3).

The last column in Table 2 presents the properties
of the Eddington standard model at µ2M = 4000.
Note that the dimensionless Eg, I, and τc for the
standard model are determined by the n = 3 polytrope
structure and do not depend on µ2M .

Figure 9 shows Eg, ET, I, and gravitational bind-
ing energy Eb = −Etot = −(Eg + ET) as functions
of µ2M .

COMPARISON WITH DETAILED MODELS

To demonstrate the potentialities of the similarity
theory, let us compare our results with the detailed
models of massive main-sequence stars calculated
by Schaller et al. (1992) and the models of helium
and carbon–oxygen stars (Wolf–Rayet stars) studied
by Langer (1989) and Deinzer and Salpeter (1964).
Figures 10–13 display the results of such a com-
parison. The solid curves in Fig. 10 were obtained
using Eq. (36) for the two compositions considered
by Schaller et al. (1992):X = 0.680, Y = 0.300, Z =
0.020 (upper curve) and X = 0.756, Y = 0.243, Z =
0.001 (lower curve). We see excellent agreement for
low metallicities (Z = 0.001) and satisfactory agree-
ment for Z = 0.02. In the latter case, our models
are slightly overluminous (by 25% at M = 15M�).
This natural result can be attributed to, on average,
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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an ∼25% contribution from sources other than the
electron scattering to the opacity.

The mass–radius relation for the same models is
shown in Fig. 11. The detailed models have system-
atically larger radii (typically by ∼5% for Z = 0.02)
than our models (solid lines). This can be explained
by an appreciable increase in opacity in the stellar
envelope due to absorption in atomic spectral lines
(Imshennik and Nadyozhin 1967). The solid lines
were calculated using Eqs. (32) and (33) by assuming
that the CNO cycle is the main energy source. The
energy generation law was taken from Caughlan and
Fowler (1988) and fitted by

εCNO = 8.43 × 10−3XCNOXρT
16
7 erg g−1 s−1 (37)

(2.2 � T7 � 3.6),

where T7 ≡ T/107 K and ρ is in g cm−3. Within this
range for T7, the accuracy of fit (37) is better than
10%.

A similar fit for the 3α reaction is given by the
following power law:

ε3α = 4.95 × 10−38Y 3ρ2T 30
7 erg g−1 s−1 (38)

(T7 > 8).

The accuracy of the fit is better than 10% at T7 > 8.
The structural properties of our models are also in

good agreement with the detailed models, as illus-
trated by Fig. 12 for the central value of β and the
mass fraction of the convective coremconv.

Figure 13 shows the mass–luminosity relation for
purely helium stars (Y = 1) calculated by Deinzer
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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and Salpeter (1964) and Langer (1989) and for
carbon–oxygen Wolf–Rayet stars with the mass
fractions of carbon, oxygen, and helium equal to
XC = 0.113, XO = 0.867, and Y = 0.02, respec-
tively (Langer 1989), in comparison with the mass–
luminosity relation for our models defined by Eq. (35)
(solid lines). We should set X = 0 for the hydrogen
mass fraction in Eq. (34) and use the following
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expression for the mean molecular mass µ:

µ =
48

36Y + 28XC + 27XO
(39)

(Y +XC +XO = 1).

Our results are in excellent agreement with the
detailed models even for such a small mass as 1M�.

DISCUSSION AND CONCLUSIONS

It is interesting to apply the mass–luminosity re-
lation given by Eqs. (35) and (36) to very massive
stars observed in our Galaxy, the Magellanic Clouds
and a number of nearby resolved galaxies. There is
a large body of observational data for several dozen
such stars (see, e.g., Figer et al. 1998; Puls et al.
1996; Humphreys and Davidson 1994; Sandage and
Tammann 1974). A detailed analysis of the efficiency
of the similarity theory in determining the properties
of such stars from observations deserves a special
paper. Here, as an example, we consider the Pistol
star studied in detail by Figer et al. (1998). Assuming
that this star initially had solar chemical composi-
tion (X = 0.707, Y = 0.274, Z = 0.019; Anders and
Grevesse 1989) and the luminosity L0 = 106.7±0.5L�
(Najarro and Figer 1999), we can estimate its ini-
tial mass from Eq. (35) to be M = 116, 246, and
595M� for L0 = 106.2, 106.7, and 107.2L�, respec-
tively. The corresponding initial radii derived from
Eqs. (32) and (33) are R = 14, 22, and 36R� for the
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CNO-cycle energy generation rate given by Eq. (37).
The spread in masses (116–595)M� corresponds to
the spread (44–230) in parameter µ2M , since µ =
0.618 for solar chemical composition. Such stars have
luminosities of (0.4–0.7)LEd (Fig. 7) and very large
convective cores: mconv = 0.86–0.976 (Eq. (30) or
Fig. 5). Estimating the initial mass of the Pistol star,
we assumed that its luminosity did not change appre-
ciably during its evolution. The star appears to be in
a state close to hydrogen depletion in the convective
core; i.e., it is about to leave the main sequence.
According to Schaller et al. (1992), the increment
in luminosity ∆L0 within the main-sequence strip
decreases with increasing mass M . Since ∆L0 ≈
25% for M = 120M� (solar metallicity), the Pistol
star could initially be ∼ 10% less massive than the
estimates given above.

The properties of the stellar structure obtained
here are also in satisfactory agreement with the de-
tailed models of very massive, (100–250)M�, initially
zero-metallicity Population III stars calculated by the
UCSC astrophysical group (Woosley 2005), espe-
cially when these stars eventually settle on the main
sequence in the state of thermal equilibrium.

The similarity theory for massive stars formulated
here yields the following important results.

(1) The simple approximate formula for the mass–
luminosity relation given by Eqs. (30), (35), and (36)
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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is valid for various chemical compositions and is vir-
tually independent of the energy generation mode (the
pp-chain, the CNO cycle, or the 3α reaction).

(2) The overall structure of very massive stars de-
scribed in terms of dimensionless variables (Eq. (11))
depends only on the parameter µ2M , where µ is the
mean molecular mass. This structure is virtually in-
dependent of the energy generation mode, be it the
CNO cycle, the 3α reaction, or the pp chain.

(3) Although the stellar structure approaches that
of the Eddington standard model with increasing
µ2M , the convergence proves to be rather slow. There
are still noticeable discrepancies in some of the stellar
parameters even for µ2M = 4000. For instance, the
central dimensionless pressure and density are, re-
spectively, about 20 and 15% lower than those for the
Eddington model (Fig. 4).
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Abstract—The standard methods for determining the meridional flow on the Sun from the motions
of tracers are shown to give an error related to the latitudinal nonuniformity of the tracer distribution.
We suggest a simple method for eliminating this error. Using this method to determine the meridional
circulation from the motions of sunspots brings the result into agreement with helioseismological data on
the meridional flow. The discussed effects can be important for observations of meridional flows on stars.
c© 2005 Pleiades Publishing, Inc.

Key words: Sun, magnetic fields, global flows.
INTRODUCTION
In recent years, interest in global meridional flows

on the Sun and solar-type stars has increased.
This is mainly because it has been realized that
meridional circulation plays a crucial role in the
dynamics of large-scale magnetic fields. The ob-
served equatorward migration of the sunspot zone
may be attributable to the transport of the toroidal
magnetic field by a meridional flow in the deep
interiors of the Sun (Choudhuri et al. 1995; Dikpati
and Gilman 2001; Bonanno et al. 2002). At the
same time, the poleward migration of the poloidal
magnetic field may be caused by a meridional flow on
the solar surface (Ivanov and Obridko 2002; Obridko
and Shelting 2003; Durrant et al. 2004). Meridional
circulation also plays an important role in forming
the inhomogeneous rotation of the Sun (Kitchati-
nov 2004) and stars (Kitchatinov and Rüdiger 2004).
Therefore, observational data on the solar meridional
flow are of great importance.

However, data obtained by different methods dis-
agree. Doppler measurements show a poleward flow
on the solar surface (Komm et al. 1993). Helioseis-
mology confirms that this flow exists up to depths of
∼|!12 000 km, but there is also a relatively slow con-
verging flow toward the latitude region with the high-
est frequency of occurrence of sunspots (Zhao and
Kosovichev 2004). At the same time, the motions of
sunspots reveal an exactly opposite picture: a merid-
ional flow from the latitudes of maximum sunspot ac-
tivity (Tuominen 1955, 1966; Tuominen et al. 1983;
Lustig and Wöhl 1991; Brajsa and Wöhl 2001).

*E-mail: olemskoy@list.ru
1063-7737/05/3110-0706$26.00
The goal of this paper is to show that the standard
methods for determining the meridional flow from
tracers, in particular, from the motions of sunspots
are most likely subject to a methodological error. As
we show in the next section, this error arises from the
latitudinal nonuniformity of the tracer distribution.
We suggest a simple method for eliminating it. Using
this method can bring the meridional circulation de-
termined from tracers into agreement with helioseis-
mological data. This assertion is demonstrated for the
meridional flow determined from Greenwich sunspot
data.

DETERMINING THE MERIDIONAL FLOW
FROM THE MOTIONS OF TRACERS

The content of this section applies to traces of an
arbitrary nature, but, for definiteness, we will consider
sunspots.

The displacements of sunspots in a finite time are
used to determine the global flows. The corresponding
mean velocity, i.e., the ratio of the displacement to the
time, is averaged over an ensemble of tracers. The
averaging is necessitated by the existence of a ran-
dom component in the motions of sunspots (Vitinskiı̆
et al. 1986). The random motions, along with the
latitudinal nonuniformity of the sunspot distribution,
lead to the error in determining the meridional flow
mentioned in the Introduction.

Clearly, when the displacements are estimated, the
final positions are determined from older sunspots
than the initial positions (the displacement time can
range from several days to several tens of days for
recurrent sunspots). Since the latitudinal sunspot
c© 2005 Pleiades Publishing, Inc.
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Fig. 1. (а) Influence of boundary effects on the determination of the net meridional motions. The dots denote the sunspots
at the boundaries of the latitude zones, and the arrows indicate the directions of their motions. The heavy arrows indicate
the predominant motion as a result of the boundary effects. (b) The characteristic nonuniform heliolatitudinal distribution of
sunspots.
distribution generally has a maximum at a certain lat-
itude λ∗, the frequency of occurrence of sunspots de-
creases from λ∗ both poleward and equatorward. This
distribution would be diffusively smoothed due to the
random motions of sunspots; i.e., the distribution has
a less distinct maximum and broader wings for older
sunspots. If we disregarded this factor, but assumed
that all of the changes in the latitudinal sunspot dis-
tribution are attributable solely to a regularmeridional
flow, then a false meridional flow from the latitude λ∗

would be detected. Such a result was obtained by
Richardson and Schwarzschild (1953) and Tuomi-
nen (1955, 1961); the latitude from which the flow
originates follows λ∗ as λ∗ changes in the solar cycle
(Tuominen et al. 1983; Lustig andWöhl 1991; Brajsa
and Wöhl 2001).

The false meridional flow velocity is estimated
to be

V ∼ ηT/L ∼ 1−10 m s−1, (1)

where ηT ∼ 109 m2 s−1 is the turbulent diffusion coef-
ficient, L = R�δλ is the scale length of the latitudinal
nonuniformity in the sunspot distribution, and δλ is
ASTRONOMY LETTERS Vol. 31 No. 10 2005
its angular scale in radians. The meridional flow ve-
locity determined by the method of tracers from the
motions of sunspots agrees with estimate (1).

Let us now consider in more detail how the false
velocity appears in the meridional circulation deter-
mined by the method of tracers and how this can
be avoided. As was noted above, the velocity for an
individual sunspot is defined as

V = R�
λ(t1) − λ(t2)

t2 − t1
, (2)

where λ(t2) is the latitude of the displacement under
consideration at the final time t2 and λ(t1) is the cor-
responding latitude at the initial time t1. Velocity (2) is
then averaged over an ensemble of tracers. To be more
precise, the complete latitude range is broken down
into a number of finite intervals and the averaging is
performed over the sunspots that belong to individual
latitude intervals. In this way, the meridional flow
velocity is found as a function of the latitude.

However, the following question arises: to which
latitude should velocity (2) be attributed? Clearly, the
answer to this question can be of importance only if
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Distribution of solar cycles over four phases

Cycle
number

Cycle phases

1 2 3 4

11 1875 1876 1877

12 1878 1879 1880 1881 1882 1883 1884 1885 1886 1887 1888

13 1889 1890 1891 1892 1893 1894 1895 1896 1897 1898 1899 1900

14 1901 1902 1903 1904 1905 1906 1907 1908 1909 1910 1911 1912

15 1913 1914 1915 1916 1917 1918 1919 1920 1921 1922

16 1923 1924 1925 1926 1927 1928 1929 1930 1931 1932

17 1933 1934 1935 1936 1937 1938 1939 1940 1941 1942 1943

18 1944 1945 1946

11–18 2027 4751 4230 1895

Odd 834 2758 2383 1117

Even 1193 1993 1847 778

Note. The years of solar maximum are highlighted in boldface. The first year in each cycle is the year of solar minimum. The lower part
of the table gives the number of sunspot occurrences.
λ(t1) and λ(t2) belong to different latitude intervals,
i.e., when a tracer crosses the boundary between the
two chosen latitude intervals during its displacement
in the time t2 − t1. The standard procedure implies
that velocity (2) should be attributed to the mean
value,

λ = (λ(t1) + λ(t2)) /2. (3)

As we see from Fig. 1, the false circulation emerges
precisely in this case. Clearly, the number of tracers
entering one of the chosen latitude intervals through
the boundary toward which the tracer density gra-
dient is directed will be, on average, larger than the
number of tracers entering through the other bound-
ary. Therefore, there will be a false flow in the direction
opposite to the tracer density gradient. The coherence
time of the random motions of sunspots is of the order
of the solar rotation time (Vitinskiı̆ et al. 1986). This
time, along with the random motions themselves, is
most likely determined by the large-scale solar con-
vection. Therefore, the motions remain almost coher-
ent over the time t2 − t1, and the discussed boundary
effects will manifest themselves in full measure. Note
that the length of the chosen latitude intervals does
not affect the false flow velocity (see estimate (1)).
As the length of the intervals increases, the fraction
of the tracers crossing its boundaries decreases, but
at the same time, the nonuniformity in the tracer
distribution on the scale of these intervals and the
difference in the numbers of tracers entering through
different boundaries increase.
However, there is a simple way to avoid the bound-
ary effects and the related false circulation: veloc-
ity (2) should be attributed to the initial latitude λ1.
The false velocity (1) will then not emerge due to
the diffusion through random motions, and the entry
of tracers from the adjacent latitude intervals will be
unimportant.

THE METHOD

In this paper, we used Greenwich data on the
heliographic coordinates of nonrecurrent (short-
lived) sunspots for the period 1875–1946. Following
Tuominen et al. (1983), we distributed the years over
four phases of the 11-year solar cycle, as shown in the
table. The lower part of this table gives the number of
sunspot occurrences in each phase for all cycles (11–
18) and individually for the even and odd solar cycles.

To eliminate errors related to the decrease in the
visibility function toward the solar limb, only the
sunspots near the central meridian were considered in
a number of papers. In this case, the limitation criteria
are different: from ±0.17 R� (Tuominen 1982, 1983)
to ±0.85 R� (Ward 1965, 1973; Hansmeier and
Lustig 1986; Kambry et al. 1991). Here, we adopted
the latter criterion and used the sunspot groups
no farther than ±76.5◦ from the central meridian.
The reason is that we are dealing with nonrecurrent
sunspots whose heliocoordinates are measured with
a higher accuracy due to their smaller sizes. We
also excluded the sunspots above the 40◦ parallel
in both the northern and southern hemispheres (46
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 2.Meridional motions of sunspots for solar cycles 11–18 (a) without and (b) with averaging over the hemispheres; (c) a
linear fit to the data, the fitting equations for each type of lines are given in brackets. The solid and dotted lines represent the
results of our calculations in which the sunspot displacements were attributed to their initial latitudes (the nonuniformity effect
is eliminated) and to the mean sunspot latitude, respectively. The vertical bars indicate the standard error; N → S and S → N
show that the motion is directed toward the south and north poles in the ranges of positive and negative values, respectively.
occurrences). Thus, the total number of sunspots
after the preliminary data processing was 12 903.

The meridional displacement velocity of sunspot
groups was determined using Eq. (2). Positive and
negative velocities mean the motions toward the
south and north poles, respectively. According to the
standard technique, the velocity obtained is attributed
to the mean latitude (3), which we did in the former
case. In the latter case, to eliminate the sunspot
distribution nonuniformity effect described above, we
ASTRONOMY LETTERS Vol. 31 No. 10 2005
attribute the velocity obtained not to λ, but to λ(t1),
the latitude at the time of sunspot occurrence.

Subsequently, we divided the latitude zone of
sunspot occurrence (0◦−40◦) into ten 4◦ intervals
and found the arithmetic mean velocity for each
interval. To estimate the confidence intervals of the
mean values, we calculated their standard deviations.
The calculations were performed separately for the
northern and southern hemispheres as well as for the
even and odd solar cycles.
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Fig. 3. Meridional flow found by the motions of sunspots averaged over the hemispheres for the (a) odd and (b) even solar
cycles. The notation is the same as that in Fig. 2.
RESULTS AND DISCUSSION

In Fig. 2, the mean meridional motion of non-
recurrent sunspot groups is plotted against latitude
without separation into even and odd solar cycles.
The solid and dotted lines indicate the mean merid-
ional flow velocity for the case where the meridional
sunspot displacements were attributed to the initial,
λ(t1), and mean, λ, latitudes, respectively. We see
that the sunspot motions are almost antisymmetric
about the equator. Figure 2b and the figures that fol-
low show the results averaged over the hemispheres
in such a way that

|V (−λ)| = |V (λ)|.

The velocities are highest in the latitude range
35◦−40◦, but these results are less reliable due to
the small number of events, ∼10 (the error exceeds
±0.05 deg day−1), while the number of events for low
latitudes is more than a thousand.

The meridional motion calculated using the stan-
dard technique is in good agreement with the results
obtained by Tuominen (1955, 1961, 1982, 1983) for
both recurrent and short-lived sunspot groups and
with more recent results (Lustig et al. 1987, 1991;
Balthasar and Fangmeier 1988; Kambry et al. 1991;
Brajsa and Wöhl 2001). In this case, the flow found
is the equatorward and poleward meridional flow from
the latitudes±15◦−20◦.

When the sunspot displacements are attributed to
their initial latitudes, which is believed to eliminate
the nonuniformity effect of their latitudinal distribu-
tion, the reverse is true. This result is found both for
the complete sunspot statistics (Fig. 2) and for the
even and odd solar cycles individually (Fig. 3). In
this case, the mean meridional flow is directed toward
the mid-latitudes of the sunspot zone. For greater
clarity, Fig. 2c shows a linear fit to the data obtained.
These data agree with the helioseismological data
on the meridional flow in the upper (to a depth of
∼12 000 km) convection zone of the Sun (Zhao and
Kosovichev 2004). Helioseismology reveals a pole-
ward meridional flow with a velocity of ∼20 m s−1

(0.14 deg day−1) and a flow toward the latitudes of the
highest magnetic activity with a velocity of 2–8m s−1

superimposed on it. Only the latter converging flow
may be preserved at the depth beneath the solar sur-
face where the sunspots are “anchored.”
ASTRONOMY LETTERS Vol. 31 No. 10 2005
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Fig. 4.Meridional flow detected by the motions of sunspots as a function of the phase of the 11-year solar cycle: (a) the results
obtained when the sunspot displacements are attributed to their initial latitudes (the nonuniformity effect is eliminated) and
(b) the results for the displacements attributed to the mean latitude (3). The arrows indicate the direction of the net meridional
motion.
Studies of the latitudinal drift of large-scale mag-
netic fields (Ivanov and Obridko 2002; Ivanov et al.
2002; Obridko and Shelting 2003) reveal a strong
latitude dependence of the drift velocity. The field
migration from the equator to latitudes of 15◦−20◦ is
rather fast, but the drift velocity decreases sharply in
the latitude range 20◦−40◦. At even higher latitudes,
the drift velocity increases again. Assuming that both
the large-scale and local concentrated magnetic fields
are formed through a common generation process
(Makarov and Tlatov 2000; Makarov et al. 2001),
the meridional drift of the sunspot groups in which
the errors due to the latitudinal nonuniformity of the
ASTRONOMY LETTERS Vol. 31 No. 10 2005
sunspot formation are eliminated can be said to agree
to some extent with the latitudinal drift of the large-
scale magnetic field. The reversal of the direction
of motion (Figs. 2b and 2c) in the latitude range
15◦−40◦ may be reflected in a sharp decrease in the
meridional drift velocity of the large-scale magnetic
field in this latitude range.

At the same time, using large-scale magnetic field
structures as tracers to determine the meridional cir-
culation without eliminating the errors due to the lat-
itudinal nonuniformity of these tracers again leads to
a picture with poleward and equatorward meridional
flow from a certain mean latitude (Latushko 1996).
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The effects of the latitudinal nonuniformity in the dis-
tribution of tracers are probably the same irrespective
of the nature of the tracers. It is hoped that the cor-
responding errors for tracers of any type can be elim-
inated by the simple method suggested in this paper.
To all appearances, these factors should be taken into
account in the planned measurements of the merid-
ional circulation on stars by the Doppler imaging
method (Mackay et al. 2004), which will eventually
use the method of tracers. Note that the meridional
flows on stars are much faster than those on the Sun
(Mackay et al. 2004) and can play a crucial role in
the evolution of magnetic fields and the formation of
global flows (Kitchatinov and Rüdiger 2004).

An examination of the results obtained as a func-
tion of the phase of the 11-year cycle (Fig. 4) shows
that the differences in themeridional circulation noted
above are traceable in each phase of the cycle. The
same was also observed when examining the even
and odd solar cycles individually, but we failed to find
any pattern related to the 22-year cycle. Helioseis-
mological studies also revealed a displacement of the
latitude to which matter flows equatorward following
the migration of sunspot activity (Zhao and Koso-
vichev 2004).
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