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Abstract—A physical model for describing SU(2) gluodynamics above the deconfinement temperature is
developed on the basis of the operator-product-expansion method. The properties of the nonperturbative vac-
uum are parametrized in terms of gauge-invariant gluomagnetic correlation functions. The free energy of the
system is calculated for T > Tc. The results obtained within the proposed model for the thermal properties of
gluons (energy density, nonideality) are shown to agree with data coming from lattice calculations. © 2000
MAIK “Nauka/Interperiodica”.
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1. The thermodynamics of quarks and gluons for
T > Tc (that is, in the deconfined phase) is the subject of
intensive lattice investigations [1, 2]. Here, a calcula-
tion of thermodynamic quantities well defined on a lat-
tice—such as the pressure p, the energy density ε, and
the nonideality ∆(T) = (ε – 3p)/T4—as functions of tem-
perature T is a conventional method of analysis. In
recent years, the use of new supercomputers and
improvements in computational codes have enabled a
calculation of thermodynamic parameters like Tc and
∆(Tc) and of quantities like p(T), ε(T), and ∆(T) to
within a few percent. At the same time, a consistent the-
oretical model that could describe existing data, on one
hand, and provide deeper insights into phenomena
occurring in the deconfined phase, on the other hand,
has yet to be developed.

At temperatures below the critical point, T < Tc, the
dynamics of the system is essentially nonperturbative
and is characterized by confinement and a spontaneous
breakdown of chiral invariance. Microscopically, this
can be described by strong chromoelectric and chromo-
magnetic fields in a vacuum, which contribute to a non-
perturbative shift of the free energy through the anom-
aly in the trace of the energy–momentum tensor [3].
Nonperturbative fields can be parametrized in terms of
gluon condensates, as is done in QCD sum rules [3].
A more detailed picture emerges from the method of
vacuum correlation functions [4], which describes the
properties of the nonperturbative vacuum by using
gauge-invariant correlation functions of the electric and
magnetic types [5–7]. At temperatures above the criti-
cal point, T > Tc, the situation changes drastically (there
is no color confinement there, and chiral symmetry is
restored), but the nonperturbative effect of gluon fields
on the dynamics of the system is of fundamental impor-
tance in this case as well. It was shown in [5–7] that, in
the deconfined phase, a large piece of the chromoelec-
0021-3640/00/7102- $20.00 © 20043
tric correlation function vanishes; at the same time, the
chromomagnetic condensate survives, changing only
slightly with increasing temperature {the scale of this
dependence is related to the dilaton mass of M(0++) =
(1.6–1.8) GeV, which suppresses severely thermal exci-
tations of gluons through the Boltzmann factor exp[–
M(0++)T]}. By taking into account the presence of non-
zero vacuum correlations of the magnetic field, Simo-
nov [7] was able to explain the area law for spatial Wil-
son loops, which was observed in lattice calculations
[8]. The behavior of correlation functions of the electric
and magnetic types in the two temperature phases that
was described theoretically in [5–7] and which was
confirmed by lattice calculations in [9] is commonly
accepted at present.

In this study, a physical model for describing the
properties of SU(2) gluodynamics above the deconfine-
ment temperature is proposed on the basis of the oper-
ator-product-expansion (OPE) method. The quantities
ε(T)/T4 and ∆(T) as computed within this model are
compared with lattice data. Nonperturbative dynamics
at temperatures above the critical point, T > Tc, is asso-
ciated with the gluon sector of QCD; in investigating
the physics behind phenomena like strong deviations of
the properties of the system from those of an ideal
gas—this was observed in lattice experiments at tem-
peratures between Tc and (2–3)Tc—it is therefore natu-
ral to address first the SU(2) model.

2. Let us represent the gluon field Aµ in the form

(1)

where Bµ is a nonperturbative background field, while
aµ is the field of quantum fluctuations. By using the

Aµ Bµ aµ,+=
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t’Hooft identity, we can then write the partition func-
tion of SU(2) gluodynamics as

(2)

where S(A) is the Euclidean action functional, η(B) is a
statistical weight fixing correlation functions for the

fields B, and N = DBµ]η(B) is a normalization factor.

For T > 0, the fields in question satisfy the periodic
boundary conditions

(3)

where β = 1/T and n = 0, ±1, …. The partition function
(2) can be recast into the form

(4)

where angular brackets denote the eventual averaging
of thermodynamic quantities over the ensemble of the
fields B and

(5)

Z DAµ[ ]e S A[ ]–∫=

=  
1
N
---- DBµ[ ]η B( ) Daµ[ ] S B a+[ ]–( ),exp∫∫

[∫

Bµ x x4,( ) Bµ x x4 nβ+,( ),=

aµ x x4,( ) aµ x x4 nβ+,( ),=

Z V T,( ) Z V T B, ,( )〈 〉 ,=

Z V T B, ,( ) VβF T B,( )–{ }exp=

= Daµ
a[ ] Dχ[ ] Dχ[ ] dx4 d3xL B a χ χ, , ,( )

V

∫
0

β

∫–
 
 
 

exp∫
with

Here,

is a covariant derivative,  and χ are ghost fields, and

(D2)ab = . Quantum fluctuations aµ against the
background of the gluomagnetic vacuum lead to non-
trivial dynamics in the T > Tc phase even if these fluctu-
ations are taken into account in the one-loop approxi-
mation. In the following, we remove the divergent per-
turbative contribution from the partition function. By
choosing the Feynman gauge (α = 1) and performing
integration with respect to the fields aµ, , and χ, we
can represent the free energy in the form

(6)

where

(7)

(8)

For T > Tc, the nonperturbative vacuum is parametrized
in terms of the gauge-invariant magnetic-type correla-
tion functions

L
1

4g2
-------- Gµν

a( )2 1
2α
------- Dµ

abaµ
b( )2 χa D2( )abχb,+ +=

Dµ
ab δab∂µ εabcBµ

c–=

χ
Dµ

acDµ
cb

χ

Freg T B,( ) F0 B( ) Fg T B,( ),+=

Fg T B,( ) 1
2
--- detβW( )regln ,=

Wµν
ab D2( )abδµν 2Gµν

a B( )εacb.––=
(9)Hij…k x1…xk( ) trHi x1( )Φ x1 x2,( )H j x2( )…Φ xk 1– xk,( )Hk xk( )Φ xk x1,( )〈 〉 ,=
where

and

is the parallel transporter.

A bilocal correlation function of the form [7]

(10)

is an important ingredient of our analysis. For the func-
tion DH, an expression that is consistent with lattice

Hi
1
2
---εinmtaGnm

a , trtatb 1
2
---δab,= =

Φ x y,( ) P i Bµ z( ) zµd

y

x

∫ 
 
 

exp=

trHi x( )Φ x y,( )H j y( )Φ y x,( )〈 〉

=  
1
2
---δij Hk

a( )2〈 〉 DH x y–( ) O D1( )+
data from [9] is taken in the form1

(11)

At T = 0, we have  =  in the vacuum;
considering that the electric condensate component vir-
tually vanishes in the deconfined phase, we then arrive
at

(12)

where 〈G2〉 ≡  is the gluon condensate at T = 0.

3. A nonperturbative field is characterized by two
dimensional quantities, an amplitude H and a scale λ at
which it changes sizably (correlation length). At the

1 In the literature, it is common practice to introduce the notation
Tg instead of λ. Here, we employ the symbol λ in order to avoid
confusion with temperature T.

DH x y–( ) e x y– /λ– .=

En
a( )2〈 〉 Hn

a( )2〈 〉

H2 Hi
a( )2〈 〉 1

2
--- Gnm

a( )2〈 〉 1
4
--- G2〈 〉 ,= = =

Gµν
a( )2〈 〉
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same time, the character of the particle (gluon) trajec-
tory in a field is determined by the radius of curvature
of this trajectory; in a magnetic field, this is the Larmor

radius R = 1/ . Thus, there arises the dimensionless

parameter ξ = ( λ)–1, which can be used to study the
properties of the system in various extreme cases.

In the case of ξ @ 1, which corresponds to λ  0
(〈G2〉  = const), it follows from (10) and (11) that the

fields (x) are uncorrelated—that is, the vacuum rep-
resents a quantum ensemble of stochastic fields. In the
large-Nc limit of gluodynamics, nonperturbative effects
in the stochastic vacuum of the deconfined phase were
studied by Dosch et al. [10].

For ξ ! 1, the free energy can be computed by the
OPE method. In the case of R ! λ, even a sharply vary-
ing field H can be treated as a uniform one, provided that
we are interested in distances commensurate with the

characteristic scale of the particle trajectory, R = 1/ .
Within the conventional OPE, this corresponds to
extremely high characteristic momenta Q [(Q2 ~ H =
1/(ξλ)2  ∞]. For a Gaussian parametrization of the
function DH(x), DH(x) = exp{–x2/λ2} (it is important
that DH be a decreasing function at a scale of λ), a
power-series expansion in terms of Matsubara frequen-
cies ωn = 2πnT has the form

(13)

Thus, we can see that, for T > Tc {in SU(2) gluodynam-
ics, we have Tc . 0.29 GeV [11]} and ξ ! 1 (the condi-
tion that ensures the applicability of the OPE), the main
contribution to the correlation function (10) comes
from the zero-frequency component (ω0 = 0)—that is,
the nonperturbative field can be treated as a constant
field. Therefore, the limit of a constant uniform mag-
netic condensate appears to be the zero-order approxi-
mation of the OPE for thermodynamic quantities in the
deconfined phase.

In accordance with (10), all the directions of the

field  are equiprobable both in coordinate and in
color space; taking this into account, we choose the

vector potential in the form  = δa3 Hx2, which cor-

responds to the magnetic field . The state that arises
in the lowest order of the OPE is described by the mag-

netic field  = H and the gluons  =  ± i  inter-
acting with it. In a magnetic field H, a charged massless
vector particle has the spectrum (Landau levels)

(14)

H

H

Hi
a

H

DH T r,( ) λT

2
-------DH r( ) n2
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H
-------- 

  2
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.exp
n ∞–=

+∞

∑=
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Hz
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2
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2 qz

2 n σ H, , ,( ) qz
2 H 2n 1 2σ+ +( ),+=
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where n = 0, 1, … is the orbital quantum number, while
σ = ±1 is the spin projection onto the z axis. Technically,

a transition for the free energy Fg = (1/2)Trln(  +

(q)) from the vacuum case (H = 0, T = 0) to the case
of H ≠ 0 and T ≠ 0 is straightforward. Omitting the
details of the calculations, we note that, eventually, this
transition reduces to the substitutions q4  ωk = 2πkT

(k = 0, ±1, …);  = q2  ; and

(15)

where the degeneracy multiplicity of H/2π has been
taken into account for the Landau levels. Performing
summation over Matsubara frequencies, we obtain

(16)

where O(ξ) stands for higher order OPE terms in ξ.
The term for the regularized T-independent part F0(H)
of the free energy reduces to the one-loop expression
for the density of the magnetic-condensate energy; for
the thermodynamics of the system being considered,
this term is immaterial.

As is well known, a massless vector particle in a
magnetic field has a tachyon mode corresponding to the

level (qz = 0, n = 0, σ = –1) = –H. This mode is due
exclusively to the effect of a uniform field. Within the
model used here, the magnetic condensate is obviously
nonuniform at a scale of about λ, so that no tachyon
arises in the physical spectrum.

4. A quantum-mechanical analysis of the motion of
a particle in a magnetic field H reveals that the distri-
bution of the probability density with respect to the
transverse radius ρ (distance from the z axis) peaks at

ρ =  = R . In the case of n @ 1, we have

∆ρ ≡  ≈ R/  ! . Thus, the region where a
particle can be found with a sizable probability repre-
sents a narrow ring of radius R and width about R. In the
sum over n in (16), we can therefore retain only the
lowest Landau levels. From the point of view of ther-
modynamics, the contribution to the free energy from
Landau levels characterized by large values of the
orbital quantum number n is suppressed by the factor

exp{– /T}. A numerical calculation shows that, in
the interval Tc < T < 2Tc, the main contribution to the free
energy comes from the (n = 0, σ = 1), (n = 1, σ = –1), and
(n = 2, σ = –1) levels. Since the condensate is nonuni-
form, integration with respect to x must be performed

q4
2

ω0
2

ω0
2 ωs

2

Tr
HT
2π
--------

dqz

2π
--------,

∞–

+∞

∫
k ∞–=

+∞

∑
σ 1±=

∑
n 0=

∞

∑

Fg T H,( ) = 
HT

π2
-------- dqz 1 e

ωs/T–
–( ) O ξ( ),+ln

0

∞

∫
σ 1±=

∑
n 0=

∞

∑

ωs
2

ρ 2n 1+

ρ2 ρ2– 2 ρ

2nH
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up to ξ [the integral in (16) is cut off at qz = 1/λ, where
the field H begins to change significantly]. Taking all
the above into account, we can recast the free energy
into the form

(17)

Eventually, physical quantities must be averaged over
nonperturbative fields. As a matter of fact, this is averag-
ing over the quantum statistical ensemble of the fields

. In that order of the expansion in ξ which is consid-
ered here, the averaging over the ensemble amounts to
multiplying the averaged quantity by the statistical
weight, which is equal to the number of available quan-

tum states of the field . Considering that different
directions of this field are equiprobable both in coordi-
nate and in color space, we find that the statistical weight

is DBµ]η(B) =  = 9. It is

canceled by the identical normalization factor N appear-
ing in the denominator on the right-hand side of (2). It
should be noted that this is so only in the lowest order of
the OPE—higher order terms of the expansion in ξ,
which are denoted by O(ξ) in (15), do not obey this sim-
ple rule.

Knowing the free energy—or, what is the same, the
pressure (which is given by p = –F)—as a function of
T, we can find the nonideality ∆ = (ε – 3p)/T4, where the
energy density is ε = Tdp/dT – p. Lattice calculations
show that, for T > Tc, gluons do not obey the ideal-gas

equations p = pSB = 2(  – 1)π2T4/90, ε = 3p, and ∆ = 0;
in the interval Tc < T < (2–3)Tc, they behave as a strongly
nonideal system with ∆ ≠ 0. Setting 〈G2〉 = 4.3 GeV4

Fg T H,( )

=  
H3/2T

π2
------------- dxf 1 x2+( ) 2 dx f x2 2n 3+ +( )

0

ξ

∫
n 0=

∞

∑+

0

ξ

∫ ,

f x( ) 1 H/T( ) x–( )exp–[ ] .ln=

Hi
a

Hi
a

[∫ 1
i x y z, ,=∏ 

  1
a 1 2 3, ,=∏ 

 

Nc
2
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Nonideality ∆(T) at 〈G2〉  = 4.3 GeV4.

T, GeV

∆(T)
 [12], we have calculated numerically the nonideality
∆(T) within the proposed model. The results are
shown in the figure. It can be seen that ∆ peaks at
T∗  . 300 MeV. According to lattice calculations, the

critical temperature is Tc . 290 MeV [11]. For ε(Tc)/ ,
the lattice data from [11] at Tc = 0.29 GeV yield
0.256 ± 0.023. Our analysis of nonperturbative SU(2)

gluodynamics within the OPE leads to ε(T∗ )/  = 0.42.

5. Thus, the model proposed here for SU(2) gluody-
namics provides a correct physical pattern of the non-
ideality of thermal gluons above the deconfinement
temperature. Moreover, not only does this approach
enable us to describe qualitatively the behavior of the
nonperturbative vacuum with increasing T, but it also
furnishes quantitative information about the thermody-
namics of the system. The method developed here fea-
tures the dimensional parameter H, which specifies the
scale of thermodynamic quantities and the dimension-

less parameter ξ = (λ )–1 of the OPE. The thermody-
namic functions resulting from the numerical calcula-
tions change only slightly with the condensate value
〈G2〉 . In principle, thermodynamic potentials may
change more sizably upon taking into account higher
order terms of the OPE.

Lattice data from [12] yield the values of λ . 0.2 fm
and 〈G2〉  . 4.3 GeV4, whence we obtain ξ . 1. At the
same time, the OPE approach is valid for ξ ! 1. In this
connection, it should be emphasized that, for a nonper-
turbative vacuum, we have constructed a physical
model that provides a correct description of the decon-
fined phase near the boundary of the OPE applicability
range. In using QCD sum rules, which follow from the
OPE of correlation functions for physical currents, the
situation is similar: relations found at high momentum
transfers (Q2 @ 1 GeV2) are applied down to values of
Q2 ~ (0.7–0.9)2 GeV, and the resulting description of
hadronic resonances is quite reasonable.
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Abstract—A new representation of the interaction between a laser field and an atom is obtained. The Fourier
component of the interaction is represented as a multipole expansion dependent on the force parameter of the
field, a0 = F/ω2, and the degree of its ellipticity, η. This representation provides the analytical separation of the
angles in the time-dependent Schrödinger equation. The stationary spherically symmetric part of the potential
V0(r, a0, η) of a “field-dressed” atom is singled out. The application of the new representation to the calculation
of nonlinear effects and electron scattering by an atom in a field are discussed.© 2000 MAIK “Nauka/Interpe-
riodica”.
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Recently, the interaction between an atom and a
superintense monochromatic electromagnetic field
described by the time-dependent vector–potential A(t)
(the dipole approximation) has been considered with
the invocation of the Kramers method [1]. The method
is based on the unitary time-dependent transformation
of the Hamiltonian of an atom in a coordinate system
oscillating with the field frequency. Introducing the
vector a(t) related to A(t) as

we can see that this transformation reduces to the
change of the coordinate r of an electron in the labora-
tory coordinate system for the coordinate (r – a(t)). In
the atomic system of units (" = e = m = 1), the Hamil-
tonian of a hydrogen-like atom with the nucleus charge
Z takes the form

(1)

In general, the field polarization in a(t) can be of any
type, and therefore the variables of the time-dependent
Schrödinger equation with Hamiltonian (1) cannot be
separated. For a linearly polarized radiation, this equa-
tion is usually integrated numerically without separa-
tion of the variables [2]. An intense field with an arbi-
trary elliptical polarization has not been studied as yet.
In the particular case of the circular polarization, we
have

(2)

a t( ) c 1– A t'( ) t',d

t

∫=

Ĥvib
1
2
--- ∇ 2 Z

r a t( )–
--------------------.––=

a t( )
a0

2
------- ex ωt ηey ωtsin–cos( ),=
0021-3640/00/7102- $20.00 © 0048
where a0 = F/ω2, F is the field amplitude, ω is the field
frequency, and η = ±1 for the left (right) wave polariza-
tion. It was shown [3] that the potential in equation (1)
with a(t) in form (2) can be written as a multipole
expansion. Indeed, one can see from (2) that |a(t)| =
a0/  and cos( , (t)) = cos(ϕ + ηωt) (hereafter, we

use the notation  ≡ a/|a|). Taking into account that
the potential in (1) is a generating function for Leg-
endre polynomials, we obtain its expansion in terms of
the spherical functions YLM( ) and YLM(ex):

(3)

where ξL(r, a0) = / , r< = min(r, a0/ ), and

r> = max(r, a0/ ).

Considering the nonstationary Schrödinger equa-
tion with potential (3),

one can separate the angular parts by projecting the
potential onto YLM( ) and then reducing it to the one-
dimensional system of equations for quasienergies. The
application of (3) to the problem of electron scattering
in a field was considered in [4]. However, the multipole
expansion (3) can be obtained by this method only for
a circularly polarized field, because, in the general case

2 r̂ â

â

r̂

r a t( )– 1– 4π
2L 1+
----------------

M L–=

L

∑
L 0=

∞

∑=

× ξL r a0,( )YLM r̂( )YLM
* ex( )eiηMωt,

r<
L r>

L 1+ 2

2

i
∂Ψ r t,( )

∂t
------------------- 1

2
--- ∇ 2– Z

r a t( )–
--------------------–

 
 
 

Ψ r t,( ),=

r̂
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of the elliptically polarized field, |a(t)| is time-depen-
dent.

In the present study, we aimed to obtain the multi-
pole expansion for an elliptically polarized field.

Below, we use the multipole expansion |r1 – r2|–1, in

which r1 and r2 are used not as / , but in the sym-
metrized form [5]:

(4)

where

(5)

and 2F1 is the hypergeometric function. In this case, we
can put r1 ≡ r and r2 ≡ a(t). Introduce into consideration
the wave vector of photons, k = nω/c, and align the
z-axis in the direction of k, i.e., assume that ez = n.

In the general case of an elliptically polarized field,
we have

(6)

The parameter η determines the degree of the linear,
l = (1 – η2)/(1 + η2), and circular, AC = 2η/(1 + η2),
polarizations. It is seen from (6) that the amplitudes
obey the inequality |ax0| ≠ |ay0|. Rotating the coordinate

axes with the aid of , using the Wigner (α, β, γ)-
functions, and choosing the angle of rotation β about
the axis ey =  in such a way that the amplitudes would

obey the relationship | | = | | in the new coordi-

nates, we arrive at a new coordinate system ( , ,

). Assuming that β = 1 – η2)1/2 for 0 ≤ β ≤ π/2,
we can transform (4) and (6) to the new coordinate sys-
tem. Taking into account that the scalar product of the
spherical functions in (4) is not changed, we obtain

The transformation

where m, m' = 0, ±1, and am(t) and a'm'(t) are the cyclic
components of the a(t) vector in the initial and the

r<
L r>

L 1+

r1 r2– 1–

=  
4π

2L 1+
---------------- f L r1 r2,( )YLM r̂1( )YLM

* r̂2( ),
M L–=

L

∑
L 0=

∞

∑

f L r1 r2,( )
r1r2( )L

r1
2 r2

2+( )L 1/2+
--------------------------------=

× F2 1
L
2
---

1
4
--- L

2
---

3
4
---; L

3
2
---; 

2r1r2

r1
2 r2

2+
--------------- 

  2

+ +,+ 
  ,

a t( )
a0

1 η2+
------------------- ex ωt ηey ωtsin–cos( );   1 η 1. ≤ ≤ –=

DMM'
L( )

ey'

ax0' ay0'

ex' ey'

ez' (arcsin

YLM r̂( )YLM
* â t( )( )

M
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rotated coordinate systems, respectively, yields

where (

 

x

 

) is the associated Legendre polynomial;

(7)

In the new coordinate system, expansion (4) takes the
form
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where

(see formula (1.331.3) in [6]) and taking into account
that the prime at the symbol Σ indicates the summation
either over even or over odd k (depending on N), we

arrive at the Nth Fourier component, , in the form

(8)

Formula (8) can be reduced to

where

One can show that

Finally, we obtain the following Fourier multipole
expansion for |r – a(t)|–1:

(9)

In the particular cases, we obtain the following rela-
tionships.

(1) For the linear polarization (η = 0):

Thus, the terms with M ≠ 0 in (9) are eliminated.
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(2) For the circular polarization (
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0/  is time-independent. In this case, the
terms with N ≠ 0 in (9) are eliminated, and fL(r, a(t)) =

/ ; i.e., it coincides with (3).

If N = 0, the potential is time-independent (a field-
dressed atom). If one also assumes that L = M = 0, it
becomes possible to single out the spherically symmet-
ric part of the potential of a field-dressed atom. In this
case, one can write 2F1 in (5) in terms of the elementary
function (see formula (15.1.14) in [7]) as

Then, using the above form of 2F1 at

where a(t) is given by (7), we can calculate f0(r, a(t)). In

order to determine the Fourier transform of , one has
to integrate f0(r, a(t)) with respect to time. This results

in the division of the analytical dependence of  on r
into three domains:

Then,

(10)

where 

and K(m) and F(α, m) are the complete and the partial
first-order elliptic integrals.

It is seen from (10) that the asymptotic behavior of

(r  ∞, a0, η) is of the Coulomb nature. In the
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particular cases of the linear and circular polarizations,
expressions (10) take the following forms.

(1) For the linear polarization (η = 0):

At r  0, we arrive at the logarithmic singularity.
(2) For the circular polarization (η = ±1):

The potential V0 for different polarizations with |η| = 0,
0.5, 1 is shown in the figure.

In order to apply the above theory to the complex
N-electron atoms, we use the following expression
instead of the Hamiltonian:

The potential of the Coulomb interaction between the
electrons for the Kramers transformation [1] is not
changed and therefore can be constructed with the aid

of (r, a0, η). This part of the Hamiltonian can be
used to construct the Hartree–Fock equations, whose
solutions determine the electron energy εk(a0, η) in a
field-dressed atom and the one-particle wave function
ϕk(r, a0, η). The complete time-dependent Hamiltonian
also includes the part of (9) expanded into multipoles,
in which one has to omit the terms with N = L = M = 0

(they are included into ), i.e., to take (LM; r, a0,
η) with |N| ≥ 0, L > 0, and |M| ≥ 0. Using the basis Har-
tree–Fock functions of a field-dressed atom and assum-

ing that  is a “seeding” vertex, one can construct
the equations for the effective vertex in the random-
phase approximation with exchange (RPAE) and ana-
lytically separate the angular variables, as was made for
the RPAE in a circularly polarized field in [3].

The problem of electron scattering by the Coulomb
potential (in the general case, by an atom) in a strong
elliptically polarized field by the method of strong
channel coupling can be reduced to the one-dimen-
sional system of coupled equations similar to those for
the circularly polarized field considered in [4]. The
solution of the Schrödinger equation in a vibrating
coordinate system is sought in the form
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Projecting the Shrödinger equation onto the state
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we obtain

where

Obviously, the corresponding differential cross sec-
tions depend on sgn
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, i.e., on the photon helicity (ellip-
tic dichroism). Elliptic dichroism in a field weak in
terms of the perturbation theory was considered in [8].
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Stationary spherically symmetric part of the potential V0(r,
a0, η) as a function of r/a0 for elliptically (|η| = 0.5), lin-
early (η = 0), and circularly polarized field (|η| = 1). At r >
a0(1 + η2)–1/2, the potential is of the Coulomb nature.
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Current Sheets in Magnetic Configurations 
with Singular X-Lines
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Abstract—The possibility of the formation of current sheets in 3D magnetic configurations with singular
X-lines was studied experimentally. It is shown that a sheet can be formed in the presence of the longitudinal mag-
netic-field component directed along the X-line, in which case the longitudinal component can exceed the trans-
verse component everywhere inside the plasma. Characteristic of the CS formation in 3D magnetic configurations
with X-lines are an increase in the longitudinal magnetic-field component inside the sheet and a decrease in the
plasma compression ratio as compared to 2D configurations with null-lines. If the longitudinal component exceeds
a certain critical value, a sheet cannot be formed: instead of a sheet, there appear two sheaths separated by a cavity
with a local minimum in the electron density. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.30.-q
1. One of key points in the problem of magnetic
reconnection is to answer the question of whether the
formation of a current sheet (CS) is possible in one or
another magnetic configuration. Indeed, magnetic
reconnection can only occur in spatial regions such that
magnetic field lines with different (in particular, oppo-
site) directions approach each other. These regions are
characterized by a high current density and small spa-
tial scales. Thus, the effect of dissipation becomes sig-
nificant even when the plasma conductivity is high, so
that the condition for the magnetic field to be frozen in
the plasma can be violated. The regions with a high
electric-current density, which separate the magnetic
fields of different orientation and accumulate an exces-
sive magnetic energy, usually take the form of current
sheets [1]. In two-dimensional (2D) magnetic configu-
rations with null-lines, the formation of current sheets
was predicted theoretically (see [1] and the literature
cited therein) and then was realized experimentally in a
wide range of parameters [2]. In the last years, particu-
lar attention has been drawn to three-dimensional (3D)
magnetic configurations. Until recently, the formation
of CSs in such magnetic configurations has been asso-
ciated with the presence of magnetic null-points [3–5].
However, it was shown experimentally that CSs can
form not only in the vicinities of magnetic null-points
[6] but also far away from the region of zero magnetic
field and even in nonuniform magnetic fields that con-
tain no null-points inside the plasma [7].

Among 3D magnetic configurations, configurations
with singular X-lines are of particular interest. The rea-
son is that they occur frequently in nature and labora-
tory experiments (in active regions in the solar corona,
closed magnetic confinement systems, etc.) and are of
fundamental importance for plasma physics. The mag-
0021-3640/00/7102- $20.00 © 20053
netic field in the vicinity of a simplest X-line can be
written in the form

(1)

Here, the z-axis coincides with the singular line, and the
magnetic field in the (x, y) plane is a 2D field with B = 0
at x = 0 and y = 0 and the radial gradient h. In contrast
to [6, 7], here we restrict ourselves to a situation when
all the parameters are uniform along the singular line,
in particular,

(2)

Compared with a null-line and null-point, a singular
line of the X-type can be classified as a more general
structural element of the magnetic field, because the
null-line is the X-line with zero longitudinal compo-
nent B|| = 0 and also, in configurations with null-points,
the singular X-line is present both in the region of zero
magnetic field and far away from this region. Accord-
ing to theoretical predictions, in the vicinity of a singu-
lar X-line, cumulative effects, as well as magnetic
reconnection, can occur in a plasma [1, 8].

In this work, the possibility of CS formation in mag-
netic fields (1) with singular X-lines was studied exper-
imentally for the first time. Main attention was focused,
first, on searching the range of initial conditions, in par-
ticular, quantitative characteristics of initial magnetic
configurations in which CSs can be formed, and, sec-
ond, on determining how the CS parameters depend on
the structure of the initial magnetic configuration.

2. Figure 1 shows a schematic of the CS-3D exper-
imental device. The magnetic configuration with an
X-line (1) is created using a superposition of two
fields: a 2D field B⊥  with a null-line and radial gradi-

B hx; hy; B||–{ } .=

∂B||/∂z 0.
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Schematic of the CS-3D experimental device and diagnostic equipment: (1) straight current conductors producing a 2D mag-
netic field configuration with a null-line on the z-axis, (2) coils producing a uniform axially symmetric magnetic field Bz, (3) quartz
cylindrical vacuum chamber 18 cm in diameter and 100 cm long, (4) grid electrodes, (5) current sheet, (6) Rogowski coil, (7) quartz
windows, (8) mirror with a transmittance of 50%, (9) lenses, (10) interference filter, (11) image intensifier for recording plasma
images, (12) quartz fiber 400 µm in diameter and 10 m long, (13) MDR-3 monochromator, (14) MORS-3 multichannel optical
recorder, and (15) PC-486.

Iz z

Iq

Iq
ent h ≤ 600 G/cm and a uniform field B|| ≤ 6 kG directed
along the null-line. The magnetic fields are produced
by individual electrotechnical systems, so that we could
independently change the parameters of each field, thus
forming the configurations with different ratios
between the longitudinal and transverse field compo-
nents. Both magnetic fields were quasisteady with
respect to the processes occurring in the plasma. An
evacuated vacuum chamber was filled with helium at a
pressure of 300 mtorr. An initial plasma with a density
of Ne ≤ 1016 cm–3 was produced through an auxiliary
Θ-discharge with strong preionization. A subsequent
generation of the electric current Iz directed along the
X-line initiated the plasma motion in the magnetic
field, which, in principle, could result in the formation
of a current sheet. The half-period of the plasma current
was equal to T/2 = 5 µs, and its maximum value was

varied within the range  = 40–100 kA.

Qualitatively, the features of the plasma structure at
various instants can be derived from 2D distributions of
plasma emission in the (x, y) plane for different spectral
lines (see Fig. 2). These distributions (integral in the
z direction) were recorded by an image intensifier in
combination with a narrow-band (∆λ1/2 ≈ 1.1 nm) inter-
ference filters [9]. The electron density in different
plasma regions was deduced from an analysis of pro-
files of the HeII 468.6- and HeI 587.6-nm spectral lines.
The emission from the central region of the vacuum
chamber (1.2–1.5 cm in diameter and 60 cm long) was
recorded using an MDR-3 monochromator and a mul-
tichannel MORS-3 recorder consisting of an MCP
image intensifier and a multichannel CCD array [10].
The plasma emission spectra were recorded and aver-
aged over a time interval of ≅ 0.6–0.7 µs. The experi-

Iz
max
mental spectral-line profiles were approximated by the-
oretical profiles as convolutions of the dispersion
(Lorentzian) and Gaussian profiles. It was found that
the Doppler broadening was small compared with the
instrumental function, and the mechanism responsible
for the broadening of the HeII and HeI lines was asso-
ciated with the electron impact broadening, which
allowed us to determine the electron density under dif-
ferent conditions (see Fig. 3). The configuration of the
plasma electric current was determined using magnetic
probes placed outside the vacuum chamber [11].

3. The generation of the plasma electric current Iz

results in a significant deformation of the initial spatial
distribution of the plasma produced in the magnetic
field, giving rise to a new current–plasma structure. 2D
images of the emitting plasma demonstrate the depen-
dence of these structures on the parameters of the mag-
netic configurations (see Fig. 2). The images can be
divided into two groups: one group corresponds to the
formation of a current sheet (frames 1, 2, 5, 6) and the
other corresponds to the formation of a sheet-like dou-
ble-piece structure consisting of two sheaths separated
by a slopping split, the emission from which in both
HeII and HeI lines is absent (frames 3, 4, 7, 8). The
images from the first group are relatively thin strips
extended along the x-axis (the width is 2∆x ≥ 16 cm and
the thickness is 2∆y ≤ 1 cm), which are identical to
those observed when the current sheet was formed in a
2D magnetic field with a null-line (Fig. 2, frame 5) (see
also [9]). The images have almost the same shape in the
HeII and HeI spectral lines (Fig. 2, frames 1, 2), except
for a characteristic minimum in the intensity of the HeI
line in the sheet midplane, where the intensity of the
HeII line is maximum. This peculiarity is typical for the
current sheets produced in 2D fields with null-lines
JETP LETTERS      Vol. 71      No. 2      2000
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Fig. 2. Plasma images in HeII 486.6- and HeI 587.6-nm spectral lines under different conditions. (A) Plasma images for  Bz = 4.3 kG,

 ≅  100 kA, t ≅  2.5 µs, and different values of the gradient h of the 2D magnetic field: h = (1) 570, (2) 420, (3) 280, and

(4) 200 G/cm. (B) Plasma images for h = 200 G/cm,  ≅  40 kA, t ~ 2 µs, and different magnitudes of the magnetic field: Bz = (5) 0,

(6) 1.4, (7) 2.9, and (8) 5.7 kG.

Iz
max

Iz
max
when the electron temperature Te and/or the plasma
density Ne are maximum at the sheet midplane and
cause rapid ionization of helium atoms and, conse-
quently, depletion of the HeI spectral lines.

Magnetic measurements allow us to draw the fol-
lowing conclusion about the formation of a planar sheet
in which the plasma electric current is concentrated: the
width (the size in the x direction) of the current sheet
significantly exceeds its thickness (the size along the
y-axis), and the current width can attain a size close to
the vacuum-chamber diameter.

Hence, the analysis of the emitting-plasma images
and the results of magnetic measurements show that a
planar current sheet, in which the plasma is concen-
trated, can actually be formed in magnetic configura-
tions with an X-line, i.e., in the presence of a suffi-
ciently strong longitudinal component directed along
the X-line. In this case, the longitudinal component can
exceed the transverse one throughout the most part of
or even the entire vacuum volume: B|| ≥ |B⊥ | = h*|r| for
|r| ≤ Rk.
JETP LETTERS      Vol. 71      No. 2      2000
4. Although the 2D plasma images in the presence
of a longitudinal magnetic-field component were simi-
lar to those obtained in the absence of this component,
the effect of B|| clearly manifested itself in variations of
the electron density (Fig. 3). The sheet formation in the
2D field with a null-line (B|| = 0) was accompanied by
an efficient compression of the plasma: the maximum
density in the sheet midplane (y  0) reached Ne ≅
(4–5) × 1016 cm–3, exceeding the initial gas-atom den-
sity by a factor of ~5 (Fig. 3, curve 1). At the periphery
of the sheet (|y| ≅  0.2–0.4 mm), the electron density was
equal to Ne ≅  (2–3) × 1016 cm–3 (curve 2) (see also
[2, 9, 10]). However, in the presence of the longitudinal
component, the maximum electron density was mark-
edly lower: Ne ≅  2 × 1016 cm–3 for B|| = 4.3 kG, and the
broadening of both the HeI and HeII lines gave almost
the same value of Ne (curves 3, 4).

Thus, when the sheet was formed in the magnetic
field with an X-line (i.e., in the presence of the longitu-
dinal component B||), the efficiency of the plasma com-
pression into the sheet was lower than that for the sheet
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formed in the 2D field (B|| = 0). This effect is apparently
related to an enhancement of B|| in the sheet itself due
to the transport of this component by the plasma in the
stage of the sheet formation.

As is known [1], the longitudinal component can
produce an additional pressure similar to the plasma
thermal pressure, thus increasing the total pressure
inside the sheet. Let us write the transverse-balance
condition for the current sheet in the magnetic field,

(δB||)2 = (3)

where Te and Ti are the electron and ion temperatures in
the sheet, Zi is the effective ion charge, δB|| is the excess
in the longitudinal component inside the sheet over its
value outside the sheet, and Bx is the transverse field
component tangential to the sheet surface. Near the
middle of the sheet (at x  0), the following relation
is usually valid (see [1, 2, 9]):

(4)

Then, for Ne ≅  5 × 1016 cm–3, h = 570 G/cm, Iz = 100 kA,

and B|| = 0, we have Bx = 4.8 kG and Te + Ti/  ≅  11 eV.
Under these conditions, the characteristic time of
equalizing the electron and ion temperatures is less
than 0.1 µs and  ≅  1. Hence, for time intervals of
interest, it is reasonable to assume that Te ≅  Ti ≅  5–6 eV.
The plasma temperature in the current sheet formed in
the presence of the longitudinal component B|| = 4.3 kG,
presumably, is close to this value. Actually, the fact
that the HeI spectral line is depleted and, simulta-
neously, the high intensity is observed in the HeII line
(Fig. 2, frames 1, 2) indicates that 5 eV ≤ Te ! 15 eV

and  ≅  1. The time of the Te and Ti equalization for Ne ≅
2 × 1016 cm–3 is less than 0.2 µs, so we assume Te ≅  Ti.
Then, from condition (3), we can calculate the change
in the longitudinal magnetic-field component in the
sheet: δB|| ≅  3.7 kG, which comprises .80–90% of the

8πNe Te Ti/Zi+( ) + Bx
2,

Bx 0.4Izh.≅

Zi

Zi

Zi

1

2

3
4

6

4

2

0
–1 0 1 2 3 54

t, µs

Ne, 1016 cm–3

Fig. 3. Time dependence of the electron density inferred from
the broadening of (1, 3) HeII 468.6- and (2, 4) HeI 587.6-nm

spectral lines for h = 570 G/cm,  ≅  100 kA, and Bz = (1,

2) 0 and (3, 4) 4.3 kG.

Iz
max
initial B|| value. Therefore, the total longitudinal field

inside the sheet attains  . 8 kG.

Hence, characteristic of CS formation in 3D mag-
netic fields with X-lines are an enhancement of the lon-
gitudinal magnetic-field component inside the sheet
and a less efficient plasma compression compared with
2D fields with null-lines.

5. Let us examine the parameters of initial magnetic
configurations (1) in which the formation of a planar
current sheets is possible. When the longitudinal com-
ponent is kept constant and equal to B|| = 4.3 kG, the
sheet formation becomes no longer possible for the val-
ues of the transverse gradient h ≤ 280 G/cm, which cor-
responds to B||/h ≥ 15.3 cm (Fig. 2, column A). When
the gradient is kept constant, h = 200 G/cm (column B),
the sheet formation becomes impossible for B|| ≥ 2.9 kG
(B||/h ≥ 14.5 cm). Hence, it follows that, for a current
sheet can be formed in a magnetic configuration with
an X-line, the ratio B||/h should not exceed a certain crit-
ical value. In particular, for this experiment, we obtain
B||/h ~ 15 cm, which presumably is related to geometri-
cal factors: X-line length, electrode diameter, etc.

6. Plasma structures for B||/h ≥ 15 cm develop in the
sheet-like form, but only far away from the X-line, i.e.,
in the region where the transverse magnetic-field com-
ponent |B⊥ | = h*|r| is sufficiently large. (Note, however,
that the inequality |B⊥ | ≤ B|| holds throughout the
plasma volume.) In the central region, one can clearly
see a slopping split that divides the plasma structure in
two parts (Fig. 2, frames 3, 4); plasma emission in both
HeI and HeII spectral lines is absent inside this split. It
is reasonable to assume that, in this region, there is a
local minimum in the plasma density, i.e., a plasma
cavity shaped as a well-defined slopping split.

7. Thus, in this study, it is shown for the first time
that CSs can be formed in magnetic configurations with
X-lines and quantitative characteristics are determined
for initial configurations in which sheets are formed. It
is found that the CS can be formed in the presence of a
sufficiently strong uniform magnetic field B|| directed
along the X-line, in particular, if B|| > |B⊥ | throughout
the entire plasma volume.

It is shown that the efficiency of plasma compres-
sion into the sheet decreases as the longitudinal compo-
nent of the magnetic field with an X-line increases, so
that, in the presence of B||, the electron density in the
sheet is markedly lower compared with 2D magnetic
configurations with null-lines (B|| = 0). The decrease in
the electron density is due to a substantial increase in B||
inside the sheet itself.

It is found that, if B|| exceeds a certain critical value,
a planar current sheet cannot be formed: instead of the
sheet, there appear two sheaths separated by a cavity
with a local minimum in the electron density. The crit-
ical parameter, determining the possibility of the CS
formation in magnetic fields with X-lines, is the ratio

B||
sh
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between the gradient of the 2D field, h, and the value of
the B|| component.
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Melting of a Dust Crystal with Defects
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Abstract—The effect of defects on the melting of a two-layer dust Wigner crystal in the electrode layer of a
radio-frequency gas discharge is investigated by Langevin molecular dynamics. Two types of defects have been
included in the consideration: (a) point defects and dislocations and (b) particles levitating above and below a
two-layer crystal (so-called strong defects). It is shown that local melting of a two-layer crystal found experi-
mentally is explained by the occurrence of strong defects located above the crystal. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 52.25.Zb; 6470-p
The melting of two-dimensional (2D) crystals of
classical particles is a fundamental problem that has
been attracting experimental and theoretical studies for
the last 25 years [1, 2]. The phase transition of melting
was observed in electronic crystals at the surface of liq-
uid helium [3], in colloidal suspensions [4], and in
plasma dust crystals [5–7], which represent a new
experimental system for studying 2D crystal structures.
As a rule, dust crystals in a laboratory gas-discharge
plasma consist of similar, negatively charged particles
of micrometer sizes and are retained in the electrode
layer by the electric and gravitational fields.

The following unusual properties of the dust crystal
were revealed in a number of experiments [8–11]. If
particles form a conventional hexagonal lattice in the
horizontal plane parallel to the electrode, they are
arranged one beneath another in the vertical direction,
aligning in vertical chains. This crystal structure signi-
fies that the Debye–Hückel model is inapplicable to the
description of charged particles interacting in plasma
with an ion flux.

In addition, the experiments [5, 6] demonstrated that
a decrease in gas pressure in the gas-discharge chamber
leads to a significant rise in the vibrational kinetic
energy of particles and to melting of the crystal. The
temperature of the surrounding gas and the charge of
particles remain virtually unchanged in this process.
This surprising phenomenon is observed only in exper-
iments with a dust crystal in an electrode layer. It is
known that a change in the viscosity of the environment
does not change the statistical properties of the system
in the case of 2D and 3D crystals. The phenomenon of
particle alignment into chains in an ion flux was consid-
ered in [12–15]. It was shown that the ion flux is
focused by negatively charged particles, which results
in the formation of regions with an elevated ion concen-
tration immediately beyond particles. In addition, it
0021-3640/00/7102- $20.00 © 20058
was shown in theoretical investigations [14–16] and in
more recent experiments [17, 18] that electrostatic
interaction in the system is asymmetric. Each ion cloud
interacts with all particles except for its own particle
with which it forms a dipole configuration. An investi-
gation of the mechanism of heating of a two-layer
defect-free crystal in an electrode layer [7, 14, 15, 19]
showed that melting is a two-step process. Initially, as
friction decreases, instability develops, and the crystal
passes into a hot crystalline state with developed oscil-
lations of particles. Subsequently, as pressure
decreases, the two-layer crystal melts. Asymmetry in
the screening of particles and the nonpotential charac-
ter of interaction are the major reasons for the develop-
ment of instability. The calculated average kinetic
energy of particles agrees with experimental data by
order of magnitude; however, the qualitative pattern of
crystal melting in the experiment essentially differs
from the calculated one. In a real crystal, the formation
of hot spots occurs initially, and next liquid regions are
formed along with crystalline fragments. As the gas
pressure further decreases, the system entirely passes
into a liquid state [5]. The average energy of particles
measured in experiment gradually increases in a wide
pressure range, whereas the temperature of particles
sharply increases in calculations when the gas pressure
attains a critical value.

In experiments, a dust crystal always has point and
extended defects in lattices and additional particles
above and below the basic lattices. In this work, the
melting of a two-layer crystal with defects is studied by
Langevin molecular dynamics based on the model pro-
posed in [14, 15]. It is suggested that (a) particles move
in a plane parallel to the electrode (which follows from
experiment) and (b) particles are asymmetrically
screened by ions. With these assumptions, the real ion
distribution is replaced by a symmetric distribution and
000 MAIK “Nauka/Interperiodica”
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an effective point charge located below the particle and
rigidly bound to it. This simplification is justified,
because any displacement of a particle immediately gen-
erates redistribution of ion density around it [14, 15].
First, we consider a large two-layer cluster (996 parti-
cles) in which dislocations with the Burgers vector
equal to 2 formed upon numerically cooling the system
from a high-temperature liquid state, see Fig. 1. In
addition, a set of point defects is formed in the vicinity
of the cluster border, because a hexagonal structure can
be inscribed into a circle only with a certain number of
point defects.

Particles interact through a screened Coulomb
potential V(ri, rj) = (C/|ri – rj|)exp(–κ|ri – rj|) with each
other (C = Z2) and with positive effective charges
(C = ZZc); here, ri is the coordinate of the ith particle,

Fig. 1. Trajectories of particles in the upper lattice of a two-
layer dust crystal with defects at ν = 0.0721ωpd before melt-
ing. The Burgers vector of uncorrelated dislocations equals 2.
JETP LETTERS      Vol. 71      No. 2      2000
1/κ is the screening length, and κ = 2/a, where a is the
average interparticle distance. The external potential
restricting the system in the radial plane is chosen in such
a way that the calculated particle density coincide with
the experimental particle density. The following param-
eters were taken from the experiment [5]: dust particle
radius R = 4.7 µm, particle mass M = 6.73 × 10–13 kg, and
particle charge Z = 16000e; distance between particles
a = 450 µm; and distance between layers d = 0.8a. In
calculations, the positive charge was taken Zc = 0.5Z
with the vertical distance dc = 0.6a [15]. The characteris-
tic vibration frequency in the crystal for our experimen-

tal conditions equals ωpd =  = 110 s–1. The
transition from the solid state to liquid in experiment is
observed in the case when pressure is decreased from
120 to 40 Pa, which corresponds to the change of the
friction coefficient of the particle in the gas phase from
ν = 32 to 10 s–1 [20].

The dynamics of particle motion is studied under
conditions when the friction coefficient decreases. The
average kinetic energy of particles in the upper layer is
presented in Fig. 2a as a function of the friction coeffi-
cient. At a high gas pressure, the system has a crystal-
line structure, and the kinetic energy of particles
approximately coincides with the gas temperature. A
progressive decrease of friction down to the critical
value νin only slightly changes the state of the system in
spite of the occurrence of defects (Fig. 2a, regime I). At
the critical point νin, the kinetic energy rapidly
increases, and the system passes into a hot crystalline
state, which is characterized by developed vibrations of
particles (regime II). In the subsequent range of the
friction coefficient ν∗  < ν < νin, the two-layer crystal
passes through a sequence of hot stationary crystalline
states. Figure 1 displays trajectories of particles imme-
diately before melting. The occurrence of a dislocation
does not reveal itself in the figure, and it may be con-

Z2e2/e0Ma3
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(a)
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Fig. 2. Average kinetic energy of dust particles as a function of the friction coefficient in a two-layer crystal (a) with point defects
and dislocations (calculation, solid circles; experiment [5], solid squares) and (b) with strong defects (1 upper incomplete layer, 2
upper lattice, 3 lower lattice, and 4 lower incomplete layer).
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cluded that point and extended defects insignificantly
increase the crystal temperature.

As friction decreases further, the formation of ther-
mally induced defects is observed at the second critical
point, and the system passes into isotropic liquid
(regime III). As a whole, the process of melting of a
two-layer crystal with point and extended defects
turned out to be similar to the melting of a defect-free
crystal [7, 19].

Let us next consider the effect of additional particles
located above and below the crystal (see Fig. 3) on the
process of melting. The number of particles over the
crystal is 20, and that beneath the crystal is 25, which
corresponds to 5% total number of particles. The dis-
tance between the additional layers and lattices equals
the distance between lattices.

As in the preceding case, the structure with addi-
tional particles has a crystalline order at high pressure.
However, the occurrence of strong defects leads to a
significant increase in the average kinetic energy of
particles (see Fig. 2b). Each layer has a different tem-
perature, and the temperature increases with passing
from the upper layers to lower ones. The energy of the
lower strong defects is considerably higher than the
energy of the other particles even at high pressure. As
the pressure decreases, instability in the crystal with
strong defects develops considerably earlier, and
motion in some regions is especially intense. We found
that the most effectively heated particles are located in
vertical chains with strong defects, see Fig. 3. The rea-
son for the dominant role of the upper additional parti-
cles is the fact that, because of ion flux focusing, each
particle forms a dipole particle, and the lower dipoles
follow the motion of the upper particles.

In order to understand the role of additional parti-
cles located below the crystal, consider the melting of a

1

2

3

4

Fig. 3. Fragment of a two-layer crystal with strong defects:
1 upper incomplete layer, 2 upper lattice, 3 lower lattice, and
4 lower incomplete layer. Circles designate the position of
upper strong defects.
two-layer crystal with three lower particles. Trajecto-
ries of particles in the lower lattice and trajectories of
three strong defects located below the crystal at ν =
0.12ωpd are displayed in Fig. 4. Particles located below
the crystal have a large kinetic energy, which virtually
coincides with the energy of strong defects located
below the crystal, Fig. 2b. Because of scattering by the
nearest lattice due to Coulomb interaction, particles
located below the crystal pass their momentum to par-
ticles in the lattice. It is evident in Fig. 4 that the part of
the crystal located over an extended trajectory of a
lower particle has a higher temperature. The lower
additional particles, in spite of their high energy, move
over electric potential minimums located under the par-
ticles of the lower lattice.

It is interesting to note that, according to our calcu-
lations, individual high-energy particles observed
experimentally under the crystal and generating Mach
cones in crystalline structures [21] are formed because
of the development of instability in the system.

Note in conclusion that the inclusion of strong
defects in the system qualitatively changes the pattern
of melting and significantly increases the heating tem-
perature of a two-layer dust crystal. The calculated
average kinetic energy of particles monotonically
increases with decreasing pressure because of the local
heating of the crystal under the upper particles and
coincides with experimental data to a good accuracy. In
the given case, the melting of the two-layer crystal is
caused by both global heating due to the development
of instability and local heating through strong defects.
The upper additional particles are more important for
heating than the lower ones because particles are asym-
metrically screened in the ion flux.

Fig. 4. Trajectories of particles in the lower lattice of a two-
layer crystal at ν = 0.12ωpd. More extended trajectories cor-
respond to three lower strong defects.
JETP LETTERS      Vol. 71      No. 2      2000
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CONDENSED MATTER

                          
Low-Frequency Dispersion of the Effective Transverse 
Conductivity in Inhomogeneous Media in Strong Magnetic Field
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Abstract—On crystalline silicon specimens with a nonuniform carrier concentration distribution produced by

an optical method, a dispersion of the effective transverse conductivity (ω) is observed near the frequency

ω ≈ ωc =  ≡ ε/4π . At ω < ωc, an anomalous transverse effective conductivity is observed: (ω) is greater

than the transverse conductivity of a homogeneous specimen (ω) (in the frequency range studied in the

experiment, (ω) = const). Near ω ≈ ωc, the conductivity  decreases, and, at ω > ωc, it coincides with .
© 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.20My; 72.80.Cw
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h σ⊥

eff σ⊥
h

1. In homogeneous conductors, a dispersion of the
conductivity σ occurs at frequencies of the order of the

inverse momentum relaxation time . In an inhomoge-
neous conductor, an external electric field gives rise to
local charge bunches. Near the inhomogeneities, local
electric fields and gradients of the charge carrier concen-
tration are formed, and they tend to dissipate the
bunches. The characteristic time of such a bunch dissipa-
tion is the Maxwell relaxation time τM = ε/4πσ (ε is the
dielectric constant of the material). At low frequencies,
ωτM ! 1 (ω is the frequency of the electric field), the
effective conductivity σeff determined from the relation

(1)

(where 〈j〉  and 〈E〉  are the volume average values of the
current density and field) is less than the average static
conductivity: σeff(ω) ≈ σeff(0) < 〈σ(0)〉 . At high frequen-
cies, ωτM @ 1 (but ωτp ! 1; we assume that τM @ τp,
which is the usual case for semiconductors), a bunch
has no time to form. In this case, σeff(ω) ≈ 〈σ(0)〉 . For

ω ~ , a dispersion of conductivity (a low-frequency
dispersion) was observed in the experiment described
in [1]. The theory of this effect was developed in [2, 3].

2. In strong magnetic fields H: β ≡ µH/c @ 1 (µ is
the mobility and c is the velocity of light), the conduc-
tivity of a homogeneous specimen becomes highly
anisotropic:

(2)

τ p
1–

j〈 〉 σ eff ω( ) E〈 〉=

τM
1–

σxx σ⊥  ! σzz σ|| H 0z||( ).≡≡
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The Maxwell relaxation time also becomes anisotropic:
τ⊥  = ε/4πσ⊥  @ τ|| = ε/4πσ||.

The dispersion of (ω) was considered in [4]
within the first approximation in the degree of inhomo-
geneity ξ (ξ is the ratio of the mean square fluctuation
of the concentration to the mean concentration
squared). A closer analysis [5] shows that at β @ 1 the

dispersion (ω) should be observed at the frequen-
cies

(3)

(ω⊥  ! ω||). We note that  ≈ 〈σ〉 H = 0.

3. As far as we know, so far no attempts had been
made to experimentally observe the dispersion of

(ω). Presumably, this is related to two kinds of dif-
ficulties. First, it is difficult to fabricate an inhomoge-
neous structure of the “good semiconductor—bad
semiconductor” type (see [6]). Second, the experiment
requires ac measurements in a strong magnetic field in
the closed Hall circuit regime, which is also quite com-
plicated.

Meanwhile, such an experiment is of interest for the
following reason. It is well known that, in a homoge-

σ⊥
eff

σ⊥
eff

ω ω⊥≈ τ⊥
1– 4πσ⊥

eff

ε
---------------,= =

ω ω||≈ τ||
1– 4πσ||

eff

ε
---------------= =

σ||
eff

σ⊥
eff
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neous specimen, the transverse conductivity σ⊥
decreases with increasing magnetic field H (according
to the elementary theory, σ⊥  ~ β–2). In an inhomoge-

neous specimen,  should decrease slower with H,

namely:  ~ ξ2/3β–4/3 for three-dimensional inhomo-

geneities and  ~ ξβ–1 for two-dimensional ones.
This means that even for small values of ξ, in suffi-

ciently strong magnetic fields H, the conductivity 
becomes greater than 〈σ⊥ 〉 , i.e., an anomalous trans-
verse conductivity takes place (see [7] and references
given there). This effect was first observed in the exper-
iment described in [6]. An observation of the dispersion
at the frequency ω ≈ ω⊥  would not only demonstrate the
insignificance of inhomogeneities at high frequencies
but also provide independent supporting evidence for
the existence of the anomalous transverse conductivity.

4. The purpose of our experiments is to reveal the
low-frequency dispersion of the effective transverse

conductivity (ω) of an inhomogeneous specimen in
a strong magnetic field H. Below, we denote the trans-
verse conductivity of a homogeneous specimen by

(ω).

The measurements were carried out at a tempera-
ture of 4.2 K on Si : B crystalline specimens with the
boron concentration N ≈ 6 × 1015 cm–3 and mobility
µ ≈ 5 × 104 cm2/V s. To obtain the closed Hall circuit
regime, we used specimens in the form of a Corbino
disk. A nonuniform distribution of the charge carrier
concentration over the disk was formed by photoexci-
tation by an inhomogeneous radiation flux. A detailed
description of the specimen and the method of photoex-
citation can be found in [6].

The value of σ⊥  at ω = 0 and H = 40 kOe (β ≈ 20)
was about 10–10 Ω–1 cm–1, which corresponds to τ⊥  ~
10–2 s. Hence, the measurements were performed in the
frequency band 20 s–1 ≤ ω ≤ 1000 s–1.

5. Figure 1 presents the equivalent circuit of the mea-
suring setup. The ac voltage from the oscillator was sup-
plied to the specimen (RS, CS). A load RL was connected
in series with the specimen. The voltage across the load,
which was proportional to the current, was measured by
a phase-sensitive voltmeter (PAR-124a). The parameters
of the circuit are as follows: for the specimen, RS = f(H)
and, at H = 40 kOe, RS ≈ 3 × 1010 Ω; CS ≈ 0.4 pF; for the
load, RL = 105 Ω; for the voltmeter, RV @ RL; and the
total capacitance is CV ≈ 70 pF. The low resistance of
the oscillator (≈50 Ω) shunts the capacitance of the lead
to earth. The capacitance CV is shunted by the resis-
tance RL (in the range of measurement RL ! (ωCV)–1).
The current through the specimen may be considerably
affected only by the stray capacitance of the leads to
each other, Cp. The main problem was to make the

σ⊥
eff

σ⊥
eff

σ⊥
eff

σ⊥
eff

σ⊥
eff

σ⊥
h
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capacitance of Cp as small as possible. The value of Cp

was determined from the experiment.
We measured the current through the load as a func-

tion of frequency, I(ω), for different cases: in the
absence of the specimen in the circuit ((I0), in the pres-
ence of a homogeneous specimen (Ih), and in the pres-
ence of an inhomogeneous one (Inh). For each case, the
measurements were performed twice: one measurement
with the phase shifter angle of the voltmeter φ = 90 (I(1))
and the other measurement with φ = 0 (I(2)), which pro-
vided the measurements of the reactive and resistive
current components, respectively. From these measure-
ments, we obtained the following results.

(i) The angle φ = 90: the reactive currents in the

absence of the specimen , in the presence of a homo-

geneous specimen , and in the presence of an inho-

mogeneous one ; the stray capacitance of the circuit
Cp (≈0.6 pF), the capacitance of the circuit with a speci-
men, and the capacitance of the specimen CS (≈0.4 pF).
This agrees well with the calculated value.

(ii) The angle φ = 0: the currents , , and .
At φ = 0, the reactive current is not completely sup-
pressed by the voltmeter. From the measurements, we
determined the reactive component rejection ratio for

the instrument: k(ω) = (ω)/ (ω) ≈ 20.

Figure 2a shows the experimental dependences

(ω) and (ω). One can see that the difference
between the currents vanishes with increasing ω. The
increase in the currents at higher ω is unrelated to the
conductivity dispersion. It is a consequence of the
incomplete suppression of the reactive component. By
introducing the corrections for the rejection ratio, we
obtained the true active currents through the specimen,

(ω) and (ω). They are shown in Fig. 2b.

6. Proceeding to the discussion, we note the follow-
ing facts. The voltage amplitude is independent of fre-

quency. The currents (ω) and (ω) are propor-

tional to  and (ω), respectively. The ratio of
these currents is equal to the ratio of the corresponding
conductivities because the homogeneous and inhomo-
geneous specimens are represented by the same Corb-
ino disk under different photoexcitation conditions.
The intensity of photoexcitation was selected so as to

I0
1( )

Ih
1( )

Inh
1( )

I0
2( ) Ih

2( ) Inh
2( )

I0
1( ) I0

2( )

Ih
2( ) Inh

2( )

Ih
a( ) Inh

a( )

Ih
a( ) Inh

a( )

σ⊥
h σ⊥

eff

~

CS RS CP
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Fig. 1. Equivalent circuit of the measuring setup.
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Fig. 2. (a) Frequency dependences of the currents for a homogeneous specimen (curve 1) and an inhomogeneous one (curve 2) at
φ = 0 and H = 40 kOe. (b) Frequency dependences of the active currents for the homogeneous (curve 1) and inhomogeneous (curve 2)

specimens at H = 40 kOe. The value of  at low frequencies ω is taken as the current unit. Curve 3 corresponds to /  at

H = 30 kOe.

Ih
a( )

Inh
a( )

Ih
a( )
provide the equality of these conductivities at H = 0 and
ω = 0. Therefore, the curves shown in Fig. 2b can be

considered as the dependences (ω) and (ω).

From Fig. 2b, one can drive the following conclu-

sions:  does not depend on ω;  experiences a dis-
persion near ω = ωc ≈ 200 s–1; at ω < ωc, the ratio of the

conductivities is (ω)/ (ω) = 2, and the anomalous
transverse conductivity [6] is observed; at ω > ωc, the
aforementioned ratio is equal to unity; i.e., the anoma-
lous transverse conductivity vanishes at high frequen-
cies, as was predicted in [4, 5].

The measured value of (0) is equal to 2.2 ×
10−10 Ω–1 cm–1. The frequency ωc is close to the value
of ω⊥  from formula (3) in accordance with the results
obtained in [5].

As noted above, the theory [5] predicts the second
low-frequency dispersion at the frequency ω|| (see for-
mula (3)). This frequency lies beyond the limits of our
measurements. Besides, the question as to whether this
kind of dispersion should be observed in the case of
homogeneity along H, which was studied in our exper-
iment, requires special consideration.

Up to this point, we discussed the results of the mea-
surements at H = 40 kOe (β ≈ 20). Figure 2b also shows
the curve (curve 3) obtained for H = 30 kOe (β = 15). It
is seen that the anomalous transverse conductivity
decreases and the frequency ωc increases with decreas-

ing H. The conductivity  observed for ω ! ωc

increases almost proportionally to the frequency ωc.
In closing, we note one more fact. In the literature,

it was repeatedly noted that, with increasing β, the
transverse conductivity σ⊥  decreases slower than pre-

dicted by the theory:  ~ β–2. This fact is confirmed

σ⊥
eff σ⊥

h

σ⊥
h σ⊥

eff

σ⊥
eff σ⊥

h

σ⊥
eff

σ⊥
eff

σ⊥
h

by our experiments. This discrepancy may be possibly
explained by the assumption that the specimen pos-
sesses its own inhomogeneities that weaken the σ(H)
dependence. The study of the frequency dependences
should also verify this assumption. Curve 1 in Fig. 2b

demonstrates that (ω) = const. Therefore, the weak-

ening of the (H) dependence is not related to the
presence of inhomogeneities.
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Abstract—A description of available experimental data on the linear electrooptical effect in 2D electron sys-
tems exhibiting the quantum Hall effect is proposed. Allowance for the contact effects accompanying prepara-
tion of the Corbino discs and the Hall samples provides consistent description of the phenomena observed in
the equilibrium state and in a state involving transport current. The contact potentials appear to have a rather
large characteristic magnitude that is considerably greater than the cyclotron energy in the experiments being
considered. Under these conditions, a large number of the so-called incompressible channels inevitably appear
in the samples. The proposed phenomenological description of this “band” state is in qualitative agreement with
available experiments. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.40.Hm
Earlier [1], we have discussed the properties of an
individual incompressible region in an inhomogeneous
2D electron system exposed to a magnetic field. It was
supposed that the inhomogeneity is caused by the con-
tact phenomena that occur with large probability in
open 2D systems with metallic terminals. In this study,
we analyze the problem further and consider an actual
situation [2–4] corresponding to the appearance of
numerous incompressible channels in samples. A for-
malism is proposed that takes this effect into account.

1. As in [1], we consider the Corbino discs that allow
quasi-one-dimensional description of a 2D region owing
to the condition (R1 – R2)/(R1 + R2) ! 1, where R1 and R2
are the inner and outer radii of a 2D Corbino disc, respec-
tively. In this case, inhomogeneous component δn(x) of
the electron density related to the presence of contact is
described by the following function:

(1)

Here 2w = R2 – R1 is the width of the 2D region between
metallic boundaries, the x-axis is oriented in a radial
direction, the coordinate origin coincides with the mid-
dle of the 2D region, κ is the dielectric constant of the
medium, and φab is the so-called contact potential dif-

ference. In the limit  ! w, approximation (1) is
applicable far from the points x = ±w, where ab is the
effective Bohr radius.

When a magnetic field normal to the 2D-system
plane is applied, a new substantial parameter—the
cyclotron energy "ωc—appears and the character of the
distribution of incompressible channels in the disc is
determined primarily by the interplay of "ωc and eφab

values.

δn0 x( ) κwφab/π2e w2 x2–( ), w x +w.≤ ≤–=

ab*
0021-3640/00/7102- $20.00 © 20065
In the limit "ωc ≥ eφab, the two-dimensional region
is occupied predominantly by a single channel charac-
terized by an integer filling factor (integer-factor chan-
nel). The properties of this system were described in a
general form in [5] and, in more detail, in [1]. The elec-
trostatic potential distribution over the cross-section of
the central integer-factor channel in this case is
described by the following function

(2)
where 2a < 2w is the width of the incompressible band.
The maximum value of this width for the electron den-
sity described by equation (1) is determined by the rela-
tion

(3)

where ωc is the cyclotron frequency. It should be noted
that the band width is sensitive to the magnetic field and
varies from zero, when the band arises, to the critical
dimension given by (3), when the maximum of poten-
tial (2) at the channel center reaches a value of "ωc with
increasing magnetic field, after which the band bifur-
cates (see [5] for details of this process).

In the limit "ωc ! W, a large number of incompress-
ible strips can form, so that equations (2) and (3)
become inapplicable. Adequate formalism is necessary
that would allow for the presence of numerous strips
and their interaction with each other. Such a description
can be realized taking into account that there is the
potential difference "ωc between the boundaries of
each band. Therefore, a local value of the electrostatic
potential for the system involving a large number of
bands can be constructed in the form

(4)

ϕ x( ) a2 x2–( )3/2
, a x +a;≤ ≤–∝

amax/w( )3 3π"ωc/2W , W eφab,= =

eϕ x( ) . "ωcν x( ), ν x( ) πlH
2 n x( );=
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Fig. 1. The potential function according to equations (4) and (5): (a) coordinate profiles for R = 50 µm, w = 250 µm (solid curve)
and the experimental data from [4] (black squares); (b) sensitivity with respect to variations of the radius R for the points with
R = 75 µm (dotted curve), 50 µm (solid curve), and 5 µm (dashed curve).
where ν(x) is the local filling factor and lH is the mag-
netic length.

According to relation (4), the electrostatic potential
reproduces, on the average, local behavior of the elec-
tron density in the limit "ωc ! W. Formula (4), as well
as expression (1), loses sense near the boundaries ±w,
where the excess electron density diverges.

Let us analyze, on the basis of formulas (2)–(4), the
experimental data [3, 4] available on the equilibrium
ϕ(x) distribution in the Corbino discs and rectangular
samples. The most intriguing result of these measure-
ments is the substantial difference in behavior of the
equilibrium quantity ϕ(x) over the sample cross-section

0 50 100 150

5

4

3

2

φ, arb. units

x, µm

Fig. 2. The plots of φ(x) (5), (2) for R = 50 µm and a =
230 µm (solid curve), 250 µm (dashed curve).
in the normal state and in an intermediate state, where
the system includes the channels with an integer filling
factor. In the normal state, as would be expected, ϕ(x) =
const along the 2D system under consideration. In the
intermediate state, including one or more integer-factor
channels, the relative ϕ(x) value decreases as the center
of the section is approached. It should be noted that
data available on the intermediate state do not give
absolute ϕ(x) values and only indicate that this quantity
vary in a nonmonotonic manner.

The most interesting results presented in Fig. 9 in
[3] indicated that the ϕ(x) distribution over the cross-
section of a Hall sample in the intermediate state is
inhomogeneous. Unfortunately, the results presented in
Fig. 9 in [3] were measured with uncertainties hinder-
ing their interpretation: an asymmetry is clearly
observed that is apparently caused by the effect of
neighboring channels; moreover, the cross-section was
chosen for the convenience of experimental realization
and occurred at a small, poorly determined distance
from the end of the 2D system, which complicates the
description of details in the ϕ(x) behavior.

Information for the Corbino disc is more clear. Fig-
ures 1 and 2 show the multichannel (4) and single-
channel (2) variants of the ϕ(x) distribution as com-
pared to data from [4]. Theoretical curves for the ϕ(x)
distribution were plotted by the algorithm

(5)

where R is the radius of the laser beam used in experi-
ments [3, 4]. The curves are normalized to the mini-
mum φ(0) and fitted to the experimental points by vary-
ing R and geometric dimensions appearing in expres-

φ x( ) 1
2R
------- ϕ s( ) s,d

x R–

x R+

∫=
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sions (2) and (4). In particular, the solid line in Fig. 1a
was derived for the values R = 50 µm and w = 250 µm.
Figure 1b illustrates the effect of the laser beam radius
on the φ(x) behavior. Figure 2 demonstrates the same
points as fitting to function (5) with ϕ(x) from (2) with
two different a values and R = 50 µm.

It should be noted that we had to scan Figs. 1 and 2
from [4] to obtain experimental points presented in
Figs. 1 and 2. Then, using Fig. 9 from [3] (identical to
Fig. 1 from [4]), we recalculated the data derived by
scanning Fig. 2 from [4] to obtain the corresponding
values for φ(x).

In summary, we conclude that ϕ(x) described by
equation (4) (see Fig. 1) provides better description of
experimental data [4]. However, for more reliable con-
clusions about different variants of the ϕ(x) distribu-
tion, the nonmonotonic behavior of this distribution has
to be assessed that cannot be done, at least currently,
based on the results of measurements under equilib-
rium conditions.

2. The scale of the nonmonotonic variations we are
interested in, characterized by the absolute value of the
electrostatic dip in Figs. 1 and 2, can be estimated in
experiments involving the state with transport current.
In this case, an additional energy parameter—the pull-
ing potential V—and, along with it, new diagnostic pos-
sibilities appear that are particularly clear in the prob-
lem treating the Corbino disc.

Calculations pertaining to the electric aspect of the
problem involving the presence of the transport current
requires specific clarification. There are several meth-
ods of such calculations, each using its own approxima-
tion.

In the case when σxx ≠ 0, the calculation starts from
the condition divj = 0 that is reduced (by using the Ohm
law) to an equation for the function ϕ(x, y) with the
boundary conditions allowing to match the potential
values in the normal and integer-factor regions. Until
now, the problem in this formulation has not been
solved.

In the case when σxx = 0, which is reasonable for the
quantum Hall effect, the condition divj = 0 degenerates
and we have to search for other relations between func-
tions ϕ(x, y) and δn(x) that can provide, along with the
Poisson equation, closed formulation of the electro-
static problem. An example of such a solution indepen-
dent of σxx was presented in [6]. In this study, we pro-
pose a contact approximation, which is a simple gener-
alization of the approach proposed in [1], to the
solution of the problem formulated. In this approxima-
tion, the electron density distribution over the cross-
section of a 2D system including the contact with elec-
trodes takes into account the effects of both the contact
potential difference and the pulling potential. Using
this distribution, it is easy to obtain the ϕ(x) distribution
by using formula (4), provided the condition eV @ "ωc

is fulfilled.
JETP LETTERS      Vol. 71      No. 2      2000
By definition,

(6)

(7)

where W ≡ eφab. Using the known solution to the
Dirichlet problem (7) and calculating the derivatives
entering into (6), we obtain the expression

(8)

In the limit V  0, expression (8) transforms into
equation (1). Expression (8) has a characteristic maxi-
mum at the point xm that is determined from the relation

(9)

This relation rewritten in terms of W/|eV| acquires the
form

(9a)

Taking into account that ξm ≤ 1, it is easy to see that for-
mulas (9) and (9a) are applicable only in the region
(2W/|eV| – 1) ≥ 1. This artificial restriction is due to the
divergence of (8) near the points ±w.

The maximum in the ϕ(x) distribution was observed
in the experiment. Data [3] demonstrate that xm/w .0.8
at eV . 0.3 eV. In this case, relation (9a) yields W .
|eV|. The "ωc value is of the order of 100 K and, there-
fore, the condition W @ "ωc is undoubtedly fulfilled
that makes it possible to use local relation (4) between
density (8) and the electrostatic potential observed.

Thus, we propose a method for the description of
inhomogeneous 2D electron systems which, being
exposed to a magnetic field, contain a large number of
integer-factor channels. Averaged description of this
system leads to the conclusion that the observed elec-
trostatic potential is proportional to the inhomogeneous
sample density (see formula (4)). In cases when the
transport current is present, the model explains the
observed position of maximum of the electrostatic
potential inside the 2D sample.
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CONDENSED MATTER
Phononless Thermal Conduction in Glasses
at Ultralow Temperatures
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Abstract—It is shown that the thermal conduction in dielectric glasses at ultralow temperatures is provided by
energy transfer over the infinite cluster of resonance pairs of two-level systems. Expressions for the phononless
thermal conductivity coefficient (~T4/3) and for the temperature of crossover between the phonon and phonon-
less mechanisms of thermal conduction are obtained. The possibility of experimental corroboration of the
results obtained is discussed. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 66.70.+f; 61.43.Fs
1. It is known that the anomalous properties of
dielectric glasses in the region of temperatures below
1 K can be quite reasonably described within the model
of tunneling two-level systems (TLSs) [1]. It is essen-
tial that TLSs were considered in [1] to be noninteract-
ing with each other. Experimental results in the region
of temperatures down to 100 mK were quite reasonably
explained using this model of the dielectric glass [2].
However, taking into account the interaction of TLSs
with phonons is already necessary for an understanding
of, for example, sound relaxation. This interaction is
necessarily gives rise to an indirect interaction between
TLSs depending on the distance as R–3 [3]. The R–3

character of this interaction and spectral diffusion asso-
ciated with this law make it possible to explain the qua-
dratic temperature dependence experimentally observed

for the transverse relaxation rate of TLSs  ~ T2 [2]. It
has been long believed that spectral diffusion is the
only manifestation of the interaction between TLSs.
However, in recent years, it has been shown both exper-
imentally [4] and theoretically [5, 6] that this interac-
tion leads to the formation of a new branch of collective
low-energy excitations. Therefore, along with one-
phonon relaxation, a TLS can relax as a component of
the collective mode mentioned above.

In fact, the scenario of this relaxation appears as fol-
lows: The dipole–dipole character of the interaction
gives rise to the formation of strongly bound pairs of
TLSs. At low temperatures, when phonons are virtually
frozen out, the bound state of a pair represents a coherent
formation with its own excitation spectrum for a long
period of time. This excitation spectrum contains a low-
energy (as compared with the temperature of the system)
mode. The bound pairs, in their turn, also interact with
each other by the R–3 law. Therewith, low-energy excita-
tion can be transferred among pairs of TLSs [5, 6]. Tak-
ing into account this relaxation channel revealed peculiar

τ2
1–
0021-3640/00/7102- $20.00 © 0069
features of the behavior of dielectric glasses at ultralow
temperatures (linear temperature dependence of the
coefficient of internal friction [5], phase-memory loss
rate [6], and nuclear relaxation rate [7]).

This work is devoted to calculating the thermal con-
ductivity associated with the phononless mechanism of
the transport of elementary excitations at ultralow tem-
peratures described above.

2. An isolated TLS is described by the standard
pseudospin Hamiltonian

(1)

In this case, the distribution function P(∆, ∆0) of the
level mismatch ∆ and the tunneling transition ampli-
tude ∆0 is commonly described by the equation [1]

(2)

Relaxation in glasses within the temperature range 0.1–
1 K is mainly associated with thermal TLSs, for which

(3)

and the excitation energy E =  . T. The con-
centration cT of such TLSs equals

(4)

The one-phonon relaxation rate of such TLSs (the
reciprocal of the lifetime) is given by the equation [2]

(5)

and

(6)

where γ is the constant of deformation interaction
between a TLS and a phonon, ρ and v are respectively

h ∆Sz– ∆0Sx.–=

P ∆ ∆0,( ) P
∆0
-----.=

∆ . ∆0 . T ,

∆0
2 ∆2+

cT P/T( ).=

τ ph
1– U0/" T /"v( )3,=

U0 γ2/ρv 2,=
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the sound density and velocity in the glass. The indirect
interaction between TLSs (caused by their interaction
with phonons) can be written as [3]

(7)

where 

 

a

 

 is the average distance between TLSs. It is
found empirically for dielectric glasses that 

 

U

 

0

 

 is a
small parameter.

 

3.

 

 Any pair of TLSs located at a distance of 

 

R

 

 from
each other can, generally speaking, occur in one of the
four states (+ –), (– +), (+ +), and (– –). The signs + and
– correspond to the excited and ground states of a TLS.
The transition probability amplitude between the states
of the flip–flop configuration (+ –) and (– +) is given by
the expression [5]

(8)

Because the existence of the flip–flop configuration is
associated with the occurrence of an excited TLS, it is
evident that such pairs are mainly composed of thermal
TLSs (see (3)). Note in addition that the transition ampli-
tude (8) attains its maximum value 

 

U

 

0

 

/

 

R

 

3

 

 (at a given dis-
tance), because 
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0

 

 ~ 

 

E

 

 ~ 

 

T

 

 for such pairs. In [5, 6], it is
shown that the transition amplitude that links the states
of the flip–flop configurations of two thermal TLSs with
any of the remaining two states (+ +) and (– –) is small if 

(9)

Therefore, if condition (9) is fulfilled, only transitions
between the states of the flip–flop configuration should
be considered. Thus, such a pair of TLSs is in essence
a two-level system of a new type described by the
Hamiltonian of the type (1). The level mismatch is 
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, the tunneling amplitude 
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0

 

p

 

 is determined by
expression (8), and the transition energy in the pair is

 

E

 

p

 

 = . It is essential that, as distinct from the
standard model, the parameters of pairs are distributed
by the law [5]

(10)

From quantum mechanics, it is known that the prob-
ability of a quantum-mechanical (reversible) transition
in a two-level system is a maximum if the level mis-
match is of the order of the tunneling amplitude (such a
two-level system is named resonance system). As
applied to pairs of TLSs, this means that 
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and does not depend on the band, that is, on the chosen
value of 

 

E

 

p

 

. This parameter determines the average dis-
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tance R∗  .  between pairs of the band under con-
sideration and, hence, the characteristic interaction

energy E∗  = U/  = Un∗ . Of two resonance pairs that
belong to a certain band Ep, a new formation can be
composed in its turn (actually, containing of four
TLSs), and the notion of flip–flop configuration can be
introduced for this formation. This, in particular, allows
two resonance pairs to be considered as a two-level sys-
tem with the level mismatch of order Ep and the tunnel-
ing amplitude E∗ . Similar to the TLS and the resonance
pair, the quantum-mechanical transition amplitude in
the last case is not small when two resonance pairs are
in resonance with each other, that is, when Ep ~ E∗ . By
the order of magnitude, the rate of quantum-mechani-
cal oscillations in this case equals E∗ /". At the same
time, the resonance pairs under consideration with the
same energy E∗  interact with a macroscopic number of
pairs of the same energy band E∗ . Therefore, in fact,
relaxation occurs rather than quantum-mechanical
oscillations. Relaxation in this case is associated with
irreversible exchange by excitations of order E∗
between two resonance pairs at the rate τ–1 . E∗ /".
Note that this process takes place only in the case when
the one-phonon relaxation determined by equation (5)
is not more efficient. It is shown in [5] that the one-
phonon relaxation of TLSs is suppressed if

(12)

and the effects considered in this work can take place
only at a temperature T < T0.

4. In the case of the relaxation under consideration,
excitation transfer among resonance pairs proceeds for
a distance R∗  in a time τ∗ . Therefore, this process can
be related to diffusion with the coefficient equal to

D∗  = .

The energy density associated with the diffusing exci-
tations under consideration is ε∗  = E∗ n∗ . Correspond-

ingly, the thermal conductivity is c∗  . 2(PT)( U0)3.
From here, the thermal conductivity coefficient associ-
ated with the relaxation mechanism considered above
can be estimated as follows:

(13)

Compare this expression with the coefficient of phonon
thermal conductivity, which is conditioned by the scat-
tering of phonons by thermal TLSs [2]

(14)

At low temperatures, the proposed mechanism of ther-
mal conduction described by expression (13) is charac-
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terized by a weaker temperature dependence and, there-
fore, may turn out more efficient.

Crossover, that is, a change in the mechanism of
thermal conduction, takes place under the condition
κ∗  = κph and must be observed at the temperature

(15)

Note that the restriction on the temperature connected
with condition (12) is unimportant for the observation of
relationship (13), because the condition T∗  < T0 is always
fulfilled.

Thus, the phononless mechanism of thermal con-
duction can be observed only if the factor ( U0) is not
too small. In dielectric glasses such as, for example,
Suprasil, this parameter is so small (~10–3) that T∗  turns
out to be considerably lower than 1 mK. At the same
time, we demonstrated [8] that thermodynamic and
relaxation properties of Fermi glasses (Anderson
dielectrics) can be described within the model of inter-
acting two-level systems. Therefore, all the results
obtained for dielectric glasses are applicable to Fermi
glasses. Note that the parameter ( U0) can become rel-
atively large in the vicinity of the dielectric–metal tran-
sition point, and the crossover temperature will shift
toward the region of temperatures that can be reached
experimentally.

T* ΘD 2π( )3/2 Pa0
3ΘD( )1/2

PU0( )8
.=

P
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CONDENSED MATTER
Heating of Vibrational States of Adatoms 
by the Current of a Scanning Tunneling Microscope

M. V. Grishin, F. I. Dalidchik, S. A. Kovalevskiœ, and N. N. Kolchenko
Semenov Institute of Chemical Physics, Russian Academy of Sciences, ul. Kosygina 4, Moscow, 117977 Russia
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Abstract—Effects associated with the vibrational heating of adatoms by the current of inelastically tunneling
electrons were detected in spectroscopic experiments with a scanning tunneling microscope. A relation between
the envelope curves of autoemission resonances and the vibrational distribution of particles located under the
tip was ascertained. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 61.16.Ch; 7320-r
Unimolecular chemical reactions both in a gas
phase and on a solid surface often proceed through the
mechanism of activated overbarrier transition [1]. Rate
constants k of such processes essentially depend on the
particle distribution over the vibrational levels of the
selected bond in the vicinity of the activation barrier

(1)

Here, f(v) is the vibrational distribution, v is the vibra-
tional quantum number, E(va) ≈ Ea, E(v) is the vibra-
tional energy, and Ea is the activation barrier.

The IR dissociation of molecules, photodesorption,
and many other activated unimolecular processes are
well understood at present. Nonequilibrium distribu-
tions of macroscopic ensembles of particles participat-
ing in these processes are commonly determined by
direct spectroscopic methods (for example, optical [2]).
In recent years, unimolecular chemical transformations
have come to be studied at a level of single events with
a spatial resolution of several angstroms using scanning
tunneling microscopy (STM). It was found that the
probabilities of the desorption [3] and dissociation [4]
of adsorbed particles and their transfer between the sur-
face and the tip [5] depend nonlinearly on the tunneling
currents

(2)

where J is the current, and V is the voltage across the
tunneling contact.

Relationships (2) evidently indicate that the activa-
tion of vibrational degrees of freedom of adatoms by
the current of inelastically tunneling electrons is of sig-
nificant importance. Correspondingly,

(3)

In a number of works (see, for example, [6, 7]), it was
shown that, with the activation and relaxation parame-
ters properly selected, the rate models that take into

k f v a( ).∼

kSTM Jn, n∼ n V( ) 1>=

kSTM f v a J V, ,( ).∼
0021-3640/00/7102- $20.00 © 20072
account one-quantum transitions (|δv| = 1) reproduce
experimental dependences of kSTM on J and V; that is,
the distribution f(v, J, V) can be indirectly evaluated by
fitting the rate model. However, direct methods of
reconstructing these distributions that will be similar to
methods of probing macroscopically large ensembles
of particles [2] are not available at present. In spectro-
scopic experiments with a scanning tunneling micro-
scope, the heating of vibrational degrees of freedom of
adsorbed particles has not been observed yet.

The goal of this communication is to justify and test
the possibility of determining nonequilibrium distribu-
tions of adatoms located under a tip by the envelope
curves of vibrational spectra measured with a scanning
tunneling microscope operating in the autoemission
mode. We will present the results of experiments that
revealed spectroscopic effects associated with the heat-
ing of vibrational degrees of freedom of adsorbed par-
ticles by the current of inelastically tunneling electrons.

The experiments were performed on an ultrahigh-
vacuum installation equipped with an Omicron scan-
ning tunneling microscope, which was used for mea-
suring J(V) dependences at the Al(100) surface contain-
ing adsorbed oxygen [8, 9]. The procedure of spectro-
scopic measurements performed at selected points of
the surface was described previously [10, 11]. The pro-
cedure of surface preparation involved cycles of ionic
etching (Ar+, 500 eV) and prolonged heating in a vac-
uum (P ≤ 10–9 Torr, T = 650 K). After purification, the
J(V) dependences had the form of typical autoemission
curves

(4)

at almost all points of the surface. (Below, the tip polar-
ity is always negative).

Dosed adsorption of oxygen resulted in significant
changes in the J–V curves. Already at an exposure of
~10–20 L, some J–V curves exhibited long series of

J V( ) C/V–( ), C 100 V≈exp∼
000 MAIK “Nauka/Interperiodica”
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equidistant maximums, as exemplified in Figs. 1–3. In
some cases, the number of maximums in the available
range of measuring V (up to 10 V) reached several
dozens. In the majority of cases, the distances δ
between the neighboring maximums corresponded to
the energy δE1 = eδV1 = 0.11–0.12 eV. Spectra with
δE2 = 0.07–0.08 eV occurred more rarely. Spectra with
the same value of δE can differ in the shape of the enve-
lope curve. Figures 1–3 display examples of three char-
acteristic types of the envelope curves: bell-shaped
(Fig. 1), monotonically growing (Fig. 2), and ascending
with oscillations (Fig. 3). The number of groups of res-
onance lines in the spectra of the third type varied
(spectra with two, three, and more groups of lines
occurred).

As the exposure increased, the spectral features
exhibited significant changes. At an exposure of ~ 50 L,
spectra with δE3 = 0.04 eV appeared. If the exposure
was further increased, the number of points at the sur-
face at which spectra contained lines with large values
of δE decreased, and the number of spectra with δE =
δE2, 3 increased. The amplitudes of resonance maxi-
mums significantly increased with increasing exposure.
At large exposures (~1000 L), long series of resonances
with δE3 = 0.04 eV were observed in the J–V curves at
almost all points of the scanned areas. These reso-
nances had growing and oscillating envelope curves.

The initial stages of aluminum oxidation at room
temperatures were intensively studied in recent years
by the STM [12] and HREELS [13] methods. It is
known presently that, at exposures of ~ 10–20 L
(300 K), the adsorbed oxygen is grouped into small
clusters with characteristic values of vibrational
quanta "ω1 = 0.11–0.12 eV, "ω2 = 0.07–0.08 eV, and
"ω3 = 0.036 eV [13].

The agreement of δEi (i = 1, 2, 3) with the known
values of vibrational quanta for the oxygen adsorbed on
Al(100) and the equidistance of a great number of res-
onance lines in the J–V curves suggest the conclusion
that the spectra shown in Figs. 1–3 correspond to mul-
tiquantum vibrational transitions of clusters differing in
activation and relaxation conditions.1 

The mechanism of the formation of vibrational
series in the J–V curves of a scanning tunneling micro-
scope operating in the autoemission mode (that is, at
voltages eV > φ, φ is the work function of the tip) was
described in [14, 15]. These features are due to the
delay of tunneling electrons in the nanoscale resonator
formed by the tip (Vt < 0) and the surface containing
adsorbed particles [15].

1 The estimate of the sticking coefficient of oxygen to the surface
that can be made by the number of points with resonance lines
(10% at 10–20 L) gives a value of ~ 0.005–0.01. The same values
were obtained in [12] by the results of topographic measure-
ments.
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The resonator size along the normal is

(5)l
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Fig. 1. Vibrational spectrum of oxygen adsorbed on
Al(100), 20 L, 300 K, "ω = 0.12 eV. The inset shows the
results of calculations of the function J(X) by equations
(9)−(12), X = (eV – δE0)/"ω, Γ/"ω = 0.04; α = 2, the distri-
bution f(v) is of the Boltzmann type, v = 1.5 (an example of
bell-shaped envelope curves).
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Fig. 2. The same as in Fig. 1. The inset shows the results of
calculations for a linear approximation of the dependence of

 on V (an example of monotonically growing envelope
curves).
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(d is the distance between the tip and the surface). The
resonator volume estimated by the value of the
exchange splitting observed for paramagnetic adsorbed
particles makes up ~102 Å3 [14].

In the case of a prolonged delay of electrons in the
resonator (Γ < "ω, Γ = "/τ, τ is the delay time), the tran-
sitions of electrons from the tip to the sample are car-
ried out by the formation and decay of intermediate
quasistationary states |n, 〉 , whose energies are [10]

(6)

Here,  are electron energy levels in the resonator,

"  is the vibrational quantum of an adsorbed particle
interacting with an electron captured at the nth level of
the resonator.

At electron energies E close to (V, d),

(7)

the tunneling contact becomes more transparent: the
probabilities of transitions, including inelastic ones,
increase exponentially [16]. This results (because of the
dependence of  on V) in the formation of series of
equidistantly separated features. These features for tips
with the electron density

(8)

ṽ

En ṽ, V d,( ) eV– En
0 V d,( ) "ω̃ ṽ 1/2+( ),+ +=

ṽ 0 1 2 …, , ,=

En
0

ω̃
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0
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Fig. 3. The same as in Figs. 1 and 2, but with the envelope
curve of the oscillating type. The inset shows the results of
calculations for the distribution f(v) = Nexp(–1.4(v – 1)2).
(EF is the Fermi level) take the form of resonance max-
imums [14, 15]. At αδω < Γ (α is the vibronic coupling
parameter), which corresponds to experimental results,
the series of resonance maximums in the J–V curves are
adequately described within the harmonic model of
vibrations by the equations

(9)

Here,

(10)

(11)

(12)

is the envelope curve of resonance lines located at volt-
ages

(13)

which contains information on the distribution f(v, V, J).
(To derive equations (9)–(12), it is sufficient to take into
account the contributions of excited states in equation
(6) of [15] and to pass from the summation over v to the
summation over n =  – v).

An analysis of equation (12) and the results of numer-
ical calculations indicate that three types of distributions
f(v, V, d) correspond to three various types of envelope
curves observed in the experiments (see Figs. 1–3). For
distributions of the Boltzmann type

(14)

(15)

(16)

According to (15), the envelopes at σ = const take the
form of symmetric bell-shaped curves, exemplified in
Fig. 1. The dependence of σn(V, J) on V (∂σ/∂V) > 0,
J = J(V), d = const) is manifested by an extension of the
wing of the envelope curve corresponding to lower val-
ues of V. If the J–V relationships are measured within a
restricted voltage range, the envelope curves appear to
be monotonically growing.

For strongly nonequilibrium distributions f(v, V, J),

J V( ) J0 Ωk V J,( )Fk V( ).
k

∑=

J0 V( ) J0
4 2φ3/2d

3V
----------------------– 

  , J0exp const,= =

e " m 1;= = =

Fk V( ) δE0 ωk V–+( )2 Γ2+( ) 1–
, k 0 1 …,,±,= =

δE0 En
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Ωk V J,( ) f v V J, ,( ) v v k+〈 〉 2

v
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v
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for example, for

(17)

(18)

In this case, the envelope curves oscillate and single out
groups of resonance maximums in the J–V curves (see
Fig. 3). At v0 = const, α > 1, the number of such groups
equals v0 + 1.

The direct observation of the nonequilibrium vibra-
tional heating of adatoms in the STM experiments and
the relation between the envelope curves of resonance
spectra and the distributions f(v, V, J) ascertained above
open up fresh opportunities for studying mechanisms
of fundamental heterogeneous processes (dissociation,
desorption, chemical reactions, vibrational relaxation,
etc.) with nanoscale and subnanoscale spatial resolu-
tion. Direct spectroscopic measurements like those
underlying the kinetic spectroscopy of molecular hot
bands [17] become available now.

ACKNOWLEDGMENTS
This work was supported by the Russian Foundation

for Basic Research, project no. 99-03-32098a.

REFERENCES
1. P. J. Robinson and K. A. Holbrook, Unimolecular Reac-

tions (Wiley-Interscience, London, 1972).
2. Laser Spectroscopy of Vibrationally Excited Molecules,

Ed. by V. A. Letokhov (Nauka, Moscow, 1990).
3. I.-W. Lyo and Ph. Avouris, J. Chem. Phys. 93, 4479

(1990).

f v V J, ,( ) N
v v 0 V J,( )–( )2

∆
--------------------------------------– 

  ,exp=

Ωn v 0 V J,( ) n〈 〉 2.∼
JETP LETTERS      Vol. 71      No. 2      2000
4. B. Stipe, M. Rezaei, W. Ho, et al., Phys. Rev. Lett. 78,
4410 (1997).

5. D. Eigler, C. Lutz, and W. Runge, Nature 352, 600
(1991).

6. S. Gao, M. Persson, and B. Lundqvist, Phys. Rev. B 55,
4825 (1997).

7. G. Salam, M. Persson, and R. Palmer, Phys. Rev. B 49,
10655 (1994).

8. S. A. Kovalevskiœ, F. I. Dalidchick, M. V. Grishin, and
B. R. Shub, in Book of Abstracts of Ninth International
Symposium on Small Particles and Inorganic Clusters,
Lausanne, Switzerland, 1998, p. 11.

9. S. A. Kovalevskiœ, F. I. Dalidchick, M. V. Grishin, et al.,
in Preliminary Proceedings of STM’99, Seoul, Korea,
1999, p. 673.

10. F. I. Dalidchik, M. V. Grishin, S. A. Kovalevskiœ, and
N. N. Kolchenko, Pis’ma Zh. Éksp. Teor. Fiz. 65, 306
(1997) [JETP Lett. 65, 325 (1997)].

11. S. A. Kovalevskiœ, F. I. Dalidchick, M. V. Grishin, et al.,
Appl. Phys. A 66, 51 (1998).

12. H. Brune, J. Wintterlin, J. Trost, et al., J. Chem. Phys. 99,
2128 (1993).

13. C. Astaldi, P. Geng, and K. Jakoby, J. Electron Spectrosc.
Relat. Phenom. 44, 175 (1987).

14. S. A. Kovalevskiœ and F. I. Dalidchik, Pis’ma Zh. Éksp.
Teor. Fiz. 67, 916 (1998) [JETP Lett. 67, 965 (1998)].

15. M. V. Grishin, F. I. Dalidchick, N. N. Kolchencko, and
S. A. Kovalevskiœ, Ultramicroscopy 79, 203 (1999).

16. F. I. Dalidchik, Zh. Éksp. Teor. Fiz. 87, 1384 (1984)
[Sov. Phys. JETP 60, 795 (1984)].

17. F. Dalidchik, I. Zaslonko, L. Marnasheva, and Y. Muko-
seev, Chem. Phys. Lett. 143, 55 (1988).

Translated by A. Bagatur’yants



  

JETP Letters, Vol. 71, No. 2, 2000, pp. 76–79. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 71, No. 2, 2000, pp. 110–115.
Original Russian Text Copyright © 2000 by Voronin, Lapin, Semenikhin, Fedorov.

                                                                                                           

CONDENSED MATTER
Direct Measurement of the Delay Time for a Neutron
in a Crystal in the Case of the Laue Diffraction
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Abstract—The dynamical Laue diffraction has been studied for a direct beam diffracted from a thin (~3.5 cm)
α-quartz crystal at the Bragg angles close to 90°. It is shown that diffraction occurs at Bragg angles up to 87°. The
time-of-flight method is used to measure the time of the neutron presence in the crystal under the diffraction con-
ditions. The time delay for a scattered neutron inside the crystal predicted earlier for the Bragg angles close to 90°
is confirmed experimentally. The effective velocity of the neutron propagation in a crystal measured at the inci-
dent-neutron velocity of 810 m/s and the diffraction angle of 87° equals (43 ± 1) m/s. The result obtained confirms
the possibility of increasing, by an order of magnitude, the sensitivity of the diffraction method of determining the
dipole moment of a neutron at Bragg angles close to 90° predicted earlier theoretically. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 61.12.Ld; 61.12Bt
1. Earlier [1–3], it was shown that a neutron propa-
gating in a noncentrosymmetric crystal is subjected to
the action of the internal crystal field with an intensity
dependent on the direction of the neutron propagation
and attaining the maximum value (~108 V/cm) for cer-
tain sets of crystallographic planes satisfying the Bragg
condition. This internal field was measured experimen-
tally from the change in the phase of the Pendellösung
fringes caused by the spin flip [2, 3] for the dynamical
diffraction of polarized neutrons by the {110} planes of
an α-quartz crystal. The experimentally measured field
intensity, E(110) = (2.10 ± 0.12) × 108 V/cm, is in good
agreement with its theoretically calculated value.

It was shown [4–6] that the fields of such intensities
can be used for measuring electric dipole moments
(EDM) of neutrons in the case of the Laue diffraction
by a noncentrosymmetric crystal. The polarization
method for determining EDM was suggested in [6–8].

It was also shown [4–6] that, at diffraction angles
close to π/2, the sensitivity of the method to a neutron
EDM increases by more than an order of magnitude
and, in principle, can become comparable with the sen-
sitivity of the widespread magnetic-resonance method
using ultracold neutrons (the so-called UCN method)
[9, 10].

Consider the physics underlying the method sug-
gested in this study. The propagation of a neutron along
directions close to those satisfying the Bragg condition
for a certain set of crystallographic planes in a crystal
can be described by two types of Bloch waves, ψ(1) and
0021-3640/00/7102- $20.00 © 20076
ψ(2) (see, e.g., [11]), formed as a result of the interaction
between the neutron and the periodic nuclear potential,

(1)

of this set of planes [8], namely, by

(2)

(3)

Here, g is the reciprocal-lattice vector characterizing
the given set of the crystallographic planes, |g| = 2π/d,
and d is the interplanar spacing.

In fact, expressions (2) and (3) describe standing
waves along g (normal to the planes) propagating along

the direction  = k(1, 2) + g/2 (parallel to these
planes). The small difference in the wave-vector mag-
nitudes, k(1) and k(2), is explained by the fact that neu-
trons in the state ψ(1) are concentrated in the vicinity of
the potential maximum (in the planes), whereas neu-
trons in the state ψ(2), in the vicinity of the potential
minimum (between the planes)

where Ug = 2m /"2, K 2 = k2 +  ≡ 2m(E + )/"2,
and m, E, and k are the mass, energy, and the wave vec-
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Fig. 1. Schematic of a setup for measuring time-of-flight spectra for a direct diffracted neutron beam as a function of the Bragg angle.
(1) Interchannel neutron guide, (2) multislit neutron guide, (3) mechanical beam chopper, (4) 14 × 14 × 3.5 cm-large α-quartz single
crystal, (5) neutron detectors, l is path length, (A, B) two crystal positions corresponding to the same Bragg angle, (g) reciprocal-
lattice vector in the (110) plane.
tor of an incident neutron, and  is the average

nuclear potential of the crystal. The values of  and

 are of the order of 10–8 eV, and therefore the ther-
mal and the cold neutrons with the energies ranging
within 10–1–10–3 eV satisfy, with a high accuracy, the
relationship k(1) ≈ k(2) ≈ k.1 Thus, these waves propagate
along the crystallographic planes with the velocities

(4)

where v = "k/m = 2π"/λm = π"/mdsinΘB is the velocity
of an incident neutron, ΘB is the Bragg angle, and λ =
2π/k is the wavelength of an incident neutron satisfying
the Bragg conditions λ = 2dsinΘB.

It was revealed that a number of phenomena
observed in the dynamical diffraction [1–13] (including
the effects associated with the neutron EDM [4, 8]) are
determined not by the total neutron velocity, but by its
component along the crystallographic planes, v|| =
vcosΘB. In particular, at the diffraction angles close to
π/2, the time of neutron presence within the crystal,
τL = L/vcosΘB ≈ L/v(π/2 – ΘB) (L is the crystal thick-
ness), drastically increases. This allows one to increase
the sensitivity of the diffraction method to the neutron
EDM at least by an order of magnitude [4].

Thus, the study of the Laue diffraction at large
Bragg angles and the answer to the question how close

1 We ignore the Pendellösung oscillations caused by wobbling of
various waves, because, in the case under consideration, they are
averaged over the Bragg angles.
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1 2,( )

" k 1 2,( ) g/2+ m⁄=

=  "k 1 2,( ) ΘB/2m v ΘB,cos≈cos
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can be the diffraction angle to the π/2 value can provide
an important information on the possibilities of the dif-
fraction method for determining a neutron EDM.

2. Below, we describe the experimental study of the
Laue case of neutron diffraction by a thick (L ≈ 3.5 cm)
crystal using the direct diffracted neutron beam. The
diffraction was provided by the {110} planes of an α-
quartz crystal.

The schematic of an experimental setup mounted on
one of the horizontal channels of a WWR-M reactor is
shown in Fig. 1. A neutron beam formed by a system of
neutron guides (1, 2) is diffracted from the {110} planes
of an α-quartz crystal (4) normal to the “large crystal
face” and is recorded by a detector (5). The absence of
dispersion in the direct diffracted beam results in the fact
that several reflecting planes simultaneously give their
contributions to this beam. The necessary diffraction
reflection can be singled-out using the time-of-flight
method. A special mechanical beam chopper (3) placed
before the crystal provided neutron pulses with a dura-
tion of ~75 µs and a frequency of 25 Hz.

A typical time-of-flight spectrum is shown in Fig. 2.
One can clearly see the peaks corresponding to the
reflections from the individual crystallographic planes.

Since the crystal was located between the beam
chopper and the neutron detector, the total time of flight
of a scattered neutron with the wavelength λ = 2dsinΘB

was equal to

(5)

where τl is the time necessary for a neutron to fly for a
distance l, τL is the time of neutron presence in a crystal

τ f τ l τL,+=
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Fig. 2. Time-of-flight spectrum of neutrons scattered along the direct beam at the Bragg angle ΘB = 75°; nτ is the ordinal number of
the time channel. The width of the time channel equals .51.2 µs; N is the number of the events collected within five hours.
of thickness L at the diffraction angle ΘB for the (110)
plane of an α-quartz crystal, and d = 2.4564 Å:

(6)

. (7)

It is seen from (6) and (7) that the time τL of the neu-
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Fig. 3. Dependence of the time of flight of neutrons scat-
tered along the direct beam as a function of the Bragg angle.
tron presence in the crystal depends on the Bragg
angle as tanΘB, whereas the time of its flight τl

depends on this angle as sinΘB. With an approach of
the Bragg angle ΘB to 90°, the contribution of τL to the
total time of neutron flight, τf, considerably increases
because τL/τl . L/l(π/2 – ΘB).

The time of flight of neutrons scattered by the (110)
plane along the direct beam as a function of the Bragg
angle is shown in Fig. 3. The solid line shows the theo-
retical dependence calculated by formula (5). The
dashed line shows the dependence of τl on the Bragg
angle [see (6)]. It is seen that the experimental values
(filled circles) fit the theoretically calculated curve
quite well.

To check the effect of the time delay of a neutron in
a crystal, the beam chopper was placed between the
crystal and the detector. In this case, the neutron delay
in the crystal gives no contribution to the experimen-
tally measured value, and the position of the line due to
reflection from the (110) plane should coincide with the
dashed curve (with due regard for different path lengths
for two different positions of the beam chopper). This
was really observed in the experiment (open circles in
Fig. 2).

For a clearer representation, the inset in Fig. 3 shows
the calculated and the observed dependences of τL on
the Bragg angle.

3. Thus, it is experimentally shown that the time of
the neutron presence in the crystal is determined not by
the total neutron velocity v, but only by its component
JETP LETTERS      Vol. 71      No. 2      2000
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v|| parallel to crystallographic planes and, thus, can
really be increased by an order of magnitude at Bragg
angles close to 90° (in particular, τL = (0.82 ± 0.02) ms
at ΘB = 87°, which corresponds to v|| = (43 ± 1) m/s at
v = 810 m/s).

The result obtained confirms the possibility of
increasing the sensitivity of the neutron diffraction
method by an order of magnitude for determining a
neutron EDM at the Bragg angles close to 90°. Thus, it
is possible to expect that the sensitivity of the neutron
diffraction method can be made as high as that of the
UCN method or even higher.
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Abstract—The field dependences of the transverse resistance of a Bi2Sr2CaCu2Oy (BSCCO) layered supercon-
ducting single crystal with Tc0 ≥ 92 K are studied in a perpendicular (H ⊥  (ab)) pulsed magnetic field up to 50 T
in a wide temperature range, 4.2–300 K. The temperature dependences of the characteristic fields identified
with the “irreversibility curve” and the field corresponding to the nucleation of the superconducting phase are
determined. The results obtained for the latter field are compared with the theoretical dependences. © 2000
MAIK “Nauka/Interperiodica”.

PACS numbers: 74.72Hs; 74.25.Fy; 74.60.Ge
A high critical temperature in combination with a
small correlation length lead to considerable departure
of the H–T diagram of cuprate high-Tc superconductors
from that of ordinary superconductors. Specifically,
this diagram is characterized by a new line—the so-
called “irreversibility curve” Hirr(T) (lying well away
from the upper critical field), which separates the
region where the vortex lattice and the persistent super-
current exist from the wide range of fields and temper-
atures where the vortex liquid state with ohmic
response is observed [1]. There are indications that in
perfect high-Tc superconductor crystals, the vortex lat-
tice melting occurs through a phase transition of the
first kind (see, e.g., [2]). In contrast to Hirr(T), both the
value and the temperature dependence of the upper crit-
ical field in high-Tc superconductors are subjects of dis-
cussion; specifically, it is widely believed that this field
does not manifest itself in the experiment because of
the fluctuation effects [3]. Most estimates of the quan-
tity Hc2(0) are obtained in the framework of the BCS
theory by extrapolating [4] the results of the fluctuation
analysis of magnetoresistance and magnetization near
the critical temperature [5–7] to T  0. At the same
time, the experimental dependence Hc2(T) determined
from the measurements of the magnetoresistance of a
Tl2Ba2Ca0Cu1Oy crystal displayed a negative curvature
in an unprecedentedly wide temperature range, 10–3 ≤
T/Tc ≤ 1 [8]. Such a behavior contradicted both the BCS
theory and the tight-binding model. In the subsequent
experiments, the anomalous behavior of the depen-
dence Hc2(T) was observed for overdoped specimens
from other groups of cuprate high-Tc superconductors
[9], as well as for a number of organic superconductors
[10]. These results were in their turn criticized, in par-
ticular, because of the method used for the suppression
of the critical temperature: this method allowed the
0021-3640/00/7102- $20.00 © 20080
coexistence of phases with different Tc, and such an
inhomogeneity could give rise to the aforementioned
kind of dependences in the framework of the BCS the-
ory, which was shown theoretically for an idealized
model [11]. This argument was a priori unsuitable for
the interpretation of the results obtained on optimum-
doped crystals [12]. However, the abundance of
assumptions and the complexity of the multistage
empirical extrapolation procedure used in [12] called
for a more direct verification of the results. Such an
attempt is made in this study. Here, based on the analy-
sis of the transformation of the magnetoresistance of a
Bi2Sr2CaCu2Oy (BSCCO) crystal in the course of the
temperature variation from 300 K to Tc, the behavior of
the magnetoresistance of the system in the normal state
is determined; on this basis, the contribution of the
superconducting state to the magnetoresistance at T <
Tc0 is separated, and the temperature dependences of
the characteristic fields, which are identified with the
field of the nucleation of the superconducting phase
and the irreversibility curve, are obtained. 

The specimens were BSCCO crystals of rated com-
position with Tc0 > 90 K; the “optimum” doping level
was achieved by partial substitution of yttrium for cal-
cium in the crystal lattice [13]. The methods of testing
the crystals for the macroscopic homogeneity of com-
position and the absence of blocks, as well as the tech-
nique used for the preparation of low-ohmic contacts
and the mounting of specimens, were described earlier
[14]. To reduce the effects of overheating due to the
currents induced by the field pulse, small-size speci-
mens were used. The allowable values were determined
experimentally on a series of specimens of different
areas; a comparative analysis was performed for the
field dependences of the resistance measured at low
temperature in magnetic field pulses of different ampli-
000 MAIK “Nauka/Interperiodica”



        

CHARACTERISTIC FIELDS OF A Bi

 

2

 

Sr

 

2

 

CaCu

 

2

 

O

 

y

 

 CRYSTAL 81

                                                                                
tude. It was found that, as the crystal cross-section
decreased from ≈104 µm2 to ≈103 µm2, the specimen
overheating caused by a pulse of 55 T was reduced
below the measuring ability of the experimental setup
in the temperature range T ≥ 10–15 K. The results pre-
sented in this paper were obtained on a series of crystals
with the characteristic dimensions in the basal plane no
greater than 30 × 30 µm2. The measurements were per-
formed with an ac bridge at a frequency of ≈77.7 kHz.
The induced contribution to the useful signal was elim-
inated in two stages: at the first stage, in the course of
the measurement, the parasitic emf induced by the field
pulse was partially cancelled by the signal from the test
coil placed near the specimen; then, the final separation
of the contributions and the determination of the useful
signal were performed by a numerical phase-sensitive
detection. 

The measurements were performed in a glass cry-
ostat whose tail was placed at the center of a resistive
coil; the pulsed magnetic field was generated by a
capacitor discharge through this coil. The specimen
was mounted at the end of a plastic cryogenic insert,
and the latter was positioned in the tail of the Dewar
flask so as to place the specimen at the center of the
solenoid with an accuracy of 0.5 mm or better; the posi-
tion of the specimen was controlled by the signal from
the test coil. A tight fit of the insert in the tail of the
Dewar flask was achieved by using a cotton wrapping,
which served for the vibration damping and as a heat
resistance allowing the measurements in the tempera-
ture range from 1.4 to 350 K. The electric wiring was
manganin. The temperature was stabilized and con-
trolled by a couple of resistance thermometers with a
positive and a negative temperature coefficients; the
thermometers were calibrated in the same setup and
provided the temperature stabilization at a level of 10–4

or better in the entire temperature range. A more
detailed description of the experiment and the numeri-
cal methods used for the phase-sensitive detection of
the useful signal can be found in [14]. 

The purpose of this study is the determination of the
upper critical field on the assumption that the nucle-
ation of the superconducting phase will lead to a depar-
ture of the magnetoresistance from its behavior typical
of the normal state. With allowance for the expected
anomalously large width of the region of superconduct-
ing fluctuations, the characteristics of the normal state
were studied in an extended temperature range: for
every crystal, the field dependences of the transverse
resistance were measured for a set of temperatures
beginning from 300–350 K. The magnetic field was
perpendicular to the basal plane of the crystal and par-
allel to the measuring current; the estimated accuracy
of the field orientation was ≈5°. According to [14], it
was established that the longitudinal magnetoresistance
of the crystal is negative, and, to a first approximation,
it can be represented by a linear dependence. The effect
was found to be symmetric with respect to a reversal of
JETP LETTERS      Vol. 71      No. 2      2000
the external field; the scatter of the experimental points
allowed the approximation of the asymptotic behavior
of the magnetoresistance at H  0 by both linear and
square-law dependences. A decrease in temperature
was accompanied by an advanced increase in magne-
toresistance as compared to the transverse resistance of
the crystal in zero magnetic field RN(0). The normal-

ized slope, S = – (0)∂R/∂H, exhibited an increase by
a factor of approximately 500 as the temperature
decreased from 200 to 87 K. This slope increase can be
adequately described by the formula S ∝  exp(T0/T)
with T0 . 900 ± 30 K. 

It should be noted that despite the qualitative simi-
larity of the temperature dependences obtained for dif-
ferent crystals, the absolute values characterizing these
dependences were noticeably different. For example,
an almost fivefold scatter in the characteristic values of
the normalized slope S was observed with an approxi-
mately threefold variation of the estimated resistance
growth in zero magnetic field, ∆RN(0)/RN(0, 300 K), for
a temperature decrease from 300 to 50 K. Presumably,
these differences reflect the microstructural features of
the specimens. Taking into account that all crystals
studied in the experiment had very close values of the
critical temperature Tc0 ≈ 92–93 K, this fact can be con-
sidered as an additional evidence in support of the ade-
quacy of assigning the quasilinear negative magnetore-
sistance to the properties of the normal state. 

As the critical temperature was approached from
above, the asymptotic behavior of the longitudinal mag-
netoresistance in strong fields was retained, while, in
weak fields, deviations from the simple linear depen-
dence were observed. These deviations increased with
decreasing temperature, and at T – Tc0 ≤ 2–2.5 K, a field
region appeared in which the initial part of the depen-
dence had a positive slope, and the dependence R(H)
developed a maximum, R*. With further temperature
decrease below Tc0, the positive magnetoresistance
region expanded, and a new field region with zero resis-
tive response was observed. A typical dependence R(H)
for this temperature range is shown in the inset of Fig. 1. 

According to [14], in the processing of the data
shown in the inset of Fig. 1, the part of the dependence
with the negative slope was identified with: (i) the lon-
gitudinal magnetoresistance of the crystal RN(H, T)
under the conditions of a total superconductivity sup-
pression by the field, and the value of RN(0) was deter-
mined by the linear extrapolation of the dependence to
H = 0. The curve with the positive magnetoresistance
was identified with the mixed state; (ii) the flux creep
regime was attributed to the region of the formation of
the resistive response with R ∝  Hγ(T) [14], and the data
from this region were used to estimate the irreversibil-
ity field Hirr(T); (iii) the flattening of the power-law
dependence observed with further field growth at
R/RN(0) ≥ 0.05–0.1 was identified with the transition to
the viscous flux flow regime; in this region, the experi-

RN
1–
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mental curves allowed both linear, R ∝  H, and logarith-
mic, R ∝  log(H), approximations (the latter was pro-
posed earlier [12] for describing the dependence R(H)
reconstructed from the dependences R(T) of the trans-
verse resistance measured for BSCCO in magnetic
fields H ≤ 15 T). As is shown in the inset of Fig. 1, the
value of the characteristic field  was estimated by
the point of intersection of the extrapolated linear
approximations from the regions (i) and (iii). The
degree of validity of this method differs little from that
of the conventional method where the “resistive” field
Hc2 is determined as the field corresponding to a certain
decrease in the resistance relative to its value in the nor-
mal state. 

The typical results of such a determination of Hc2
are represented by squares in Fig. 2; this figure also
shows the temperature dependence of the irreversibility
field determined at a fixed level, R(H)/RN(0) = 10–2 for
the same crystal. Although the latter curve gives only a
rough estimate from above for the true Hirr, it ade-
quately represents the character of the dependence: to a
first approximation, the experiment demonstrated the
invariable character of the dependence Hirr(T) on con-
dition that the resistive criterion was selected in the
region of the power-law dependence of the resistance
on magnetic field, i.e., for R/RN ≤ 0.1. In view of this
fact, the quantitative and qualitative differences
between the dependences shown in Fig. 2 indicate that
it is inadequate to identify the “resistive” Hc2(T) with
the characteristics of the vortex ensemble; these differ-
ences unambiguously testify to the inapplicability of
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Fig. 1. Dependence RN(0, T) for a crystal in the normal state
and under the conditions of the superconductivity suppres-
sion by the external magnetic field; the solid line corre-
sponds to the dc measurements in zero magnetic field, the
triangles represent RN(0, T), and the “+” symbols represent
R*. The inset shows the typical field dependence of the
transverse resistance of a BSCCO crystal at T ≈ 50 K < Tc0
and the determination of RN(0), R*, and Hc2; the approxi-
mations shown are as follows: the solid line represents the
magnetoresistance of a crystal in the normal state, and the
dash-and-dot line corresponds to the flux flow regime.
the conclusions [3], which identify the resistive Hc2
with the irreversibility curve, to the case of BSCCO.
Moreover, below, it will be shown that the unusual
character of the dependence of the “resistive” field
Hc2(T) is retained regardless of the method used for the
experimental data processing in the framework of the
assumptions (i) and (iii). 

It was found that the effect of temperature on the
form of the dependence R(H) of a BSCCO crystal is
also unusual. This is illustrated by Fig. 3 representing
the experimental results for different temperatures in
the normalized form, R(H)/RN(H), which is used to
eliminate the temperature dependences of the charac-
teristics in the normal state. As can be seen from the fig-
ure, the effect of magnetic field on the resistance of
high-Tc superconductors noticeably differs from the
typical one observed for low-temperature superconduc-
tors: instead of a nearly parallel shift of curves with
decreasing temperature, a decrease in their slope is
observed, while the initial point is virtually unaffected. 

These anomalies prove to be interrelated on the
assumption that the linear positive magnetoresistance
in the flux flow regime obeys the Bardeen–Stephen
relation 

(1)

In this case, the unusual character of the changes
that occur in the dependences shown in Fig. 3 with tem-
perature proves to be a consequence of the anomalous
behavior of the dependence Hc2(T); however, the appli-
cability of formula (1) is at first glance is questionable,
because the described measurements were performed
in a formally force-free geometry, H || I || c. This incon-
sistency can be resolved by taking into account the lay-
ered structure of BSCCO owing to which a vortex con-
sists of a system of Abrikosov vortices in superconduct-
ing layers connected by coreless “Josephson”
segments. Since the positional correlation of vortices
located in adjacent planes is easily violated, e.g., by
thermal fluctuations [1], this leads to the appearance of
a Josephson “string” component perpendicular to the
field and subjected to the Lorentz force. As no theoret-
ical calculations for the conditions of the experiment
had been performed, these speculations give certain
grounds to use formula (1), although it is evident that,
in the geometry of the experiment, the resistive
response essentially depends on the type of interaction
between the “string” and the core component of the
vortex. Nevertheless, as will be shown below, the anal-
ysis of the experimental data testifies to the applicabil-
ity of relation (1). 

The “×” symbols in Fig. 2 show the results of the
determination of Hc2 by relation (1) for the same crys-
tal. For RN, the values of RN(0) and R* shown in Fig. 1
were used; the latter values were scaled so as to coin-
cide numerically with RN(0) in the framework of the
evident assumption that the weakening of the depen-
dence R*(T) with decreasing temperature is caused by

RFF RN H/Hc2.∝
JETP LETTERS      Vol. 71      No. 2      2000
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the combined effect of S(T) and ∂RFF/∂H = f(T). As can
be seen from Fig. 2, the results obtained by the two
methods agree well with each other. The third method
used for estimating Hc2 is based on the approximation
R(H) ∝  , which also adequately describes the
results of measurements in the flux flow regime for
(0.2–0.3) ≥ R/RN ≥ (0.7–0.8). As in the inset of Fig. 1,
the value of Hc2 was determined by the extrapolation of
the logarithmic approximation to (i) R(H)/RN(H) = 1 and
(ii) R(H)/RN(0) = 1; in the second case, for RN(0) at low
temperatures, the extrapolation of the simplest empirical
approximation of the data, RN(0) ∝  exp(–T/T0), was
used. It is evident that the estimate of Hc2 obtained with
this method quantitatively differs from the estimates
presented above. However, it was found that these dif-
ferences are easily eliminated by a simple scaling (with
a temperature-independent coefficient close to 2). The
result of such a scaling coincides with the dependence
Hc2(T) shown in Fig. 2 within the scatter of the experi-
mental points. 

The qualitative agreement between the results
obtained by using different methods presumably testi-
fies to the existence of a single physical mechanism that
is responsible for the behavior of the magnetoresistance
in the flux flow regime. The functionally different
approximations of the experimental data presumable
reflect the field dependence of the Josephson vortex
component pinning by the Abrikosov one, but this
interpretation cannot be considered as final in the
absence of a theoretical calculation for this case.
Although the experimental data are insufficient for a
unique identification of the determined characteristic
field with the upper critical field, (i) the qualitative
agreement between the temperature dependences
Hc2(T) determined by different methods together with
(ii) the quantitative agreement between the results

H( )log

H, T
102

101

100

10–1

10–2

Hc2

Hirr

0 0.2 0.4 0.6 0.8 1.0
t = T/Tc

Fig. 2. Characteristic fields of a BSCCO crystal: the “+”
symbols represent Hirr(T), the squares represent Hc2 deter-
mined by the method shown in Fig. 1, and the “×” symbols
are the data obtained from relation (1). The solid line dis-
plays the fitting by the one-parameter dependence [15], and
the dashed line corresponds to the “pseudo-Hc2” [11].
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obtained by one method on different crystals with close
Tc but (iii) widely different characteristics of the normal
state lend support to the statement that the experimental
results represent the characteristics of the condensate
rather than the individual features of the specimens. 

From Fig. 2, one can see that the dependence Hc2(T)
has a negative curvature in the entire temperature range
away from Tc, which contradicts the BCS theory; how-
ever, to a first approximation, this dependence is similar
to the curves obtained earlier for other cuprate super-
conductors [8–10, 12]. The limited interval of fields
available in the experiment made it impossible to
observe this dependence at low temperatures. The
extrapolation of the low-temperature asymptotics Hc2 =
Hc2(0)exp(–T/T*), where T* = 18 ± 2 K, yields a rough
estimate Hc2(0) ≈ 220 ± 30 T (close to the estimate of
the paramagnetic limit in the BCS model) and the cor-
relation length ξab(0) ≈ 12 Å, which proves to be of the
order of the characteristic distance between the carriers
[10]. It should be noted that these estimates fall into the
interval of the cited values for the system under study,
Hc2(0) ≈ 22–400 T and ξab(0) ≈ 9–38 Å [5–7]. 

Figure 2 also displays the approximation of the
results by some approbated model dependences. The
dash-and-dot line shows the fitting by the relation for
the “pseudo-Hc2” ∝  T–1exp(–T/T0), which was obtained
in the framework of a model treatment of the conduc-
tivity of a superconducting host containing a system of
small-size inclusions with a higher Tc (such a model
was proposed in [11] for describing the results reported
in [8]). As seen from the figure, the agreement of the
theory [11] with the experimental results is far from
perfect, especially at high temperatures. Besides, the
experimental dependences R(T, H) obtained for the
crystals under study had no discernible features above
Tc, as might be expected in the case of the applicability

R(H)/RN(H)
1.0

0.5

0 10 20 30 40 50
H, T

0

Fig. 3. Typical changes that occur with temperature varia-
tion in the field dependence of the interlayer resistance of a
BSCCO crystal in the mixed state. The plot represents the
normalized experimental dependences R(H)/RN(H) mea-
sured at T ≈ 16, 20, 30, 45, 57.5, and 88.7 K.
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of the model described in [11]. A much better agree-
ment between the theory and the experiment is obtained
with the approximation of the experimental data by the
one-parameter dependence Hc2 ~ (t–1 – t1/2)3/2 predicted
in the framework of the bipolaron model [15] (the solid
line in Fig. 2). Taking into account that in this case the
parameter variation reduces to a trivial scaling of the
field amplitude, the agreement achieved with this
approximation can be interpreted in favor of the appli-
cability of the model described in [15]. 

Thus, in this paper, the effect of a strong magnetic
field on the interlayer resistance of a BSCCO crystal was
studied in a wide temperature range, and a self-consis-
tent empirical procedure was proposed for estimating the
characteristic fields identified with Hirr(T) and Hc2(T).
The latter is supported by the qualitative similarity of the
dependences determined by different methods, as well as
the coincidence (within the scatter of experimental
points) of the dependences Hc2(T) determined by a single
method for crystals with close Tc and noticeably different
characteristics of the normal state. It is established that
the experimental curve is adequately described by the
one-parameter dependence predicted in the boson limit
[15] for the upper critical field.
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CONDENSED MATTER
Theory of Spherulitic Domains in Cholesteric Liquid Crystals 
with Positive Dielectric Anisotropy1
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Abstract—New localized axisymmetric nonsingular solutions minimizing the Frank functional have been
found for a cholesteric layer with homeotropic anchoring. They have a continuous distribution of the director
field and are characterized by a convex shape. These solutions describe the so-called spherulitic domains which
have been observed in a large-pitch cholesteric near the unwinding transition. © 2000 MAIK “Nauka/Interpe-
riodica”.

PACS numbers: 61.30.Cz; 64.70.Md
1 Inhomogeneous localized structures (topological
defects or localized states) are the focus of attention in
many fields of modern physics. Since the late 1960s,
soliton-like solutions of nonlinear field equations have
been studied in condensed matter physics and biophys-
ics, in particle and nuclear physics, in astrophysics, and
in cosmology [1]. In particular, spontaneous pattern
formation during symmetry breaking phase transitions
is intensively studied in particle physics, cosmology,
and many regions of condensed matter physics. The
idea to model cosmological scenarios in condensed
matter systems [2] has given new directions to the intra-
disciplinary collaboration in the physics of topological
defects.

It is characteristic of liquid crystals to have a rich
variety of phases and phase transitions between them
[3]. Due to optical anisotropy of liquid crystals, inho-
mogeneous states can be observed directly with a polar-
izing microscope; material and external parameters can
be easily varied in a wide range; as a rule, experiments
are carried out at room temperature. All these advan-
tages make liquid crystal a convenient object for the
modeling and investigation of different inhomogeneous
states. Recently, numerous experimental and theoreti-
cal results on pattern formation [4] and solitons [5]
have been obtained for liquid crystals.

During the last decades, many experiments have
been devoted to topological defects in a large-pitch
cholesteric near the unwinding transition (see bibliog-
raphy in [6]). In these experiments, a thin layer of a liq-
uid crystal is sandwiched between two parallel elec-
trodes which anchor the molecules perpendicularly to
the surfaces (homeotropic anchoring). Depending on

1 This article was submitted by the author in English.
0021-3640/00/7102- $20.00 © 20085
the value and frequency of an applied electric field, tex-
tures consisting of elongated domains (fingers), loops,
spirals, and bubble-shaped objects (named cholesteric
bubbles or spherulitic domains) have been observed in
many samples, and their static and dynamic properties
have been investigated. Spherulitic domains are gener-
ated by quenching of electrohydrodynamic turbulence
and at the cholesteric-isotropic transition. They exist
either as isolated localized states or form regular lat-
tices. Up to now, several models of spherulitic domains
have been proposed [7, 8]. In these contributions, the
director field in spherulitics has one or more singular
lines (disclinations).

The aim of this Letter is to propose a nonsingular
model for spherulitic domains in cholesterics with pos-
itive dielectric anisotropy. It is shown that localized
rotationally symmetric structures with a continuous
distribution of the director field are among the solutions
of the equations minimizing the Frank functional for
the cholesteric layer with the homeotropic boundary
alignment. These static solutions are stabilized by an
energy contribution linear in the first order spatial
derivatives of the director, which arises from enantio-
morphy of cholesteric materials. The convex shape of
spherulitic is due to homeotropic anchoring.

The possible distributions of the director n(r) of a
bulk cholesteric in an applied electric field E are deter-
mined by minimizing the Frank free energy [3]

(1)

∆F f Vd∫
K1

2
------ divn( )2 K2

2
------ n rotn q0–⋅( )2+∫= =

+
K3

2
------ n rotn×( )2 εa

2
---- n E⋅( )2– f 0– dV ,
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where Ki and q0 are elastic constants; εa is the dielectric
anisotropic constant (we consider materials with εa > 0);
f0 = K2/2 – εaE2/2 is a free energy density for the homo-
geneous state with n || E. At zero electric field, the
ground state of a cholesteric corresponds to a helical
structure with a pitch p = 2π/|q0|. With increasing elec-
tric field perpendicular to the helix axis, the pitch grad-
ually increases. Finally, in the critical field

(2)

the system transforms into a homogeneous states with
n || E.

Consider a thin layer of liquid crystal placed between
two parallel glass plates. Let the z axis be perpendicular
to the glass plates. The layer has the thickness D and is
infinite in x and y directions. The liquid crystal is con-
strained to be perpendicular to the boundary surfaces
(homeotropic anchoring) and an electric field E is
applied along the z direction. This model corresponds to
geometry of the experiments on spherulitic domains.

For simplicity, an approximation of equal elastic
constants will be used (K1 = K2 = K3 = K). It is conve-
nient to express the director vector in terms of spherical
coordinates

and the spatial variable in cylindrical coordinates r =
(ρ, ϕ, z). In these variables, the energy density f (1)
assumes the following form:

(3)

The last term in (3) describes the interaction between
the liquid crystal and the confining surfaces (z = ±D/2);
for homeotropic anchoring, β > 0; δ(x) is the Dirac
function.

The variational problem for the energy functional (1)
with (3) has rotationally symmetric solutions θ(ρ, z),
ψ(ϕ) = ϕ + π/2. Substituting this solution into (3) and
integrating the energy (1) with respect to ϕ, one obtains

(4)
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.

The Euler equation for the functional (4)

(5)

with boundary conditions θ(0, z) = 0, θ(∞, z) = π,

(6)

describes the director field in a nonsingular localized
axisymmetric structure.

If the anchoring at the surfaces disappears, (β  0)
(5) transforms to an ordinary equation:

(7)

for localized structures homogeneous along the z axis.
Equation (7) has the same functional form as those for
localized states in noncentrosymmetric ferromagnets
[9] and chiral liquid crystals [10]. Numerical integra-
tion shows that (7) has metastable localized solutions
θ(ρ) for all E > E0 (2). The functions θ(ρ) decay expo-
nentially at large distances, and usually the profiles
θ(ρ) have an arrow-like core that can be approximated
by a linear ansatz:

(8)

The localized structures are compressed by increas-
ing electric field but they do not collapse even at a high
field. It is clear, however, that there should be an upper
boundary field where the core size becomes of the order
of the molecular length and the elastic approach cannot
be applied. Near the critical field E0, the profile has an
extending core with θ ≈ 0 separated from the outside by
a narrow domain wall. As the field goes to its critical
value, the localized solution transforms to the homoge-
neous state by unlimited expansion of the core.

It is important to mention that solutions under dis-
cussion are stabilized by the energy contribution linear
in the first spatial derivatives of the director (the
“chiral” term n · rotn). This energy term is specific for
noncentrosymmetric cholesteric phases. In contrast,
two-dimensional localized states are radially unstable
and collapse spontaneously in centrosymmetric materi-
als (e.g., in nematics or regular ferromagnets). The sta-
bility of two-dimensional localized static structures in
nonlinear field models has been considered from a gen-
eral point of view in [11]).
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Now consider the influence of the homeotropic
anchoring on the two-dimensional localized states. The
solutions of (5) can be treated as certain deformations
of a homogeneous along the z axis profile θ(ρ) by the
surface anchoring:

(9)

In particular, deformations of type

(10)

describing profile compression (R < 1) or expansion
(R > 1), are of importance for our problem (R(z) is an
arbitrary positive number and characterizes the size of
the profile core). Note that the main energy contribution
in (4), represented by the first three terms, does not
change under the scale transformation (10). Thus, one
can assume that (10) gives the main contribution to the
optimal deformation of the profile under the influence
of the surface anchoring. The validity of this assump-
tion has been proved numerically.

Integrating (4) with the solution (10), with respect to
ρ, results in

(11)

where

(12)

(13)

The Euler equation for the functional (11) with the
boundary conditions

(14)

has an analytical solution:

(15)

θ̃ ρ z,( ) θ ρ( ) an z( ) nθ ρ( )˙ .sin
n 1=

∞

∑+=

θ̃ ρ z,( ) θ ρ/R z( )[ ]=

W dz
dR
dz
------- 

 
2

A
εaE2

K
-----------R2+





D/2–

D/2

∫=

– B
2q0

K
--------R

β
K
----AR2δ z z0±( )+





,

A I1/I0, B I2/I0,= =

I0
dθ
dρ
------ 

 
2

ρ ρ, I1d

0

∞

∫ θρsin
2 ρ,d

0

∞

∫= =

I2
dθ
dρ
------ θ θcossin

ρ
-----------------------+ 

  ρ ρ.d

0

∞

∫=

dR
dz
------- 

 
z D/2±=

β
K
----AR+−=

R z( )

=  R0
1 γtanh α( )+

1 γcoth 2α( )+
----------------------------------- 2γsinh2 2αz/D( )

sinh 2α( ) γcoth 2α( )+
------------------------------------------------------– ,
JETP LETTERS      Vol. 71      No. 2      2000
where

(16)

Equation (15) describes a convex shape of the localized
structure. The parameter R0 characterizes the profile
size and the parameters α and γ describe the structure
convexity. The largest size is reached in the center of
the layer (z = 0)

(17)

and the smallest values

(18)

correspond to the layer surfaces (z = ±D/2). The profile
size and convexity decrease with increasing field. At a
high field, the ratio

(19)

goes to unity; i.e., the structure tends to be homoge-
neous along the z-axis.

The angle between the tangent to the line (15) and
the z-axis

(20)

equals zero for z = 0 and reaches the highest value at the
surface.

In the strong anchoring limit (β  ∞), the local-
ized structure has zero size at the surfaces (Rmin = 0) but
the angle ξ has a finite value at the surfaces

(21)

In summary, two-dimensional axisymmetric nons-
ingular localized structures can exist in cholesterics
with positive dielectric anisotropy above the unwinding
critical field E0 (2). In layers with homeotropic anchor-
ing, these localized states have a convex shape. They
can be used as a model for the spherulitic domains
observed in cholesteric layers with positive dielectric
anisotropy. It is shown that such localized structures
can exist not only near the critical field E0, but also at
higher fields. Their stability is due to the chiral energy
contributions of cholesteric materials.

Spherulitic domains also occur in cholesteric thin
layers with negative dielectric anisotropy and strong
homeotropic anchoring (see, e.g., [7, 12]). There are no
localized axial structures in bulk materials for this case.
The formation and stability of such spherulitics are
completely determined by surface anchoring. Theory
of these localized states will be presented in a separate
contribution.
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Abstract—The temperature dependence of the kinematic viscosity of liquid copper has been studied by the
method of torsional vibrations during heating and cooling within the temperature range 1080–1500°C.
A reversible structural transition was discovered in the vicinity of 1170°C. This transition manifests itself in a
jumpwise change of viscosity and the activation energy of viscous flow at this temperature. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 61.25.Mv; 6470Ja 66.20+d
In recent years, the problem of first-order “phase”
transitions in liquids has been extensively investigated
(see, e.g. [1, 2]). The possible occurrence of such tran-
sitions was studied theoretically, in particular, in [3]
and also by the molecular-dynamics methods in [4].
Drastic changes in the short-range order structure and
the thermodynamic and kinetic properties under the
effect of pressure were revealed in liquid Cs [5], Ga, Bi,
Sb, Se, Te [2, 6], and other chemical elements. In liquid
selenium and tellurium, the semiconductor–metal tran-
sition was accompanied by the change in conductivity
by three–four orders of magnitude. The structural rear-
rangements can also be caused by temperature varia-
tions under atmospheric pressure (see, e.g., [7, 8]).
These rearrangements manifest themselves in anoma-
lies on the temperature dependences of various proper-
ties and, to a lesser degree, in the diffraction data. The
mechanisms of the temperature- and pressure-induced
structural transitions are still insufficiently clear and are
intensely discussed [1, 7].

As far as we know, no anomalies on the temperature
dependences of the properties of liquid copper have
been revealed, although, in the vicinity of the melting
point, a pronounced scatter in the experimental data is
often observed. At the same time, the problem of the
structure of liquid copper and its temperature variations
still remains to be studied. It was indicated [9] that the
atomic distribution in the melt does not correspond to
the fcc lattice of the initial structure. More probably, it
corresponds to a tetragonal body-centered lattice with
the c/a ratio less than unity. The temperature rise results
in insignificant changes on the corresponding diffrac-
tion patterns. It was also indicated [10] that the copper
melt can have two coexisting types of the short-range
order—bcc and fcc. The quantitative ratio between
these two types is temperature-dependent. Therefore,
0021-3640/00/7102- $20.00 © 20089
we decided to study by the precision method the tem-
perature dependence of one of the most structure-sensi-
tive properties of liquid copper—its viscosity—in the
vicinity of the melting point.

Kinematic viscosity ν of high-purity grade
(OSCh-000) liquid copper was measured in a BeO cru-
cible by the method of damped torsional vibrations in
the purified helium atmosphere in the temperature
range 1080–1500°C. The temperature was varied in a
stepwise manner with a step of 10–15°C and was kept
constant at each step for not less than 30 minutes within
an accuracy of 1°C with the aid of a high-precision reg-
ulator. The vibration parameters were measured by the
optical method with the use of a ruby laser and a preci-
sion photoelectric sensor with the delay time not
exceeding 100 ns. The methods used for measuring and
statistical–probabilistic processing of the experimental
data were described in detail elsewhere [11]. The calcu-
lated errors showed that, at the confidence probability
0.95 in the temperature range 1000–1500°C, the most
probable errors in the absolute viscosity values deter-
mined in each experiment did not exceed 1%, with the
total error being less than 1.5%.

The experimental temperature dependences of liq-
uid-copper viscosity shown in Fig. 1 were analyzed
with the use of the conventional Arrhenius-type rela-
tionship

(1)

where E is the activation energy of viscous flow. The
construction of the corresponding error bars shows that
the temperature dependence of liquid-copper viscosity
cannot be described using the exponential dependence
of type (1) alone. In the vicinity of t = 1170°C, viscosity
shows pronounced (of about 7%) jump considerably
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exceeding the experimental error. This jump in viscos-
ity is also confirmed by the experimental data pro-
cessed with the use of the confidence intervals and sig-
nificance criteria (see table).

In order to clarify the nature of the anomaly
revealed, we additionally measured viscosity ν under
the following conditions. The first sample was heated to
1160°C, kept at this temperature for 30 min, and then

ν × 107, m2/s

7

6

5

4

1050 1150 1250 1350 1450
t, °C

ν × 107, m2/s

1050 1150 1250 1350 t, °C

6

5

6

5

6

5

4

a

b

c

Fig. 1. Viscosity curves for liquid copper recorded during
heating: d the first and s the second experiments.

Fig. 2. Effect of the maximum heating temperature of liquid
copper on the temperature dependence of its viscosity:
d during heating, s during cooling.

Parameters and confidence intervals for temperature depen-
dences of viscosity for liquid copper (at α = 0.95)

1083–1170°C 1170–1500°C

ln(v × 107) = 2141/T + 0.224 ln(v × 107) = 1589/T + 0.407

0.071 < a1 < 0.377 0.306 < a2 < 0.508

1927 < b1 < 2355 1441 < b2 < 1737

–0.188 < a1 – a2 < –0.178

178 < b1 – b2 < 926

Note: Parameters of approximating equation (1) are given in the
semilogarithmic scale: ln(v × 107) = b/T + a .
cooled to room temperature (Fig. 2a). In this experi-
ment, the viscosity values measured during heating and
cooling were the same. The second sample was heated
to 1300°C and then was cooled down (Fig. 2b). In this
experiment as well, the viscosity jump was observed in
the vicinity of 1170°C during heating, but, during cool-
ing, the jump was observed at the temperature of
1150°C. The third sample was heated to 1500°C. The
measurements were performed during heating and
cooling (Fig. 2c), but, in this case, the viscosity jump
was observed only during heating, whereas during
cooling no jump was recorded at all. The absolute vis-
cosity values measured above the anomaly temperature
agree quite well with the data obtained by Samarin and
Vertman [12].

The anomalous (jumpwise) change of the viscosity
in the vicinity of 1170°C indicates the occurrence of a
reversible structural transition in liquid copper at this
temperature. As far as we know, this transition was
observed in our study for the first time. As was indi-
cated above, the mechanism of similar phenomena in
metal melts is far from being clear. Earlier [8], it was
shown that the manifestations of this phenomenon are
analogous to the manifestations of the polymorphous
transformations in the crystalline state and can be
regarded as fine effects in the liquid phase. The struc-
tural transformations in the liquid state, similar to those
in crystals, are accompanied by drastic variations in all
the properties of the liquids and their temperature
dependences at certain temperatures.

Taking into account the X-ray data [9], which indi-
cate the formation of a tetragonal-type short-range
order in liquid copper upon melting, one can assume
that the structural transition observed in this study in
the vicinity of 1170°C proceeds by the mechanism of
the one-dimensional cluster polymorphism described
in [13], where the transformation was accompanied by
the drastic change in the cluster tetragonality (ordering
of microregions) in copper and, as a result, by a jump-
wise change in the viscosity and the activation energy
of viscous flow. These structural rearrangements in liq-
uid clusters reflect an increase in the degree of covalent
bonding in these clusters provided by the change in the
states of the electronic shells under the conditions of
intensified thermal motion [14].
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Abstract—The c-axis penetration depth ∆λc in Bi2Sr2CaCu2O8 + δ (BSCCO) single crystals as a function of
temperature has been determined using two techniques, namely, measurements of the ac-susceptibility at a fre-
quency of 100 kHz and the surface impedance at 9.4 GHz. Both techniques yield an almost linear function
∆λc(T) ∝  T in the temperature range T < 0.5Tc. Electrodynamic analysis of the impedance anisotropy has allowed
us to estimate λc(0) ≈ 50 µm in BSCCO crystals overdoped with oxygen (Tc ≈ 84 K) and λc(0) ≈ 150 µm at the
optimal doping level (Tc ≈ 90 K). © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.72.Hs; 74.25.Ha
1 Cuprate high-temperature superconductors (HTS)
are layered anisotropic materials. Therefore the electro-
dynamic problem of the magnetic field penetration
depth in HTS in the low-field limit is characterized by
two length parameters, namely, λab controlled by
screening currents running in the CuO2 planes (in-plane
penetration depth) and λc due to currents running in the
direction perpendicular to these planes (out-of-plane or
c-axis penetration depth). The temperature dependence
of the penetration depth in HTS is largely determined
by the superconductivity mechanism. It is known (see,
e.g., [1] and references therein) that ∆λab(T) ∝  T in the
range T < Tc/3 in high-quality HTS samples at the opti-
mal level of doping, and this observation has found the
most simple interpretation in the d-wave model of the
high-frequency response in HTS [2]. Measurements of
∆λc(T) are quoted less frequently than those of ∆λab(T).
Most of such data published were derived from micro-
wave measurements of the surface impedance of HTS
crystals [3–11]. There is no consensus in literature
about ∆λc(T) at low temperatures. Even in reports on
low-temperature properties of high-quality YBCO
crystals, which are the most studied objects, one can
find both linear, ∆λc(T) ∝  T [4, 9], and quadratic depen-
dences [11] in the range T < Tc/3. In BSCCO materials,
the shape of ∆λc(T) depends on the level of oxygen
doping: in samples with maximal Tc . 90 K ∆λc(T) ∝  T
at low temperatures [7, 8]; at higher oxygen contents

1 This article was submitted by the authors in English.
0021-3640/00/7102- $20.00 © 20092
(overdoped samples) Tc is lower and the linear function
∆λc(T) transforms to a quadratic one [8]. The common
feature of all microwave experiments is that the change
in the ratio ∆λc(T)/λc(0) is smaller than in
∆λab(T)/λab(0) because in all HTS λc(0) @ λab(0). The
length λc(0) is especially large in BSCCO crystals,
λc(0) > 10 µm and, according to some estimates, it
ranges up to ~500 µm. The large spread of λc(0) is
caused by two factors, namely, the poor accuracy of the
techniques used in determination of λc(0) and effects of
local and extended defects in tested samples, whose
range is of the order of 1 mm and comparable to both
λc and total sample dimensions.

Recently, we suggested [12] a new technique for
determination of λc(0) based on the measurements of
the surface barrier field HJ(T) ∝  1/λc(T) at which
Josephson vortices penetrate into the sample. The field
HJ corresponds to the onset of microwave absorption in
the locked state of BSCCO single crystals. This paper
suggests an alternative technique based on comparison
between microwave measurements of BSCCO crystals
aligned differently with respect to ac magnetic field and
a numerical solution of the electrodynamic problem of
the magnetic field distribution in an anisotropic plate at
an arbitrary temperature. Moreover, since λc(0) in
BSCCO single crystals is relatively large, we managed
to determine λc(T) from the temperature dependences
of ac-susceptibility and compare these measurements
to results of microwave experiments.
000 MAIK “Nauka/Interperiodica”
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Single crystals of BSCCO were grown by the float-
ing-zone method [13] and shaped as rectangular plate-
lets. This paper presents measurements of two BSCCO
samples with various levels of oxygen doping. The first
sample (#1), characterized by a higher critical temper-
ature, Tc ≈ 90 K (optimally doped), has dimensions
a × b × c . 1.5 × 1.5 × 0.1 mm3 (a ≈ b). The second (#2,
a × b × c . 0.8 × 1.8 × 0.03 mm3) is slightly overdoped
(Tc ≈ 84 K).

When measuring the ac-susceptibility χ = χ' – iχ'',
we placed a sample inside one of two identical induc-
tion coils. The coils were connected to one another, and
the out-of-phase and in-phase components of the imbal-
ance signal were measured at a frequency of 105 Hz.
These components are proportional to the real and
imaginary parts of the sample magnetic moment M,
respectively: M = χvH0, where v is the sample volume
and H0 is the ac magnetic field amplitude, which was
within 0.1 Oe in our experiments.

Figure 1 shows temperature dependences
χ'(T)/|χ'(0)| in sample #1 for three different sample
alignments with respect to the ac magnetic field: the
transverse (T) orientation, Hω || c, (the inset on the left
of Fig. 1), when the screening current flows in the
ab-plane (full circles); in the longitudinal (L) orienta-
tion, Hω, (the inset on the right of Fig. 1, Hω ⊥  c is par-
allel to the b-edge of the crystal), when currents run-
ning in the directions of both CuO2 planes and the
c-axis are present (up triangles); in the L-orientation,
Hω ⊥  c, whose difference from the previous configura-
tion is that the sample is turned around the c-axis
through 90° (down triangles). Figure 1 clearly shows

that at T < Tc (T) is notably smaller in the T-orienta-

tion than (T) in the L-orientation (the subscripts
of χ' denote the direction of the screening current). The

coincidence of (T) curves at Hω ⊥  c and the small
width of the superconducting transition at Hω || c
(∆Tc < 1 K) indicate that the quality of tested sample #1
is fairly high. This is supported by precision measure-
ments of surface impedance Zs(T) = Rs(T) + iXs(T) of
sample #1 at frequency f = 9.4 GHz in the T-orientation,
which are plotted in Fig. 2. The measurement technique
was described in detail elsewhere [1]. It applies to both
surface impedance components Rs(T) and Xs(T):

(1)

Here, Γs = ωµ0 dV/[ dS] is the sample geo-

metrical factor (ω = 2πf, µ0 = 4π × 10–7 H/m, V is the vol-
ume of the cavity, Hω is the magnetic field generated in
the cavity, S is the total sample surface area, and Hs is the
tangential component of the microwave magnetic field
on the sample surface); ∆(1/Q) is the difference between
the values 1/Q of the cavity with the sample inside and
empty cavity; and δf is the frequency shift relative to that

χab'

χab c+'

χab c+'

Rs Γ s∆ 1/Q( ), Xs 2Γ sδf / f .–= =

Hω
2

V∫ Hs
2

S∫

which would be measured for a sample with perfect
screening, i.e., no penetration of the microwave fields. In
the experiment, we measure the difference ∆f(T)
between resonant frequency shifts with temperature of
the loaded and empty cavity, which is equal to
∆f(T) = δf(T) + f0, where f0 is a constant.2 The constant f0

includes both the perfect-conductor shift and the uncon-
trolled contribution caused by opening and closing the
cavity. In HTS single crystals, the constant f0 can be
directly derived from measurements of the surface
impedance in the normal state; in particular, in the T-ori-
entation, f0 can be derived from the condition that the real
and imaginary parts of the impedance should be equal
above Tc (normal skin-effect). In Fig. 2, Rs(T) = Xs(T) at
T ≥ Tc, and its temperature dependence is adequately

described by the expression 2 (T)/ωµ0 = ρ(T) = ρ0 +
bT with ρ0 ≈ 13 µΩ cm and b ≈ 0.3 µΩ cm/K. Given

Rs(Tc) =  ≈ 0.12 Ω, we obtain the resistiv-
ity ρ(Tc) ≈ 40 µΩ cm. The insets to Fig. 2 show Rs(T) and
λ(T) = Xs(T)/ωµ0 for T < 0.7 Tc plotted on a linear scale.
The extrapolation of the low-temperature sections of
these curves to T = 0 yields estimates of λab(0) ≈ 2600 Å
and the residual surface resistance Rres ≈ 0.5 mΩ. Rres is
due to various defects in the surface layer of the super-
conductor and it is generally accepted that the lower the
Rres, the better the sample quality. The above mentioned

2 We note that δf(T) includes the frequency shift due to the sample
thermal expansion, which is essential for T > 0.7Tc in the T-orien-
tation [1].
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Fig. 1. Curves of the ac-susceptibility of sample #1 versus
temperature in different orientation with respect to ac mag-
netic field: Hω || c (full circles); Hω ⊥  c, Hω is parallel to the
b-edge of the crystal (up triangles); Hω ⊥  c, Hω, is parallel
to the a-edge of the crystal (down triangles). Left-hand
inset: transverse (T) orientation, Hω || c, the arrows on the
surfaces show directions of the screening current. Right-
hand inset: Longitudinal (L) orientation, Hω ⊥  c.
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parameters of sample #1 indicate that its quality is fairly
high. In the T-orientation, linear functions Rs(T) and
∆λab(T) in the low-temperature range were previously
observed in optimally doped BSCCO crystals at a fre-
quency of about 10 GHz [7, 8, 14]. In the slightly over-
doped sample #2 we also observed ∆λab(T), ∆Rs(T) ∝  T
at low temperature, moreover, the measurement Rres ≈
120 µΩ is, to the best of our knowledge, the lowest value
ever obtained in BSCCO single crystals.

In both superconducting and normal states of HTS,
the relation between electric field and current density is
local: j = E, where the conductivity  is a tensor
characterized by components σab and σc. In the normal
state, ac field penetrates in the direction of the c-axis

through the skin depth δab =  and in the

CuO2 plane through δc = . In the supercon-

ducting state, all parameters δab, δc, σab =  – i ,

and σc =  – i  are complex. In the temperature
range T < Tc, if σ' ! σ'', the field penetration depths are

given by the formulas λab = , λc =

. In the close neighborhood of Tc, if σ' * σ'',
the decay of magnetic field in the superconductor is
characterized by the functions Re(δab) and Re(δc),
which turn to δab and δc, respectively, at T ≥ Tc.

In the L-orientation of BSCCO single crystals at
T < 0.9Tc, the penetration depth is smaller than charac-
teristic sample dimensions. If we neglect the anisotropy
in the ab-plane and the contribution from ac-faces (see
the inset to Fig. 1), which is a factor ~ c/b smaller than

that of the ab-surfaces, the effective impedance 

σ̂ σ̂

2/ωµ0σab

2/ωµ0σc

σab' σab''

σc' σc''
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Fig. 2. Surface resistance Rs(T) and reactance Xs(T) in
ab-plane (T-orientation) of sample #1 at 9.4 GHz. The insets
show linear plots of λ(T) and Rs(T) at low temperatures.
in the L-orientation can be expressed in terms of  and

 averaged over the surface area [1, 5] (the superscripts
of Zs denote the direction of the screening current). Thus,

given measurements of ∆λab(T) = ∆ (T)/ωµ0 in the
T-orientation and of the effective value ∆λab + c(T) =

∆ (T)/ωµ0 in the L-orientation, we obtain

(2)

This technique for determination of ∆λc(T) was used
in microwave experiments [3–9] at low temperatures,
T < Tc. Even so, this cannot be applied to the range of
higher temperatures because the size effect plays an
important role. Really, at T > 0.9Tc the lengths λc and δc

are comparable to the sample dimensions. In order to
analyze our measurements in both superconducting and
normal states of BSCCO, we used formulas [15] for
field distributions in an anisotropic long strip (b @ a, c)
in the L-orientation. These formulas neglect the effect
of ac-faces of the crystal, but take account of the size
effect. In addition, in a sample shaped as a long strip,
there is a simple relation between its surface impedance
components and ac-susceptibility, which is expressed
in terms of parameter µ introduced in [15]:

(3)

where γ = V /[ dV] = 10.6 is a constant charac-

terizing our cavity [1]. At an arbitrary temperature, the
complex parameter µ = µ' – iµ'' is controlled by the
components σab(T) and σc(T) of the conductivity ten-
sor:

(4)

where the sum is performed over odd integers n > 0,
and

In the superconducting state at T < 0.9Tc we find that
λab ! c and λc ! a. In this case, we derive from (4) a
simple expression for the real part of µ:

(5)

One can easily check up in the range of low tempera-
tures, the change in ∆λc(T) prescribed by (5) is identical
to (2). Figure 3 shows measurements of ∆λc(T) in sample
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#1 (circles) and sample #2 (squares) at T < 0.9Tc. The
open symbols plot low-frequency measurements
obtained in accordance with (5), the full symbols plot
microwave measurements processed by (2). Agreement
between measurements of sample #2 (lower curve) is
fairly good, but in fitting together experimental data
from sample #1 (upper curve) we had to divide by a fac-
tor of 1.8 all ∆λc(T) derived from measurements of
ac-susceptibility using (5). The cause of the difference
between ∆λc(T) measured in sample #1 at different fre-
quencies is not quite clear. We rule out a systematic
experimental error that could be caused by misalign-
ment of the sample with respect to the ac magnetic field
because the curves of ∆λc(T) were accurately repro-
duced when square sample #1 was turned through an
angle of 90° in the L-orientation. It seems more plausi-
ble that (2) and (5), which neglect the contribution of
ac-faces, yield inaccurate results concerning sample
#1: its ac-faces, which have a notable area (sample #1
is thick), can lose a lot of defects (for example hose of
the capacitive type), and the latter can affect the charac-
ter of field penetration as a function of frequency.

The curves of ∆λc(T) at T < 0.5 Tc plotted in Fig. 3
are almost linear ∆λc(T) ∝  T. The inset to Fig. 3 shows
the low-temperature section of the curve of ∆λc(T) in
sample #1. Its slope is 0.3 µm/K and equals that from
[8]. Note also that changes in ∆λc(T) are smaller in the
oxygen-overdoped sample #2 than in sample #1.

We can estimate λc(0) by substituting in (1) δf(0)
obtained by comparing ∆(1/Q) and ∆f = δf – f0 measure-
ments taken in the T- and L-orientations to numerical
calculations by (3) and (4), which take into account the

∆λc, µm

40

20

0 0.2 0.4 0.6 0.8 1.0
T/Tc

15

10

5

0 20 40
T, K

∆λc, µm

Fig. 3. Temperature dependences ∆λc in samples #1 (cir-
cles) and #2 (squares) at T < 0.9 Tc. Open symbols plot low-
frequency measurements, full symbols show microwave
data. The inset shows low temperature sections of the ∆λc
curves in sample #1.
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size effect in the high-frequency response of an aniso-
tropic crystal. The procedure of comparison for sample
#1 is illustrated by Fig. 4. Unlike the case of the T-ori-
entation, the measured temperature dependence of
∆(1/Q) in the L-orientation deviates from (–2∆f/f)
owing to the size effect. Using the measurements of

Rs =  at T > Tc in the T-orientation (Fig. 2)
for determination of σab(T), alongside the data on
∆(1/Q) in the L-orientation (open squares in Fig. 4),
from (3) and (4) we obtain the curve of ρc(T) = 1/σc(T)
shown in the right-hand inset to Fig. 4. Further, using
the functions σc(T) and σab(T), we calculate (–2δf/f)
versus temperature for T > Tc, which is plotted by the
solid line in Fig. 4. This line is approximately parallel
to the experimental curve of –2∆f/f in the L-orientation
(open circles in Fig. 4). The difference –2(δf – ∆f)/f
yields the additive constant f0. Given f0 and ∆f(T) mea-
sured in the range T < Tc, we also obtain δf(T) in the
superconducting state in the L-orientation. As a result,
with due account of λab(T) (the inset to Fig. 2), we
derive from (3) and (5) λc(0), which equals approxi-
mately 150 µm in sample #1. A similar procedure per-
formed with sample #2 yields λc(0) ≈ 50 µm, which is
in agreement with our measurements of overdoped
BSCCO obtained using a different technique [12]. We
also estimated λc(0) on the base of absolute measure-

ments of the susceptibility (0) from (5), and we
obtained λc(0) ≈ 210 µm for sample #1 and λc(0) ≈ 70 µm
for sample #2. These results are in reasonable agree-
ment with our microwave measurements if we take into

ωµ0/2σab

χc'
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0
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 –2δf/f

 –2∆f/f
2f0/f

∆(1/Q)

100 120 140 T, K

100 120 140 T, K92908886

10–5

10–6
4

8

ρc, Ω cm

Fig. 4. Temperature dependences of ∆(1/Q) (open squares)
and –2∆f/f (open circles) in the L-orientation of sample #1
at T > Tc. Solid line shows the function –2δf(T)/f deriving
from (3). Left-hand inset: ∆(1/Q) and –2∆f/f as functions of
temperature in the neighborhood of Tc. Right-hand inset:
ρc(T) in sample #1 (triangles).
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consideration the fact that the accuracy of λc measure-
ments is rather poor and the error can be up to 30%.

In conclusion, we have used the ac-susceptibility
and cavity perturbation techniques in studying aniso-
tropic high frequency properties of BSCCO single
crystals. We have observed almost linear dependences
∆λc(T) ∝  T, which are in fair agreement with both
experimental [7, 8, 12] and theoretical [16] results by
other researchers. We have also investigated a new
technique for determination of λc(0), which is a factor
of three higher in the optimally doped BSCCO sample
than in the overdoped crystal. The ratio between the
slopes of curves of ∆λc(T) in the range T ! Tc is the
same. These facts could be put down to dependences of
λc(0) and ∆λc(T) on the oxygen content in these sam-
ples. At the same time, we cannot rule out the influence
of defects in the samples on λc(0), even though their
quality in the ab-plane is fairly high, according to our
experiments. In order to draw ultimate conclusions
concerning the nature of the transport properties along
the c-axis in BSCCO single crystals, studies of more
samples with various oxygen contents are needed.
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