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Abstract—Geometrical and topological analysis of the orthotetrahedral phases Mx(TO4)y (73 phosphates and
31 arsenates) was carried out using the TOPOS 3.2 program package. The coordination sequences {Nk} of T
nodes were used as the classification parameters of topologically different MTO frameworks. The crystal struc-
tures were analyzed within the first 12 coordination spheres of T nodes and were assigned to 43 topological
types. It was found that only 14 types are common to the structures of phosphates and arsenates, whereas
29 types are unique, of which 21 types characterize phosphates, and 8 types characterize arsenates. The average
lengths of the bonds 〈ê–O〉  and 〈As–O〉 are 1.54(3) and 1.69(2) Å, respectively. The hierarchical ordering of the
crystal structures was carried out using the concept of a polyhedral microensemble (PME). The revealed local
regions of the crystal structures (which provide the basis for the classification) are T-PMEs with invariant PO4
and AsO4 tetrahedra. Such T-PMEs provide the geometric interpretation of coordination sequences of T nodes.
For orthophosphates and their analogues, the suprapolyhedral level of organization of the crystal structures as
a whole was taken into account for the first time. In this case, the PO4 and AsO4 tetrahedra are considered
as invariant particles serving as templates for the condensation of any geometric types of the Mén polyhedra.
© 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Theoretical crystal chemistry of phosphates has
long been based on concepts and methods developed by
Bragg for analysis of silicate structures [1–3]. A univer-
sal classification by types of tetrahedral T,O radicals is
used in virtually all generalizations for phosphates in
crystal chemistry [4–13]. Liebau [2] distinguished
about 60 topologically different radicals in 786 silicates
(minerals and synthetic phases).

According to Bragg’s classification, the number of
subclasses governed by the number of topologically
different T radicals is much smaller for phosphates than
for silicates. This circumstance is due to the difference
between silicon and phosphorus atoms in correspond-
ing oxides from the viewpoint of crystal chemistry.
Unlike the silicate tetrahedra Si(OH)4, one of the verti-
ces of the orthotetrahedron H3PO4=P(OH)3O cannot be
shared with the O vertex of another tetrahedron in the
case of mutual condensation. As a consequence of this
behavior during condensation, the following P,O radi-
cals occur in the crystal structures of phosphates [3]:
PO4 orthotetrahedra, {êé3}n finite chains (n = 2, 3, 4,
1063-7745/04/4903- $26.00 © 0327
or 5), PO3 infinite chains, {êé3}n rings (n = 3, 4, 5, 6,
8, 10, and 12), ribbons with 8T rings, and sheets con-
sisting of 14T, 8T + 12T, or 8T + 16T rings.

The data on the crystal chemistry of phosphates
were surveyed and generalized in reviews and studies,
which were published in the period of 1966–1998 [4–
11]. The structures of divalent phosphates were
reviewed in [12]. The data on the structural types of
rare-earth phosphates were reported in [13, 14]. The
corresponding data on rare-earth arsenates were
reviewed in the monograph [14]. The structures of the
phosphates Li3PO4, Na3PO4, and Ag3PO4 and their
solid solutions, which are ionic conductors, were con-
sidered in the monograph [15].

In the structural mineralogy of phosphates, ortho-
phosphate compounds are of particular importance,
because all phosphate minerals belong to this class of
compounds [3, 7–11]. In addition, as will be demon-
strated below, the family of orthophosphates is more
structurally informative (characterized by a diversity of
topological types) compared to orthosilicates [16] and
orthosulfates [17]. The uniqueness of orthophosphates
2004 MAIK “Nauka/Interperiodica”
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is emphasized by the existence of the chemically sim-
ple compound AlPO4, for which more than 20 topolog-
ical types of tetrahedral structures are known (see the
Atlas of Zeolite Structure Types [18]). It should be
noted that only three of these topological types are anal-
ogous to the simplest SiO2 structures and (like silicates)
are also characterized by high- and low-temperature
modifications [19].

The following two classification schemes are pres-
ently used for 3D (framework) structures of phos-
phates:

(i) a universal classification (according to Bragg) by
tetrahedral radicals [3];

(ii) a special classification developed for orthophos-
phate minerals, i.e., for structures containing octahe-
drally coordinated divalent M(2+) and trivalent M(3+)
atoms [7–10, 20, 21].

Phosphates are classified by topological types of
clusters consisting of the linked M octahedra [7–10] or
clusters consisting of two octahedra and two M2T2 tet-
rahedra [20, 21]. In the latter case, a method for sepa-
rating these clusters in 3D framework structures
remains to be developed [11, 20, 21].

The degree of the chemical and crystallographic
complexity of the known silicates is virtually equiva-
lent to that of phosphates. This circumstance gives rise
to the problem of comparing such large groups of struc-
tures with each other. However, in Bragg–Liebau’s
classification scheme [1, 2], all compounds belong to
the same groups regardless of the chemical rank Rchem,
which is equal to the number of chemically different
atoms in their compositions. The hierarchical ordering
in any group cannot be specified, because all other
components of the structure, except for the T,O radi-
cals, are excluded from the consideration. To solve
modern problems of crystal chemistry, all chemical
components of the structures should be taken into
account. For example, the chemical rank (number of
components) and the degree of integration interactions
between components, which is controlled by the long-
range order, complementary coupling, and the exist-
ence of feedback, are the basic system concepts in the
simulation of self-organization processes in crystal-
forming systems [22, 23].

In [16], the structural organization of orthosilicates
was analyzed at the suprapolyhedral level, where all the
structure-forming components (with any geometric
types of the Mén polyhedra and sets of compositions of
the M polyhedra) were considered; i.e., the analysis was
carried out at a level higher than the T level (used in the
Bragg–Liebau classification [1, 2]) or M level (used in
Moore’s classification [7–10]). A consideration of the
topology of coupling of the M polyhedra in the first
coordination (polyhedral) sphere of the orthotetahedra
made it possible to classify silicates by types of struc-
ture-forming MT ensembles.
C

The methodology of topological analysis of sili-
cates, taking into account the characteristic features of
the chemical composition and structures of orthophos-
phates (arsenates) used in [16, 24], is considered below.

THEORETICAL CONSIDERATION

Method of Coordination Sequences

In 1979, Meier and Moeck [25] suggested a classifi-
cation of tetrahedral frameworks of zeolites based on
sets of n numbers {Nk} called coordination sequences
(CSs). This classification employs the method of repre-
senting frameworks as 3D networks (graphs), which
was developed by Wells [26]. The chemical rank of all
structures was reduced to Rchem = 1. For T atoms, CSs
were calculated up to the fifth coordination sphere (n =
5). In addition, Meier and Moeck [25] used the CSs of
crystallographically different T atoms in a framework
to determine their topological equivalence. Thus, the
equality of CSs for T atoms indicated the presence of an
additional “topological” symmetry of the framework.
The results of [25] led to a new line of investigation of
the properties of CSs for T atoms in zeolites [26–29].
Presently, the CSs for T atoms are considered as one of
the most important topological characteristics of zeo-
lites [18] and were calculated up to n = 10.

The advantages of using CSs [16] in the classifica-
tion of framework compounds of any composition and
structure result from the following factors:

(i) the unambiguity of calculations of CSs;

(ii) the simplicity of comparing and the possibility
of ordering CS sets in the hierarchical classification;

(iii) the possibility of combining the local and global
approaches to the description of crystal structures; in
spite of the fact that CS is determined for a finite (local)
structural fragment, the equality of the sets {Nk} for the
corresponding framework-forming atoms of the sub-
structures to be compared within 3–5 coordination
spheres is, as a rule, indicative of global isomorphism
[17].

The method of coordination sequences was used
[17] for the development of a generalized scheme for
crystallochemical analysis and classification. In this
scheme, a crystal structure as a whole is represented as
a reduced graph, which completely retains the bond
system of the structure. The isomorphism of the
reduced graphs of two frameworks to be compared is
indicative of their equivalence; therefore, such frame-
works can be assigned to the same topological type or
topological family. The isomorphism of two crystal
structures is determined by comparing CSs for all crys-
tallographically nonequivalent atoms present in these
structures. One should also take into account the possi-
ble existence of a topological symmetry for crystallo-
graphically nonequivalent atoms, which manifests
itself in the equality of their sets {Nk} and in the fact
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Fig. 1. M-PMEs in the (a) Sb2(PO4)3 and (b) VPO4 structures.
that these atoms belong to the same topological sort
[17].

Methods of Analysis of the Structural Organization 
of Orthostructures: Relationship between Geometry 

and Topology and Levels of the Structural Organization 
of MT Orthostructures

The mathematical method of coordination
sequences providing strict classification criteria (sets of
topological indices) does not account explicitly for the
dependence of the topological properties of structures
on the limitations associated with the characteristic
features of the chemical compositions and geometry of
the simplest polyhedral building units (BUs) Mén

and TO4.

Let us consider the methodology of the synthesis of
the topological and geometric properties of MT ortho-
structures, which takes into account three levels of their
organization; namely, atomic (chemical), polyhedral,
and suprpolyhedral [16, 24].

At the atomic level, the most important classifica-
tion parameters are the characteristics of point models
of MT orthostructures; among them, the number and
symmetry of Wyckoff positions in fundamental regions
of space groups and stoichiometric ratios for the M, T,
and O atoms.

In the general case, the stoichiometric formulas
MaTbéc of MT orthostructures are characterized by the
fixed c/b ratio of 4. The chemical formulas of all such
oxygen-containing orthophases can be obtained by
enumerating the oxidation states of M atoms. For the
fixed oxidation state of T atoms (for orthophosphates,
ξT = 5), we can write the following formula for the a
and b indices of the interacting hypothetical electrically
neutral polyhedral particles of the same type:

a[M(m+)(éç)m] + b[ê(5+)é(éç)3].

After the transformation of these particles into an oxide
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
form, we can write

MpêO4 (p = a/b, m = 3/p). 

If the oxidation state of M atoms is limited to a range
of ξM = 1–3, the parameter p in the chemical formulas
of orthostructures of phosphates and arsenates [T =
P(5+), As(5+)] may be equal to 3, 1.5, or 1. Corre-
spondingly, the composition of orthostructures varies in
the series of M(1+)3PO4, M(2+)3(PO4)2, and
M(3+)PO4. A few examples of phosphate structures
with M atoms in the mixed-valence state are considered
below.

At the polyhedral level, the Mén polyhedra and TO4
tetrahedra, which serve as framework-forming BUs, are
identified. At this stage of analysis, chemical com-
pounds are assigned to a particular class of MT ortho-
structures.

At the suprapolyhedral level, MT frameworks are
classified by the CSs of atoms, and polyhedral clusters
consisting of several BUs are selected.

Such polyhedral ensembles are suprapolyhedral
invariants of the topological type to which the crystal
structure is related [16]. These ensembles are used as
the basis for a search for representatives of this topolog-
ical type in other classes of orthostructures (silicates,
sulfates, etc.). The MT framework can be described by
different symmetry groups and lattice parameters and
can be characterized by different distortions of the
geometry of coordination polyhedra. However, the
framework connectivity, which is represented mathe-
matically as CSs and geometrically as suprapolyhedral
invariants (clusters), remains the same in all phases
belonging to the corresponding topological type.

In this study, we use the following algorithm of the
hierarchical construction of suprapolyhedral invariants.

First sublevel. For each of the Mén and TO4 poly-
hedra in the unit cell, all polyhedra of the structure
directly connected with the polyhedron considered are
taken into account. Only the following two alternative



330 ILYUSHIN, BLATOV
Table 1.  Classification of phosphates and arsenates M(1+)3TO4 by topological and structural types

Topological type, 
no.

Number of
T-PMEs Structural type Name of mineral

or modification Space group CC*

Ag3PO4 (1) 1
Ag3PO4 14000

Ag3AsO4  low-temperature phase P  3 n 76969

Li3PO4 (2) 1 Li3PO4 γ modification P m n b 79427

Li3PO4 (3) 1
Li3PO4 10257

Li3AsO4  α modification P m n 21 75927

Na3PO4 (4) 1 Na3PO4 P  21 c 33718

Tl3PO4 (5) 1
Tl3PO4 60780

Tl3AsO4 P 63 407561

* Herein, the Collection Codes of the compounds in the ICSD are given.

4

4

compositions of the resulting M and T suprapolyhedral
invariants are possible:

(i) [MOn]–{[MOn]i , [TO4]j} (because M polyhedra,
generally, can form contacts with each other, Figs. 1a
and 1b);

(ii) [TO4]–{[MO6]i} (according to the definition of
orthostructures).

Therefore, at the first sublevel, suprapolyhedral
invariants are polyhedral microensembles (PMEs)
[16, 24] constructed based on M or T nodes, and their
geometric shapes are unambiguously determined by a
set of the i and j indices. After the construction of PMEs
and determination of the topological characteristics of
the M and T nodes in 3D networks, it is important to
establish their nonequivalence, i.e., to assign these
nodes to different topological types.

When classifying MT orthoframework structures
with the use of CSs, it is particularly essential to deter-
mine the minimum number of topologically different M
or T nodes in the frameworks under consideration and
to find out how many CSs (and for which types of
nodes) are required for an unambiguous identification
of the framework. Therefore, a set of CSs for the frame-
work atoms is the most important classification crite-
rion at this sublevel.

Second and higher sublevels. For each PME of the
first level (PME-1), BUs located in the next polyhedral
sphere are taken into account. This consideration gives
rise to PMEs of the second level (PMEs-2). The forma-
tion of more complex PMEs of the third, fourth, and
higher sublevels from the PMEs of lower sublevels can
be considered analogously. In this study, we restrict
ourselves to the first sublevel of structural and topolog-
ical analysis of PMEs; i.e., we consider only PMEs-1
(hereinafter, the index indicating the number of the sub-
level will be omitted for brevity).

Polyhedral microensembles make it possible to
directly visualize the CSs {Nk} with k = 1 – n for M and
T nodes (Figs. 1a–1c). Depending on the level of calcu-
lation, PMEs reflect the topology of bonds in crystal-
C

forming MT precursors and their spatial correlations
(generally, at n ≥ 6). In the orthostructures under con-
sideration, the sequence {Nk} for any atom reflects the
number of cations or anions alternating it its coordina-
tion spheres. For example, the T-PME composition of
an orthostructure can be coded as follows:

{4(O), N2(M), N3(O), N4(M + T), N5(O), …}, 

where the symbols in parentheses indicate the chemical
compositions of the coordination spheres.

Like in the classification of orthostructures of sili-
cates [16], it is convenient to choose invariant T nodes
as the central atoms in PMEs of orthophosphates,
because these nodes possess the following important
classification properties:

(i) the number of crystallographically different T
nodes in orthostructures of the main families is mini-
mum compared to the M and O nodes, by which is
meant their minimum density in the MTO networks
M(1+)3PO4, M(2+)3(PO4)2, and M(3+)PO4 (in zircono-
silicates, only M-MPEs possess this property [24]);

(ii) only M atoms are involved in the second coordi-
nation sphere of T atoms.

EXPERIMENTAL

In the present study, we carried out crystallochemi-
cal analysis of the large family of orthophosphates
MpêO4 (minerals and synthetic phases) and of the struc-
turally and chemically related family of orthoarsenates
MpAsO4 , whose detailed classification has been
unavailable. A comparative analysis and classification
of the compounds were performed using the modified
TOPOS 3.2 program package [30, 31]. The algorithm
of analysis includes the following steps.

The creation of a database of crystal structures of
phosphates and arsenates with the rank Rchem = 3. At
this stage, chemically and crystallographically different
compounds containing P and O atoms or As and O
atoms were taken from the Inorganic Crystal Structure
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Table 2.  Classification of phosphates and arsenates M(2+)3(TO4)2 by topological and structural types

Topological type, 
no.

Number of
T-PMEs Structural type Name of mineral

or modification Space group CC

Ba3(PO4)2 69450

Sr3(PO4)2 404438

Ba3(PO4)2 (6) 1 Pb3(PO4)2 R  m 28053

Ca3(PO4)2 200202

Ba3(AsO4)2 69449

Ca3(PO4)2 (7) 12 Ca3(PO4)2 α Modification P 21/a 923

Cd3(AsO4)2 (8) 2 Cd3(AsO4)2 P 21/c 14257

Cd3(PO4)2 (9) 6 Cd3(PO4)2 β Modification P 21/c 63548

Cd3(PO4)2 (10) 2 Cd3(PO4)2 C m c a 20202

Co3(AsO4)2 (11) 2 Co3(AsO4)2 High-temperature phase P 21/c 59000

Co3(AsO4)2 (12)
2 Co3(AsO4)2 P 21/c

23547

Ni3(AsO4)2 Xanthiosite 63709

Co3(PO4)2 (13)

1 Co3(PO4)2 P 21/n 38259

Mg3(PO4)2 Farringtonite P 21/c 31005

Zn3(PO4)2 γ Modification P 21/n 34303

Zn3(AsO4)2 β Modification P 21/c 404229

Co3(PO4)2 (14) 1 Co3(PO4)2 P 21/b 9850

Fe3(PO4)2 Sarcopside P 21/c 72049

Mg3(PO4)2 P 21/b 9849

Ni3(PO4)2 P 21/c 4269

Cr3(PO4)2 (15) 4 Cr3(PO4)2 P 21 21 21 406829

Cu3(AsO4)2 (16) 1 Cu3(AsO4)2 Lammerite P 21/a 201733

Cu3(AsO4)2 (17)
2 Cu3(AsO4)2 P 21/c

24198

Zn3(AsO4)2 α Modification 404199

Cu3(PO4)2 (18)
1 Cu3(PO4)2

˙P 
68811

Cu3(AsO4)2 63057

Fe3(PO4)2 (19) 2 Fe3(PO4)2 Graftonite P 21/c 79906

Hg3(PO4)2 (20) 2
Hg3(PO4)2 P 21/c 4273

Hg3(AsO4)2 P 21/c 72527

In3(PO4)2 (21) 1 In3(PO4)2 I  3 d 66831

Mg3(PO4)2 (22) 4 Mg3(PO4)2 P 84710

Mn3(PO4)2 (23) 6 Mn3(PO4)2 P 21/c 23541

Ni3(AsO4)2 (24) 1 Ni3(AsO4)2 C m c a 63708

Pb3(PO4)2 (25) 1 Pb3(PO4)2 C 2/c 66379

Sn3(PO4)2 (26) 2 Sn3(PO4)2 P 21/c 966

Zn3(PO4)2 (27) 1 Zn3(PO4)2 α Modification C 2/c 27554

Zn3(PO4)2 (28) 2 Zn3(PO4)2 β Modification P 21/c 24192

1

4

1

Database (ICSD, released as of January 2001) using the
TOPOS program package. Of the total number of struc-
ture solutions present in the ICSD (588 and 150 com-
pounds containing M, P, and O atoms or M, As, and O
atoms, respectively), we chose anhydrous compounds
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
whose structures were completely established, have no
statistically disordered atoms, and contain only the TO4

tetrahedral groups (T = P or As). In addition, we
excluded two orthophosphates and two orthoarsenates
of monovalent mercury containing Hg–Hg bonds (in
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Table 3.  Classification of phosphates and arsenates M(3+)TO4 by topological and structural types

Topological type, no. Number of
T-PMEs

Structural
type

Name of mineral
or modification Space group CC

AlPO4(quartz) (29)

1 AlPO4 Berlinite

P 312

33742
FePO4 201795
GaPO4 30881
AlAsO4 Alarsite 67228
GaAsO4 50674

AlPO4(cristobalite) (30)

1 AlPO4

I 
24511

AlAsO4 24512
BAsO4 26891
AlPO4 C 2 2 21 16651
GaPO4 16652

AsPO4 (31) 1 AsPO4 P n m a 31879
FeAsO4 (32) 1 FeAsO4 P 21/n 73978

CrPO4 (33) 1

CrPO4 β Modification C m c m 62159
InPO4 16618
TiPO4 82283
TlPO4 16619
VPO4 82285
InPO4 β Modification P n m a 85579
CrAsO4 β Modification 62132
TiPO4 P 21/m 72714
MnAsO4 P 21/n 73489

CrPO4 (34)
2 CrPO4 α Modification

I m m a
60836

RhPO4 74726
BiAsO4 (scheelite) (35) 1 BiAsO4 Tetrarooseveltite I 41/a 30636

BiPO4 (36) 1
BiPO4 High-temperature phase

P 21/m
60522

SbPO4 62977
SbAsO4 23316

CePO4 (37) 1
CePO4 Rhabdophane

P 62 2 2
31563

LaPO4 31564
NdPO4 31565

CePO4 (huttonite) (38) 1

CePO4 Monazite

P 21/n

79748
EuPO4 79752
GdPO4 79753
LaPO4 79747
NdPO4 79750
PrPO4 79749
SmPO4 79751
BiPO4 67987
BiAsO4 Rooseveltite 27199

DyPO4 (zircon) (39)

1 DyPO4 Xenotime

I 41/a m d

79756
ErPO4 79758
HoPO4 79757
LuPO4 79761
ScPO4 74483
TbPO4 79755
TmPO4 79759
YPO4 79754
YbPO4 79760
DyAsO4 200228
LuAsO4 2506
TbAsO4 200230
YAsO4 Chernovite 24513
DyAsO4 I m m a 200229

4

CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Table 4.  Phosphates and arsenates containing mixed-valence M atoms in the mixed-valence state; classification by topolog-
ical and structural types

Topological types N TO4 Structural type Space group CC

M(1+), M(2+)

Cu2PO4 (40) 2 Cu2PO4 P 80181

M(2+), M(3+)

Cr7(PO4)6 (41) 3 Cr7(PO4)6 P 73261

Fe7(PO4)6 20765

M(4+), M(5+)

Nb2(PO4)3 (NASICON) (42) 1 Nb2(PO4)3 R  c 65658

Sb2(PO4)3 (43) 2 Sb2(PO4)3 P 21/n 72735

1

1

3

the Hg2 groups and Hg3 rings). Of 26 structural types of
the AlPO4 family, only types topologically analogous to
SiO2 (cristobalite and quartz), which are absent in the
Atlas of Zeolite Structure Types [18], were included in
the classification. A total of 73 phosphates and
31 arsenates were studied.

For each structure, the adjacency matrix was calcu-
lated and BUs were selected using the AutoCN pro-
gram [30]. At this stage, cation–anion interactions were
considered for the “main” faces of the Voronoi–
Dirichlet polyhedra of the atoms characterized by the
solid angles Ω ≥ 5% of the total solid angle of 4π stera-
dian. The adjacency matrices were calculated using the
method of intersecting segments and the Slater system
of atomic radii.

The statistical processing of the bond lengths for the
PO4 and AsO4 orthotetrahedra was performed using the
StatPack program [30]. Only those structures that were
established with an accuracy of Rf ≤ 5% and published
after 1970 were considered. As a result, 86 independent
PO4 tetrahedra and 28 independent AsO4 tetrahedra
were included in calculations, and 344 P–O bonds and
112 As–O bonds were analyzed.

The sequences {Nk} for the MTO representations of
each structure were calculated, and their topologies
were compared using the IsoTest program [30].

ANALYSIS OF THE TOPOLOGY OF CRYSTAL 
STRUCTURES

Classification of Topological Types 
by Main Families

Our study demonstrated that 104 crystal structures
of phosphates and arsenates belonging to 50 structural
types are distributed over 43 topological types. Most of
these types (39) belong to three main families
M(1+)3PO4, M(2+)3(PO4)2, and M(3+)PO4 (Tables 1–4).

The M(2+)3T2O8 family is characterized by the
largest number of topological types (23), which is
almost one-half of their total number. Fifteen chemi-
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
cally different M(2+) atoms, which form the series Mg–
Ca–Sr–Ba, Zn–Cd–Hg, Cr–Mn–Fe–Co–Ni–Cu, Sn,
Pb, and In (the oxidation state +2 is atypical of the latter
element), are involved in the structural formation.

The M(3+)TO4 family. Phases with the simplest T :
M stoichiometry of 1 : 1 belong to 11 topological types.
The crystal structures are formed with the participation
of the M atoms in the characteristic oxidation state 3+,
such as B–Al–Ga–In–Tl and Sc–Y–La…Lu, and also
with the participation of the Ti, V, Cr, Mn, Fe, Cu, Rh,
and As–Sb–Bi atoms (in the lower oxidation state).

The M(1+)3TO4 family. Five types of phases were
revealed with the maximum content of T atoms: T : M =
1 : 3. These compounds are formed with the participa-
tion of the M atoms, for which the oxidation state 1+ is
the most typical (Li, Na, Ag, and Tl).

The M(m+)–M(m + 1+)–T–é family. In four topo-
logical types of structures, the mixed-valence state of
atoms was revealed. This state is typical of the
Cr(2+/3+) and Fe(2+/3+) atoms (in M7(PO4)6) and
Cu(1+/2+) atoms in Cu2PO4 and is rather rare for
Nb(4+/5+) and Sb(4+/5+) in M2T3é12.

Systematics and Characteristic Features 
of the Topology of T-PMEs

In Tables 5–7, the structural types are classified by
the number of topologically different T-PME types into
three groups (with one, two, and more T-PMEs). In
each group, the structural types are hierarchically
ordered according to the first members of the CSs for T
atoms. When ordering the T nodes in structures with
several topological sorts of T-PMEs, the corresponding
values of Nk were averaged for different T-PMEs. The
ordering numbers of the T atoms correspond to those
used in the structure solutions. It was found that the
number of topological sorts of T-PMEs in the ortho-
structures (Tables 5–7) varies from 1 to 12.
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Table 5.  Coordination sequences for T atoms in the structures of orthophosphates and arsenates with one topological sort of
T-PMEs

Topological 
type CC

Coordi-
nation 

number 
of M

Atom 
T

Coordination sequence Nk (k = 1–12)

1 2 3 4 5 6 7 8 9 10 11 12

Series with N2 = 3.4

AsPO4 31879 3 P(1) 4 3 6 6 18 9 15 12 33 15 24 18

AlPO4 24511 4 P(1) 4 4 12 12 36 24 60 42 108 64 148 92

AlPO4 33742 4 P(1) 4 4 12 12 36 30 84 52 124 80 196 116

Nb2(PO4)3 65658 6 P(1) 4 4 20 16 44 26 112 66 152 70 268 150

Series with N2 = 5

FeAsO4 73978 5 As(1) 4 5 19 18 50 39 111 75 179 113 276 169

Series with N2 = 6

Zn3(PO4)2 27554 4 P(1) 4 6 16 19 46 47 95 74 149 128 234 169

CrPO4 62159 6 P(1) 4 6 26 24 64 56 154 96 226 152 368 216

CePO4 31563 8 P(1) 4 6 32 30 88 68 184 124 308 196 476 294

DyPO4 79756 8 P(1) 4 6 36 34 92 62 180 122 300 182 444 266

BiPO4 60522 8 P(1) 4 6 36 38 118 86 230 150 378 234 566 338

Series with N2 = 7

Cu3(PO4)2 68811 4–5 P(1) 4 7 23 28 64 61 132 107 208 168 322 239

Co3(PO4)2 38259 5–6 P(1) 4 7 24 27 62 61 134 106 204 174 343 246

Co3(PO4)2 9850 6 P(1) 4 7 27 37 85 81 179 146 293 237 448 337

CePO4 79748 9 P(1) 4 7 42 42 126 94 251 167 420 266 630 379

Series with N2 = 8

Cu3(AsO4)2 201733 4–6 As(1) 4 8 30 36 82 76 171 146 285 221 438 333

BiAsO4 30636 8 As(1) 4 8 44 42 112 84 228 150 376 240 568 342

Series with N2 = 9

Ni3(AsO4)2 63708 6 As(1) 4 9 33 36 80 76 173 141 271 217 431 314

In3(PO4)2 66831 8 P(1) 4 9 40 50 125 116 260 221 455 359 698 524

Series with N2 = 10

Pb3(PO4)2 66379 9–10 P(1) 4 10 49 60 149 135 304 253 512 391 769 578

Ba3(PO4)2 69450 10–12 P(1) 4 10 54 68 181 161 367 302 615 469 925 692

Series with N2 = 12.13

Li3PO4 10257 4 P(1) 4 12 25 44 67 96 130 170 214 264 319 380

Li3PO4 79427 4–5 P(1) 4 12 26 46 73 106 145 190 243 302 365 434

Ag3PO4 201361 4 P(1) 4 12 28 50 76 120 172 218 284 344 448 546

Tl3PO4 60780 5 P(1) 4 12 28 53 92 131 176 236 305 374 443 527

Na3PO4 33718 4–7 P(1) 4 13 34 64 108 166 242 330 443 561 707 857
Classification of Topological Types of Structures 
by the Number of Topological Types of T-PMEs

The M(1+)3TO4 and M(3+)TO4 families include
the topologically simplest structures. Thus, all topolog-
ical types of the structures from the M3TO4 family (five
types) and almost all types of MTO4 (11 types) are char-
acterized by the simplest topology with one type of
T-PME. Two topological types of T-PMEs were found
only in the CrPO4-type structures.
C

The M(2+)3T2O8 family. Of 23 structural types,
nine phases contain one T-PME and nine phases have
two topologically different T-PMEs. This family
includes four structural types characterized by the most
complex topology, namely, with four (two structural
types), six, and twelve types of T-PMEs.

The M(m+)–M(m + 1+)–T–é family. Of four types
containing M atoms in the mixed-valence state, one
compound, Nb2(PO4)3, has a topologically simple
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Table 6.  Coordination sequences for T atoms in the structures of orthophosphates and arsenates with two topological sorts
of T-PMEs

Topological 
type CC

Coordi-
nation 

number 
of M

Atom
T

Coordination sequence Nk (k = 1–12)

1 2 3 4 5 6 7 8 9 10 11 12

Sb2(PO4)3 72735 6 P(3) 4 4 20 16 44 28 124 72 164 76 292 162

P(1, 2) 4 4 20 17 48 28 120 70 160 76 296 163

CrPO4 60836 6 P(2) 4 5 22 23 60 48 134 99 228 147 356 235

P(1) 4 6 24 24 60 52 144 106 254 166 384 236

Sn3(PO4)2 966 4–7 P(2) 4 6 22 25 59 64 146 126 251 20 390 298

P(1) 4 6 25 29 66 65 140 127 260 20 392 294

Zn3(PO4)2 24192 5, 6 P(2) 4 6 24 30 69 66 143 121 252 201 390 307

P(1) 4 8 29 34 80 73 158 134 268 219 412 314

Cu3(AsO4)2 24198 5, 6 As(1) 4 7 25 29 70 66 140 119 241 198 369 274

As(2) 4 8 28 31 72 72 151 121 244 198 372 282

Fe3(PO4)2 79906 5, 6 P(2) 4 7 26 34 78 71 154 128 264 216 397 303

P(1) 4 8 30 34 76 73 160 134 269 218 410 307

Hg3(PO4)2 4273 5–7 P(1) 4 7 29 39 97 91 201 174 353 272 523 391

P(2) 4 8 32 40 96 91 204 168 336 271 521 393

Cd3(AsO4)2 14257 5, 6, 8 As(2) 4 7 29 40 103 97 206 180 366 291 558 423

As(1) 4 8 32 41 96 93 208 172 346 283 540 414

Cu2PO4 80181 3–6 P(2) 4 8 23 29 58 66 117 117 210 194 301 267

P(1) 4 8 24 33 67 72 124 120 199 192 313 281

Co3(AsO4)2 59000 5, 6 As(1) 4 8 29 32 76 72 151 129 262 210 392 296

As(2) 4 8 30 34 77 77 163 131 266 214 397 304

Co3(AsO4)2 23547 6 As(1) 4 7 27 34 77 75 165 140 280 218 420 324

As(2) 4 9 33 39 87 80 173 148 291 222 430 332

Cd3(PO4)2 20202 6–8 P(1) 4 8 32 40 96 92 208 176 362 302 586 426

P(2) 4 8 34 44 107 99 216 183 373 289 561 443
structure (with one type of T-PME). In the MT frame-
work of this compound, the M octahedra share only ver-
tices with the T tetrahedra. Three other orthophosphates
have T-PMEs of two types each, and one orthophos-
phate (Cr7(PO4)6) is characterized by T-PMEs of three
types.

Structures with One Type of T-PMEs

Table 5 gives the hierarchical classification of
25 topological types belonging to different families,
which contain one topological type of T-PMEs. The
structures are divided into eight groups according to the
range in which the number of M atoms on the T-PME
surface varies. The number of M atoms on the surface
of the T tetrahedron (N2) varies from 3 to 13, except for
N2 = 11. All the types of T-PMEs with the above-men-
tioned values of N2 are shown in Fig. 2. Examples of
selected polyhedral T-PMEs containing the M polyhe-
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
dra with coordination numbers from 3 to 9 are shown in
Fig. 3.

The total differentiation of 23 out of 25 topological
types takes place in the third coordination sphere. As
for the remaining two types, a high topological symme-
try was found (the CSs are identical up to the fifth coor-
dination sphere) for the AlPO4 phases containing the
BU tetrahedra. The latter types are topologically analo-
gous to the SiO2 frameworks (the structures of cristo-
balite and quartz).

As mentioned above, the values of N3 correspond to
the number of oxygen atoms bound to the M atoms
located on the T-PME surface. In the topological types
under consideration, the minimum value of N3 (6) cor-
responds to the O atoms present in the environment of
three As atoms with a coordination number of 3, and
N3 = 12 corresponds to the O atoms belonging to four
isolated Al tetrahedra, which surround the central P tet-
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Table 7.  Coordination sequences for T atoms in the structures of orthophosphates and arsenates with three or more topolog-
ical sorts of T-PMEs

Topological 
type CC

Coordi-
nation 

number 
of M

Atom
T

Coordination sequence Nk (k = 1–12)

1 2 3 4 5 6 7 8 9 10 11 12

Cr7(PO4)6 73261 5, 6 P(1) 4 6 26 28 70 60 151 111 254 177 382 256

P(3) 4 7 28 28 70 60 153 111 250 181 398 258

P(2) 4 7 28 28 73 62 150 111 252 177 394 264

Mg3(PO4)2 84710 5–7 P(4) 4 7 28 34 80 76 170 147 306 250 480 360

P(2) 4 8 30 37 91 84 180 157 326 257 485 369

P(3) 4 8 32 36 86 86 181 153 312 249 494 379

P(1) 4 8 33 40 90 91 196 162 329 263 512 385

Cr3(PO4)2 406829 5, 6 P(2) 4 7 28 35 79 75 163 143 293 224 424 321

P(4) 4 8 28 32 76 76 162 135 269 211 414 318

P(3) 4 8 30 31 69 75 167 133 267 217 413 320

P(1) 4 9 32 32 74 75 164 138 274 218 416 326

Mn3(PO4)2 23541 5, 6 P(5) 4 7 28 34 80 80 168 143 299 243 467 370

P(6) 4 7 28 35 83 81 170 145 302 241 471 372

P(4) 4 7 29 37 86 89 188 163 337 255 499 394

P(1) 4 8 29 39 92 87 195 166 321 268 518 387

P(3) 4 8 29 39 93 87 188 160 325 264 509 389

P(2) 4 8 30 39 91 82 178 153 315 260 495 376

Cd3(PO4)2 63548 5–7 P(3) 4 7 28 35 84 83 173 148 313 254 486 380

P(2) 4 7 28 36 87 84 177 153 324 258 499 391

P(1) 4 7 29 37 90 93 196 169 345 264 533 417

P(5) 4 8 30 41 99 92 200 170 342 277 538 410

P(6) 4 8 31 42 98 87 193 168 336 272 516 392

P(4) 4 8 31 42 99 93 207 176 350 285 545 408

Ca3(PO4)2 923 6–9 P(11) 4 7 33 42 100 90 196 176 369 288 556 427

P(12) 4 8 30 37 94 90 204 171 356 291 564 424

P(10) 4 8 31 36 93 91 211 177 354 292 565 426

P(6) 4 8 31 38 97 93 210 174 342 282 563 423

P(2) 4 8 31 40 104 96 214 179 357 297 580 428

P(8) 4 8 32 37 87 86 197 173 364 285 552 415

P(4) 4 8 32 37 88 87 192 168 360 282 552 421

P(3) 4 8 32 43 104 91 204 180 376 287 550 428

P(5) 4 8 33 38 89 88 201 170 346 276 554 421

P(7) 4 8 34 40 92 88 202 170 350 279 532 407

P(9) 4 8 35 39 92 92 208 182 375 295 575 435

P(1) 4 8 35 41 95 96 215 180 374 301 604 455
rahedron in the modifications of AlPO4. The maximum
value of N3 (54) listed in Table 5 corresponds to the
O atoms of ten Ç‡én polyhedra on the surface of the T
tetrahedron in the Ba3(PO4)2 structure.
C

Structures with Two Types of T-PMEs

Table 6 gives the classification of 11 topological
types with two types of T-PMEs. The number of
M atoms on the T-PME surface varies within a narrower
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Fig. 2. T-PMEs in the crystal structures of uninodal orthophosphates and arsenates.
range (N2 = 4–9) compared to that observed for the
phases with one type of T-PMEs.

The phosphorus atoms in the Sb2(PO4)3 structure are
characterized by the minimum indices {N1, N2} = {4, 4}.
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
The framework of this phosphate, like that of
Nb2(PO4)3 (Table 5), is formed of the octahedra and tet-
rahedra with shared vertices and its topology is identi-
cal to that of the Li-containing superionic conductor
Li3Fe2P3O12 [32]. It should be noted that it this the only



338 ILYUSHIN, BLATOV
Fe(2)

Fe(2)Fe(2)

Fe(2)

Fe(2)

Fe(2)

Fe(2)

La(1)

La(1)

La(1)

La(1)

La(1)

La(1)

La(1)

Cu(1)

Cu(1)

Cu(2)

Cu(2)

Cu(2)

Cu(2)
Cu(2)

Cu(2)

Bi

Bi

Bi
Bi

Bi

Bi Bi
Bi

Ni(2) Ni(2)

Ni(2)

Ni(2)

Ni(2)

Ni(2)

Ni(1)Ni(1)

Ni(1)

In(1)

In(1)In(1)

In(1)In(1)

In(1) In(1) In(1)In(1)

Ca(2)

Ca(2)

Ca(2)
Ca(2)

Ca(2)

Ca(2)

Ca(2)
Ca(1)

Ca(1) Ca(1)

Pb(2)

Pb(2) Pb(2)

Pb(2)

Pb(2)

Pb(2)

Pb(2)

Pb(1)

Pb(1) Pb(1)

Ba(1)

Ba(2)

Ba(2)

Ba(2)

Ba(2)

Ba(2)

Ba(2)

Ba(2)
Ba(1)

Ba(1)

Li(1)
Li(2)

Li(1)

Li(1)

Li(1)

Li(1)

Li(1)Li(2) Li(2)

Li(2)
Li(1) Li(1)

Li(1) Li(1)

Li(1)

Li(1)

Li(1)

Li(1)

Li(1) Li(1)
Li(2)

Li(2) Li(2)

Li(2)

Ag(1)
Ag(1)

Ag(1)

Ag(1)

Ag(1)

Ag(1)
Ag(1)

Ag(1)

Ag(1)

Ag(1)

Ag(1)

Fe2(PO4)2 (sarcopside) LaPO4-CePO4 (monazite) Cu3(AsO4)2

BiAsO4 (scheelite) Ni3(AsO4)2 In3(PO4)2

Ca3(PO4)2 Pb3(PO4)2 Ba3(PO4)2

Li3PO4 (low-temperature Li3PO4 (high-temperature Ag3PO4

Fig. 2. (Contd.)
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Fig. 3. Examples of polyhedral T-PMEs containing M polyhedra with the coordination numbers from 6 to 9.

coordination number is 6 coordination number is 8

coordination number is 8 coordination number is 9
example in this group of compounds under consider-
ation where crystallographically different T atoms
belong to the same topological type.
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The most characteristic sets of indices {N1, N2} =
{4, 7}, {4, 8} and {4, 8}, {4, 8} were found for four and
three topological types, respectively.
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Table 8.  Topological types of MPO4 and MAsPO4 containing M atoms with the coordination number of M atoms of 9 or 8*

Type
Coordi-
nation 

number
La Ce Bi Pr Nd Pm Sm Eu Gd Tb Dy Ho Y Er Tm Yb Lu Sc 

Phosphates
ZIR 8 – – – – – – – – – + + + + + + + + +
HUT 9 + + + + + + + + + +c* +c – – – – – – –
P6222 8 + + – – + – – – – – – – – – – – – –
P21/m 8 – – +** – – – – – – – – – – – – – – –

Arsenates
ZIR 8 – – – – – +c +c +c +c + + +c + +c +c +c + +c

HUT 9 +c +c + +c – – – – – – – – – – – – – –
SHE 8 – – + – – – – – – – – – – – – – – –

  * Reference data were taken from [14]. The M(3+) atoms in the upper row are arranged in decreasing descending order of the unit-cell vol-
umes of the compounds. The topological types are denoted as proposed in the study [24].

** High-temperature phase.
In all structures, the total differentiation of the topol-
ogy of the coordination spheres of T atoms occurs
already in the third coordination sphere, except for
Sb2(PO4)3. In the structure of this compound, the topo-
logically nonequivalent phosphorus atoms have equal
values of {Nk} at k = 1–3.

Structures with Three or More Types of T-PMEs

Table 7 lists six topological types of orthophos-
phates. Five of these types belong to the M3T2O8 family,
and only one type has a unique stoichiometric compo-
sition (M7P6O24). It should be noted that only one struc-
tural type has two representatives, namely, the
M7(PO4)6 family (M = Cr or Fe) with three types of
T-PMEs. The compounds Mn3(PO4)2 and Cd3(PO4)2
with six types of T-PMEs have similar structures. The
structural types from the M3T2O8 family with M = Mg
or Cr (containing four types of T-PMEs) and with M =
Ca (containing 12 types of T-PMEs) are unique.

The number of M atoms on the T-PME surface (N2)
varies from 6 to 9. For all T-PMEs in the structures of
the M3T2O8 family, the number of M atoms on the sur-
face varies from 7 to 9. It should be noted that the dif-
ferentiation of some types of T-PMEs in Cr7(PO4)6,
Mn3(PO4)2, and Ca3(PO4)2 occurs only after the fourth
coordination sphere.

Comparison of the Structural Types of 
Orthophosphates and Orthoarsenates

On the basis of the data listed in Tables 1–7, the fol-
lowing differences in the topology of the structures of
the orthophosphate and orthoarsenate phases can be
revealed:

(i) 21 types are characteristic of orthophosphates;
C

(ii) eight types are characteristic of orthoarsenates;
(iii) 14 types are common to orthophosphates and

orthoarsenates.
The structures of orthoarsenates are crystallograph-

ically simpler than those of orthophosphates. Thus,
eight unique structural types of arsenates and 14 types
of arsenates isostructural with phosphates have only
one or two different types of T-PMEs, unlike 3, 4, 6, and
12 types of T-PMEs for phosphates.

A substantially larger number of structural types of
phosphates (21) is associated with a larger diversity of
structural modifications, which are particularly charac-
teristic of phosphates belonging to the M3T2é12 family.
The phosphates Zn3(PO4)2 and Mg3(PO4)2 have three
modifications each: I with C2/c, II with P21/c, and III
with P21/c (farringtonite) for the former phosphate and
I with P21/n (farringtonite), II with P21/b (sarcopside),

and III with  for the latter phosphate. The phos-
phates Fe3(PO4)2, Co3(PO4)2, and Cd3(PO4)2 have two
modifications each. Among arsenates, the dimorphism
was found only for Co3(AsO4)2 and Cu3(AsO4)2.

Analysis of the structures of five topological types
of the phases with the simplest stoichiometric compo-
sition MTO4 (the coordination number of M is 8 or 9)
(Table 8) led to the following conclusions:

(i) a decrease in the size of the TO4 tetrahedron, on
passing from arsenates to phosphates, leads to the
expected shift of the boundary of the structural transi-
tion huttonite  zircon (according to [16], HUT 
ZIR) to smaller sizes of the rare-earth atoms;

(ii) phosphates of early rare-earth elements belong
to another structural type (sp. gr. P6222), which is not
observed for arsenates;

(iii) for Bi(3+) atoms, which are large in size, the
differences in the sizes of the tetrahedra manifest them-

P1
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selves in the crystallization of scheelite-type arsenate
(SHE [16]), in which the AsO4 polyhedra do not share
edges with the BiO8 polyhedra (Fig. 4a), and phosphate
(sp. gr. P21/m), in which shared edges are present
(Fig. 4b).

The average bond lengths for the PO4 and AsO4 tet-
rahedra are 1.54(3) Å (P–O) and 1.69(2) Å (As–O). In
addition to the above-considered effect of the size of the
PO4 and AsO4 tetrahedra both on the shift of the bound-
ary of the HUT  ZIR phase transition and the for-
mation of topologically different structural types (char-
acteristic only of phosphates or arsenates), the geomet-
ric characteristics of the tetrahedra can be used to
precisely estimate the differences in the bond lengths of
the terminal and bridging O atoms in diorthophos-
phates and arsenates (i.e., in the O3T–O–TO3 groups) as

X

Y

Z

Y

X

(a)

(b)

Bi

P

As

Bi

Fig. 4. Fragments of the (a) BiPO4 and (b) BiAsO4 struc-
tures.
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well as in any other structures of condensed phosphates
and arsenates.

CONCLUSIONS

The classification scheme proposed by us differenti-
ates the largest classes in the Bragg classification and
allows one to solve topical problems of crystal chemis-
try related to the simulation of self-organization pro-
cesses of crystal-forming systems. Primarily, a large
number of orthostructures of phosphates (and arsen-
ates) were divided into subsets with equal chemical
ranks of complexity. Then, the structures were differen-
tiated and arranged in order of increasing crystal-
lochemical complexity by the number of topologically
different T-PMEs. The numbers of the M polyhedra,
which form the local region of a periodic 3D ortho-
structure together with the TO4 tetrahedra, were deter-
mined, and their geometric types were identified. By
going from the consideration of the simplest building
units (tetrahedra and M polyhedra) to the analysis of
invariant suprapolyhedral clusters using the theory of
graphs for their representation, one, in fact, synthesizes
the Pauling and Wells models of crystal structures.
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Abstract—High-resolution transmission electron microscopy (HRTEM) and HRTEM simulation by the Bloch
wave method (JEMS) are used to determine the structure and thickness of micro- and nanocrystals of biomin-
erals and hydroxyapatite grown from aqueous solutions. It is established that thin (from one to several lattice
parameters) crystals, including hydroxyapatite in mineralized biological tissues, are usually formed in low-tem-
perature (up to 40°C) solutions. Relatively thick (up to several tens of lattice parameters) crystals grow only in
high-temperature (~95°C) aqueous solutions. HRTEM simulation showed that crystals with a thickness exceed-
ing one lattice parameter consist of nanograins misoriented with respect to one another along various directions
within an angle of 0.7°. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Comparative characterization of the structure and
morphology of hydroxyapatite crystals precipitated as a
result of the chemical reaction between calcium and
phosphate ions in aqueous solutions under various con-
ditions is important for understanding the mechanisms
of crystal growth, including biomineralization and opti-
mization of technology of production of synthetic bio-
materials. High-resolution electron microscopy
(HREM) allows one to study material structures on the
nanometer scale using fast Fourier transform (FFT) of
images. The respective diffractograms (FFT) contain
the information on the crystal lattice and sample orien-
tation. Simulation of HRTEM images for the known
crystal lattice and the zone axis allows one to determine
the sample structure on the subnanometer scale and its
dimensions along three directions, which, in turn,
allows one to follow the mechanism of crystal growth.

The characteristic feature of hydroxyapatite (HAP)
morphology is the pronounced shape anisotropy—thin
crystalline plates are elongated in the [0001] direction.
Two plate parameters (length and width) can readily be
determined from the electron microscopy images,
whereas the third parameter—crystal thickness—can-
not be determined directly and accurately from micro-
graphs. Thus, all attempts to determine the minimum
dimension by orienting a crystal with its large face rig-
orously parallel to the beam have failed, because crys-
tals in this position acquire a considerable charge, and
crystal irradiation induces sample drift and deforma-
tion. Therefore, one has to determine the thickness on
1063-7745/04/4903- $26.00 © 20343
an “in-plane” oriented crystal. The use of thickness
contours, stereopairs, and convergent-beam electron
diffraction patterns [1, 2] in the thickness range of sev-
eral nanometers (characteristic of precipitated
hydroxyapatite crystals) is not possible either. Analysis
of the intensities of X-ray energy-dispersion spectra [3]
cannot help either, because of possible lattice distortion
caused by radiation damage produced by a focused
beam.

Thus, one of the most informative and least destruc-
tive methods of determination of the thickness of thin
HAP crystals is HRTEM simulation and the subsequent
comparison of the simulated images with the known
experimental data for their best fitting at the set thick-
ness of the object. Earlier [4–6], we applied this method
for determining thickness in the identification of cal-
cium phosphate crystals. However, simulation of some
images or some regions of these images gave no satis-
factory agreement with the experimental data because
of the high sensitivity of crystals to irradiation with
electrons, crystal bending, and block structure, which
considerably hindered the rigorous orientation of the
zone axis. All these difficulties required the introduc-
tion of new parameters in image simulation and, first of
all, a parameter that would describe the deviation of the
crystal orientation from the zone axis associated with
possible grain misorientation or crystal bending. Thus,
in addition to the three necessary parameters (crystal
structure, sample thickness, and defocus), one has also
to take into account crystal orientation (both its ampli-
tude and azimuthal angle). For attaining better agree-
ment between the calculations and experiment, we also
004 MAIK “Nauka/Interperiodica”



 

344

        

SUVOROVA 

 

et al

 

.

                                      
took into consideration a possible drift and vibrations
of the sample. The correction for astigmatism was
introduced directly in the process of electron micros-
copy investigation.

The present study demonstrates good possibilities
of the modified simulation software for description of
rather complicated situations arising in the interpreta-
tion of HRTEM images of large multiatomic unit cells
with a large number of light atoms, such as
Ca10(OH)2(PO4)6. The estimates of small thickness
(one lattice parameter) of as-grown crystals and the
subnanostructure determined show that attempts to
establish the growth mechanism of thin crystals by
studying their morphology and structure using HRTEM
images are quite justified, as they allow one to work at
a near-atomic level.

MATERIALS AND METHODS

Hydroxyapatite crystals were precipitated from
dilute aqueous solutions as a result of the chemical
reaction between calcium chloride and potassium dihy-
drophosphate at pH = 5.5–7.5 and various rates of mix-
ing the initial solutions in the temperature range T =
25–95°C [4–6]. Precipitated crystals were washed in
distilled water, dried, and transferred onto copper grids
preliminarily coated with carbon films for further elec-
tron microscopy study. No additional thinning was
used, because the crystals were sufficiently thin for
electron diffraction analysis and obtaining high-quality
HRTEM images.

Biosamples (mineral precipitates on cardiac valves)
were prepared in the same way as the samples synthe-
sized in aqueous solutions. The samples of bone tissues
(bovine limbs and pieces of broken bones from various
parts of the human spine) were washed for several days
in the sodium chloride solution and dried. Then, the
samples, about 2 × 2 × 2 mm in size, were filled up with
epoxy resin so that it penetrated the sample pores.
Using the method of ultramicrotomy and a diamond
knife, we obtained thin (50–70 nm) slices of the solidi-
fied composite thus prepared. It should be noted that, to
avoid possible artifacts in electron diffraction analysis
and interpretation of HRTEM images, none of the indi-
cated samples was stained or coated either with carbon
or metal film.

The samples were studied on a Philips CM300UT
FEG high-resolution electron microscope. The images
were obtained with the aid of a CCD Gatan797 camera
(1024 × 1024 pixel × 14 bit). The experimental images
were quantitatively processed using the Digital Micro-
graph 3.6.1 computer program.

Electron diffraction patterns and HRTEM images
were analyzed and interpreted based on their simula-
tion using the Java Electron Microscopy Simulation
(JEMS) software [7] for hexagonal hydroxyapatite
crystals (sp. gr. ê63/m) with the lattice parameters a =
0.942 nm and x = 0.688 nm [8].
C

JEMS SIMULATION OF HRTEM IMAGES

JEMS [7] is a multifunctional software designed for
simulating HRTEM images (by the multislice and
Bloch-wave methods), single-, polycrystal, and conver-
gent-beam electron diffraction patterns (within the
frameworks of both kinematical and dynamical theo-
ries), transfer functions for all the types of electron
microscopes, and constructing crystallographic models
of various substances in both direct and reciprocal
spaces, stereographic projections, and three-dimen-
sional images. In comparison with the earlier EMS sim-
ulation software [9], the recent version, written in the
Java language for a new user’s graphic interface, allows
one to vary any sample or image parameter at any
moment. Setting the necessary parameters, it is possi-
ble to observe, e.g., the changes in HRTEM images in
real time. An important advantage of JEMS is the high
speed of computations and new possibilities for inter-
preting results associated with sample drift, vibrations,
tilt, astigmatism, and image shift. In studies of the com-
positions of multiphase systems, JEMS allows one to
analyze electron diffraction patterns and identify the
constituent phases in a large number of compounds
simultaneously. Thus, in order to confirm the presence
of the hydroxyapatite phase, each electron diffraction
pattern obtained was compared with 15 calculated dif-
fraction patterns of different modifications of calcium
phosphate.

We used JEMS to simulate electron diffraction pat-
terns, HRTEM images, and their diffractograms. The
procedure of simulation of HRTEM images consisted
in the following. First, we input into the program the
following parameters of the microscope used (e.g., of a
Philips CM300UT FEG microscope):

—accelerating voltage 300 kV,
—spherical-aberration coefficient 0.65 mm,
—chromatic-aberration coefficient 1.2 mm,
—resolution at a 45-nm-Scherzer defocus of

0.17 nm,
—divergence of the electron beam (half-illumina-

tion angle) 0.8 mrad, and
—deviation from the focus distribution 4.0 nm.
The parameters for simulating images, namely, the

initial defocus, the step in the defocus variation, the set
of defocus values, the dimensions of the simulated
images along the x and y directions, and the level of ran-
dom noise were set directly in the process of simula-
tion; the number of iterations determined the crystal
thickness.

JEMS allows one to study the effect of the incident-
beam tilt either by displacing the objective-lens aper-
ture or by tilting the sample. In the present study, we
assumed that the incident beam is normal to the sample
surface and considered only the effect of the beam devi-
ation from the zone axis. The crystal tilt in the JEMS
program is described by positioning the Laue circle
center (CLC) in the reference system of reflection indi-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004



        

HRTEM SIMULATION IN DETERMINATION OF THICKNESS 345

                                          
10 nm–1

(a) (b)

Fig. 1. Effect of the sample tilt on the electron diffraction pattern: (a) sample is oriented rigorously (no tilt) along the [100] zone
axis, (b) sample is tilted at an angle of 0.66° to the [100] direction, with the CLC being located at the point with the coordinates
0, 0, –4.02. The closest zone axis is [60, 0, –1].
ces that can be both integral, coinciding with the reflec-
tion coordinates, or fractional. To distinguish the reflec-
tion indices from the CLC coordinates, the latter are
separated in the JEMS program by commas, whereas
the negative values are preceded by a minus sign and
negative reflection indices are indicated by bars. In
Fig. 1a, the CLC lies at 0, 0, 0 with the circle radius
tending to zero for the exact setting of the axis zone.
Figure 1b shows that the crystal orientation is close to
the zone axis [100]: the crystal is tilted by an angle of
0.66° to the [001] direction; in this case, the CLC coin-

cides with the 00  reflection with the coordinates
0, 0, −4.02 and the radius equal to . In this exam-
ple, we used a hydroxyapatite crystal lattice.

Sample drift and vibrations are usually induced by
the charge and radiation damages of a crystal and pro-
duce a considerable effect on the contrast of the
HRTEM images at the given thickness and defocus. We
used the advantage of the JEMS program when study-
ing this effect by introducing numerical values of drift
and vibrations along various directions during simula-
tion in order to attain the best possible correspondence
between the observed and calculated images. However,
it should be noted that the effect of a crystal tilt is con-
siderably more pronounced than all the other possible
effects—image shift and sample drift and vibrations,
and, therefore, at the first stages of simulation, we took
into account only the crystal tilt and, if necessary, intro-
duced into consideration all the remaining parameters
at the following stages.

MEASUREMENTS OF THICKNESS 
OF THIN CRYSTALS

Crystals synthesized in solutions. Thin platelike
hydroxyapatite micro- and nanocrystals up to 0.5 µm in
length were obtained by precipitation in low-tempera-
ture (<40°C) solutions. We shall show that the thick-

4
g

004
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ness of such crystals usually do not exceed three
hydroxyapatite lattice parameters.

The series of HRTEM images of [ ]-oriented
hydroxyapatite crystal calculated for various values of
thickness and defocus by the Bloch wave method are
shown in Fig. 2a. Roman numeral I indicates the
images simulated for the exact position of the zone axis
with no allowance made for vibrations, II indicates the
images calculated for crystals misoriented with respect
to the zone axis by 0.81°, with the CLC being located
at the point with the coordinates 0, 0, –0.5, and, finally,
images III were calculated with due regard for the sam-
ple tilt and vibrations along the y axis with the ampli-
tude 0.06 nm. The comparison of all the calculated
images with the experimentally obtained image in
Fig. 2b showed that it was absolutely necessary to take
into account the tilt and vibrations of the sample while
estimating its thickness. The best agreement was
attained for the image calculated for a 0.8-nm-thick
crystal with the defocus 45 nm, at the 0.81° tilt to the

[ ] zone axis, and the vibration amplitude 0.06 nm.
It is seen that the ideal (I) and real (III) images consid-
erably differ.

1100

1100

Table 1.  Conditions for simulating HRTEM images of hy-
droxyapatite crystals and attaining the best possible match of
the calculated image to the experimental micrograph shown
in Fig. 3b

Region CLC Tilt angle, deg

T0 Without tilt, drift, and vibrations

t1 (0, 0.04, –2.82) 0.47

t2 (0, 0, –4) 0.66

t3 (0, 0.04, –2.79) 0.46

t4 (0, 0.04, –4.61) 0.76
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Fig. 2. (a) Images of a hydroxyapatite crystal calculated at the orientation close to [ 100] at defocus ranging from 0 to 45 nm and
thickness ranging from 1 to 4 nm. (I) Simulation at the exact orientation (without sample tilt and vibrations), (II) simulation of the

crystal images for a sample tilted by an angle of 0.81° to the [ 100] zone axis (CLC coordinates are 0, 0, – 5). (III) simulated images

of a crystal tilted to an angle of 0.81° (CLC with coordinates 0, 0, –5) to the [ 100] zone axis and a vibration amplitude of y =

0.06 nm; (b) HRTEM image of a thin hydroxyapatite microcrystal with the zone axis close to the [ 100] direction and the simulated
image (inset A) obtained at a defocus of 45 nm and a crystal thickness of 1.0 nm, which illustrates the influence of the 0.81° tilt to

the [ 100] axis along the [000 ] direction and the sample vibrations with the amplitude x = 0.06 nm.
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Fig. 3. (a) Series of simulated images of hydroxyapatite crystals with the [2 0] zone axis obtained at a defocus of 45 nm in the
thickness range from 0.8 to 4.0 nm (from one to five unit-cell parameters); (b) HRTEM image of a thin hydroxyapatite crystal grown
in low-temperature solution. The t1–t4 insets show the calculated images for the [2 0] zone axis, defocus 45 nm, and thickness
1.5 nm (two unit-cell parameters). The simulation conditions and the misorientation angles are indicated in Table 1. Simulating the
images, we took into account vibrations with the amplitudes x = 0.085 and y = 0.052 nm and the sample drift 0.02 nm/s.

11

11

Conditions Without tilt, Tilt: CLC 

angle 0.66°

Tilt: CLC
(0, 0, –4)
+ vibrations
(x = 0.085 nm,
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+ drift [0.02 nm/s]

Thickness, 

4.0
(5 unit cells)

3.2
(4 unit cells)

2.5
(3 unit cells)

1.5
(2 unit cells)

0.8
(1 unit cell)

d/nm 4.5
t/nm 4

d/nm 4.5
t/nm 3.2

d/nm 4.5
t/nm 2.5

d/nm 4.5
t/nm 1.5

d/nm 4.5
t/nm 0.8

d/nm 4.5
t/nm 4

d/nm 4.5
t/nm 3.2

d/nm 4.5
t/nm 2.5

d/nm 4.5
t/nm 1.5

d/nm 4.5
t/nm 0.8

d/nm 4.5
t/nm 4

d/nm 4.5
t/nm 3.2

d/nm 4.5
t/nm 2.5

d/nm 4.5
t/nm 1.5

d/nm 4.5
t/nm 0.8

(a)

(b)

t0

t1

t2

t3

t4

0.688 nm
(0001)

0.815 nm
(0001)

–

nm

vibrations, 
and drift 

(0, 0, –4)
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004



 

348

        

SUVOROVA 

 

et al

 

.

   
[0001]

0000
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[0001] HAP

100 nm

Fig. 4. (a) Bright- and (b) dark-field images of a sample of bone tissue. White circle shows the 0002 reflection in which the dark-
field image was obtained.
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Figure 3a shows a series of images of a hydroxyap-

atite crystal obtained along the [2 0] direction. The
images were simulated for thickness ranging from 0.8
to 4.0 nm (i.e., from one to five unit-cell parameters) at
the defocus 45 nm. The left-hand column in Fig. 3a
shows the images calculated for the exact zone axis
without any sample tilt, drift or vibrations. The middle
column shows the images from a sample tilted by an
angle of 0.66° to the [0001] direction, which corre-
sponds to the CLC position at the point with the coor-

dinates 0, 0, –4 (  reflection), and, finally, the
right-hand column shows the images calculated with
due regard for small drift and vibrations of the sample.
This series of calculated images was compared with the
region A2 of the experimental micrograph in Fig. 3b.
The best agreement was achieved for 1.5- and 2.5-nm-
thick crystals with due regard for their drift and vibra-
tions along the x and y directions. The successive sim-
ulation of various regions of this image along the same
[0001] direction showed the maximum 0.76° tilt (inset

Ä4) to the [2 0] axis (Table 1). The result obtained
indicated that the crystal was bent along the [0001]
direction. For comparison, in the upper left-hand cor-
ner, the image simulated for the ideal case (no tilt, drift
or vibrations) is shown.

Biological hydroxyapatite crystals. We expected
that the thickness of hydroxyapatite crystals formed in
living organisms would not exceed the thickness of
these crystals synthesized in low-temperature solu-
tions. This assumption was confirmed by simulated
images.

The bright- (Fig. 4a) and dark-field (Fig. 4b) images
of bone tissues showed that nanocrystals in the sample
are textured along the [0001] direction coinciding with
the direction of collagen fibers, with the angle of nanoc-
rystal misorientation attaining values of ±30°. The
dark-field image obtained in the 0002 reflection
(Fig. 4b) clearly shows that the length of hydroxyapa-
tite crystals on the collagen fibers from bone tissues is
less than 15 nm. Simulated HRTEM images of individ-
ual hydroxyapatite crystals from bone tissues gave a
thickness equal to one unit-cell parameter. Figure 5
shows the HRTEM image of one of these crystals along

the [2 0] direction (determined from the diffracto-
gram) and the corresponding calculated image
(inset A) for the assumed thickness 0.8 nm, defocus

45 nm, and tilt angle to the [2 0] axis of about 0.11°

along the [01 0] direction.

The crystals of mineral precipitates formed on car-
diac valves were randomly orientated in agglomerates,
which is confirmed by the ring electron diffraction pat-
tern in Fig. 6 and were up to 0.5 µm in length. All these
facts make these samples similar to precipitates formed
in aqueous solutions, but different from the samples of
bone tissues. Thus, crystallization of hydroxyapatite

11

0004

11

11

11

1
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Fig. 5. HRTEM images of hydroxyapatite nanocrystals
from a sample of bone tissue. The images (inset A) were
simulated at the defocus 45 nm and the crystal thickness
0.8 nm, and the crystal was tilted by 0.11° to the given
direction. The arrows on the micrograph indicate the angu-
lar scatter in the texture, ±30°, consistent with the corre-
sponding electron diffraction pattern.

(a) (b)

100 nm

0.002

0.344 nm

0.31 nm

0.28 nm
0.27 nm

Fig. 6. (a) Hydroxyapatite crystals precipitated on the car-
diac aortic valve and (b) the corresponding electron diffrac-
tion pattern.
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crystals from aqueous solutions can be considered an
adequate model of pathological mineralization on car-
diac valves [10]. The common characteristic is the crys-
tal thickness, which does not exceed three lattice
parameters. Figure 7 shows an HRTEM image with the

zone axis close to the [2 0] direction, defocus 45 nm,

crystal thickness 0.8 nm, tilt angle to the [2 0] direc-

11

11

Fig. 7. Hydroxyapatite crystals precipitated on the cardiac
aortic valve: HRTEM image and the corresponding diffrac-
togram and the simulated image (inset A) obtained at the

[2 0] zone axis, the defocus 45 nm, the thickness 0.8 nm,

the tilt angle to the [2 0] direction 0.23°, sample vibra-
tions x = 0.085 nm and y = 0.052 nm, and sample drift
0.02 nm/s.
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tion 0.23°, amplitudes of sample vibration x = 0.085
and y = 0.052 nm, and sample drift 0.02 nm/s.

THICKNESS AND STRUCTURE OF “THICK” 
HYDROXYAPATITE CRYSTALS

The thickness of relatively thick (up to several tens
of nanometers) hydroxyapatite crystals that usually
formed in high-temperature (up to 95°C) aqueous solu-
tions considerably exceeds the thickness of crystals
precipitated in low-temperature solutions. Figure 8a
shows a thick hydroxyapatite crystal and its electron

diffraction pattern taken along the [ 100] zone axis.
The crystal length is about 1 µm, and its width is about
250 nm. The analysis of the corresponding HRTEM
image was made for the crystal part indicated by a light
square.

Simulation was started with the construction of a
series of images in the “defocus-thickness” coordi-
nates, with the thickness ranging from 1 to 100 nm and
defocus ranging from 0 to 60 nm for a rigorously ori-

ented [ 100] hydroxyapatite crystal. We selected from
this series only the images with defocus close to the
Scherzer value and, when necessary, simulated the
image for a crystal whose orientation deviated from the
exact zone axis of the sample. The results obtained are
presented in Fig. 8b. It is seen that the thickness of the
crystal edge equals 1 nm, i.e., one lattice parameter
along this direction (inset t1 in Fig. 8b). Moving from
the edge to the crystal center (from t1 to t10), we succes-
sively determined sample thickness up to a value of
46 nm, which corresponded to 46 unit-cell parameters
of a hydroxyapatite crystal. Table 2 lists the crystal
thickness determined in the direction from the crystal
edge to its center and, also, the directions and the values

of deviations of nanograins from the [ 100] zone axis
during crystal growth.

1

1

1

Table 2.  Thickness change in the direction from the edge of the crystal to its center and nanograin misorientation in a hy-
droxyapatite crystal shown in Figs. 8a and 8b

Region Thickness, nm Defocus, nm CLC coordinates Tilt angle, deg

t1 1.0 34 ± 3 (000) 0

t2 2.0 34 ± 3 (0.88, 0.88, –1.86) 0.37

t3 7.5 31 ± 3 (0.76, 0.76, 1.46) 0.30

t4 15 34 ± 3 (0.80, 0.80, 1.75) 0.34

t5 23 22 ± 3 (0.60, 0.60, –1.51) 0.29

t6 35 32 ± 3 (1.48, 1.48, –0.99) 0.34

t7 39 103 ± 3 (–0.52, –0.52, 1.22) 0.24

t8 43 123 ± 3 (–0.52, –0.52, 1.22) 0.24

t9 46 128 ± 3 (–0.52, –0.52, 1.22) 0.24

t10 46 161 ± 3 (–2.20, –2.20, 0.47) 0.53
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Fig. 8. Electron-microscopy image of a thick hydroxyapatite crystal and the corresponding electron diffraction pattern obtained

along the [ 100] zone axis. 1

Fig. 9. The region shown by a white square yields the HRTEM image that is simulated in order to determine the crystal thickness.

HRTEM image along the [ 100]. Three diffractograms in the left-hand side of the figure correspond to the thickness t1 = 1 nm, t1–
t5 to thickness ranging from 2 to 23 nm, and t6−t10 , to thickness ranging from 35 to 46 nm. Insets t1–t10 show simulated images,
with the conditions of their simulation being indicated in Table 2.
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Three diffractograms in the left-hand part of Fig. 8b
were obtained from the successive parts of the crystal
having different thickness and containing the same
crystallographic information as the electron diffraction
pattern shown in Fig. 2a. Attention must be paid to the
absence of the forbidden 0001 reflection on the diffrac-
togram t1 obtained from the thinnest part of the sample,
whereas two other diffractograms, as well as the elec-
tron diffraction pattern, show this reflection. The
absence of the 0001 reflection for the thinnest part of
the crystal is consistent with the extinction rules for dif-
fraction patterns of hydroxyapatite crystals in the kine-
matical approximation. At the same time, high intensi-
ties of the forbidden reflections observed for thicker
portions of the crystal cannot be explained by double
diffraction of the sample thus oriented or by nonideal
packing of atomic planes.

It should be noted that agglomeration is less charac-
teristic of relatively large crystals than of thin nanocrys-
tals. Moreover, thick crystals preserve their structure
under an electron beam for a longer time. Therefore,
there was no necessity to take into account the shift and
vibration effects in the simulated images of thick crys-
tals, whereas making allowance for these effect is abso-
lutely necessary for thin micro- and nanocrystals.

CONCLUSIONS

High-resolution transmission electron microscopy
and image simulation form an efficient method of
determining thickness of thin crystals and crystals
formed in living organisms. More precise results can be
obtained by the conventional method of simulating a
number of images at the set thickness and defocus with
due regard for the effects associated with the sample tilt
(deviation from the exact position of the zone axis) and
its drift and vibrations. Simulation of individual nan-
oregions of crystals and determination of their misori-
entation with respect to one another yields information
on the structure at the subnanometer level and the
mechanism of crystal formation. The following charac-
teristics of crystals synthesized from low-temperature
aqueous solutions and crystals formed in living organ-
isms are established. In both cases, crystal thickness
does not exceed three unit-cell parameters, whereas the
C

crystals formed in high-temperature solutions can have
thickness up to several tens of nanometers.
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Abstract—The region of the global minimum of the reliability factor is established for a 〈111〉  oriented Si crys-
tal with thickness z ranging within 200 < z < 250 Å at an energy of E = 100 keV. The value of this minimum
allows one to perform structural analysis for a dynamically scattering specimen within the framework of the
kinematical theory of diffraction. It is established that the formation of this region is provided by a small num-
ber of densely filled Bloch states. Theories of direct and back quasi-kinematical diffraction are developed. It is
shown that the crystal under study can be brought into the region of quasi-kinematical diffraction by varying
the accelerating voltage of the beam. The criteria are formulated that should be satisfied in this case. © 2004
MAIK “Nauka/Interperiodica”.
The physical basis that underlies the structural
determination by the methods of electron crystallogra-
phy is the first Born approximation of the scattering
theory, in which an object is considered as a weak per-
turbation of an incident electron beam. In application to
scattering from periodic structures, this approximation
is called the kinematical theory of diffraction [1, 2] and
the amplitude of the gth diffraction beam, Ψg, is propor-
tional to the corresponding Fourier component V0g of
the crystal potential

(1)

where K0 is the wave vector of the incident beam and z
is the object thickness.

In this case, the knowledge of diffracted-beam
intensities Ig = |Ψg |2 allows one to solve the inverse
problem of the scattering theory, i.e., to determine the
potential of the scattering object V(r) =

exp{2πigr}.

In electron diffraction analysis, this Fourier analysis
is performed mathematically, whereas, in high-resolu-
tion electron microscopy (HREM), it is performed
directly in a microscope. As a result, one can observe
the projection of the atomic structure of an object,
V(ρ) = (r)z. We believe that it is useful to combine
electron diffraction analysis and HREM: electron dif-

Ψg

V0g

K0
---------z,∼

V0gg∑

V

1063-7745/04/4903- $26.00 © 20353
fraction analysis yields information on the absolute V0g

values, whereas HREM provides information about
their phases [3].

The applicability condition of the first Born approx-
imation, a weak perturbation of an incident beam, is the
requirement that the intensity I0 of the incident beam be
much higher than the intensities of all the diffracted
beams, I0 @ Ig. Then, assuming that I0 equals unity, we
arrive at the inequality

(2)

which imposes severe restrictions on the problem
parameters and, in particular, on crystal thickness.

For the conventional energy of incident electrons

used in experiments, E =  ~ 100 keV, the thickness
of an object should not exceed several tens of ang-
stroms, i.e., the crystal thickness should not exceed ten
unit cells. Violation of this condition makes inequality
(1) invalid; in other words, the kinematical theory of
diffraction becomes inapplicable and the description of
the transmitted electron beam requires rigorous solu-
tion of the wave equation. In fact, this solution is the
dynamical theory of diffraction. In this case, the ampli-
tude of the diffracted beam, Ψg, depends on the whole

V0g

K0
--------z  ! 1,

K0
2

004 MAIK “Nauka/Interperiodica”



 

354

        

VERGASOV, NIKOLAEVA

                                                                                
set of the Fourier components {V0g}, which makes the
solution of the inverse problem of scattering rather
problematic. A HREM image, in this case, no longer
corresponds to the potential distribution in the crystal.

Under real experimental conditions, the thickness of
a studied object is a barely controlled parameter. There-
fore, the question arises whether the results of the
respective structural determination are reliable or not.
The parameter that determines the answer to this ques-
tion is the so-called reliability factor R,

(3)

where  is the experimental values of V0g and 
is the V0g value calculated based on the structure model
used.

Minimization of the reliability factor is one of the
most important problems of diffraction analysis. Obvi-
ously, in accordance with inequality (2), the reliability
factor can be minimized either by reducing the object
thickness or by increasing the accelerating voltage for
each particular specimen. At the same time, the results
obtained in a number of experiments [4, 5] are some-
what unusual. Thus, diffraction analysis in [4] was per-
formed at accelerating voltages ranging from 100 to
300 keV. With a decrease in the accelerating voltage,
the reliability factor did not decrease, as was expected,
but increased. This may only signify that the object was
too thick and electron scattering was of a dynamical
nature. Nevertheless, diffraction analysis within the
framework of the kinematical theory gave a satisfactory
value for the reliability factor. In [5], HREM study of
the thick part of a thick wedgelike crystal (dynamical
scattering) gave an image analogous to the “correct”
image observed at the wedge edge in the region of small
thicknesses.

These data make the investigation of the conditions
and possibilities of diffraction analysis of arbitrarily
thick objects within the framework of the kinematical
approximation quite important. First and foremost, it is

R

V0g
exp

V0g
theor

–
g

∑

V0g
exp

g

∑
--------------------------------------------,=

V0g
exp

V0g
theor

Parameters of electron Bloch waves in a 〈111〉  Si crystal at
E = 100 keV and N = 61

Serial number of the Bloch wave, j 1 2 3

Excitation amplitude, 0.88 0.47 0.04

Transverse energy, , eV –24.46 9.60 97.22

ψ0
j

E⊥
j

C

necessary to study the characteristics of the reliability
factor and its dependence on the specimen thickness
and beam energy within the framework of the dynami-
cal theory of diffraction.

As an example, consider here a 〈111〉  Si crystal, E =
100 keV, with the number of diffracted waves taken into
account being N = 61, which provides sufficient accu-
racy of determination of the main parameters of the
wave function. The wave function of an electron, Ψ(r),
is determined by a set of the Block waves

(4)

The intensity of the diffracted beam is determined to be

(5)

where k j is the wave vector of the jth Bloch wave, the

zero Fourier component of the wave function, ,
plays the role of the excitation amplitude of the jth

wave, and Kz = .

The reflection intensities thus calculated were con-
sidered experimental ones.

Figure 1 shows the reliability factor and the intensi-
ties of the primary and diffracted beams as functions of
the crystal thickness. The R(z) curve shows the global
minimum and two local minima in the thickness range
200 < z < 250 Å, where the reliability factor decreases
by a factor of almost three. The behavior of R(z), as well
as the behavior of Ig(z), can be explained based on the
degree of excitation of Bloch waves classified accord-

ing to their transverse energy  =  – ( )2 (see

table). High density ε j =  is possessed only by
sub- and near-barrier waves Ψ1(r) and Ψ2(r). The den-
sity of the first above-barrier wave Ψ3(r) can be called
moderate, because the densities of the remaining waves
are negligible.

The intensities of the first two reflections, (000) and

( ), depend mainly on the first two Bloch waves,
and, therefore, their Ig(z) curves are of a quasi-sinusoi-
dal nature. The same two Bloch waves also modulate
the Ig(z) functions of other reflections.

With an increase in the reflection order, the ever-
increasing number of Bloch waves influence the reflec-
tion intensity, which makes the Ig(z) functions more
complicated. Thus, only three waves participate in the
formation of the intensity of the third ring, (z),

Ψ r( ) Ψ0
j*Ψ j

r( )
j 1=

61

∑=

=  Ψ0
j* Ψ0

j*Ψg
j

2πi k j g+( )r{ } .exp
g 0=

60

∑
j 1=

61

∑

Ig z( ) Ψ0
j*Ψg

j
2πi kz

j
Kz–( )z{ }exp

j 1=

61

∑
2

,=

Ψ0
j*

K0
2

V0+

E⊥
j

K0
2

kz
j

Ψ0
j 2
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which explains the local maximum observed at the
thickness z = 237 Å, where  has a minimum. In

Fig. 1, the diagonally hatched region is the region of
kinematical diffraction.

The quasi-sinusoidal dependences of the intensities
of the basic reflections, I000(z) and (z), allow one to

call the vertically hatched region the region of the direct
quasi-kinematical diffraction, and the region hatched
horizontally (where, also, I000(z) ~ z2 and (z) ~ z2) the

region of quasi-kinematical backscattering. It is these
regions that determine the position of the global mini-
mum of the R(z) function. Therefore, if the crystal
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Fig. 1. (a) Reliability factor R and (b) intensities of the
transmitted, I000, and diffracted (c) , (d) , (e) ,

and (f)  waves as functions of the thickness of a 〈111〉
Si crystal at E = 100 keV.
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thickness is within the quasi-kinematical region, dif-
fraction analysis of a thick dynamically scattering crys-
tal performed within the framework of the kinematic
theory may still yield satisfactory results.

If we have a specimen of an arbitrary thickness, it is
possible to bring the quasikinematical region to the exit
surface by varying the accelerating voltage of the beam.
Thus, Fig. 2 shows the reliability factor as a function of
the electron energy, R(E), for a crystal with the thick-
ness ~254 Å (thickness of 27 unit cells). One can
readily see that an increase in the accelerating voltage
for this crystal of about 10 kV reduces the reliability
factor by a factor of three and allows one to perform dif-
fraction analysis of the dynamically scattering speci-
men within the framework of the kinematical theory.

Whether the quasi-kinematical region is attained or
not can be established from the character of the varia-
tions in intensities of the main diffracted beams. The
region of the global minimum of R(z) corresponds to
the maximum of I0(z) and the minimum of (z). The

region of the local minimum corresponding to the
direct or quasi-kinematical backscattering is deter-
mined by the behavior of the intensities of the reflec-
tions of the third ring, in our case, (z).

We considered here the case of two strongly excited
Bloch waves. Their number can vary depending on the
atomic number of the element and crystal orientation.
Nevertheless, for conventional electron energies, the
potential wells of atomic chains are shallow and can
include only a small number of Bloch states with high
densities. These cases should be considered separately.
For multicomponent crystals, one can refine the posi-
tions of light atoms in the presence of heavy ones by
varying the accelerating voltage. 
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120 130 140 150100
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Fig. 2. Reliability factor as a function of electron energy E
for a 〈111〉  Si crystal with the thickness z . 254 Å.
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Abstract—X-ray diffraction intensities from CoO were measured above and below the Néel temperature. The
data were submitted to a non-parametric multipole analysis aiming at formulation of experimentally valid state-
ments on the nature of the charge distribution. Strong “bonding maxima” are seen between the Co 〈110〉O near-
est neighbors. In the paramagnetic state they are formed by the Co-ion alone, in the antiferromagnetic state they
involve a strong CoO coupling. The outer electrons of oxygen give rise to slight maxima in the 〈110〉  directions,
making the atom into an O2– ion. In the paramagnetic state, their coupling with the bonding feature forms an
octahedral electron cage around each oxygen atom. Broad density maxima between the atoms in 〈111〉  direc-
tions are present in both states. They connect the “bonding maxima” in the 〈110〉  directions, more strongly in
the antiferromagnetic state, building up an interatomic three-dimensional network. Such electron network
structures seem to be characteristic of metal oxides more generally. © 2004 MAIK “Nauka/Interperiodica”.
1 1. INTRODUCTION

This is the second part of an investigation aiming at
finding characteristics of the different magnetic states
of the first-row transition metal monoxides MnO, CoO,
and NiO with the help of a multipole interpretation of
their charge densities based on accurate X-ray diffrac-
tion data. This paper reports the experiments per-
formed, interpretational procedures used in the case of
cobalt oxide, and the conclusions reached on its para-
and antiferromagnetic states.

Our principle of interpretation is completely differ-
ent from the conventional parametric multipole analy-
sis. It does not aim at any sophisticated models that
would fit the data, but at the formulation of experimen-
tally valid statements on the nature of the charge distri-
bution that would be as independent as possible of any
models. As has been shown repeatedly in earlier papers
on direct multipole analysis, a simple reference model
is sufficient to achieve this. Results that are expressed
in terms of the radial multipole scattering factors and
accumulation-of-charge densities of the single atoms
do not depend on the reference model, as long as it is
“asymptotically valid.” It is argued that, in the Fourier
representation of the charge density, only such features
can be significant as arise from low order multipole
components of the ionic distributions. Moreover, com-
parison of the Fourier representation with the multipole
densities of the ions allows one to conclude how the

1 This article was submitted by the authors in English.
1063-7745/04/4903- $26.00 © 20357
electrons of the different ions contribute to the features
found to be significant, as in [1].

The electronic states of transition-metal monoxides
have been studied intensively over several decades
using many different experimental methods and an
abundance of theoretical models with an increasing
degree of sophistication. In this respect, there is little to
be added to the introductory review of Vidal-Valat,
Vidal, K. Kurki-Suonio, and R. Kurki-Suonio in [2].

Bredow and Gerson [3] have made quantum chemi-
cal calculations on bulk properties of MgO, NiO, and
CoO with various periodic models. They have found
that, for NiO and CoO, a combination of the Hartree-
Fock exchange functional with the Lee-Young-Parr
density functional correlation is the best method in
terms of relative stability and geometry and the elec-
tronic structure of the valence band.

Recently, Neubeck [4] has made an extensive study
of antiferromagnetic MnO, CoO, and NiO by X-ray
magnetic scattering. Using nonresonant magnetic scat-
tering, they found nonzero orbital moments in CoO and
NiO, which is contrary to what was earlier thought. In
comparing their experimental resonance scattering
amplitudes with modeled amplitudes based on spin-
orbit perturbated crystal field states, they found a good
agreement for MnO and NiO, but not for CoO.

Neubeck [4] also presents an excellent review of the
development of our understanding of the magnetic
structure of these compounds. From this, it is clear that
CoO differs from MnO and NiO in some essential
004 MAIK “Nauka/Interperiodica”
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respects. For instance, the magnetic moment of CoO is
not in the (111) plane, as it is in the case of NiO and
MnO, as concluded by Laar [5] and Hermann-
Ronzaud, Burlet, and Rossat-Mignot [6] from their
neutron studies.

Obviously, the observed properties of CoO have
been the most difficult of these three monoxides to
interpret, and its electronic structure is not yet under-
stood. Our accurate X-ray diffraction study of its
charge distribution may make a new contribution. Pre-
liminary results of this investigation have been avail-
able on videotape (Vidal et al. [7]) for some time.

2. EXPERIMENTAL PROCEDURES

A single crystal of CoO of full stoichiometry was
kindly provided by the Laboratoire de Chimie des
Solides, Université d’Orsay (France). It was synthe-
sized by float-zone refining techniques from high-
purity powder 5N. By this method, a high degree of
mosaicity is produced, minimizing the effect of extinc-
tion on the diffracted intensities so that conventional
extinction corrections are satisfactory as stated by
Vidal, Vidal-Valat, and Zeyen [8]. The full stoichiome-
try of the crystal was checked and confirmed by optical
and crystallographic methods, as reported by Rev-
colevschi [9].

The crystal was cleaved several times parallel to the
(001) crystal faces. It was hard and, when sufficiently
thin, optically fully transparent with a light garnet-red
color. Cleaving below a certain size reduced the crystal,
however, to small pieces. The sample chosen for the
X-ray diffraction measurements was a parallelepiped of
size 0.134 × 0.191 × 0.217 mm3. Sometimes, the sur-
face of cleavage was somewhat streaked. The faces of
the sample used were, however, seen to be perfectly
smooth. The freshly cleaved sample was coated with
plastic to avoid oxidization. This protection was seen to
be perfectly transparent to the X-ray beam.

The first measurements were made on the grown
sample in its freshly cleaved state. It was, however,
impossible to obtain acceptable data. A slight random
motion of the Bragg peaks around their positions dur-
ing data registration was observed, this causing random
variations in the collected intensities as well. At the
same time, background scattering was very high, and
reflections beyond sinθ/λ = 0.85 Å–1 did not emerge
from it. In particular, the hhh reflections were sup-
pressed the more strongly the higher h was.

These phenomena, which were observed to be simi-
lar in both of the magnetic phases, are probably caused
by the presence of a high number of vacancies formed
in the growth of the crystals and their migration, which
is enhanced by the strong magnetostriction in the mag-
netic phase transition. However, within a year, all these
disturbing effects vanished. The hhh reflections recov-
ered their intensities. No more motion of the Bragg
peaks was observed, and the background scattering
C

attained a normal level, in accordance with the require-
ments of accurate registration of intensities. Thus, a
complete experiment was conducted. The reflections
with the most regular profiles were chosen for further
analysis.

An accurate X-ray diffraction study of CoO was car-
ried through both above and below the Néel tempera-
ture—at 298 K for the paramagnetic phase and 85 K for
the antiferromagnetic phase. The temperature was con-
trolled to within ±1 K. Neither a magnetic field nor
mechanical stress was applied to the sample in the X-
ray diffraction measurements.

Relative integrated intensities of all reflections up to
about 1 Å–1 in sinθ/λ in three octants were collected
three times in both temperatures on an automated four-
circle Enraf-Nonius CAD–4 diffractometer with MoKα
radiation. The data thus obtained consisted of 26 inde-
pendent reflections. Equivalent reflections differing in
integrated intensity by >4% from the average were dis-
carded. The excluded reflections were seen to be ran-
domly distributed. The observed intensity of a reflec-
tion was taken to be the mean of the remaining symme-
try-related reflections.

The integration was done in the θ-2θ scan mode
with programmed scan and aperture at the scanning
speed of 2 arcmin s–1. The dead-time correction was
automatically taken into account by the analyzer.

The multiple-scattering effect was eliminated by
setting the crystallographic and diffractometer axes dif-
ferently. As a check, all forbidden reflections were mea-
sured in a whole octant. No effect was detected.

Background, Lorentz and polarization corrections
were made on the intensities, as described by Vidal,
Vidal-Valat, Galtier, and Kurki-Suonio [10], as well as
the absorption corrections of Busing and Levy [11],
using the linear absorption factors 21.696 mm–1 and
21.850 mm–1 for CoO at 298 and 85 K, respectively.

TDS contaminations were evaluated with the pro-
gram of Merisalo and Kurittu [12] using the elastic con-
stants of Subhadra and Sirdeshmuk [13]. The effects
were small—less than 3% in intensity—owing to the
hardness of these compounds.

The data registration was made in terms of the
observed triclinic unit cell. The systematic extinctions
of the Bragg intensities show, however, that the struc-
ture in both phases is very close to the cubic NaCl struc-

ture of the symmetry group . Least-squares
refinement based on X-ray diffraction patterns yielded
the lattice constants 4.260(4) and 4.250(4) Å for the
cubic cell at 298 and 85 K, respectively.

The atomic distances corresponding to the ideal
cubic structure differ from the real distances by, at
most, 0.1%. The analysis was based on the cubic cell.

Fm3m
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3. TREATMENT OF DATA

The data were submitted to “direct multipole analy-
sis,” as described in the first part of our study on MnO.
All that was said about the analysis in that context on
the reference model and on the representation of results
holds in this case, even in detail, except for data refer-
ring specifically to the Co atom and to the numerical
values used or obtained, and will not be repeated here.

For the Co2+ ion of the reference model, the relativ-
istic Hartree-Fock values of [14] were used with the
anomalous scattering factors f ' = 0.299 and f '' = 0.973
by Cromer and Liberman [15] for MoKα.

Also for CoO, the isotropic mosaic-spread extinc-
tion gave lower R factors, 0.010 and 0.013, than parti-
cle-size extinctions, which were 0.011 and 0.014 at
298 and 85 K, respectively, and yielded the values
0.035(5) × 104 rad–1 and 0.036(7) × 104 rad–1 for the
mosaic spread parameter g and ÇëÓ = 0.366 (0.035) Å2,
Çé = 0.516 (0.052) Å2 and ÇëÓ = 0.365 (0.016) Å2,
Çé = 0.497 (0.071) Å2 for the isotropic Debye-Waller
factors in 298 and 85 K, respectively. No more signifi-
cant improvement was obtained by any of the more
sophisticated models.

In the successive iterative local Fourier-refinement
of the scale and the Debye-Waller factors (cf. Vidal-
Valat, Vidal, K. Kurki-Suonio, and R. Kurki-Suonio
[16]), the scale factors remained unchanged, while
ÇëÓ = 0.348 Å2, Çé = 0.516 Å2 and ÇëÓ = 0.348 Å2,
Çé = 0.506 Å2 were obtained as the final refined values
of the Debye-Waller factors of the reference model for
298 and 85 K, respectively.

The results are represented by figures and tables as
in the case of MnO.

Table 1 gives the final experimental structure fac-
tors, F0, on an absolute scale, corrected for isotropic
mosaic-spread extinction and for anomalous disper-
sion, together with the extinction factors y and the stan-
dard errors of the mean δF0.

Figure 1 shows the radial accumulation-of-charge
densities si0(ri) and the radial electron counts Zi0(Ri)
around the ionic sites.

Table 2 is related to Fig. 1 and, as spherical charac-
teristics of the ionic charge distributions, gives:

(1) The radii r0 of best separation at which the radial
accumulation-of-charge densities s0(r) reach their min-
ima, as a measure of the size or the effective “range” of
the ionic charge distribution.

(2) The corresponding minimum radial density
s0min = s0(r0), as a measure of the inseparability of the
ion from its surroundings.

(3) The electron count Z0 = Z0(r0) within the radius
of best separation as a measure of the charge concen-
trated in the main bulk of the ionic charge density peak.
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Table 1a.  Structural factors for CoO at 298 K

h k l 2sinθ/λ, 
Å–1 F0 Fc δF0 y

0 0 0 0.0000 140.000
1 1 1 0.4066 60.7835 60.2010 0.3300 0.846
2 0 0 0.4695 97.8882 98.6173 0.5800 0.681
2 2 0 0.6639 79.5798 78.2897 0.5000 0.849
3 1 1 0.7786 45.6229 45.9879 0.2100 0.944
2 2 2 0.8132 63.9447 65.4940 0.3100 0.909
4 0 0 0.9390 57.5381 56.5804 0.3100 0.947
3 3 1 1.0232 35.8417 35.8621 0.2000 0.977
4 2 0 1.0498 50.5362 50.0001 0.2400 0.952
4 2 2 1.1500 45.0762 44.9557 0.2000 0.968
3 3 3 1.2197 25.9159 29.3344 0.1600 0.988
5 1 1 1.2197 28.7003 29.3344 0.1600 0.988
4 4 0 1.3279 37.0973 37.7667 0.2000 0.979
5 3 1 1.3887 25.3801 24.9804 0.1800 0.991
4 4 2 1.4084 34.5427 35.1216 0.2000 0.987
6 0 0 1.4084 34.6821 35.1216 0.1900 0.982
6 2 0 1.5393 32.9947 32.9011 0.2000 0.988
5 3 3 1.5571 22.1988 21.9456 0.1500 0.994
6 2 2 1.6263 30.7432 31.0044 0.1600 0.990
4 4 4 1.6263 26.3238 29.3579 0.1400 0.991
5 5 1 1.6764 20.5625 19.7211 0.1100 0.994
7 1 1 1.6764 19.2766 19.7211 0.1200 0.996
6 4 0 1.6927 28.0562 27.9076 0.1300 0.989
6 4 2 1.7566 27.1865 26.6129 0.1200 0.991
5 5 3 1.8031 18.0288 18.0025 0.1000 0.996
7 3 1 1.8031 17.9282 18.0025 0.1000 0.996
8 0 0 1.8779 24.4096 24.3760 0.1200 0.994

Table 1b.  Structural factors for CoO at 85 K

h k l 2sinθ/λ, 
Å–1 F0 Fc δF0 y

0 0 0 0.0000 140.000
1 1 1 0.4075 60.2018 60.1711 0.3500 0.840
2 0 0 0.4706 97.1731 98.5045 0.6000 0.672
2 2 0 0.6655 80.0369 78.1600 0.5300 0.843
3 1 1 0.7804 45.8626 45.8925 0.2200 0.942
2 2 2 0.8151 63.2570 65.3664 0.3400 0.906
4 0 0 0.9412 56.8815 56.4612 0.3200 0.945
3 3 1 1.0256 35.1756 35.7553 0.2000 0.976
4 2 0 1.0523 50.7228 49.8912 0.2500 0.950
4 2 2 1.1527 44.5647 44.8567 0.2200 0.966
3 3 3 1.2226 24.5571 29.2315 0.1600 0.988
5 1 1 1.2226 28.5452 29.2315 0.1600 0.988
4 4 0 1.3110 37.2309 37.6875 0.2100 0.978
5 3 1 1.3920 25.4383 24.8850 0.2000 0.990
4 4 2 1.4118 34.2523 35.0508 0.2000 0.986
6 0 0 1.4118 34.4353 35.0508 0.2000 0.981
6 2 0 1.4881 33.3573 32.8376 0.2000 0.988
5 3 3 1.5429 21.7674 21.8572 0.1500 0.994
6 2 2 1.5608 31.6652 30.9471 0.1600 0.984
4 4 4 1.6302 24.7864 29.3059 0.1500 0.990
5 5 1 1.6803 20.3818 19.6381 0.1200 0.994
7 1 1 1.6803 19.5570 19.6381 0.1200 0.995
6 4 0 1.6967 27.7776 27.8599 0.1300 0.988
6 4 2 1.7608 27.0272 26.5688 0.1300 0.991
5 5 3 1.8073 18.0272 17.9231 0.1000 0.996
7 3 1 1.8073 17.9013 17.9231 0.1100 0.996
8 0 0 1.8823 24.3714 24.3373 0.1300 0.994
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(4) The radii r2+ and r2–, where the electron counts
reach the values 25e and 10e corresponding to the dou-
bly ionized states.

Figure 2 presents the radial multipole scattering fac-
tors fin(b; Ri) as deviations from the reference model.
The partitioning radii RëÓ = 1.15 Å and RO = 1.30 Å
were deduced on the basis of Fig. 1 and were taken to
be slightly larger than the radii r0 of best separation, as
in Kurki-Suonio [17]. For oxygen, the same radius has
been used in all of our oxide studies. With their error
bars, the figures indicate the significance of the compo-
nents with respect to the errors of mean of the structure
factors. All components up to the 10th order were cal-
culated. The components of order 4, 6, and 8 are of
about equal significance, while the 10th-order compo-
nent is insignificant and is not shown. These are the pri-
mary results of the multipole analysis from which the
significance of the different features of the real space
distributions are concluded.

Figure 3 shows, for sake of visualization and easier
interpretation, the same components in real space in
terms of the multipole accumulation-of-charge densi-
ties sin(ri) around the ionic sites as deviations from the
reference model. The areas under the curves Zin(Ri) give
the electron counts under the positive lobes of Kn(θ, ϕ)
within the radii Ri . These multipole electron counts
serve as non-spherical integral characteristics of the
ionic charge distributions as indicated by the numbers
given in the figures.

Table 2.  Spherical characteristics of the ionic electron dis-
tributions

Co2+ r0, Å s0min, e/Å Z0, e r2+, Å

Experimental

298 K 1.05 4.419 25.0 1.05 

85 K 1.05 2.186 24.88 1.10 

Reference model

298 K 1.10 3.975 25.18 1.05 

85 K 1.10 4.012 25.19 1.055

O2– r0, Å s0min, e/Å Z0, e r2–, Å

Experimental

298 K 0.92/1.40 4.57/5.36 7.25/9.92 1.42

85 K 0.85/1.37 5.00/5.10 6.93/9.87 1.40

Reference model

298 K 1.15 4.570 8.69 1.40

85 K 1.15 4.600 8.69 1.39

Note: r0 is the radius of best separation at which the radial accumu-
lation-of-charge density s0(r) reaches its minimum, the mini-
mum radial density s0min = s0(r0), the electron count Z0 =
Z0(r0) within the radius of best separation, and the r2+ and
r2– are the radii where the electron counts reach the values
25e and 10e corresponding to the doubly ionized states
C

To facilitate understanding of the curves in Figs. 2
and 3, the angular behavior of the relevant harmonics is
shown at each of the curves as a reduced map-on-
sphere.

In Fig. 4, the results are visualized in terms of differ-
ence-density maps representing the multipole expan-
sions at the ionic sites, as composed of the components
shown in Figs. 2 and 3. For each ion, maps of the three
main lattice planes—(100), (110), and (111)—through
the ionic site are shown. For comparison, the conven-
tional Fourier difference-density maps on the same
planes are shown. This comparison is important.

Finally, Fig. 5 shows views of the three-dimensional
nature of the ionic multipole expansions to support the
discussion of results.

Colored versions of Fig. 5 are available at the Inter-
net address www.cines.fr/EWUS.

4. DISCUSSION

Comparison of the radial densities s0 of the refer-
ence model at the two temperatures, shown by dotted
lines in Fig. 1 and by the corresponding parameters in
Table 2, shows that the effect of the temperature factors
on the nature of the ionic charge distributions is negli-
gible. The differences between the experimental curves
and parameters at the two temperatures are, thus, of
electronic origin and can be attributed to differences of
the magnetic states. These are evident in the deviations
of the experimental curves from the reference curves in
Fig. 1 and in the numerical values of Table 2. They are
shown in a larger scale by the ∆s0 curves of Fig. 3.

The radial density s0(r) of the oxygen has a peculiar
feature. Based on earlier observations on oxide peaks
(cf. Vidal-Valat, Vidal, and Kurki-Suonio [18] and
Vidal-Valat, Vidal, K. Kurki-Suonio, and R. Kurki-Suo-
nio [19]), one would expect a separating minimum to
occur in the overlap region, as in the case of MnO.
However, there is, similarly in both magnetic states, an
intermediate maximum that is stronger than one would
expect in the case of simple covalent bonding. In addi-
tion, the outer part of the main density peak is strongly
compressed as compared with the reference model,
while it is slightly expanded in MnO. In Table 2, values
corresponding to both minima are given. The maximum
makes the separation of oxygen from its surroundings
ambiguous. If the maximum is included in the oxygen,
the peak electron count comes to about 10e, corre-
sponding to O2–, the radii r2– being just slightly larger,
while in MnO, as well as in the earlier observations, the
oxide peak comes to 9e.

In both states of CoO, the separating minimum of
the cation is deeper and sharper than in the reference
model, while, in the paramagnetic MnO, some flatten-
ing was stated. Together with a slight increase of den-
sity at smaller r, this gives the impression of the cation
being compressed. This leads to rather well-defined
radii of best separation. The electron counts of the cat-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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ion peaks correspond very closely to the doubly ionized
state Co2+ with 25e in both states. In the paramagnetic
state of CoO, the density s0(r0) at the minimum equals
that of MnO. Like MnO, it decreases in the phase trans-
formation to the antiferromagnetic state, even getting
significantly lower. The values are, however, remark-
ably higher than one would expect for an ion (cf. Vidal-
Valat, Vidal, and Kurki-Suonio [18] and Vidal, Vidal-
Valat, Galtier, and Kurki-Suonio [10]).

To understand the origin of these spherical average
features, it is necessary to find out how they arise from
the three-dimensional ionic distributions built up from
low-order multipole components. The radial multipole
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
scattering factors fin(b; Ri) of Fig. 2 and their error bars
form the basis for making a judgment about the empir-
ical significance of the components. The radial accu-
mulation-of-charge densities ∆sn of Fig. 3 show, as
described in the first part of our study, how the signifi-
cant multipoles contribute to the three-dimensional
ionic electron densities [2].

The density maps of Fig. 4 form the final tool of the
analysis. To facilitate the perception of their connec-
tions in three dimensions, the representative lines of a
number of main crystallographic directions are drawn
in one set of maps. In the local map representations,
only those features are significant that are significant in
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(a)
the angular-integral representation of Fig. 3. Thus, no
attention need be paid to the difference densities at the
ionic centers in any of the maps. Similarly, local fea-
tures of the Fourier maps, which do not appear in the
multipole maps of Fig. 4, do not arise from the integral
systematics of the low-order multipoles and must be
regarded as insignificant. Comparison with the multi-
pole maps makes it possible to note how the features
seen in the Fourier maps originate from the different
atoms (Kurki-Suonio [1]).

The results are discussed in terms of three signifi-
cant features, which are labeled A, B, and C for their
identification in the different maps and in the three-
dimensional representation of Fig 5.

A: Feature A looks much like covalent CoO bond-
ing. It consists of density maxima between the nearest
neighbors, Co〈100〉O, within the radius r2+ of Co. How-
ever, according to the multipole maps, it has a different
electronic origin in the two magnetic states. In the para-
magnetic CoO, it is built up almost solely by cation
C

electrons, while in the antiferromagnetic CoO, where it
is also clearly stronger, both ions contribute.

B: Feature B has maxima in the 〈110〉  directions
from the oxygen site. It can be identified in all the maps
through the oxygen site. It is a pure oxygen feature, lies
within the oxygen radius r2–, and is obviously responsi-
ble for the intermediate maxima in the radial density
s0(r) of oxygen in Fig. 1.

C: Feature C consists of broad maxima between the
O〈111〉Co neighbors. Although it lies outside any rea-
sonable ionic partitioning spheres of the atoms, it defi-
nitely belongs to the low-order multipole behavior of
both ions at the same time. It is, thus, understood to be
significant, contrary to the maxima observed at these
sites in MnO, and is interpreted to originate from a
Co〈111〉O coupling. It dominates the view in Fig. 5,
where it resembles triangular “pillows” fixed at the ver-
tices of a cube in which the ion lies in the middle.

All three features A, B, and C, as such, are clearly
stronger in the antiferromagnetic than in the paramag-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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(b)
netic phase. While the multipole maps indicate how
these features originate from the electrons of the differ-
ent ions, the Fourier maps show how these features are
coupled together, building up a complicated three-
dimensional electronic network in the space between
the atoms. Three types of possible couplings can be
noted. The resulting networks seem to be different in
the two magnetic states due to different mutual roles of
these couplings.

ABA, oxygen cages: A and B build up an octahedral
arrangement around each oxygen ion. The maxima of A
lie at the vertices and the maxima of B in the middle of
the edges of the octahedron, as seen in Fig. 5.

In the paramagnetic state, the oxygen feature B and
the bonding feature A are closely coupled. Continuous
ABA bridges are formed along the edges of the octahe-
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
dron. Each oxygen atom becomes, thus, closed into its
own electronic cage, which has the shape of an octahe-
dron, and this is clearly visible in Fig. 5.

In the antiferromagnetic state, this coupling has
largely vanished. There are no more of the continuous
ABA bridges that built up the octahedral cage. On the
other hand, the internal coupling of oxygen electrons
that is responsible for feature B is stronger. This is
shown from its tightness—it is significantly closer to
the oxygen center, as can be seen also from the position
of the intermediate maximum of the radial density s0(r)
in Fig. 1—and from the slightly more unified ring for-
mation surrounding oxygen in the (111) plane.

ACA: From the (110) Fourier maps, we note that the
〈111〉-intercation feature C connects the maxima of the
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(a)
bonding feature A, and, in the paramagnetic state, the
vertices of the neighboring octahedral cages, into more
or less unified linear chains …CACA… on both sides
of the 〈110〉 arrays of oxygen ions. These chains, run-
ning in the intermediate space between the ions in all
symmetry-equivalent directions 〈110〉, build up a com-
plicated three-dimensional electronic network. This
network structure is clearly stronger and more unified,
and, hence, the interactions responsible for this ACA
coupling must be stronger in the antiferromagnetic
state. Noting that A was found to be an internal phe-
nomenon of Co in the paramagnetic state and a CoO
coupling phenomenon in the antiferromagnetic state
C

and that C was interpreted as originating from an
O〈111〉Co interaction, we realize that the nature of this
coupling is different in the two magnetic states and
quite sophisticated in both.

BCB: The (111) Fourier maps through the oxygen site
also give some indication of a possible BCB coupling of
feature B of different oxygen atoms into (111) planar net
structures with the aid of feature C. This indication is
slightly stronger in the antiferromagnetic state. However,
the empirical significance of this coupling remains
unclear, since it is not visible in the multipole maps.

Formation of electron net structures in the inter-
atomic space seems to be a general phenomenon in
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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(b)
metal oxides (cf. the first part of our study). In MnO,
this appeared as a three-dimensional network with the
oxygen atoms in its cage-like pockets. In CoO, a com-
parable network is found that, however, is much more
complicated. In the paramagnetic CoO, each oxygen
has an octahedral cage of its own with its “walls” inside
the radius r2–, and the three-dimensional net is formed
by connecting the vertices of these octahedra, while, in
MnO, the oxygen cages were just pockets of the net
outside the radius r2– of double ionization. The cou-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
plings responsible for the cage formation and for the net
buildup are obviously different in the two magnetic
states. In the antiferromagnetic state, the net buildup,
and with it the cage formation, were less obvious in
MnO, while in CoO the cages have vanished but the net
build-up is essentially stronger.

The problem of estimating the significance of such
features in real space as revealed by the present method
of analysis, in comparison with the accuracies obtained
for the model parameters in the traditional fitting meth-
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Fig. 5. Three-dimensional view of the equivalue surfaces of the ionic multipole expansions. (a) The paramagnetic state (298 K)
within the radii RCo = 1.3 Å, RO = 1.8 Å; (b) the antiferromagnetic state (85 K) within the radii RCo = 1.5 Å, RO = 1.8 Å. For colors,
see www.cines.fr/EWUS. 
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ods, has been discussed by Kurki-Suonio [1]. While the
significance or insignificance is merely due to the accu-
racy of the measured data, it is expressed only by the
error bars in ∆fn(b), reflecting the large-scale integral
nature of the information, and cannot be transformed
into local accuracy statements. Local features can be
regarded as significant to the relative extent expressed
by the error bars insofar as they are parts of the integral
multipole behavior.
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Abstract—Detailed structural studies of (Rbx(NH4)(1 − x))2SO4 solid solutions have been performed. It is shown
that the crystals consist of incommensurate composite phases. The newly discovered composite structures differ
from the traditional composite phases—in the general case, the host and guest structures of these crystals are
incommensurate along all the three crystallographic axes. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In addition to the well known quasicrystals and
incommensurately modulated structures, the notion of
aperiodic crystals also includes the so-called crystalline
composites or incommensurate intergrowth com-
pounds. The first representative of this family of aperi-
odic crystals, Hg3 – δAsF6, was discovered by Brown
et al. in 1974 [1–3]. Its structure consists of two non-
equivalent host and guest structures. The host substruc-
ture is built by AsF6 groups forming the basic tetrago-
nal lattice with nonintersecting free channels along the
a and b directions filled with chains of Hg atoms, the
period of which differs from the periods of the basic
host lattice (the periods of the host structure, a = b =
7.54 Å, differ from three Hg–Hg distances (7.92 Å) of
the chain). Thus, the structure of Hg–Hg chains (guest
structure) is incommensurate with respect to the host
structure of AsF6 groups. Later, a large number of new
composites were discovered (see, e.g., the review by
van Smaalen [4]). There are three types of incommen-
surate composite structures. The first type consists of
channel composite structures similar to Hg3 – δAsF6.
The second type can be described as structures with two
types of parallel columns with different periodicities
inside the columns. The third type is formed by the so-
called layer compounds consisting of alternating chemi-
cally different atomic layers. The most important charac-
teristic of the above types of composites is that they con-
sist of several chemical compounds and exist under atmo-
spheric pressure at room temperature. Therefore, they are
referred to as incommensurate intergrowth compounds.

Recently, elemental composites have been discov-
ered, which are the high-pressure Ba, Sr, and Bi phases
[5, 6]. Elemental composites cannot be related to inter-
growth compounds and should be referred to as incom-
mensurate composite phases.
1063-7745/04/4903- $26.00 © 20370
Although, today, more than ten composite phases
are known, no physical interpretation of their formation
has been suggested as yet. One can single out, in all the
known one-dimensional composite compounds, a cer-
tain geometrical factor such that it would admit the
incommensurability of two structures along the chan-
nels, planes, or column axes. However, as is shown
below, no such channels, planes, or columns can exist
along all the three crystallographic axes in three-dimen-
sionally incommensurate structures based on the
(Rbx(NH4)(1 − x))2SO4 solid solutions. An attempt to
explain the formation of composite phases in high-pres-
sure elemental phases proceeding from their band
structure was made in [7], but this interpretation is inap-
plicable to dielectric crystals. Obviously, the physical
interpretation of the formation of incommensurate
composite structures requires some additional investi-
gation, in particular, the search for new compounds
possessing characteristic structural features and the
study of structural transformations of incommensurate
composite phases over wide temperature ranges and the
behavior of their physical properties.

With this aim, we studied the crystals of the solid
solutions of the (Rbx(NH4)(1 − x))2SO4 family (at x = 0.0,
0.1, and 0.7). We discovered a number of anomalous
structural effects and interpreted them as the manifesta-
tion of the three-dimensional incommensurability of
the composite phases characteristic of this family of
solid solutions. Rubidium–ammonium sulfate crystals
of the composition (Rbx(NH4)(1 − x))2SO4 form a contin-
uous series of solid solutions [8]. At 223 K, the crystals
of pure ammonium sulfate (NH4)2SO4 undergo a first-
order ferroelectric phase transition accompanied by a
change of the symmetry from Pnam to Pna21. With
lowering of the temperature, reversal of spontaneous
polarization is observed [9]. It is also known that the
004 MAIK “Nauka/Interperiodica”
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ferroelectric phases in the (Rbx(NH4)(1 − x))2SO4 system
are preserved up to the composition with x . 0.6–0.65.
The attempts to interpret the nature of the ferroelectric
phase transition observed in this family were made
based on the order–disorder model [10] and other
approaches based on improper ferroelectrics [11], cou-
pled oscillators [12], coupled oscillators–relaxors [13],
and two nonequivalent ferroelectric sublattices [14].
The enumerated approaches show that the mechanism
of phase transitions in this family is rather complicated
and not clear as yet.

Moreover, the above compounds can also be consid-
ered as forming a very peculiar class of orientational
glasses in which lowering of the temperature results in
a frozen subsystem of multipolar moments. In this case,
the compounds show the disorder intermediate between
a crystal and a conventional “canonic” glass [15–18].

We undertook the study of (Rbx(NH4)(1 − x))2SO4
crystals in order to structurally interpret the formation
of a newly discovered three-dimensional (3D) incom-
mensurate composite state and its transformation
depending on the changes in the composition, tempera-
ture, and pressure. We also made an attempt to establish
the structural mechanism of formation of the composite
phases and determine the energy of interaction between
the host and guest structures.

SAMPLES AND EXPERIMENTAL METHODS

We studied crystals of three compositions—those
with x = 0.0, 0.1, and 0.7. The study of pure ammonium
sulfate was dictated by the necessity to prove that the
structural states and their transformations in the sam-
ples of other compositions are not caused by nonuni-
form rubidium distributions. The crystals with the com-
position x = 0.1 were studied, on the one hand, because
of a low rubidium content in the lattice, and, therefore,
possible preservation of the properties of pure
(NH4)2SO4. On the other hand, they were studied
because of the presence of substitutional atoms that
could be responsible for the formation of the structural
features typical of compositions with x ranging within
0 < x < 0.6 (the range of low-temperature ferroelectric
phases). The crystals with x = 0.7 were studied because
they underwent no ferroelectric phase transition. The
above three compositions determined the change of the
structure, depending on the content of substitutional
rubidium atoms.

The sample quality was checked by the Laue and
precession methods. The unit-cell symmetry and pre-
cise lattice parameters were determined on a four-circle
AFC6S (Rigaku) diffractometer (MoKα radiation) at
the Laboratory of Applied Analysis (SIDI) of the Auto-
nomic University of Madrid. The spherical samples
with a diameter ranging within ~0.25–0.35 mm were
used for diffraction analysis. The space groups deter-
mined before and after the ferroelectric transformation
are consistent with the published data—Pnam and
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
Pna21, respectively. The structural parameters for all
the three compositions studied are indicated in the
table.

The possible formation of superstructural reflec-
tions was checked on a D500 (Siemens) X-ray diffrac-
tometer, which was modified at the program level in
order to calculate the one- and two-dimensional recip-
rocal-lattice sections for single-crystal cuts. The sam-
ples, 2 × 3 × 3 mm3 parallelepipeds with faces parallel
to the basic unit-cell faces, allowed us to make mea-
surements from various crystallographic cuts of the
same sample.

Low-temperature measurements were made in a
helium cryostat designed and constructed at the Insti-
tute of Solid State Physics of the Russian Academy of
Sciences [19, 20], which allowed us to make precision
measurements of the unit-cell parameters in the tem-
perature range from 4.2 to 300 K.

The samples for experiments with the oriented
deformation were made on 3 × 3 × 5 mm3 parallelepi-
peds with the faces parallel to the (001), (010), and
(100) basal planes, respectively. The loading direction
coincided with the [100] direction. We recorded the dif-
fraction spectra from the {001} planes parallel to the
loading axis. A crystal was placed into a specially
designed loading device mounted on the diffractometer
goniometer in such a way that it allowed us to smoothly
vary the mechanical load and record diffraction spectra
in the 2θ range from 0° to 120°. The maximum load
applied to the dies was 300 kg, which, being recalcu-
lated to the sample area, amounted to 3300 kg/cm2.

RESULTS AND DISCUSSION

Figure 1 shows some typical sections of large
regions of the (b*–a*) plane of the (Rb0.1(NH4)0.9)2SO4
reciprocal lattice at room temperature. These sections
have a number of superstructural 0k0 and hk0 reflec-
tions [21] along the b* axis. The distances from these
reflections to the main reflection depend on the reflec-
tion order, in accordance with the coexistence of two
lattice parameters, and are equal to 10.5525 Å for the
Bragg reflections and 10.2593 Å for satellite ones. Sim-
ilar sections of the (b*–c*) planes were also obtained.
It is seen that the superstructural 0kl reflections are
located along the b* direction. In the reciprocal space,
the sections obtained correspond to two lattices imbed-
ded into one another so that the projections of all the
lattice points onto the (a*–c*) plane practically coin-
cide and preserve the motif of the initial structure.
Along the b* axis, the distances between the lattice
points increase with an increase of the distance from the
origin of the coordinate system.

Similar results were also obtained for (NH4)2SO4
crystals containing no rubidium atoms [22]. As in the
case of the composition x = 0.1, for the composition
with x = 0.0, we recorded not only the known Bragg
reflections from all the basal planes of the basic struc-
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Structural characteristics of crystals

Crystal T, K Sp. gr. a, Å;
∆a

b, Å;
∆b

c, Å;
∆c

α, deg;
∆α

β, deg;
∆β

γ, deg;
∆γ

(NH4)2SO4 300 Pnma
7.7800 10.6403 5.9950 90.0194 90.0229 89.9920

0.0017 0.0019 0.0009 0.0148 0.0117 0.0160

(Rb0.1(NH4)0.9)2SO4

300 Pnma
5.8081 10.5525 5.9862 90.003 90.038 89.994

0.0010 0.0016 0.0008 0.012 0.010 0.011

203 Pna21
7.8161 10.5206 5.9564 90.024 89.985 89.978

0.0018 0.0012 0.0012 0.012 0.013 0.018

(Rb0.1(NH4)0.9)2SO4 300 Pnma
7.8261 10.4517 5.9738 90.027 90.009 89.957

0.0013 0.0015 0.0004 0.008 0.009 0.012
ture in the reciprocal space but, also, some additional
reflections. The distances to the latter reflection depend
on the reflection order, in accordance with the coexist-
ence of two types of crystal lattices with the following
parameters:

aBragg = 7.7880, asat ≈ 7.790 Å, (aBragg/asat) = 0.9997;

bBragg = 10.6403, bsat ≈ 10.674 Å, (bBragg/bsat) = 0.9968;

cBragg = 5.9950, csat = 6.104 Å, (cBragg/csat) = 0.9821.

Figure 2 shows some typical diffraction spectra of
(Rb0.7(NH4)0.3)2SO4 crystals along the basic directions.
It is seen that, in a way similar to the crystals with the
compositions x = 0.0 and 0.1, the satellite reflections
are formed along all the directions, except for the basic
ones. The positions of the Bragg and satellite reflec-
tions correspond to the coexistence of two sublattices
with the parameters related as

aBragg = 7.8261, asat = 7.429 Å, (aBragg/asat) = 1.0535;

bBragg = 10.4517, bsat = 10.711 Å, (bBragg/bsat) = 0.9758;

cBragg= 5.9738, csat = 6.607 Å, (cBragg/csat) = 0.9042.

A number of additional reflections on the diffraction
patterns from single-crystal samples can satisfactorily
be explained based on several models. The first one is
the model of interlayers of inclusions of the new phase
with the lattice parameters different from the parame-
ters of the matrix along the crystallographic directions.
It should be noted that these inclusions of the new phase
do not correspond to enrichment or depletion of some
crystal regions with Rb atoms, because the above
reflections are also recorded for pure ammonium sul-
fate crystals. This model is also invalid for
(Rb0.1(NH4)0.9)2SO4 crystals. Indeed, it follows from
Fig. 1 that the bsat parameter of possible phase inclu-
sions is less than the corresponding bBragg parameter of
the matrix bBragg (  > ). In accordance with the
concentration dependence of the b parameter, b(x),
obtained in [8], this would have corresponded to
enrichment of the phase inclusions with Rb atoms.
However, the measured bsat parameter of the inclusions

bsat* bBragg*
C

equals 10.2593 Å, whereas, for pure Rb2SO4, it should
be at least as large as 10.44 Å. Moreover, for the con-
centration model, variation in the b parameter should
give rise to variation in the a and c parameters, which
contradicts the experimental data. The a and c parame-
ters of the inclusions are practically equal to the corre-
sponding parameters of the matrix.

The second model is the structure model with the
substitution modulations. The distance from the satel-
lite reflection to the reflection of the basic structure in
the reciprocal space may also be dependent on the
reflection order, and the satellites may be observed only
on one side of the main reflection [23]. In this model,
the role of the substitution element can be played, e.g.,
by the orientation of a NH4 tetrahedron with respect to
an SO4 tetrahedron, with the Rb atoms being statisti-
cally distributed over the NH4 positions. The choice of
a NH4 tetrahedron as an ordering element corresponds
to extremely low intensities of the superstructural
reflections (Fig. 2).

The third model is that of a structure described as an
incommensurate crystalline composite in which two
weakly interacting nonequivalent intergrowth struc-
tures (host and guest) coexist. These structures belong
to the same crystal system, but their lattice parameters
are incommensurate. In this case, it is logical to assume
that the guest lattice is formed by NH4 groups with low
reflectivity, which results in the intensities of the satel-
lite reflections being low with respect to the intensities
of reflections of the host lattice containing SO4 groups.

And, finally, we have to reject the assumption that
additional reflections are formed because of the degra-
dation of the subsurface layer of the sample. The depth
of the diffracting layer is finite, ~5–50 µm, and the
intensity ratio of the additional and basic reflections is
proportional to 1/500. Therefore, the thickness of the
disturbed subsurface layer does not exceed 100–
1000 Å. This layer can readily be polished away. How-
ever, even thorough mechanical polishing of the sample
did not result in disappearance of the additional reflec-
tions, which indicated that the above inclusions are dis-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Fig. 1. Reciprocal-lattice sections around the (a) 020, (b) 040, (c) 060, and (d) 160 reciprocal-lattice points for a
(Rb0.1(NH4)0.9)2SO4 crystal.
tributed over the matrix. Moreover, the transmission
diffraction experiments on spherical samples with a
diameter as small as ~0.3 mm (MoKα radiation) showed
the same results as the reflection experiments (CuKα
radiation).

The above results allow us to select the most appro-
priate model. Indeed, in the case of the model with sub-
stitution modulations, the basic and superstructural lat-
tices should be multiple. For an incommensurate com-
posite, the ratio of its lattice parameters should be an
irrational number. It is possible to estimate the multi-
plicity or irrationality by considering the dsat/(dBragg –
dsat) ratio following from the coincidence (or noncoin-
cidence) of the points of both lattices observed after N
periods, (N + 1) = N. This ratio should be inte-
gral for the first two models and irrational for incom-
mensurate structures. Using the above parameters for
the composition with x = 0.1, we find Nb = 7.369… . For
the compositions with x = 0.0 and x = 0.7, we have Nb

dsat* dBragg*
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      200
= 315.736… and Nb = 40.245…, respectively. Thus, the
most probable model of the structure is an incommen-
surate crystalline composite.

It should be noted that the host and guest structures
are described by different space groups. This follows
from the absence of the guest-structure reflection and
the presence of the host-structure reflection for the
composition with x = 0.1 (Fig. 1b) and the presence of
the guest-structure reflection and the absence of the
matrix reflection for the composition with x = 0 [22].
For the composition with x = 0.7, the host and guest
structures have different symmetries, which is seen
from the diffraction spectra in Fig. 2. The 300, 050, and
001 reflections of the host structure have finite intensi-
ties although these reflections are forbidden by the
symmetry of the sp. gr. Pnma, whereas the guest struc-
ture gives only the 300 and 050 reflections. There is no
001 reflection from the guest structure. It turned out
that the ratio of the integrated intensities
4
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Fig. 2. Example of one-dimensional diffraction spectra of (Rb0.7(NH4)0.3)2SO4 crystals along the basic directions.
I(300)guest /I(300)host for the forbidden 300 reflection is
considerably higher than the ratio of the integrated
intensities I(200)guest /I(200)host and I(400)guest /I(400)host
for the allowed 200 and 400 reflections, respectively.
These characteristics show that the coexisting host and
guest substructures have different atomic structures and
symmetries and, thus, confirm the term “incommensu-
rate intergrowth compounds” often used for this class
of aperiodic structures.

The additional characteristics of the composite
structures of single crystals of the (Rbx(NH4)(1 − x))2SO4
family were obtained from the consideration of the
temperature behavior of the superstructural reflections.
These characteristics were studied most thoroughly for
crystals of pure ammonium sulfate. Hereafter, the dif-
ference between the reciprocal lattice parameters of the
guest and host lattices will be referred to as the param-
eter mismatch along a selected crystallographic axis.
Figure 3 illustrates the temperature behavior of the mis-
match and the intensity of one of the superstructural
reflection along the c axis. It is seen that mismatch
strongly depends on temperature, which, along with the
different symmetries of the host and guest structures,
indicates their relative independence from one another.
However, they are independent only within certain lim-
its of the parameters of various external factors. Thus, a
jumpwise change in the intensity of the (002)sat reflec-
tion (Fig. 3b), the anomaly in the mismatch in the vicin-
ity of 223 K, and the temperature behavior of the c
parameter of the host structure (Fig. 4) show that, in the
region of the ferroelectric transformation, both com-
C

posite structures simultaneously undergo phase transi-
tions; in other words, the change of one structure can
give rise to a change of the other structure.

The temperature behavior of the mismatch along the
b axis calculated from the (0120)host and (0120)guest
reflections is shown in Fig. 5. It is seen that the mis-
match parameter strongly depends on temperature. Its
behavior is consistent with the temperature behavior of
the mismatch parameter along the c direction and char-
acterizes (NH4)2SO4 as, at least, a two-dimensionally
incommensurate composite.

The superstructural guest reflections along the a
direction above the temperature of the ferroelectric
phase transition TC are so close to the host reflections
that they are seen only as an anomaly of the angular
intensity distribution of the Bragg reflections (Fig. 6a).
Their resolution and intensities are so weak that we
failed to decompose the spectra into components.
Below TC, the superstructural reflections along the a
direction appear in new positions far from the Bragg
reflections (Fig. 6b). This transformation of the diffrac-
tion spectra indicates the dramatic change of the guest
structure after the ferroelectric phase transition and,
therefore, the composite crystal can be described as a
crystal consisting of independent structural formations.

Figure 7 shows the temperature dependence of the
mismatch along the a direction and the integrated inten-
sity of the superstructural 10.00 reflection below TC. A
jumpwise variation of the mismatch in the (NH4)2SO4
crystals indicates the phase transition above 170 K
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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from the incommensurate composite structure into
composite phases commensurate along the a direction
in the temperature ranges 4.2–50 and 50–170 K. We
believe that the existence of these transitions is very
important and, to a certain degree, characterizes the
nature of incommensurate crystalline composites.
Indeed, using the lattice and mismatch (Fig. 7), it is
possible to demonstrate that, in the temperature ranges
where the mismatch is constant, the host and guest lat-
tices fully coincide. In the temperature range 50–170 K,
they coincide at a distance of 238 unit cells, which, on
the real scale, is equal to 1864 Å (we wonder whether
range forces can act at such distances?). Assuming that,
at Tinc ~ 170 K, the transition to the incommensurate
state occurs because of a “break” of long-range interac-
tions between the lattices by thermal fluctuations, we
can estimate the energy of these interactions. This
energy is determined by the temperature of the transi-
tion from the commensurate composite phase to the
incommensurate one and is equal, by an order of mag-
nitude, to 1.2 × 10–2 eV.

Finally, consider the temperature behavior of the
mismatch parameter in the range 175–223 K. In accor-
dance with Figs. 3, 5, and 7, the parameters in this tem-
perature range continuously vary with the temperature
along all the three coordinate axes. This characterizes
(NH4)2SO4 as a three-dimensionally incommensurate
crystalline composite.

The additional data on the characteristics of the real
structure of the composite state were obtained by ana-
lyzing the basic two-dimensional reciprocal-lattice sec-
tions of the (Rb0.7(NH4)0.3)2SO4 crystals. Figure 8
shows two-dimensional sections of the 050 reciprocal-
lattice point at room temperature and at 224 K, corre-
sponding to the one-dimensional diffraction spectrum
along the b axis (Fig. 2b). One can see two rodlike sat-
ellite reflections normal to the reciprocal-lattice vector
b*.1 The simultaneous existence of two satellite and
one Bragg reflections indicates that the composite con-
sists of one host and two guest structures, guest1 and
guest2, respectively. In the direct space of the guest
structure, the rodlike shape of the satellite reciprocal-
lattice points corresponds to disordered periodic chains
along the b direction with the periods  = 10.723 Å

and  = 10.46 Å, respectively. Similar chains for
the guest structure were also observed in other compos-
ites, namely, in the high-pressure Ba, Bi, and Sr phases
mentioned above.

Comparing the spectra in Figs. 8a and 8b, we see
that lowering of the sample temperature results in a
considerable decrease in the intensity and half-width of
the rodlike guest reflections and a considerable increase
in the maximum intensity of the host reflection. It is

1 The absence of the second satellite in the vicinity of the 050
reflection on the one-dimensional section in Fig. 2 is explained
by its low intensity and its practical coincidence with the host
reflection along the reciprocal-lattice vector at room temperature.

bguest1

bguest1
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seen that a decrease in the intensities of the guest1 and
guest2 reflections is accompanied by their displacement
with respect to the host reflection along the b* direc-
tion. Thus, the composite can be considered a really
incommensurate one along the b* direction. It should
also be noted that, because of the low intensities, no sat-
ellite guest reflections can be recorded on the one-
dimensional diffractograms below 5°C, which indi-
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Fig. 3. Temperature behavior of the (a) mismatch parameter
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cates that it is two-dimensional sections that are most
informative. Further lowering of temperature results in
the complete disappearance of rodlike satellite reflec-
tions also on the two-dimensional reciprocal-lattice
sections.

Heating of the sample to room temperature does not
lead to diffraction-spectrum reconstruction (at least
within several hours of recording the diffraction spec-
tra). Moreover, an increase in the temperature above
room temperature (up to ~40°C) did not result in the
restoration of the initial state of the crystal. The resto-
ration of the initial intensity distribution of the rodlike
guest reflections was observed only during subsequent
long keeping (for about 36 h) of the sample at room
temperature.

The result obtained allows us to draw some conclu-
sions about the structural mechanism of the formation
of composite phases. The process is thermally acti-
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Fig. 7. Temperature behavior of the (a) mismatch parameter
along the a direction and (b) integrated intensity of the
superstructural 10.00 reflection below Të for (NH4)2SO4.
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vated; at the initial stages, the periodic chains of atoms
are formed. With an increase in the temperature, these
chains start ordering, which results in the formation of
a three-dimensional guest structure.

The host and guest structures are relatively indepen-
dent, which is clearly seen under the action of oriented
external mechanical stresses. We studied (NH4)2SO4
crystals. Figure 9 shows the relative positions of the
Bragg and satellite reflections from (NH4)2SO4 under
variation of the applied load within the range P = 0–
1652 kg/cm2. It is seen that the relative positions of the
reflections change with the stress variation. Thus, under
the applied mechanical stress, the composite behaves as
an incommensurate composite. Moreover, an increase
in the load in the above range is accompanied by con-
siderable broadening of the Bragg θ-2θ reflections,
which indicates the formation of an inhomogeneously
deformed sample state. Upon the attainment of the
stress P ~ 1652 kg/cm2, one observes a dramatic
increase in deformation accompanied by a decrease in
the load (P = 864 kg/cm2) at the initial moments, disap-
pearance of nonuniformly deformed sample state
(which manifests itself in narrowing of the diffraction
reflections), and crystal disintegration into several
blocks. The intensity of the satellite guest reflection
first increases (with respect to the host reflection) and
then, after long keeping of the sample under the condi-
tions of the residual stationary loading, drops below the
relative intensity of the initial state. The subsequent
removal of the mechanical load does not result in the
restoration of the initial intensities of the host and guest
reflections.

Although the maximum intensity of the guest reflec-
tion after the pressure drop noticeably decreases, the
new structural state of the sample is not accompanied
by a noticeable decrease in the total volume of the guest
structure. The structural state formed after the attain-
ment of the critical load is characterized by the decom-
position of the initial one-component orientational state
of the guest structure into several orientational compo-
nents. The two-dimensional reciprocal-lattice sections
in the vicinity of the 002 point show the existence of
three orientational states of the guest structure, M(+), M(–),
and O (Fig. 10). It is rather surprising that the host
matrix preserves only one orientational state.

The formation of several orientational components
of the guest structure inside the single-domain host
matrix indicates a structural phase transition in the
guest structure after the attainment of a certain critical
mechanical load (in our case, 1652 kg/cm2). The exist-
ence of three orientational components can be inter-
preted as the transformation during the phase transition
of the orthorhombic unit cell into a monoclinic or tri-
clinic one. In this interpretation, two end orientational
components, M(+) and M(–), characterize the formation
of a twin structure, which reflects the equivalence of

shear along the [010] and [ ] directions for the ini-010
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
4.80

–0.05–0.10 0 0.05 0.10
a*

4.85

4.90

4.95

5.00

5.05

5.10

4.80

4.85

4.90

4.95

5.00

5.05

5.10
b*

Fig. 8. Reciprocal-lattice section of the 050 reciprocal-lat-
tice point (a) at room temperature and (b) at 224 K for
(Rb0.7(NH4)0.3)2SO4.

(a)

(b)

2.0385

2.0380

2.0375

2.0370

2.0365

300 600 900 1200
P, kg/cm2

c*

Fig. 9. Relative position of the (002)guest reflection from an
(NH4)2SO4 crystal as a function of the load in the range P =

0–1652 kg/cm2.



378 SHMYT’KO et al.
tial orthorhombic unit cell. Different intensities of these
components are explained by different volume frac-
tions of (+) and (–) twins. The middle component O can
be interpreted in two ways. The first interpretation is
based on the incompleteness of the phase transition
from the orthorhombic to the monoclinic (or triclinic)
unit cell. Then the orientational state (O) characterizes
the residual fraction of the initial orthorhombic phase
(analogue of residual austenite). The second interpreta-
tion is based on the existence of two nonequivalent
twinning planes, (010) and (001). The component O
corresponds to the (001) twinning plane; the compo-
nents M(+) and M(–) corresponds to the (010) twinning
plane. We believe that the first interpretation is more
favorable, because, despite the fact that simultaneous
twinning along nonequivalent planes is observed in
some compounds [24], it is extremely rare (in the
orthorhombic lattices, the (100), (010), and (001)
planes are not equivalent).

CONCLUSIONS
Thus, the study of crystals of solid solutions of

ammonium sulfate and rubidium, (Rbx(NH4)(1 − x))2SO4,
revealed, in addition to three well known types of one-
dimensional incommensurate composite compounds,
also a new, fourth type of composite structures incom-
mensurate along all the three coordinate axes. It is
shown that crystals of pure ammonium sulfate undergo
a number of temperature-induced transformations from
the incommensurate to commensurate composite struc-
tures along one of the axial directions. It is also estab-
lished that the mechanism of formation of composite
phases is thermally activated. The latter fact allowed us
to estimate the characteristic energy of the interaction

1.95

–0.05 0 0.05 0.10
a*

2.00

2.05

2.10
c*

O

M(+) M(–)

Fig. 10. Two-dimensional reciprocal-lattice section of
ammonium sulfate in the vicinity of the 002 reciprocal-lat-
tice point after the attainment of the critical load.
C

between the host and gust structures based on the con-
sideration of the temperature of the phase transition
from the commensurate composite into incommensu-
rate phase as ~0.01 eV. The existence of a number of
transformations from the incommensurate to commen-
surate composite structures allows one to consider the
known incommensurate composite structures, not as a
specific type of intergrowth chemical compounds, but
as the phase states of these compounds.
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Abstract—The metal-rich compound Zr2Se is of particular interest for electron crystallography, since it was
one of the first examples that proved that heavy-atom structures can be solved via quasi-automatic direct meth-
ods from selected area electron diffraction intensities [1]. For this reason, Zr2Se has been chosen as a model to
discuss the possibilities and the limits of the quasi-kinematical approach that has been successfully used to
determine this and related structures from high-resolution electron microscopy (HREM) images and selected
area electron diffraction. In order to quantify the achievable accuracy of the electron crystallography techniques
used, the corresponding structures are compared with results from structural analysis with X-ray powder data
and with a model received from first-principles calculations. The latter structure was chosen in this study as a
reference, since the calculations do not depend on experimental parameters. Analysis of the obtained result
from electron diffraction structural analysis (EDSA) shows that the structural model is, on average, only off by
0.08 Å, despite the investigated crystal having an effective thickness of 286 Å. The corresponding result from
Rietveld refinement with X-ray powder data agrees to within 0.04 Å with the structure from calculation and
within 0.03 Å with the result from an earlier single crystal X-ray study [2]. © 2004 MAIK “Nauka/Interperi-
odica”.
1INTRODUCTION

In the preface to the 1949 Russian edition of the
book Difraktsiya Elektronov (Electron Diffraction) [3],
the author, Prof. Z.G. Pinsker, wrote the following
lines: “Doubts have been raised in the literature as to
whether a definite correlation between the structure of
a scattering crystal and the intensities of the maxima in
the (electron) diffraction patterns could be established.”
These lines reflect the beginning of a debate that con-
tinued over nearly 50 years over whether results from
structural analysis with electron diffraction data are
trustworthy or not. Unfortunately, the increasing under-
standing of the scattering of electrons by crystalline
matter during the mid-1950s led many scientists
(mostly in Western countries) to believe that the inten-
sities of spots in electron diffraction patterns cannot be
used for structural determination in the same way as
they are used in X-ray diffraction [4, 5]. Therefore, it
took until 1976 for the potential of selected area elec-
tron diffraction for structural determination of organic
materials to be seriously examined by D. Dorset in the
United States [6, 7]. It should be mentioned that the
Russian scientists around Pinsker and, later, Vaœnshteœn
and Zvyagin, had at that time already solved dozens of
inorganic and mineral structures by applying their own
developed techniques for EDSA [8, 9]. (For a con-
densed summary of the achievements of the Moscow

1 This article was submitted by the author in English.
1063-7745/04/4903- $26.00 © 20379
group, see the review of Klechkovskaya and Imamov
[10].) Probably encouraged by the successful work of
Dorset on organic materials, EDSA became increas-
ingly popular also outside the former Soviet Union.
Over the years, it turned slowly into an accepted
method for determining crystal structures that were
unexaminable for X-ray crystallography, e.g., small
molecular structures [11, 12], precipitates [13], zeolites
[14], oxides [15, 16], and several metal-rich structures

Table 1.  Atomic coordinates for Zr2Se as obtained by crys-
tallographic image processing of a HREM image (Fig. 1a).
The coordinates and peak heights have been determined
from the pseudo-projected potential map in Fig. 1d. Note that
all atoms are located on mirror planes (z = 0). The z coordi-
nates of the atoms were derived using chemical criteria (see text)

x y Peak height

Zr1 0.169 0.007 991

Zr2 0.096 0.242 942

Zr3 0.593 0.079 926

Zr4 0.474 0.402 983

Zr5 0.808 0.204 994

Zr6 0.869 0.414 859

Se1 0.442 0.214 791

Se2 0.218 0.398 692

Se3 0.697 0.350 752
004 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Experimental high-resolution electron micrograph of a Zr2Se crystallite aligned along the [001] direction. The images in
(b) and (c) show the lattice averaged images with p2 symmetry before and after applying corrections for the contrast transfer func-
tion and astigmatism on the extracted amplitudes and phases. The image in (d) was obtained after imposing constraints on the ampli-
tudes and phases according to p2gg symmetry; |F(hk)| = |F(–h, –k)|, |F(–hk)|; φ(hk) = 0 or π; φ(hk) = –φ(–h – k), φ(–hk) + (h + k)π.
The image can be considered the restored pseudo-potential map, whereas black features in the image represent high potential, i.e.,
atom columns in projection. The map in (d) was used to obtain the two-dimensional atomic coordinates listed in Table 1. Note that
the positions of zirconium have a significantly higher potential than that of selenium, as expected for small crystal thicknesses from
the potential ratio curve in Fig. 6. The corresponding structure model derived from the HREM image in (a) is shown in Fig. 3a.
[1, 17–20]. The metal-rich compound mentioned in our
title, Zr2Se, is in this context of particular interest since
it was one of the first examples for which it could be
shown that even heavy-atom structures can be solved
by quasi-automatic direct methods from selected area
electron diffraction intensities [1]. For this reason,
Zr2Se has been chosen as a model structure to show the
possibilities, and also the limits, of the quasi-kinemati-
cal approach that has been so successfully used to
determine this and related structures. In order to allow
quantitative measurement of accuracy, structures from
electron crystallography are compared with results
from structural analysis with X-ray powder data and
with results from first-principles calculations within the
density functional theory.

The structure of Zr2Se was first determined in 1968
from single crystal X-ray data [2]. In the search for new
compounds that contain the structural motif of con-
densed metal-clusters [21], the metal-rich branch of the
C

zirconium-selenium system was reinvestigated by the
present author [22]. The results presented in what fol-
lows were obtained by recent reanalysis of images that
were recorded during at the Max-Planck Institute for
Solid State Research in Stuttgart (Germany; by the
group of Prof. Arndt Simon).

EXPERIMENTAL

Sample

Zirconium powder (DEGUSSA, m3N) and sele-
nium pearls (HEK GmbH, m3N) were mixed in a molar
ratio of 7 : 2 in a glove box under purified argon gas.
The mixture was filled in a one-sided closed tube made
from pure tantalum metal (Plansee, m2N8). The open
end of the metal tube was squeezed and sealed by arc
welding under a purified argon atmosphere. The
received metal ampoule was placed in a gas-tight
corundum tube, which was then heated to 670 K under
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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(a)
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Fig. 2. Different types of polyhedra that have been used to derive a three-dimensional structure model from the potential maps
shown in Figs. 1d and 5a. Each polyhedron is shown in clinographic view (left) and as observed when the structure is projected
along the short c axis (right view). Zirconium atoms are shown in black and selenium atoms in light gray. (a) Cube of body centered
β-zirconium respectively as vertex linked (condensed) Zr6-octahedron [21]; (b) single-capped trigonal prism with selenium at the
center; (c) double-capped trigonal prism; (d) triple-capped trigonal prism.
dynamic vacuum (about 10–5 Torr). The temperature
was increased after annealing the sample for 2 h at
670 K with a gradient of 80° per hour. At 1070 K, the
heating rate was increased to 120° per hour until the
final temperature of 1670 K was reached. The sample
was kept for 3 h under these conditions before the fur-
nace was switched off and the sample was allowed to
cool down to room temperature.

Structural Determination from Hrem Images

This section describes the structural determination
of Zr2Se by crystallographic image processing (CIP) of
a single high-resolution electron microscopy image. A
detailed outline of this technique has been published
elsewhere [23–25].

Thin crystallites of the crushed sample were investi-
gated in a Philips CM30/ST microscope at 300 kV.
High-resolution electron microscopy (HREM) images
from a Zr2Se crystal aligned along the [001] zone axis
were recorded on film (Fig. 1a). The negative was digi-
tized with a video-rate CCD camera and then processed
using the CRISP program [26]. An image area close to
the crystal edge that contains about 20 unit cells in pro-
jection was selected and used to calculate its Fourier
transform. Amplitudes and phases were extracted from
the refined lattice positions in the Fourier transform
(point resolution approximately 1.9 Å), and the lattice
averaged image was calculated from the extracted
amplitudes and phases (Fig. 1b). The first crossover of
the contrast transfer function (CTF) was estimated from
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
the amorphous region at the crystal edge and used to
determine the defocus value (∆f = –748 Å with astigma-
tism of ±42 Å). The effect of the CTF on the amplitudes
and phases was corrected, and a new potential map was
obtained (Fig. 1c). Atoms appear now as black features
in the map (pseudo Scherzer image). The seven possi-
ble plane groups for rectangular lattices were tested,
and the one that gave the lowest phase residual indi-
cated the correct symmetry (p2gg in the present case).
The corresponding phase relationships, according to
p2gg symmetry, were imposed on the amplitudes and
phases, and a new potential map was received (Fig. 1d).
Two-dimensional atomic coordinates were extracted
from this map (Table 1) and used to construct a three-
dimensional structural model, since the basic building
blocks in this type of metal-rich compound are well
known, i.e., the metal atoms form M6 octahedral units
and trigonal prisms around the non-metal atoms
(Fig. 2). Since these type of metal-rich structures
require that all the atoms be located on mirror planes at
heights of 0.5 or zero along the short axis, it was also
possible to derive the missing z coordinates for all the
atoms. The derived structure model from CIP is shown
in Fig. 3a.

Structural Determination from Selected Area 
Electron Diffraction

Selected area electron diffraction patterns from the
thinnest crystal areas of Zr2Se were recorded on stan-
dard photographic EM film (Kodak SO-163 Electron
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(a) CIP (HRTEM image) (b) EDSA (kinematical refinement)

(c) Rietveld refinement (d) CASTEP calculation

Fig. 3. Structure models for Zr2Se in projection along the short c axis as obtained by different methods (see text). The zirconium
atoms (black bullets d) form M6 cluster-units, which are linked (condensed) via common atoms along the viewing direction. The
selenium atoms (white balls s) are situated within capped trigonal prisms of zirconium atoms (see polyhedra in Fig. 2). Note that,
whereas the structures from Rietveld refinement on X-ray powder data and CASTEP calculation are virtually identical, the structure
model from electron diffraction reveals some small misplacements of atoms.

(X-ray powder)
Image Film) in a Philips CM30/ST electron microscope
operated at 300 kV. Lattice parameters for the a and b
axes were determined from a calibrated electron dif-
fraction pattern recorded along the [001] direction. The
determined lattice parameters are a = 12.6 Å and b =
15.7 Å. The diffraction pattern shown in Fig. 4a was
digitized by using a 1024 × 1280 pixel 16-bit CCD
camera (CALIDRIS, model KITE). The image data
were corrected for non-linearity in the blackening
C

curve, and reflection intensities Ihkl were estimated
using the ELD program [27, 28]. Analysis of systematic
extinctions in the diffraction pattern shows that h0: h =
2n + 1 and (less clearly) 0k = 2n + 1. These extinctions
suggest plane group symmetry p2gg, which is compat-
ible with the centrosymmetric space groups Pbam (55),
Pnnm (58), and Pbnm (62). Merging the intensities
according to the p2gg symmetry of the pattern yielded
a data set of 219 crystallographically non-equivalent
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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k

h

(a) (b)

(c)

Fig. 4. The row of images shows the experimentally obtained SAED pattern of Zr2Se recorded along [001] in (a), the calculated
dynamical diffraction pattern for a crystal thickness of 286 Å in (b) and the corresponding calculated kinematical pattern in (c) using
the atomic coordinates from first principles calculation. Violation of the extinction rules in the experimental diffraction pattern along
k arises from secondary scattering, which indicates a slight misalignment of the crystal and/or presence of defects (see [19]).
hk0 reflections with a resolution of about 0.8 Å. The
internal R-factor of symmetry-related reflections in the
merged data set was 9.5%. In accordance with the ear-
lier result from single crystal X-ray diffraction [2], only
space group Pnnm was tried for solving the structure by
direct methods with the SIR97 program [29]. The pro-
gram was modified for this purpose with electron scat-
tering factors calculated by Jiang and Li [30]. As in pre-
vious studies [1, 18, 19], suspected dynamical diffrac-
tion was taken into account by using a
phenomenological compensation based on the approx-
imation Ihkl ∝  |Vhkl|, which has been derived as the limit
for thick crystals under two-beam conditions [31, 32,
3], where Vhkl (in volts) designates the structure factor
amplitude for electrons. The most probable solution
found by SIR97 had an R-factor of 24.8%. All 36 atoms
in the unit cell are clearly visible in the potential map
calculated from the 53 largest hk0 E-values (Fig. 5a). A
structural model could readily be constructed from the
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
coordinates obtained from the projected potential map
using the above outlined topological principles.

A subsequent (kinematical) least-squares structure
refinement on |Vhkl|2 using the SHELXL97-2 program
[33] yielded displacement factors for all atoms of the
same order as obtained in previous investigations
[1, 17–19, 34]. The overall R-factor of the refined struc-
ture was 35.8% (28 parameters refined, unit weights).
Since the intensities were not corrected for the curva-
ture of the Ewald sphere, the obtained atomic displace-
ment factors from least-squares refinement cover both
the intensity decay due to the excitation error and the
true thermal displacement. The refined atomic coordi-
nates, together with the displacement factors Ueq, are
listed in Table 2. The average positional shift of the
atoms during the refinement was 0.07 Å (maximum
shift 0.22 Å for Se-3). The potential map after least-
squares refinement and the complete structural model
for Zr2Se from electron diffraction are shown in
Figs. 5b and 3b.
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Zr-1

Zr-2

Zr-3

Zr-5

Zr-4 Zr-6Se-2

Se-1

Se-3

(a) (b) (c)

(d)

Fig. 5. Projected potential maps for Zr2Se along [001] as obtained from experiment and multislice calculations. Note that the zir-
conium atoms in the enlarged calculated exit-wave map in (d) have a potential distribution that indicates excitation of higher Bloch
states (2s and 2p respectively), whereas the potential of the selenium atoms has a 1s character. Due to excitation of the (less-local-
ized) higher Bloch states, atoms of former similar projected potential become different, i.e., the central zirconium atom (Zr-4) has
a lower potential in the map than the surrounding atoms (Zr-1, Zr-2, Zr-5). Also. the three selenium atoms have a significantly dif-
ferent potential according to the distinct number of their next-neighbor atoms. These striking features are also present in the exper-
imental map shown in (b). Moreover, the diffuse potential around Se-3 is possibly the reason for the slight misplacement during
(kinematical) LS-refinement (see text).

E-map obtained by direct
methods with SAED data

Fourier map [Vobs] after
kinematic refinement
with intensities from SAED

Calculated exit-wave map
[crystal thickness 286 Å]

Enlarged part of the calculated exit-wave
map for a crystal thickness of 286 Å
(contrast enhanced image)
Estimation of Average Crystal Thickness

Exit-wave maps were calculated with NCEMSS
program [35] for estimating the average crystal thick-
ness by the earlier described potential-ratio method
[18]. Quantification of the received potential maps for
crystal thicknesses between 5 and 400 Å (step width
5 Å) yielded the Zr-Se effective potential ratio curve for
Zr-4 and Se-3 that is shown in Fig. 6. The experimental
Zr-Se ratio ϕZr/ϕSe for the two atoms, as determined
from the potential map after structure refinement
(Fig. 5b), is 1.8. This value is in agreement with an
C

average crystal thickness of about 87, 123, 172, 208,
286, and 383 Å (horizontal line in Fig. 6). The influence
of secondary scattering, crystal bending, and crystal tilt
on the potential ratio was not taken into account in this
analysis. Visual comparison of the experimentally
(Fig. 4a) and dynamically calculated electron diffrac-
tion patterns for the above given values yielded the best
agreement for a crystal with a thickness of 286 Å
(Fig. 4b). The corresponding exit-wave map for this
thickness is shown in Fig. 5c. The kinematical diffrac-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Fig. 6. Trace of the effective Zr-4 : Se-3 potential ratio vs.
crystal thickness for Zr2Se as obtained from calculated exit-
wave maps. The calculation was carried out in steps of 5 Å
for crystal thicknesses up to 400 Å. The value of zero thick-
ness was determined from the projected potential map.
The experimental Zr-4 : Se-3 ratio (ϕZr/ϕSe = 1.8, horizon-
tal line) was determined from the potential map in Fig. 5b
after kinematic LS-refinement. The determined value
agrees with the crystal thicknesses of 87, 123, 172, 208,
256, 286, and 383 Å (see text). Note that the selenium col-
umns entirely dominate the exit-wave maps with a period-
icity of about 75 Å.
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tion pattern as calculated with the JEMS program
(P. Stadelmanm, Lausanne) is shown in Fig. 4c.

Rietveld Refinement 
with X-ray Powder Data

X-ray powder data of the crushed sample were col-
lected in transmission on a STADI/P diffractometer
(Stoe and Cie., Darmstadt, Germany) using copper Ka
radiation. A subsequent Rietveld analysis of the powder
data with the program FULLPROF [36] and using
structural parameters for Zr2Se from EDSA as a start-
ing model showed that the sample contained, alongside
Zr2Se, α-zirconium (JCPDS Powder diffraction file
no. 5-665) as well. Structural parameters for both
phases were successively refined until convergence was
reached. The obtained results from Rietveld refinement
are compiled in Tables 3 and 4. The calculated and the
experimental diffraction profiles, together with the dif-
ference curve obtained after refinement, are shown in
Fig. 7. The structural model obtained from Rietveld
refinement is shown in Fig. 3c.

Structure Validation 
by First-Principles Calculations

The main goal of EDSA is defined as the determina-
tion of crystal structures that cannot be determined by
15.55.0 26.0 36.5 47.0 57.5 68.0 78.5 89.0 99.5 110.0
2θ, deg

Fig. 7. Graphic representation of the result from Rietveld refinement with X-ray powder data. Vertical bars (|) indicate positions of
Bragg reflections for Zr2Se and hexagonal zirconium (18 reflections). The deviations between the observed and the calculated inten-
sities from the refined models are shown in the difference plot in the lower part of the diagram (dots—observed intensities; solid
line—calculated intensities). 
4
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Table 2.  Atomic coordinates and atomic displacement factors for Zr2Se from electron diffraction. Standard uncertainties are
given in parentheses. The tabulated atomic coordinates labeled DM refer to the peak maxima in the potential map received
from SIR97 (Fig. 5a). The corresponding rows labeled LS show the coordinates after least-squares structural refinement with
SHELXL-97-2 (Fig. 5c). All atoms for space group Pnnm are located on Wyckoff position 4g (z = 0). The z coordinates of the
atoms were derived using chemical criteria (see text)

x(DM) y(DM) x(LS) y(LS) U, Å2

Zr(1) 0.150 0.021 0.1514(16) 0.0216(11) 0.014(6)

Zr(2) 0.075 0.250 0.0779(17) 0.2529(12) 0.022(7)

Zr(3) 0.574 0.078 0.5843(18) 0.0754(13) 0.028(8)

Zr(4) 0.471 0.390 0.4707(15) 0.3907(11) 0.018(6)

Zr(5) 0.797 0.207 0.7992(17) 0.2035(11) 0.020(7)

Zr(6) 0.872 0.420 0.8755(12) 0.4193(9) 0.005(6)

Se(1) 0.424 0.207 0.4264(35) 0.2107(25) 0.060(13)

Se(2) 0.250 0.418 0.2479(26) 0.4178(17) 0.040(10)

Se(3) 0.678 0.342 0.6610(44) 0.3451(29) 0.074(16)
Table 3.  Results of Rietveld refinement with X-ray powder
data

Wavelength = 1.54060 Å

2θ range: 2.64–107.73 deg

Number of data points: 3504

Refined parameters: 49

Rp(conv) = 9.61%

Rwp(conv) = 10.8%

Rexp(conv) = 4.54%

GoF = 2.4

Zr2Se

Space group: Pnnm (58)

Number of formula units per unit cell: 12

a = 12.5985(11) Å, b = 15.7448(14) Å, c = 3.61256(32) Å

V = 716.58(11) Å3

Dcalcd = 7.27 g/cm3

Bragg positions: 513

Zirconium

Space group: P63/mmc (194)

Number of formula units per unit cell: 2

a = 3.24687(58) Å, c = 5.17671(48) Å

V = 47.26(1) Å3

B = 4.91(6) Å2

Dcalcd = 6.41 g/cm3

Bragg positions: 18

RBragg = 5.17%

RF = 4.5%
C

any other method. However, the final step in a structural
determination from electron data—the validation of the
result—remains often difficult. The low-R-factor crite-
rion, which is commonly used in X-ray crystallography
to justify the correctness of a structure, can usually not
be applied due to the non-kinematic nature of the elec-
tron data. To solve this dilemma, geometrical optimiza-
tion and energy minimization by first-principles calcu-
lations within density functional theory have been
recently used to check the structures of α- and β-Ti2Se
that have been determined from electron diffraction
[37]. In addition to calculation of physical properties
and band structure, first-principles calculations also
permit refining the geometry (lattice parameters and
atomic coordinates) of a provided structure model by
minimizing the total energy of the system. The present
calculations for Zr2Se were performed using the Cam-
bridge Serial Total Energy Package, CASTEP [38],
with structural parameters obtained from EDSA as
input. The calculations were carried out with nonrela-
tivistic ultrasoft pseudopotentials (us-PP) [39] and the
general-gradient approximation (GGA) to include
exchange and correlation [40]. The structural relaxation
was stopped after 27 iterations, when the energy gain
per atom was less than 1.3 × 10–5 eV (cut-off energy for
plane waves was 270 eV).

The rms displacement for the six zirconium and
three selenium atoms in the asymmetric unit was less
than 0.001 Å, and the rms force was below 0.013 eV/Å
at this level. The structural result from this energetic
structural refinement is listed in Table 5. The corre-
sponding model is shown in Fig. 3d.

DISCUSSION

The above example of the heavy atom structure
Zr2Se demonstrates again that standard electron
microscopy can provide data of sufficient quality to
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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retrieve the atomic structure of extremely small crystal-
lites, often only a few tens of nanometers in size. How-
ever, as can be seen from the potential ratio curve
shown in Fig. 6, the assumption of kinematics (single
scattering) is sometimes a rough approximation of the
scattering processes in a crystal, in particular when the
material of interest is mainly composed of heavy atoms.
In view of these strong effects from dynamical scatter-
ing, one could get the impression that ab initio struc-
tural investigations with SAED data are not possible at
all. Luckily, practical work has shown that the thinnest
available crystals often yield data that can be treated—
at least in the initial stages of a structural analysis, i.e.,
for solving the structure—as quasi-kinematical. In
some cases, even a pure kinematical L.S.-refinement
can be applied with success. However, the main ques-
tion that remains after structural determination with
electron data is: how can I check that the structure is
correct? To give a quantitative answer to this question,
the structures determined from the HREM image, from
SAED, from Rietveld refinement with X-ray powder
data, and from first-principles calculations will be com-
pared with the result from the earlier single crystal
X-ray study [2]. Since the result from first-principles
calculations does not depend on experimental data, the
corresponding model was chosen as a reference in the
following analysis.

Because of the limited resolution of the data and a
rather steep rise in crystal thickness, the result from CIP
was found to be most in error. The average positional
deviation between the result from GASTEP (Table 5)
and CIP (Table 1) is 0.26 Å (maximum deviation
0.54 Å for Se-2). However, despite this relatively large
error, all columns of atoms can be distinguished, as is
seen in the final potential map (Fig. 1d). As expected,
the model obtained from electron diffraction with sub-
sequent (kinematical) least-squares refinement is much
closer to the structure derived from calculation
(Table 2). The average deviation is, in this case, only

Table 4.  Atomic coordinates for Zr2Se as obtained from Ri-
etveld refinement with X-ray powder data. All atoms in
space group Pnnm are located on Wyckoff position 4g (z = 0)

x y B, Å2

Zr(1) 0.15169(34) 0.02288(28) 4.65(12)

Zr(2) 0.08041(36) 0.25396(31) 5.24(13)

Zr(3) 0.58537(30) 0.07929(32) 4.98(12)

Zr(4) 0.46922(32) 0.38994(27) 4.86(12)

Zr(5) 0.80091(28) 0.20398(28) 4.80(13)

Zr(6) 0.87643(34) 0.42267(34) 5.55(14)

Se(1) 0.42149(39) 0.20845(40) 4.95(14)

Se(2) 0.24568(45) 0.42002(42) 6.46(16)

Se(3) 0.68331(37) 0.34916(33) 4.64(14)
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0.08 Å (maximum deviation 0.28 Å for Se-3). Compar-
ison of the corresponding result obtained from Rietveld
refinement with X-ray powder data (Table 4) shows an
average agreement in position within 0.04 Å (maxi-
mum deviation 0.07 Å for Zr-2). A slightly better result
was only found for the model earlier determined from
single crystal X-ray diffraction [2], where the average
deviation is 0.03 Å (maximum deviation 0.06 Å for
Zr-2). The two structures determined from X-rays dif-
fer on average by less than 0.03 Å (maximum deviation
0.04 Å for Se-3). Concerning lattice parameters, the
agreement between Rietveld refinement with X-ray
powder data (Table 3) and first-principles calculation
(Table 5) is better than 0.8%. The same agreement is
obtained when the published lattice parameters from
single crystal X-ray diffraction are compared with the
unit cell from calculation. The excellent agreement of
the two X-ray structures with the result from first-prin-
ciples calculation demonstrates again (see also [37])
that quantum-mechanical calculations are a useful
complement for structural validation when reliable ref-
erence data from other sources are unavailable.

As derived from the analysis of the Zr-Se potential
ratio, the investigated crystal had an effective average
thickness of about 286 Å. Although this is already a
rather large value for a heavy atom structure, the
derived model is surprisingly less in error. As can be
seen by comparison of the projected structure models in
Fig. 3, the largest misplacement (0.28 Å) is found for
atom Se-3 (for the labeling of the atoms, see Fig. 5c),
whereas the average positional error is only 0.08 Å.
Inspection of the calculated exit-wave maps in Figs. 5c
and 5d seems to explain why the quasi-kinematical
approach yields a partially wrong structure. Excitations
of higher (less-localized) Bloch states has the effect of
smearing the potential over a larger area (2s states) or
to generate potential between the atom columns (2p
states). Moreover, atoms that have a similar potential in
the projected potential map have a significant different

Table 5.  Structural parameters for Zr2Se as obtained from
first-principles calculations with the program CASTEP. The
lattice parameters after structural relaxation by energy mini-
mization are a =12.696 Å, b = 15.827 Å, and c = 3.630 Å. All
atoms are located on Wyckoff position 4g (z = 0)

x y

Zr(1) 0.1513 0.0248

Zr(2) 0.0755 0.2516

Zr(3) 0.5839 0.0809

Zr(4) 0.4675 0.3902

Zr(5) 0.7984 0.2023

Zr(6) 0.8761 0.4234

Se(1) 0.4179 0.2080

Se(2) 0.2483 0.4215

Se(3) 0.6828 0.3481
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potential in the exit-wave map, e.g., the selenium atoms
inside the three types of the trigonal prisms (see Fig. 2).
On the other hand, a similar analysis carried out for
α-Ti2Se showed a misplacement for one atom of the
same magnitude as detected in this study, but without
indication of the excitation of higher Bloch states [19].
Thus, other effects, such as mistakes in estimating the
intensities or secondary scattering, must also be taken
into consideration when discussing these errors.

CONCLUSION

Application of the quasi-kinematical approach in
combination with modern direct methods software suc-
ceeded in solving several heavy atom structures from
two-dimensionally selected area electron diffraction
data. This includes the metal-rich structures Ti2S,
Ti9Se2, Ti8Se3 [1], Ta2P [17], α-Ti2Se [37], and Zr2Se
(this study). For all these structures, reference data exist
from X-ray crystallography that allowed a critical
review of the obtained results from electron diffraction.
Moreover, the structures of β-Ti2Se [1], Ti11Se4 [34],
and Ti45Se16 [18], which have been intractable for X-ray
crystallography, were solved and refined using the
same approach. First-principles calculations with den-
sity functional theory have been used to validate the
results for these three structures [37, 41]. As demon-
strated by the example of Zr2Se, first-principles pro-
grams, with their unique capabilities for minimizing
total energy and geometrical optimization, are a highly
valuable tool for checking structures obtained from
electron crystallography for errors.

In addition to being convinced that the proposed
method works and that the determined structures are
correct, within limits, it is also of importance to under-
stand why the method applied here worked so surpris-
ingly well. If electron-channeling theory is applied to
this problem, the incident electrons can be assumed to
be fast in the beam direction and relatively slow in the
perpendicular direction. If a principal zone axis of a
crystal with well-separated rows of atoms is selected,
the first excited Bloch states are the 1s states. Since the
1s states are the most highly localized states around the
atom columns, the corresponding exit-wave maps nec-
essarily consist of discrete peaks (1s scattering condi-
tion). Since the peak heights in the exit-wave map
depend strongly on specimen thickness, it follows that
the diffracted intensities do not necessarily allow
retrieving a true picture in terms of a projected structure
with peak intensities proportional to the atomic number
(see Fig. 6). Nevertheless, direct methods appear rela-
tively robust in cases of such changes, as can be
deduced from Sayre’s theorem [42]. Sayre pointed out
that a structure consisting of non-overlapping peaks of
(nearly) equal weight can be “squared” without chang-
ing the geometric part (the phases) of the structure fac-
tor. Thus, even if the shape of the atomic scattering fac-
tor has become unphysical (by dynamical diffraction),
C

the structure can still be solved (and possibly refined)
from such data, since the positions of the atomic peaks
themselves are unchanged by squaring the structure
factors. Hence, direct methods can solve a structure
even from dynamical intensities, provided that the most
important strong reflections are still ranked among the
highest E-values after normalizing the data. The latter
has been quantitatively worked out by Dorset and
McCourt for diketopiperazine [43]. From this, it is then
possible to derive the following boundary conditions,
for which quasi-automatic direct methods have a good
chance for solving the structure:

(1) The structure must be (approximately) mono-
atomic, i.e., all atoms should have an almost identical
electrostatic potential.

(2) A projection with non-overlapping atom col-
umns should exist (atomic resolution data).

(3) The most significant part of the unit-cell trans-
form must be covered by the data.

All these conditions are clearly met by the here
investigated short-axis compound Zr2Se and related
structures. It is very surprising that the above-stated
conditions obviously hold also in a thickness range
when Bloch states that are already high are exited, as
was shown above.

However, the essence of the present study of Zr2Se
can be expressed in the words of Pinsker, who stated
more than 50 years ago [3] that “from the experimental
values of intensities of the reflections in electron dif-
fraction patterns, we can obtain accurate values of the
atomic coordinates and the potential distribution within
the lattice, by using the trial and error method or the
Fourier synthesis of structure factors and structure
amplitudes.”
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Abstract—Iron zirconium phosphate Fe1/3[Zr2(PO4)3] is synthesized by heat treatment of gels with the stoichi-
ometric composition of components. The compound prepared is characterized using electron probe microanal-
ysis, X-ray diffraction, and IR spectroscopy. The crystal structure of the Fe1/3[Zr2(PO4)3] phosphate is refined
in space group ê21/n by the Rietveld method in the isotropic approximation for atomic displacements of all ele-
ments. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Among crystalline zirconium compounds of com-
plex composition, framework orthophosphates of the
MxZr2(PO4)3 type (x = 1/z, where z is the charge of an M
cation) have been studied in sufficient detail to date.
The structure of these compounds consists of a mixed
[Zr2(PO4)3]3∞ framework formed by discrete zirconium
octahedra and phosphate tetrahedra (the discreteness of
coordination polyhedra is governed by the cation ratio
Zr : P = 2 : 3 [1]). In framework structures of this type,
it is possible to distinguish a characteristic fragment
(unit) [Zr2(PO4)3], which is formed by two zirconium–
oxygen octahedra linked together by three bridging tet-
rahedra (a “lantern”). The number of structural types in
which the MxZr2(PO4)3 phosphates can crystallize
depends on the character of the joining of these group-
ings and is limited under the condition of discreteness
of the coordination polyhedra.

It is evident that the structure of compounds with a
mixed [Zr2(PO4)3]3∞ anionic framework substantially
depends on the type of M cations compensating for the
negative charge of this framework. An analysis of the
data available in the literature demonstrates that the
MxZr2(PO4)3 phosphates crystallize in two modifica-
tions, namely, the trigonal (or rhombohedral) modifica-
tion of sodium zirconium phosphate NaZr2(PO4)3

(NZP) with space group  or  [2–16] and the
monoclinic modification of scandium tungstate
Sc2(WO4)2 [or iron sulfate β-Fe2(SO4)3] with space
group P21/n [17–20]. The difference between the struc-
tures of these modifications is associated with the dif-
ferent types of packing of [Zr2(PO4)3] fragments. In the
trigonal modification, these fragments are located

along the  axis and form infinite columns along the c

R3c R3

3

1063-7745/04/4903- $26.00 © 20390
crystallographic axis. In turn, these columns are joined
together into a three-dimensional framework through
phosphate tetrahedra. In the monoclinic modification,
the [Zr2(PO4)3] fragments are arranged in a tiling man-
ner and also form columns; however, in this case, the
columns are rotated through an angle of 71° with
respect to each other [21].

The packing of fragments in the above modifica-
tions determines the number and type of holes in their
structures. In the trigonal or rhombohedral structure,
there exist holes of the M1 and M2 types, which corre-
spond to the 6b and 18e crystallographic positions,
respectively. The M1 holes are formed by lateral trigo-
nal faces of two adjacent lanterns of the same column
and have the shape of a distorted octahedron (the coor-
dination polyhedron is a trigonal antiprism, and the
coordination number is 6). Larger sized holes of the M2
type are located between the adjacent columns around
the M1 holes. The quantitative ratio between the M2
and M1 holes is 3 : 1 in accordance with the chemical
formula of compounds with an NZP-type structure:
(M1)(M2)3L2(PO4)3, where L is the position occupied
by zirconium with a coordination number of 6 in the
framework. In the structure of monoclinic phosphates,
holes in the framework have the shape of a distorted tet-
rahedron (the coordination number is 4) [20]. An anal-
ysis of the structural features of the known rhombohe-
dral and monoclinic modifications shows that com-
pounds with large-sized cations (rkt = 0.71–1.67 Å)
crystallize with the formation of an NZP-type structure
in which cations have a more favorable octahedral coor-
dination. Phosphates with singly or doubly charged
small-sized compensating cations (rkt = 0.57–0.66 Å)
predominantly crystallize with the formation of a mon-
oclinic structure. For these cations, the tetrahedral envi-
ronment of oxygen atoms is most preferable.
004 MAIK “Nauka/Interperiodica”
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At the same time, a number of multiply charged cat-
ions, such as magnesium, scandium, lanthanide, zirco-
nium, and other cations (rkt = 0.72–1.03 Å), can fulfill
a framework-forming function. As regards multiply
charged cations of smaller sizes, they fulfill only a
framework-forming function in compounds with the
[Zr2(PO4)3]3∞ framework. The question of their possi-
ble incorporation into holes remains open.

In the present work, we synthesized iron zirconium
phosphate of the composition Fe1/3Zr2(PO4)3 and eluci-
dated the role played by iron in the structure formation.
Earlier [22, 23], it was established that, in
Na1 + xZr2 − xFex(PO4)3 iron phosphates, iron and zirco-
nium play the role of a framework-forming cation.

EXPERIMENTAL

The iron zirconium phosphate Fe1/3Zr2(PO4)3 was
synthesized by the sol–gel technique [24]. The initial
reactants used in the synthesis were 1 M aqueous solu-
tions of iron chloride FeCl3, zirconium oxychloride
ZrOCl2, and orthophosphoric acid H3PO4. All the reac-
tants were chemically pure. The synthesis was per-
formed in several stages. At the first stage, phosphoric
acid (in the amount calculated from the reaction sto-
ichiometry) was slowly added with vigorous continu-
ous stirring to a mixture of aqueous solutions of iron
chloride and zirconium oxychloride taken in stoichio-
metric amounts. The gel formed was dried at a temper-
ature of 85°C for 24 h, ground in an agate mortar, and
heat treated at T = 600, 800, and 1000°C (the heat treat-
ment time at each temperature was one or two days).
Each annealing stage alternated with dispersion.

The compound synthesized was identified and then
studied using a combination of physicochemical meth-
ods, such as electron probe microanalysis, IR spectros-
copy, and X-ray powder diffraction and X-ray structure
analyses. The electron probe microanalysis was carried
out on a Camebax microanalyzer equipped with a Link
AN-100 energy-dispersive detector. The compositions
were calculated by the ZAF correction method (the
accuracy in determining the composition was equal to
2.5 mol %). The IR absorption spectrum of the sample
prepared in the form of a finely disperse film on a KBr
substrate was recorded on a Specord-75 IR spectropho-
tometer in the frequency range 1800–400 cm–1. The
phase composition of the sample in the course of the
synthesis was checked using X-ray powder diffraction
analysis (DRON-2.0 diffractometer, filtered CÓKα radi-
ation). The structure was refined on an ADP-2 diffrac-
tometer (λCuKα; Ni filter; 2θ scan mode; step width,
0.02°; exposure time, 10 s). The X-ray diffraction pat-
terns were processed according to the WYRIET (ver-
sion 3.3) software package [25]. The peak profiles were
approximated by the Pearson VII function. The peak
asymmetry was refined in the range 2θ < 60°. The ion
scattering curves were used for all elements. The crys-
tal structure was refined by progressively adding
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
refined parameters with continuous graphic simulation
of the background until the R factors became equal to a
constant value.

The sample prepared had the form of a yellow pow-
der. As follows from the X-ray powder diffraction data,
the crystalline product was formed at a temperature of
800°C (after heat treatment at 600°C for 48 h, the sam-
ple remained X-ray amorphous).

According to the electron probe microanalysis, the
composition of the sample was as follows (wt %):
Fe2O3, 5.46; ZrO2, 45.35; and P2O5, 44.04 (Σ = 94.85).
This composition, when expressed in terms of 12 O–

anions, corresponds to iron zirconium phosphate of the
chemical formula Fe0.34Zr1.85P3O12, which is close to
the calculated formula Fe1/3Zr2P3O12.

An analysis of the X-ray diffraction data obtained
revealed the similarity of the structure of the iron zirco-
nium phosphate under investigation to the structure of
the nickel zirconium phosphate Ni0.5Zr2(PO4)3 (struc-
tural type of scandium tungstate Sc2(WO4)3) [12]. On
this basis, the X-ray diffraction pattern of the sample
was indexed in space group P21/n.

For the FÂ1/3Zr2(êé4)3 samples subjected to either
isothermal treatment at 800°C for a day or short-term
treatment (for a few hours) at 1000°C, the X-ray dif-
fraction patterns exhibit reflections of the
α-(ZrO)2P2O7 and ZrP2O7 crystalline phases and an
unidentified phase. This indicates that the
FÂ1/3Zr2(êé4)3 phosphate undergoes decomposition.

Table 1.  Unit cell parameters and results of the Rietveld refine-
ment for the crystal structure of the Fe1/3Zr2(PO4)3 phosphate

a, Å 12.4164(4)

b, Å 8.9359(3)

c, Å 8.8395(3)

β, deg 90.434(2)

V, Å3 980.73(3)

Space group P21/n

2θ range, deg 10.50–99.98

Number of reflections measured 2125

Number of parameters refined 86

Rwp 3.49

RB 2.34

RF 1.66

S 1.47

DWD 0.96

Note: Rwp = [Σw|Ie – Ic|2/Σw ]1/2, RB = Σ|  – |/Σ  (where 

and  are the experimental and calculated integrated intensi-

ties of the Bragg reflections, respectively), RF = Σ|Fe – Fc|/ΣFe,
and DWD is the Durbin–Watson statistics [26].

Ie
2

Ie' Ic' Ie' Ie'

Ic'



392 GOBECHIYA et al.
20

0

30 40 50 60 70 80 90 2θ, deg

0.5

1.0

1.5

I, 104 arb. units

Fig. 1. Experimental (solid line) and theoretical (points) X-ray diffraction patterns of the Fe1/3Zr2(PO4)3 compound.
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Fig. 2. Structure of the Fe1/3Zr2(PO4)3 phosphate.
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Table 2.  Atomic coordinates, thermal parameters, and site occupancies in the crystal structure of the Fe1/3Zr2(PO4)3 phosphate

Atom x y z Biso q

Fe3+ 0.171(2) 0.201(2) 0.713(2) 1.1(6) 0.3333

Zr(1) 0.1194(4) 0.0291(6) 0.2503(8) 0.8(1) 1.0

Zr(2) 0.3902(3) 0.0393(5) 0.7480(7) 1.0(2) 1.0

P(1) 0.504(1) 0.254(2) 0.466(2) 1.0(3) 1.0

P(2) 0.147(1) 0.382(2) 0.395(2) 0.9(4) 1.0

P(3) 0.354(1) 0.398(2) 0.885(2) 1.0(4) 1.0

O(1) 0.582(3) 0.328(3) 0.570(3) 1.3(8) 1.0

O(2) 0.573(2) 0.174(3) 0.351(4) 1.3(8) 1.0

O(3) 0.427(2) 0.355(3) 0.387(3) 1.1(9) 1.0

O(4) 0.433(2) 0.144(3) 0.555(4) 1.1(9) 1.0

O(5) 0.170(2) 0.220(4) 0.374(3) 1.7(8) 1.0

O(6) 0.035(2) 0.424(3) 0.336(4) 1.6(9) 1.0

O(7) 0.161(3) 0.409(3) 0.562(3) 1.4(8) 1.0

O(8) 0.227(2) 0.483(4) 0.316(3) 1.2(9) 1.0

O(9) 0.329(3) 0.243(3) 0.828(3) 1.3(8) 1.0

O(10) 0.360(3) 0.389(3) 0.057(4) 1.2(9) 1.0

O(11) 0.461(3) 0.451(3) 0.817(3) 1.2(8) 1.0

O(12) 0.268(2) 0.519(4) 0.833(4) 1.1(7) 1.0
The structural model of the Ni0.5Zr2(PO4)3 com-
pound (taken from [20]) was used as the starting model
in the refinement of the atomic parameters of the iron
zirconium phosphate synthesized in the present work.
The selected parameters and the results of the refine-
ment of the Fe1/3Zr2(PO4)3 crystal structure are pre-
sented in Table 1. The experimental and calculated dif-
fraction patterns of the FÂ1/3Zr2(êé4)3 compound are
shown in Fig. 1.

RESULTS AND DISCUSSION

The results obtained suggest that the FÂ1/3Zr2(êé4)3
and Ni0.5Zr2(PO4)3 compounds (monoclinic unit cell,
space group P21/n) are isostructural to each other. Both
compounds contain a complex radical anion, namely,
[Zr2(PO4)3]. Consequently, the crystal structure of iron
zirconium phosphate, like nickel zirconium phosphate,
involves a three-dimensional mixed framework of the
Sc2(WO4)3 (S) type [12]. In the structure of these com-
pounds, the framework is formed by isolated zirconium
octahedra and phosphorus tetrahedra joined through
their vertices. Each zirconium octahedron is bound to
six phosphorus tetrahedra (Fig. 2) [27]. In the frame-
work, holes have the shape of a distorted tetrahedron
and are partially occupied by trivalent iron cations
(Table 2). It should be noted that phosphate with an
S-type framework in which holes contain triply charged
cations with a radius smaller than the radius of cations
in known compounds with a similar structure [18–20]
is synthesized for the first time.
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In the structure of iron zirconium phosphate, the
polyhedra are slightly distorted: the P–O bond lengths
fall in the range 1.49–1.58 Å, the Zr–O bond lengths lie
in the range 1.98–2.15 Å, and their mean values are
close to standard values (Table 3). The interatomic dis-
tances in zirconium–oxygen and phosphorus–oxygen

Table 3.  Interatomic distances (Å) in the crystal structure of
the Fe1/3Zr2(PO4)3 phosphate

Zr(1)–O(1) 2.09(3) Zr(2)–O(2) 2.15(3)

O(3) 2.05(3) O(4) 2.02(3)

O(5) 2.11(3) O(6) 1.98(3)

O(8) 2.04(3) O(7) 2.14(3)

O(10) 2.13(3) O(9) 2.09(3)

O(11) 2.07(3) O(12) 2.09(3)

Mean 〈2.08〉 〈 2.08〉
P(1)–O(1) 1.49(3) P(2)–O(5) 1.49(4)

O(2) 1.51(3) O(6) 1.52(3)

O(3) 1.48(3) O(7) 1.51(3)

O(4) 1.54(3) O(8) 1.52(3)

Mean 〈1.51〉 〈 1.51〉
P(3)–O(9) 1.51(3) Fe3+–O(2) 2.06(4)

O(10) 1.52(3) O(7) 2.29(4)

O(11) 1.53(3) O(9) 2.24(4)

O(12) 1.58(3) O(12) 1.84(4)

Mean 〈1.54〉 〈 2.11〉
4
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polyhedra in the iron zirconium phosphate under inves-
tigation are close to those in the Ni0.5Zr2(PO4)3 com-
pound studied previously: the differences in the inter-
atomic distances are within the limits of experimental
error.

Thus, our experimental results demonstrate that
polyhedra in the [Zr2(PO4)3] anionic frameworks of the
Fe1/3Zr2(PO4)3 and Ni0.5Zr2(PO4)3 compounds are char-
acterized by similar insignificant distortions. This
implies that the difference in the nature (sizes, charges)
of cations located in holes of the S-type structures vir-
tually do not affect distortions of the S framework.

As regards the nearest oxygen environment of these
cations (nickel, iron), the refined data indicate that the
maximum differences between the M–O distances in
the iron–oxygen tetrahedra FeO4 are somewhat larger
than those in the nickel–oxygen tetrahedra:
∆(Fe−O)max = 0.45 Å and ∆(Ni–O)max = 0.37 Å. It is
obvious that the FeO4 tetrahedra are distorted to a
greater extent. Judging from the results of the structure
refinement of the phosphate studied and the available
data for the Ni0.5Zr2(PO4)3 compound, the crystal
chemical formula for the iron zirconium phosphate can
be represented in the form Fe1/3[Zr2(PO4)3].
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Fig. 3. IR spectrum of the Fe1/3Zr2(PO4)3 phosphate.

Table 4.  Determination of the number of vibrational bands
for a PO4 tetrahedron in the structure of the Fe1/3Zr2(PO4)3
phosphate (space group P21/n)

Vibration 
mode

Symmetry Td
of isolated tetra-

hedron

Positional
symmetry C1
of tetrahedron

Factor 
group C2h

ν1 A1* A 3Ag + 3Au

ν2 E 2A 6Ag + 6Au

ν3, ν4 F2 3A 9Ag + 9Au

* The band inactive in the spectrum.
C

From analyzing the IR spectrum of the
Fe1/3[Zr2(PO4)3] compound (Fig. 3), we can draw the
conclusion that this phosphate belongs to the class of
orthophosphates. The bands in the range 1215–930 cm–1

are assigned to the stretching vibrations and the bands
in the range 640–435 cm–1 are attributed to the bending
vibrations of the P–O bonds in phosphorus tetrahedra.
The positional symmetry of the PO4 ionic complex in
the structure with space group P21/n (C2h) lowers from
Td to C1. The data presented in Table 4 illustrate the
changeover from a regular tetrahedron with Td symme-
try to a tetrahedron with C1 symmetry and then to the
factor group C2h. As the symmetry of the PO4 ionic
complex is reduced to C1, the ν1 inactive symmetric
vibrations become active. The degeneracy of doubly
(E) and triply (F2) degenerate vibrations is removed.
Two bands should be attributed to the ν2 symmetric
stretching vibrations, and three bands should corre-
spond to the ν3 asymmetric stretching vibrations and ν4

asymmetric bending vibrations. The changeover to the
factor group C2h leads to separation of vibrations into
symmetric (g) and asymmetric (u) vibrations with
respect to the inversion center. For three independent
positions of phosphorus in the unit cell, the number of
bands is trebled. Since the bands of g vibrations are
observed only in the Raman spectra, the IR spectra
should involve three bands of the ν1 vibrations, six
bands of the ν2 vibrations, nine bands of the ν3 vibra-
tions, and nine bands of the ν4 vibrations.

In the IR spectrum, six out of the nine bands allowed
by the selection rules (1215–1035 cm–1) are attributed
to the ν3 asymmetric stretching vibrations. The high-
frequency bands assigned to the P–O vibrations at 1215
and 1150 cm–1 are not characteristic of orthophosphates
and can be explained by the contribution from the elec-
tron density of (small-sized, multiply charged) Zr4+

ions to the P–O (Zr) bond, which results in large force
constants of this bond. The ν1 symmetric stretching
vibrations are represented by two (out of three allowed)
bands at 975 and 932 cm-1. In the range of the ν4 asym-
metric bending vibrations (937–553 cm–1), the IR spec-
trum contains four bands. The band at 435 cm–1 is
assigned to the ν2 symmetric stretching vibrations. The
other lower frequency bands of the ν2 vibrations cannot
be recorded on the spectrophotometer used. The IR
spectrum described above is similar to the IR spectra of
zirconium orthophosphates with bivalent d elements
and magnesium, which crystallize in space group P21/n
[28]. Since Fe3+ ions occupy their positions in the struc-
ture incompletely and statistically, the IR spectrum of
the Fe1/3[Zr2(PO4)3] compound is more diffuse (con-
tains more poorly resolved bands) than the IR spectra of
zirconium and bivalent d metal phosphates.
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CONCLUSIONS

Thus, the results of the complex investigation of a
new phosphate, namely, Fe1 /3Zr2(PO4)3, and their com-
parison with the data available in the literature on the
structure formation of known framework phosphates of
the MxZr2(PO4)3 family allowed us draw the following
inferences.

(1) The iron zirconium phosphate Fe1/3Zr2(PO4)3,
which was synthesized and studied in this work, com-
plemented the class of known double zirconium phos-
phates of the general formula MxZr2(PO4)3 with a
framework structure, including those crystallizing in
the structural type of scandium tungstate.

(2) The phosphate with an S-type framework in
which holes are occupied by triply charged cations was
synthesized for the first time.

(3) The minimum radius of M compensating cations
in MxZr2(PO4)3 phosphates is determined by the radius
of Fe3+ cations and is equal to 0.49 Å. Previously, the
minimum size of M cations was thought to correspond
to the radius of Mg2+ cations and assumed to be equal
to 0.57 Å.
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Abstract—A new iron–niobium phosphate, Fe0.5Nb1.5(PO4)3, has been prepared and studied by X-ray diffrac-
tion, electron microprobe analysis, IR spectroscopy, and neutron powder diffraction. On the basis of X-ray pow-

der data, it was found that the synthesized phosphate crystallizes into the sp. gr.  and corresponds to the
structural type of sodium–zirconium phosphate NaZr2(PO4)3. The structure was refined by the Rietveld method
based on a powder neutron diffraction experiment. The obtained phosphate belongs to complex niobium ortho-
phosphates and has a framework structure with a zero framework charge. © 2004 MAIK “Nauka/Interperiod-
ica”.

R3c
INTRODUCTION

Framework phosphates with the framework formula
[T2(PO4)3]n– or, in a more detailed form,

[ …(PO4)3]n– (where T ', T '', T '''… are cations
with oxidation states from 1+ to 5+ in various combina-
tions, a + b + c + … = 2, and n is the framework charge),
may have various chemical compositions. For some of
them, n equals zero; i.e., the framework is electrically
neutral and its composition coincides with the com-
pound composition. As calculations showed, one of the
cations T in these phosphates is necessarily an element
in the oxidation state 5+. The known and predicted
phosphate compositions can be described by the series

MIVCV(PO4)3  (PO4)3  (PO4)3 

(PO4)3.

To date, the compounds described by the general
formula (PO4)3 (where  = MIVCV and

; MIV = Ti, Ge, Zr, Nb, V; CV = Nb, Ta; RIII =
Sb, Nd, Eu, Bi; and BII = Co, Ni) have been studied [1–
9]. Most of these compounds are assigned to the struc-
ture of sodium–zirconium phosphate NaZr2(PO4)3

(NZP [10]), sp. gr. . Structural investigations have
been performed for Nb2(PO4)3 and TiNb(PO4)3 phos-
phates only [1, 8].

The series of known phosphates with the composi-
tion (PO4)3 can be expanded by synthesizing new
compounds. This problem is of interest, since such
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compounds serve as a basis for promising materials
with good thermal–mechanical characteristics, in par-
ticular low and ultralow thermal expansion.

In this paper, we report the results of studying a new
representative of the above series: iron–niobium phos-
phate Fe0.5Nb1.5(PO4)3. The aim was to synthesize and
characterize this compound crystallochemically, as
well as refine its structure by neutron powder diffrac-
tion analysis.

EXPERIMENTAL

The iron–niobium phosphate was synthesized as
follows. Stoichiometric amounts of aqueous solutions
of ferric chloride (III) and niobium fluoride complex
(V) were merged at room temperature; then, under con-
tinuous stirring, phosphoric acid was slowly added in
an amount calculated from the reaction stoichiometry;
and, after that, the mixture was evaporated at 80°C for
24 h. The powder formed was successively heated at
200°C (12 h), 400°C (12 h), 600°C (24 h), 800°C
(1 day), 1000°C (8 h), and 1100°C (8 h), alternating
heating with grinding.

The sample obtained was studied by electron micro-
probe analysis, X-ray diffraction, IR spectroscopy, and
neutron powder diffraction. Electron microprobe anal-
ysis was performed on a Camebax microprobe with a
Link AN-100 energy-dispersive detector, using the
ZAF correction method to calculate the sample compo-
sition. The X-ray diffraction patterns of a sample were
recorded on a DRON-3M diffractometer using ëÓKα
filtered radiation (λ = 1.78892 Å) in the range of reflec-
004 MAIK “Nauka/Interperiodica”
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Fig. 1. X-ray diffraction pattern of Fe0.5Nb1.5(PO4)3.
tion angles 2θ = 14°–50°. The IR spectrum was
recorded on a SPECORD-75IR spectrophotometer in
the frequency range 1200–400 cm–1. A sample in the
form of a fine-dispersed suspension in isopropyl alco-
hol was deposited on a KBr substrate and dried. The
neutron diffraction pattern of the powder sample placed
in a cylindrical container with diameter d = 10 mm was
recorded at room temperature on a DN-2 time-of-flight
diffractometer (with maximum resolution ∆d/d = 0.01)
mounted in an IBR-2 pulsed reactor (Joint Institute for
Nuclear Research, Dubna). The compound structure
was refined by the Rietveld method using the Mria pro-
gram [11].

RESULTS AND DISCUSSION

The sample obtained was a light brown powder. The
elemental composition of the sample determined by
microprobe analysis corresponded to the formula
Fe0.58Nb1.54P3O12; i.e., it was similar to the calculated
composition.

The X-ray diffraction data indicate that the crystal-
lization occurs at 800°C; a further increase in tempera-
ture increases the sample crystallinity. The X-ray dif-
fraction pattern of the sample (Fig. 1) exhibits a set of

reflections indexed in the sp. gr. , which suggests
that the obtained phosphate belongs to the NZP struc-
tural type. Along with the reflections of the main trigo-
nal phase, the diffraction pattern also contains reflec-
tions of niobium oxophosphate NbOPO4 (JCPDF 73-
1609) and iron phosphate FePO4 (JCPDF 84-0876) (the
maximum intensity of the impurity lines of niobium
oxophosphate was 15%). A change in the synthesis
conditions and the calcination temperature almost did
not affect the contents of the noted impurity phases.

The IR spectrum of the synthesized sample (Fig. 2)
is characterized by a set of absorption bands typical of

R3c
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the framework of NZP-type orthophosphates: bands in
the range 1200–850 cm–1, which are due to valence
oscillations of phosphor tetrahedra, and a set of bands
related to bending vibrations in the range 635–400 cm–1.
The appearance of the high-frequency strong band at
1185 cm–1, which is not characteristic of phosphates, is
explained by the contribution of a small, highly charged
Nb5+ ion to the P–O bond. The shoulder at 850 cm–1 is
due to oscillations of the Nb–O bond.

The structure of the iron–niobium phosphate was

refined within the sp. gr.  using the structural char-
acteristics of titanium–niobium phosphate TiNb(PO4)3

as starting points [8]. The calculation parameters also
included the structural data on NbOPO4 [12], which
were refined during the calculation.

R3c
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Fig. 2. IR spectrum of Fe0.5Nb1.5(PO4)3.
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The unit-cell parameters and the results of the
refinement of the crystal structure of Fe0.5Nb1.5(PO4)3

are listed in Table 1. The experimental and theoretical
profiles of the neutron diffraction pattern of the sample
under study and the difference curve (experiment
minus calculation), as normalized to the root-mean
square deviation at a point, are shown in Fig. 3. The cal-
culated positional and thermal parameters of
Fe0.5Nb1.5(PO4)3 are listed in Table 2 (for niobium oxo-
phosphate, in Table 3). The corresponding interatomic
distances and bond angles for iron–niobium phosphate
are listed in Table 4. It is noteworthy that the refined
structural parameters of NbOPO4 are in good agree-
ment with the data of [12].

Table 1.  Unit-cell parameters and the results of refinement
of the crystal structure of Fe0.5Nb1.5(PO4)3

Characteristic

Space group R c

a, Å 8.6317(6)

c, Å 22.125(12)

V, Å3 1427.63

Z 6

Color light brown 

d range, Å 0.58–4.10 

Number of reflections* 1020

Rexp 3.30

Rwp 4.36

Rp 5.01

χ2 7.2

Number of refined parameters* 39

* Including the parameters of the impurity phase NbOPO4.

3
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A fragment of the structure of Fe0.5Nb1.5(PO4)3
phosphate constructed based on the obtained data
(Table 2) is shown in Fig. 4. This structure is based on
a three-dimensional mixed framework with the general
formula Fe0.5Nb1.5(PO4)3 composed of discrete polyhe-
dra: octahedra TO6 (in the case under consideration,
(Fe/Nb)O6) and phosphate tetrahedra PO4. The dis-
creteness of two kinds of Pauling polyhedra follows,
according to [14], from the ratio T : P = 2 : 3. Iron and

niobium cations are located at the  axes and are statis-
tically distributed over the 12-fold position (00z), being
coordinated by six oxygen atoms.

A dimer group {T2(PO4)3}, which consists of two
octahedra linked by three bridge tetrahedra, is a charac-
teristic fragment of the framework of such a type. The
presence of this group is typical of a large number of
framework orthophosphates with NASICON-type
structure [15, 16]. The aforementioned groups are

located at the  axis; they form a three-dimensional
bond by sharing the terminal oxygen atoms of neigh-
boring dimers. Thus, the formed three-dimensional
mixed framework [Fe0.5Nb1.5(PO4)3] involves all the
cations of the structure.

The bond lengths in the coordination polyhedra of
the Fe0.5Nb1.5(PO4)3 phosphate and its analogue
TiNb(PO4)3 are rather similar. In Fe0.5Nb1.5(PO4)3, they
are equal to 1.93–2.01 Å in (Fe/Nb)O6 octahedra (1.92–
1.97 Å in TiNb(PO4)3) and 1.46–1.57 Å in PO4 tetrahe-
dra (1.48–1.56 Å in TiNb(PO4)3). However, it should be
noted that distortions of phosphate tetrahedra in the
compound under study are much larger in comparison
with the analogue. Specifically, we observed larger dis-
tortions of the bond angles O–P–O (99.2°–110.4° in
comparison with 106.3°–107.4° in TiNb(PO4)3) and a
larger spread in the values of interatomic distances P−O
(0.11 and 0.07 Å, respectively). Apparently, the reason

3

3

Table 2.  Occupations of positions (p), coordinates, and thermal factors of atoms in the structure of Fe0.5Nb1.5(PO4)3

Atom Position p x y z Biso

Fe 12c 0.25 0.00000 0.00000 0.1435(4) 1.6 (2)

Nb 12c 0.75 0.00000 0.00000 0.1444(4) 1.6 (2)

P 18e 1 0.2674(12) 0.00000 0.25000 2.2 (3)

O(1) 36f 1 0.1652(10) 0.9708(11) 0.1947(3) 2.2 (2)

O(2) 36f 1 0.2033(9) 0.1752(9) 0.0919(3) 1.4 (2)

Table 3.  Structural characteristics of NbOPO4 (sp. gr. P4/n, a = 6.4048(4) Å, c = 4.1087(2) Å, V = 168.55 Å3)

Atom Position x y z Biso

Nb 2c 1/4 1/4 0.896(10) 1.4

P 2b 1/4 3/4 0.413(9) 0.4

O(1) 2c 1/4 1/4 0.181(15) 0.4

O(2) 8g 0.704(1) 0.479(2) 0.321(2) 1.3
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is that iron and niobium cations, which statistically
occupy crystallographic positions of the same type,
have a larger difference in size (∆r/rmin = 16%) and
charge than titanium and niobium cations (∆r/rmin =
5%), which gives rise to larger structural deformations.

In summary, it should be noted that the results of this
study verify the possibility of forming new framework
compounds [ (PO4)3] with electrically neutral
frameworks—in particular, double phosphates entering

the formula series MIVCV(PO4)3  (PO4)3 

(PO4)3  (PO4)3. We also verified that
a trigonal structural modification with a rhombohedral
cell, which is characteristic of the set of structural NZP
analogues, can be implemented in such compounds in
the case of a small difference in radius (no more than
25%) and charge of framework-forming cations.

The results of the structural analysis show that an
increase in the difference in size and charge of frame-
work-forming cations in compounds with electrically
neutral frameworks is accompanied by an increase in
structural deformations. However, the increase in
deformations does not change the lattice symmetry,
which is confirmed by the existence of a trigonal struc-
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Table 4.  Selected interatomic distances (Å) and bond angles
(deg) in Fe0.5Nb1.5(PO4)3

Fe/Nb–O(1) 1.927 × 3
Fe/Nb–O(2) 2.011 × 3
P–O1 1.459 × 2
P–O2 1.565 × 2
O(1)–P–O(1) 118.0

O(1)–P–O(2) 110.4

O(1)–P–O(2) 108.6

O(1)–P–O(2) 108.6

O(1)–P–O(2) 110.4

O(2)–P–O(2) 99.2

Average Theoretical*

〈Fe/Nb–O〉 1.97 2.02

〈P–O〉 1.51 1.57

〈O–P–O〉 109.2 109.5

* The interatomic distances were calculated from the values of
ionic radii according to Shannon [13].
C

ture with the sp. gr. , implemented and identified
for the iron–niobium phosphate Fe0.5Nb1.5(PO4)3

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research (project nos. 01-03-33013, 02-
03-32181, and 02-03-06007), and the Ministry of
Industry, Science, and Technology of the Russian Fed-
eration (grant in support of the development of unique
equipment in Russia).

REFERENCES
1. A. Leclaire, M.-M. Borel, A. Grandin, and B. Raveau,

Acta Crystallogr., Sect. C: Cryst. Struct. Commun. 45,
699 (1989).

2. D. Tereh, Br. Ceram. Trans. J. 90 (2), 64 (1991).
3. P. A. Agaskar, K. K. Grasselli, D. J. Buttrey, and

B. White, Stud. Surf. Sci. Catal. 110, 219 (1997).
4. K. Kasthuri Rangan and J. Gopalakrishnan, Inorg.

Chem. 34 (7), 1969 (1995).
5. A. Jouanneaux, A. N. Fitch, S. Oyetola, et al., Eur. J.

Solid State Inorg. Chem. 28, 755 (1991).
6. A. Jouanneaux, A. N. Fitch, S. Oyetola, et al., Eur. J.

Solid State Inorg. Chem. 30 (1–2), 125 (1991).
7. S. Oyetola, A. Verbaere, D. Guyomard, and Y. Piffard,

J. Solid State Chem. 77, 102 (1988).
8. F. J. Berry, C. Greaves, and J. F. Marco, J. Solid State

Chem. 96, 408 (1992).
9. A. I. Orlova, V. I. Pet’kov, M. V. Zharinova, et al., Zh.

Prikl. Khim. (St. Petersburg) 76 (1), 14 (2003).
10. H. Y.-P. Hong, Mater. Res. Bull. 11 (2), 173 (1976).
11. V. B. Zlokazov and V. V. Chernyshev, J. Appl. Crystal-

logr. 25, 447 (1992).
12. J. M. Longo and P. Kierkegaard, Acta Chem. Scand. 20,

72 (1966).
13. R. D. Shannon, Acta Crystallogr., Sect. A: Cryst. Phys.,

Diffr., Theor. Gen. Crystallogr. 32, 751 (1976).
14. A. A. Voronov, V. V. Ilyukhin, and N. V. Belov, Kristal-

lografiya 20, 556 (1975) [Sov. Phys. Crystallogr. 20, 340
(1975)].

15. R. G. Sizova, V. A. Blinov, A. A. Voronkov, et al., Kri-
stallografiya 26 (2), 293 (1981) [Sov. Phys. Crystallogr.
26, 165 (1981)].

16. V. I. Pet’kov, G. I. Dorokhova, and A. I. Orlova, Kristal-
lografiya 46 (1), 76 (2001) [Crystallogr. Rep. 46, 69
(2001)].

Translated by Yu. Sin’kov

R3c
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004



  

Crystallography Reports, Vol. 49, No. 3, 2004, pp. 401–426. Translated from Kristallografiya, Vol. 49, No. 3, 2004, pp. 467–491.
Original Russian Text Copyright © 2004 by Sergienko.

                                          

STRUCTURE OF ORGANIC
COMPOUNDS

                     
Structural Chemistry of Oxoperoxo Complexes 
of Vanadium(V): A Review

V. S. Sergienko
Kurnakov Institute of General and Inorganic Chemistry, Russian Academy of Sciences, 

Leninskiœ pr. 31, Moscow, 119991 Russia
e-mail: sokol@igic.ras.ru

Received July 3, 2002

Abstract—This paper presents a review of the structural features of monomeric, dimeric, and polymeric oxop-
eroxo complexes of vanadium(V). The structural manifestations of the trans effect of multiply bonded oxo and
peroxo ligands in pseudooctahedral oxo monoperoxo complexes of vanadium(V) are compared. The depen-
dence of the geometric parameters of the structural fragment V(O2)n (n = 1, 2) (V–O, O–O bond lengths; OVO
angles) on the type of coordination seven-vertex polyhedron (pseudooctahedron, n = 1; pseudotrigonal bipyra-
mid, n = 2) of the metal atom is analyzed. Regular distortions of the coordination polyhedra of vanadium atoms
(pseudooctahedron, pseudotrigonal bipyramid, pseudotetragonal pyramid, pseudotetrahedron) are considered.
© 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Vanadium(V) coordination compounds containing

 peroxo ligands possess a high reactivity in the pro-
cesses of homolytic and heterolytic oxidation of
organic substances [1] and disproportionation of hydro-
gen peroxide [2]. This property is governed by the for-
mation of reactive intermediate products upon inner-
sphere transformations of O2 ligands due to a change in
the type of their coordination with the metal atom. The
occurrence of these transformations and the stability
and reactivity of dioxygen complexes of metals depend
on their composition, the coordination number and
coordination polyhedron of the metal atom, and the
mutual influence of the ligands.

The structural data obtained as of 1986 for peroxo
compounds of vanadium(V) are presented in the mono-
graph by Vol’nov [3]. Butler et al. [4] summarized the
data available in the literature on the V–O(oxo),
V−O(O2), and O–O bond lengths in 26 vanadium(V)
oxoperoxo complexes, which were structurally charac-
terized by 1994. However, in their review [4], the

O2
2–
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authors predominantly considered the chemical proper-
ties (in particular, reactivity) of vanadium(V) peroxo
complexes, whereas the structural characterization of
these compounds takes up only a few lines (a quarter of
the page). The structural data accumulated over the last
two decades for peroxo complexes of vanadium(V)
(specifically for oxoperoxo complexes) have not been
analyzed in the literature.

This paper presents a review of the specific features
revealed in the structure of vanadium(V) oxoperoxo
complexes containing VO(O2)nAm coordination struc-
tural units (where A is a donor atom of the monodentate
or polydentate ligand; n = 1, 2; m = 1–4).

In the oxoperoxo complexes under consideration,
the dioxygen ligand O2 can be considered either as a
bidentate chelating ligand or as a ligand bonded to the
metal atom in an η2 mode and occupying one coordina-
tion site. In the former case, the metal atom has a sev-
enfold pentagonal bipyramidal (n = 1, m = 4; n = 2,
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C

m = 2) or (more rarely) sixfold pentagonal pyramidal
(n = 1, m = 3; n = 2, m = 1) coordination. In the latter
case, there are four geometric variants of coordination
sites, namely, pseudooctahedral (n = 1, m = 4), pseudot-
rigonal bipyramidal (n = 2, m = 2), pseudotetragonal
pyramidal (n = 1, m = 3), and pseudotetrahedral (n = 2,
m = 1) coordination sites (see Scheme 1).

2. STRUCTURE OF PSEUDOOCTAHEDRAL OXO 
MONOPEROXO COMPLEXES OF VANADIUM(V)

All structurally characterized complexes of this type
have one feature in common: in the structure of these
compounds, the oxo and peroxo ligands are located in
adjacent vertices of the pseudooctahedron (in the cis
position with respect to each other).

The averaged geometric parameters of monomeric,
dimeric, and polymeric pseudooctahedral oxo monop-
eroxo complexes of vanadium(V) are listed in Table 1.

2.1. Monomeric Pseudooctahedral Oxo Monoperoxo 
Complexes of Vanadium(V)

There are five types of VO(O2)A4 monomeric com-
plexes with different combinations of four donor atoms
A: VO(O2)L4d, VO(O2)L3dL1d, VO(O2)(L2d)2,
VO(O2)L2d(L1d)2 , and VO(O2)(L1d)4 , where L4d, L3d,
L2d, and L1d are the tetradentate, tridentate, bidentate,
and monodentate ligands, respectively.

To date, the crystal structures have been determined
for 12 compounds (I–XII, Table 1) [5–16] containing
an anionic or neutral complex [VO(O2)L4d]n– (n = 0–2)
(see Scheme 2).

In the complexes under investigation, the tetraden-
tate chelating ligands L4d with different combinations
of four donor atoms of nitrogen (from one to three) and
oxygen (from three to one) are predominantly repre-
sented by anions of monoamine (Nta3–, HeidaH2–,
Cmida2–, Ceida2–) and diamine (EdtaH2.5−) complex-
ones.

Compounds of the VO(O2)L3dL1d type, which con-
tain tridentate chelating and monodentate ligands in the
coordination sphere of the metal atom, can in principle
have three geometric isomers (without regard for the
mutual arrangement of three donor atoms A in the L3d

ligand) (see Scheme 3).
Two of these three isomers are revealed in com-

pounds with a known structure: (i) isomers 3a are
observed in the structure of the
[VO(O2)(H2O)(Dipic)]– anionic complex (XIII) [17]
and the [VO(O2)(Py)(Pyanaph)] molecule (XIV) [18],
and (ii) isomers 3b are found in the structure of the
[VO(O2){HB(Pz)3}(PzH)] molecular complex (XV)
[19].

The structure of [VO(O2)(L2d)2] monomeric com-
pounds is shown in Scheme 4. Seven molecular or
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004



STRUCTURAL CHEMISTRY OF OXOPEROXO COMPLEXES 403
Table 1.  Selected bond lengths (Å) in monomeric, dimeric, and polymeric pseudooctahedral oxo monoperoxo complexes of
vanadium(V)*

No. Compound V–O(oxo) V–L, trans to O(oxo)
V–L, trans to O2

V–Lcis
∆(∆') (O)
∆(∆) (O2)

Refer-
ences

I Na2[VO(O2)(Nta)] · 5H2O 1.610(5) 2.190(4) O(Nta)
2.172(4) N(Nta)

2.047(4) ± 0.005
O(Nta)

0.143
(0.036)

[5]

II K2[VO(O2)(Nta)] 1.607(4) 2.170(4) O(Nta)
2.196(4) N(Nta)

2.037(4) ± 0.007
O(Nta)

0.133
(0.060)

[6]

III K2[VO(O2)(Nta)] · 2H2O 1.617(4) 2.121(2) O(Nta)
2.199(3) N(Nta)

2.038(8) ± 0.053
O(Nta)

0.083
(0.063)

[7]

IIIa K2[VO(O2)(Nta)] · 2H2O 1.610(1) 2.113(1) O(Nta)
2.202(1) N(Nta)

2.041(1)
O(Nta)

0.073
(0.066)

[8]

IV Ba[VO(O2)(Nta)] 1.591(8) 2.108(8) O(Nta)
2.196(9) N(Nta)

2.035(8) ± 0.022
O(Nta)

0.073
(0.060)

[9]

V K[VO(O2)(HeidaH)] · H2O 1.601(1) 2.236(2) OH(Heida)
2.194(2) N(Heida)

2.045(1) ± 0.007
O(Heida)

0.191
(0.058)

[10, 11]

VI K[VO(O2)(Cmida)] · 4H2O 1.611(1) 2.218(1) O(Cmida)
2.193(1) N(Cmida)

2.044(1) ± 0.012
O(Cmida)

0.174
(0.057)

[10]

VIa K[VO(O2)(Cmida)] · 4H2O 1.625(2) 2.239(3) O(Cmida)
2.219(2) N(Cmida)

2.064(2) ± 0.012
O(Cmida)

0.175
(0.083)

[12]

VII K[VO(O2)(Ceida)] · 2H2O 1.605(2) 2.223(2) O(Ceida)
2.192(2) N(Ceida)

2.024(2) ± 0.007
O(Ceida)

0.199
(0.056)

[13]

VIII Cs[VO(O2)(Ceida)] · H2O 1.594 2.231 O(Ceida)
2.166 N(Ceida)

2.039 ± 0.001
O(Ceida)

0.192
(0.030)

[14]

IX K1.5[VO(O2)(EdtaH)] · 
0.8H2O

1.59(2) 2.24(1)
2.40(1)

2.06(2) ± 0.05
O(EdtaH)

(0.104)
(0.264)

[15]

X (NH4)1.5[VO(O2)(EdtaH)] 1.68(1) 2.31(1)
2.32(1)

1.97(1) ± 0.02
O(EdtaH)

(0.174)
(0.184)

[15]

XI K[VO(O2)(DL-Cmhis)] · 
H2O

1.598(1) 2.144(1) O(Cmhis)
2.169(2) N(Cmhis)

2.045(1) O(Cmhis)
2.156(2) N(Cmhis)

0.099
0.013

[16]

XII [VO(O2)(Bpg)] · H2O 1.615(1) 2.085(2) O(Bpg)
2.217(2) N(Bpg)

2.143(2) ± 0.005
N(Bpg)

(0.058)
0.074

[10]

XIII (NH4)[VO(O2)(H2O)(Dip-
ic)] · 1.3H2O

1.579(2) 2.211(2) O(H2O)
2.088(2) N(Dipic)

2.059(2) ± 0.006
O(Dipic)

0.151
(–0.048)

[17]

XIV [VO(O2)(Py)(Pyanaph)] 1.708 2.439
2.124

2.124 N(Pyanaph)
2.001 O(Pyanaph)

0.315
0.000

[18]

XV [VO(O2){HB(Pz)3}(PzH)] · 
THF

1.603(4) 2.324(5)
2.203(5)

2.122(5) N(HB(Pz)3)
2.165(5) N(PzH)

0.202
0.081

[19]

XVI [VO(O2)(Bipy)2]ClO4 1.625(3) 2.243(4)
2.247(4)

2.131(4) ± 0.005
N(Bipy)

0.112
0.116

[20]

XVII [VO(O2)(Phen)2]ClO4 1.60(1) 2.24(2)
2.24(2)

2.125(20) ± 0.005
N(Phen)

0.115
0.115

[20]

XVIII [VO(O2)(Bipy)(Pic)] · H2O 1.604(5) 2.270(6) N(Bipy)
2.039(5) O(Pic)

2.126(6) N(Bipy)
2.128(6) N(Pic)

0.144
(0.012)

[21]

XIX [VO(O2)(Phen)(Pic)] · 
0.5CH2Cl2

1.595(2) 2.303(2) N(Phen)
2.032(2) O(Pic)

2.126(2) N(Phen)
2.139(2) N(Pic)

0.177
(0.005)

[22]

XX** (PPh4)[VO(O2)(Pic)2] · 
2.5H2O

1.632(8) 2.103(7) ± 0.015
O(Pic)

2.109(8) ± 0.000
N(Pic)

(0.076)
(0.076)

[22]

XXI (NH4)[VO(O2)(Pca)2] · 
2H2O

1.598(1) 2.189(1)
2.087(1)

2.127(1) ± 0.013
N(Pca)

(0.162)
(0.060)

[23]

XXII K3[VO(O2)(Ox)2] · 0.5H2O 1.625(6) 2.142(3)
2.147(3)

2.021(3) ± 0.003
O(Ox)

0.121
0.126

[24]

XXIII [VO(O2)(Phen)(H2O)2]Cl · 
0.38H2O

1.589(2) 2.209(3) O(H2O)
2.201(2) N(Phen)

2.075(2) O(H2O)
2.157(2) N(Phen)

0.134
0.044

[22]

O(Pca)

O(Ox)

N(Py)

N(HB(Pz)3)

N(Bipy)

N(Phen)

N(Pyanaph)

N(EdtaH)

N(EdtaH)
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Table 1.  (Contd.) 

No. Compound V–O(oxo) V–L, trans to O(oxo)
V–L, trans to O2

V–Lcis
∆(∆') (O)
∆(∆) (O2)

Refer-
ences

XXIV [VO(O2)(H2O)2(Pic)] 1.583(2) 2.307(2) O(H2O)
2.016(2) O(Pic)

2.046(2) O(H2O)
2.137(2) N(Pic)

0.261
(–0.011)

[25]

XXV (NH4)[VO(O2)(Bipy)F2] · 
2H2O

1.602(9) ±
0.006

2.223(8) ± 0.030 F
2.20(1) ± 0.024 N(Bipy)

1.891(9) ± 0.015 F
2.21(1) ± 0.01 N(Bipy)

0.332
–0.01

[26]

XXVI (NH4)2[VO(O2)(µ-MalH)]2 · 
2H2O

1.602(1) ±
0.001

2.286(1) ± 0.016
Och(MalH)
2.000(1) ± 0.009
Och–br(MalH)

2.036(1) ± 0.001
Och(MalH)
2.030(1) ± 0.000
Och–br(MalH)

0.250
–0.030

[27]

XXVII K2[VO(O2)(µ-CitH2)]2 · 
2H2O

1.601(1) 2.561(1) Och(CitH2)
1.991(1) Och–br(CitH2)

2.013(1) Och(CitH2) 
2.039(1) Och–br(CitH2)

0.548
–0.048

[28]

XXVIII K2[{VO(O2)(µ-TartH2)}2(µ-
H2O)] · 5H2O

1.586(6) ±
0.002

2.394(6) ± 0.004
Obr(H2O)
2.018(5) ± 0.008
Och–br(TartH2) 

2.002(6) ± 0.005
Och(TartH2)
2.009(5) ± 0.006
Och–br(TartH2) 

(0.334)
0.009

[29]

XXIX {(NH4)[VO(O2)(µ-Ida)]}n 1.587(3) 2.375(3) Och–br(Ida)
2.138(4) Nch(Ida)

2.015(3) ± 0.008
Och(Ida)

0.360
(0.002)

[30]

XXX*** (NEt4)2[VO(µ-O2)(GlyGly)]2
· 3.16H2O

1.593(4) ±
0.008

2.617(4) ± 0.044
Obr(O2)
2.034(5) ± 0.001
Nch(GlyGly)

2.010(5) ± 0.001
Och(GlyGly)
2.114(4) ± 0.003
Nch(GlyGly)

(0.607)
–0.080

[31]

Note: Acid designations: H3Nta—nitrilotriacetic acid, H2Ida—iminodiacetic acid, H3Heida—N-(2-hydroxyethyl)iminodiacetic acid,
H2Cmida—N-(carbamoylmethyl)iminodiacetic acid, H2Ceida—N-(carbamoylethyl)iminodiacetic acid, H4Edta—ethylenedi-
aminetetraacetic acid, H2Dipic—pyridine-2,6-dicarboxylic acid, HPic—pyridine-2-carboxylic acid, HPca—pyrazine-2-carboxylic
acid, H2Ox—oxalic acid, H3Mal—malonic acid, H4Cit—citric acid, and H4Tart—tartaric acid. Ligand designations: DL-
H2Cmhis—DL-N-carboxymethylhistidine, HBpg—N,N-bis(2-pyridylmethyl)glycine, HPyanaph—1-(2-pyridyl-2-naphthalene),
H2B(Pz)3—hydrotris(3,5-diisopropyl-1-pyrazolyl)borate, PzH—3,5-diisopropylpyrazole, Bipy—2,2'-bipyridyl, Phen—1,10-
phenanthroline, and H2GlyGly—glycylglycine. In Tables 1–8, a blank means that the relevant data are not available in the original
work. In Tables 1–7, the functions of a coordinating atom are denoted as follows: ch—chelating, ch–br—chelating–bridging, br—
bridging, and term—terminal.

        * Geometric parameters of V(O2)(peroxo) fragments are presented in Table 4.
      ** For structure XX, the bond lengths are given for one of the two orientations of the VO(O2) fragment in which the occupancies of
           the O(oxo) and O2 ligand positions are equal to 0.7.
    *** In structure XXX, the peroxo group fulfills an (η2,µ0.5) chelating–bridging function.
anionic complexes (XVI–XXII) [20–24] each involve
two identical or different bidentate chelating ligands
L2d .

Monomeric pseudooctahedral complexes
VO(O2)(L2d)(L1d)2 , which contain one bidentate chelat-
ing and two monodentate ligands, can in principle have
three spatial isomers shown (see Scheme 5).

In all three studied complexes of this type (XXIII–
XXV) [22, 25, 26], there are isomers 5a with trans
positions of the L1d monodentate ligand with respect to

V

A

O
A

A A

O

O

Scheme 4. 
C

the O(oxo) atom and the A donor atom of the L2d biden-
tate chelating ligand with respect to the O2(peroxo)
group.

For the fifth type of monomeric pseudooctahedral
oxo monoperoxo complexes of vanadium(V) with four
monodentate ligands VO(O2)(L1d)4 , structurally char-
acterized examples are not available in the literature.

It should be noted that the peroxo ligands in all the
monomeric complexes VO(O2)nAm are coordinated to
the metal atom in a bidentate chelating η2 mode,
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Isomer 5a Isomer 5b Isomer 5c

Scheme 5. 
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Fig. 1. Structure of the [VO(O2)(GlyGly)]2 dimeric complex.
whereas the O2 ligands in binuclear oxoperoxo com-
plexes of vanadium(V), in a number of cases, fulfill a
chelating–bridging function (for greater details, see
below).

2.2. Pseudooctahedral Oxo Monoperoxo Complexes 
of Vanadium(V) with Dimeric and Polymeric Structures 

and η2 Coordination of O2 Ligands

In two compounds, the dimeric anionic complexes
of the general formula [VO(O2)(µ-L)]2 with L = MalH2–

(XXVI) [27] and L = Cit  (XXVII) [28] have a sim-
ilar structure. The dianions of malonic and citric acids
serve as tridentate chelating–bridging ligands.

Unlike dimeric complexes XXVI and XXVII, in the
dimeric anionic complex of the K2[{VO(O2)(µ-
TartH2)}2(µ-H2O)] · 5H2O compound (XXVIII) [29],

the anion of α-hydroxycarboxylic acid (the Tart
anion of tartaric acid) fulfills not a tridentate but biden-
tate chelating–bridging function and is coordinated to
the metal atom through the Och–br hydroxyl and Och car-
boxylate deprotonated oxygen atoms. The metal atoms
are additionally linked through the bridging aqua ligand
[in the trans position with respect to the O(oxo) atom].

To the best of my knowledge, only one example of a
polymeric structure in the compounds under investiga-
tion is available in the literature. This is the structure of
(NH4)[VO(O2)(Ida)] monoperoxo vanadyl (XXIX)
[30], in which the anionic complexes are joined
together into [VO(O2)(µ-Ida)]n polymeric chains. The
dianion of iminodiacetic acid (ç2Ida) fulfills a tet-
radentate function, namely, a tridentate chelating
(N, 2Och) function with respect to one vanadium atom

H2
2–

H2
2–
GRAPHY REPORTS      Vol. 49      No. 3      2004
and a bridging (Obr) function with respect to the other
vanadium atom.

2.3. Dimeric Pseudooctahedral Oxo Monoperoxo 
Complex of Vanadium(V) with a Chelating–Bridging 

(η2,µ) Function of the O2 Ligand

As was noted above, in all the aforementioned pseu-
dooctahedral oxo monoperoxo complexes of vana-
dium(V) (I–XXIX), the dioxygen ligand is coordinated
to the metal atom in the η2 (bidentate chelating) mode.
The sole exception is provided by the glycylglycinate
complex in the (NEt4)[VO(O2)(GlyGly)] · 1.58H2O
compound (XXX) [31]. The metal atom in the equato-
rial plane of the pseudooctahedron is coordinated by
the η2-peroxo ligand and three atoms (2N, O) of the tri-
dentate chelating glycylde-N-hydroglycinate ligand
(GlyGly2–). The vanadium atom deviates from the equa-
torial plane by ~0.4 Å toward the axial oxo ligand. The
second axial position of the pseudooctahedron is occu-
pied by one of the oxygen atoms of the dioxygen ligand
of the adjacent anion. Therefore, the
[VO(O2)(GlyGly)]– anions are bound in pairs into
pseudocentrosymmetric dimers (Fig. 1) through two
peroxo groups that fulfill a bidentate chelating–bridg-
ing (η2,µ0.5) function.1 The V–(µ-O) semicoordination
bonds in structure XXX [2.573(4), 2.660(4) Å] are the
longest among those in pseudooctahedral oxo monop-
eroxo complexes of vanadium(V) (Table 1). Einstein

1 Hereafter, the superscript n on µn refines the bridging function of
the peroxo ligand: at n = 0.5, one O(O2) atom is involved in the
coordination and semicoordination (V···O, 2.35–3.00 Å) bonds;
at n = 1, one O(O2) atom participates in two coordination bonds;
and, at n = 2, two O(O2) atoms each are involved in two coordina-
tion bonds.
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et al. [31] carried out the 51V NMR investigation of an
aqueous solution of compound XXX and, with due
regard for other physicochemical data, made the infer-
ence that the dimeric complex in the studied solution
dissociates into monomeric fragments due to the break-
ing of the V–O(O2) bridging bond. In the monomeric
complex, the second axial position [trans to the O(oxo)
atom] is most likely occupied by the oxygen atom of
the coordinated water molecule.

2.4. Specific Features of the Structural Manifestation 
of the trans Effect of Peroxo Ligands 

in Pseudooctahedral Oxo Monoperoxo Complexes 
of Vanadium(V)

The presence of a partner in the trans position for
the dioxygen ligand in VO(O2)A4 complexes deter-
mines a number of specific features in their structure.
Since two multiply bonded ligands, namely, O(oxo)
and O2(peroxo), are located in cis positions with respect
to each other, we can draw an analogy between the
VO(O2) oxo monoperoxo and VO2 dioxo complexes.
As in the general case of octahedral oxo complexes of
Group V–VII d0 metals, the formation of a specific geo-
metric isomer upon competition of donor atoms in het-
eroligand complexes is governed by the self-consis-
tency rule [32]. According to this rule, a trans position
with respect to a multiply bonded ligand is predomi-
nantly occupied by an atom (a ligand) whose bond can
be weakened more easily (in particular, the neutral
donor ligand as compared to the acido ligand). The self-
consistency rule holds true virtually without exception
for oxo ligands and, in general terms, can be applied to
O2 ligands.

The trans effect of the peroxo ligands on the struc-
ture is slightly weaker than that of the oxo ligands and
depends more strongly on the nature of oppositely
located ligands (donor atoms of ligands). Specifically,
the structural manifestation of the trans effect either is
weakly pronounced or is absent [∆(é2) or (∆')(é2) =
−0.08…+0.08 (see Table 1)]2 in complexes containing
asymmetric chelating ligands (Pic, Pca, Dipic,
Pyanaph, monoamine complexones, anions of carbox-
ylic acids) with nitrogen and oxygen donor atoms in the
trans position with respect to the O2 ligands.

2 The parameter ∆ serves as a quantitative measure of the structural
manifestation of the trans effect: ∆ is determined as the differ-
ence between the lengths of the V–Ltrans and V–Lcis bonds with
like donor atoms of the L ligands. The quantity ∆' is the differ-
ence between the V–Ltrans bond length and the mean (standard)
length of the V–Lstand bond with the participation of a like atom
[in the absence of identical ligands in the trans and cis positions
with respect to O(oxo) and (or) O2 ligands]. The V–Lstand bond
lengths are taken equal to the following V–Lcis bond lengths:
V−N(neutral), 2.136 Å (2.100–2.165 Å for 10 structures in
Table 1); V–O(acido), 2.027 Å (1.970–2.064 Å for 17 structures);
and V–O(H2O), 2.060 Å (the mean value of bond lengths in two
structures: 2.075 Å in XXIII and 2.046 Å in XXIV).
C

The analysis of the structural data available in the
literature allows the assumption that the dioxygen
ligand does not exhibit a trans effect in the case where
the concomitant chelating ligand contains inequivalent
potentially donor atoms (N, O).

The dependences of the geometric parameters of the
V(O2)n structural fragment (V–Operoxo, O–O bond
lengths) on the parameter n = 1 and 2 (i.e., in the pres-
ence or in the absence of the partner in the trans posi-
tion for the dioxygen ligand) and, correspondingly, on
the coordination number and the type of coordination
polyhedron of the metal atom will be thoroughly ana-
lyzed in Sections 6 and 7.

The complete description of structures I–XXIX and
detailed analysis of the factors responsible for the struc-
tural features of pseudooctahedral oxo monoperoxo
complexes of vanadium(V) (in particular, the specific
features of the structural manifestation of the trans
effect of dioxygen ligands) are presented in my recent
review [33].

3. STRUCTURE OF PSEUDOTRIGONAL 
BIPYRAMIDAL OXO DIPEROXO COMPLEXES 

OF VANADIUM(V)

Except for the bond lengths in VO(O2)2 structural
fragments, the selected bond lengths for 17 pseudotrig-
onal bipyramidal oxo diperoxo complexes of vana-
dium(V) (XXXI–XLVII) [34–49] are given in Table 2.

3.1. Monomeric Pseudotrigonal Bipyramidal Oxo 
Diperoxo Complexes of Vanadium(V)

In the vast majority of anionic complexes of the gen-
eral formula [VO(O2)2(L2)]m– (m = 1–3) (XXXI–XL,
XLII) [33–41, 43], the coordination polyhedron of the
metal atom, apart from the oxygen atoms of the oxo and
peroxo ligands, contains two donor atoms (2O, 2N, or
O and N) of the bidentate chelating ligand (CO3, Ox,
Pic, PicOH, Acpic, Dipic', PhenNO2, or Bipy).

In the structures of all these compounds, the multi-
ply bonded oxo ligand occupies the apical position. The
second apical position [trans to O(oxo)] is occupied by
the donor atom (O, N) of the bidentate chelating ligand
L2 . Two peroxo ligands and the second donor atom (O,
N) of the L2 ligand are located in the equatorial plane of
the pseudotrigonal bipyramid.

In structure XXXI (Fig. 2a) [34], the
[VO(O2)2(CO3)]3– anionic complex has crystallo-
graphic symmetry Cs: the V and O(oxo) atoms and the
carbonate ligand lie in the m plane. In the CO3 planar
ligand, three C–O bonds differ in length. The C–Oterm
terminal bond is the shortest bond [1.254(4) Å]. The
C−Oaxial bond [1.297(4) Å] with the oxygen atom in the
axial position of the coordination polyhedron is shorter
than the C–Oequat equatorial bond [1.317(4) Å]. The
C−Oaxial and C–Oequat bond lengths are antibatic with
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Table 2.  Selected bond lengths (Å) in monomeric, dimeric, and polymeric pseudotrigonal bipyramidal oxo diperoxo com-
plexes of vanadium(V) 

No. Compound V–O(oxo) V–L, trans to O(oxo) V–Lcis
∆(∆')
(O)

Refer-
ences

XXXI K3[VO(O2)2(CO3)] 1.617(3) 2.301(3) O(CO3) 2.039(3) O(CO3) 0.262 [34]

XXXII K3[VO(O2)2(Ox)] · H2O 1.622(4) 2.251(4) O(Och) 2.060(4) O(Och) 0.191 [35]

XXXIII K3[VO(O2)2(Ox)] · H2O2 1.620(3) 2.249(3) O(Och) 2.062(3) O(Och) 0.187 [36]

XXXIV K2[VO(O2)2(Pic)] · 2H2O 1.599(4) 2.290(4) O(Pic) 2.123(5) N(Pic) (0.263) [37]

XXXV K2[VO(O2)2(PicOH)] · 3H2O 1.606(2) 2.314(2) O(PicOH) 2.137(2) N(PicOH) (0.287) [37]

XXXVI K3[VO(O2)2(Acpic)] · 2H2O 1.620 2.190 O(Acpic) 2.179 N(Acpic) (0.163) [38]

XXXVII K3[VO(O2)2(Dipic')] · 3.25H2O 1.622 ± 
0.029

2.300 ± 0.012
O(Dipic')

2.144 ± 0.026
N(Dipic')

(0.273) [38]

XXXVIII K[VO(O2)2(PhenNO2)] · 2H2O 1.613 2.347 N(PhenNO2) 2.143 N(PhenNO2) 0.204 [39]

XXXIX (NH4)[VO(O2)2(Bipy)] · 4H2O (–100°C) 1.619(3) 2.288(3) N(Bipy) 2.149(4) N(Bipy) 0.139 [40]

XXXIXa (NH4)[VO(O2)2(Bipy)] · 4H2O (18°C) 1.612(2) 2.295(2) N(Bipy) 2.151(2) N(Bipy) 0.144 [36]

XL (HBipy)[VO(O2)2(Bipy)] · 3.4H2O2 · 
1.6H2O

1.619(3) 2.284(4) N(Bipy) 2.137(4) N(Bipy) 0.147 [41]

XLI (NH4)3[VO(O2)2F2] 1.609(2) 2.306(1) F 1.958(1) F 0.348 [42]

XLII (HBipy)[{VO(O2)2(Bipy)}2(µ-H)] · 
0.5H2O · 5.5H2O2

1.612(2) 2.290(3) N(Bipy) 2.154(3) N(Bipy) 0.136 [43]

XLIII (NH4)3[{VO(O2)}2(µ-OH)(µ-O2)2] · 
H2O

1.597(4) ± 
0.000

2.499(3) ± 0.021
Och–br(O2)

1.993(3) ± 0.010
Obr(OH)

(0.472) [44]

XLIIIa (NH4)3[{VO(O2)}2(µ-OH)(µ-O2)2] · 
H2O

1.602(2) ± 
0.004

2.502(2) ± 0.024
Och–br(O2)

2.002(2) ± 0.007
Obr(OH)

(0.475) [45]

XLIV (NH4)4[{VO(O2)}2(µ-O)(µ-O2)2] 1.607(3) ± 
0.006

2.501(3) ± 0.021
Och–br(O2)

2.004(2) ± 0.010
Obr(Ooxo)

(0.474) [46]

XLV (NH4)5[{VO(O2)}2(µ-PO4)(µ-O2)2] · 
H2O

1.587(4) ± 
0.002

2.381(4) ± 0.030
Och–br(O2)

1.973(4) ± 0.004
Och–br(PO4)

(0.354) [47]

XLVI K3[{VO(O2)F}2(µ-F) (µ-O2)] · HF · 
2H2O

1.599(4) ± 
0.001

2.122(3) ± 0.003
Fbr

1.888(4) ± 0.009
Fterm

0.234 [48]

XLVII {(NH4)2[V(µ-O)(O2)2F]}n 1.613(1) 2.505(1) Obr(Ooxo) 1.929(1) Fterm (0.478) [49]

Note: Acid designations: HPicOH–3-hydroxypyridine-2-carboxylic acid, H2Acpic–3-acetoxypyridine-2-carboxylic acid, and H2Dipic'– pyri-
dine-2,4-dicarboxylic acid. Ligand designation: PhenNO2–5-nitro-1,10-phenanthroline. The other designations are given in Table 1.
respect to the adjacent vanadium–oxygen bond lengths:
the V–Oequat bond [2.039(3) Å] is considerably shorter
than the V–Oaxial bond [2.301(3) Å].

In two compounds of the general formula
K3[VO(O2)2(Ox)] · Solv, where Solv = H2O (XXXII) [35]
and Solv = H2O2 (XXXIII) [36], the structure involves
the [VO(O2)2(Ox)]3– anionic complex (Fig. 2b) with
two O2 groups and the oxygen atom of the bidentate
chelating oxalate ion in the equatorial plane. The V–
Oaxial bonds (for two structures, the mean bond length is
equal to 2.250 ± 0.001 Å), on average, are 0.189 Å
longer than the V–Oequat bonds (2.061 ± 0.001 Å). As
was assumed earlier in [36, 40], compounds XXXIII
and (NH4)[VO(O2)(Bipy)] · 4H2O (XXXIX) contain the
K3[V(O2)3(Ox)] · H2O and (NH4)[V(O2)3(Bipy)] · 3H2O
triperoxo complexes, respectively. According to Camp-
bell et al. [36], the concentration of H2O2 used in the
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synthesis of peroxo complexes is a factor controlling
the precipitation of hydrates (at a low H2O2 concentra-
tion), perhydrates (with an excess of H2O2), or a mix-
ture of both compounds.

In four compounds of the general formula
Kn[VO(O2)2(L2)–n + 1] · mH2O, the L2 ligands are
monoanions and dianions of different pyridinecarboxy-
lic acids: pyridine-2-carboxylic acid (Pic, n = 2, m = 2)
(XXIV) [37], 3-hydroxypyridine-2-carboxylic acid
(PicOH, n = 2, m = 3) (XXV) [37] (Fig. 2c), 3-acetox-
ypyridine-2-carboxylic acid (Acpic, n = 3, m = 2)
(XXVI) [38] (Fig. 2d), and pyridine-2,4-dicarboxylic
acid (Dipic', n = 3, m = 3.25) (XXVII) [38] (Fig. 2e). In
all these four compounds, the bidentate chelating
ligand L2 is coordinated to the metal atom so that the
axial position of the pseudotrigonal bipyramid is occu-
pied by the deprotonated (acido) oxygen atom of the
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Fig. 2. Structures of monomeric pseudotrigonal bipyramidal oxo diperoxo complexes of vanadium(V): (a) [VO(O2)2(CO3)]3–,

(b) [VO(O2)2(Ox)]3–, (c) [VO(O2)2(PicOH)]2–, (d) [VO(O2)2(Acpic)]3–, (e) [VO(O2)2(Dipic')]3–, (f) [VO(O2)2(PhenNO2)]–,

(g) [VO(O2)2(Bipy)]–, and (h) [VO(O2)2F2]3–.
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004



STRUCTURAL CHEMISTRY OF OXOPEROXO COMPLEXES 409
carboxylate group and the equatorial position is occu-
pied by the nitrogen neutral donor atom of the pyridine
ring. This coordination mode is not typical of oxo com-
plexes of Group V–VII d0 transition metals [particu-
larly of vanadium(V)] and violates the self-consistency
rule (see Section 2.4). A similar inverted coordination
mode of the asymmetric bidentate chelating (O, N)
ligand is also observed in two pseudooctahedral oxo
monoperoxo complexes of vanadium(V) (Table 1):
[VO(O2)(Pic)2]– (XX) [22] and [VO(O2)(Pca)2]– (XXI)
[23]. In these structures, the trans positions with
respect to the oxo ligand are also occupied by the O
acido atoms rather than by the nitrogen neutral donor
atoms of the Pic (Pca) ligands. The factors responsible
for this anomalous coordination mode are discussed in
greater detail in [22, 23, 50].

In structures XXXIV and XXXV, the
[VO(O2)2(Pic)]2– and [VO(O2)2(Picéç)]2– anionic
complexes possess similar geometric parameters with
the sole difference: the C(1)=O(7) terminal bond in
XXXV [1.268(2) Å] is longer than that in XXXIV
[1.23(1) Å] and is substantially longer than the
C(1)=O(7) bond in free HPic (1.214 Å) [51]. In struc-
ture XXXV, the terminal 3-hydroxy group, which is not
coordinated to the metal atom, participates in the for-
mation of the strong intraionic hydrogen bond O(8)–
H···O(7) [O(8)–H, 0.86(3) Å; H···O(7), 1.69(4) Å;
O(8)HO(7) angle, 158(3)°]. The O(8)–C(3) bond
length in structure XXXV is equal to 1.347(3) Å. Com-
plexes XXXIV and XXXV, which rapidly oxidize cys-
teine to cystine, can serve as model compounds for use
in analyzing the insulin-mimetic activity of vanadium
peroxo compounds in aqueous solutions.

In three compounds of the general formula
A[VO(O2)2(L2)] · Solv {where L2 = 5-nitro-1,10-phenan-
throline (PhenNO2), A = K+, and Solv = 2H2O

(XXXVIII) [39] (Fig. 2f); L2 = Bipy, A = N , and
Solv = 4H2O (XXXIX) [36, 40] (Fig. 2g); and L2 = Bipy,
A = HBipy+, and Solv = 3.4H2O2 · 1.6H2O (XL) [41]},
the neutral bidentate chelating ligand L2 in the
[VO(O2)2(L2)]– anionic complex is coordinated to the
metal atom through two nitrogen atoms (in the axial
and equatorial positions of the coordination polyhe-
dron). In compounds XXXIX and XL, structural units
in the crystals are joined together by an extended net-

work of hydrogen bonds with the participation of N
(HBipy+) cations, anionic complexes, and H2O (H2O2)
molecules of crystallization. In structure XXXIX, all
four oxygen atoms of the peroxo groups are involved in
the hydrogen bonds with the ammonium cations [N···O,
2.797(5) and 2.813(5) Å] and water molecules [O···O,
2.774(5)–2.806(5) Å] and all the four V–O(O2) bonds
are close in length [1.880(3)–1.911(3) Å]. In structure
XL, only three of the four O(O2) atoms participate in
strong hydrogen bonds with hydroperoxide molecules
[é···é, 2.624(5)–2.655(5) Å] and the V–O bonds with

H4
+

H4
+
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these oxygen atoms [1.914(3), 1.938(3), and
1.942(3) Å], on average, are 0.07 Å shorter than the
V−O(O2) bond with the oxygen atom not involved in
the formation of hydrogen bonds. In structure XL, the
Bipy ligand and the unusual monoprotonated HBipy+

cation are substantially nonplanar: the dihedral angles
between the planes of two Py rings are equal to 5.4° and
7.1°, respectively. It is worth noting that, in structure
XXXIX, the dihedral angle in the Bipy ligand is consid-
erably smaller (only 1.4°). The bipyridinium cation in
structure XL adopts a fairly rare cis configuration.3 The
proton is strongly localized at one of the nitrogen
atoms. However, the HN–C [1.351(7) ± 0.006 Å] and
N–C [1.352(7) ± 0.009 Å] bonds in the cation and the
N–C bond [1.351(5) ± 0.012 Å] in the Bipy ligand are
comparable in length.

Among vanadium(V) monomeric pseudotrigonal
bipyramidal complexes of the [VO(O2)2(L1)2] type, only
one structure is known, namely, ammonium difluo-
rooxo diperoxovanadate(V) (NH4)3[VO(O2)2F2] (XLI)
[42]. In the [VO(O2)2F2]– anion (Fig. 2h), the V–F axial
bond, as usual, is considerably longer (by 0.348 Å) than
the equatorial bond. In the crystal, the structural units
are linked together by an extended network of N–H···F
and N–H···O interionic hydrogen bonds with the partic-
ipation of all fluorine and oxygen atoms [N···F ≥
2.731(3) Å, N···O ≥ 2.803(3) Å]. Stomberg [42] consid-
ered the difference between similar potassium and
ammonium fluorooxoperoxovanadates. Crystals of
A2[VO(O2)2F] (A = K, NH4) are not isomorphic. In con-
tact with the growth solution, the potassium salt
remains unchanged for several months, whereas the
ammonium salt transforms into difluorooxo diperoxo-
vanadate XLI for several days. Possibly, it is this
extended network of hydrogen bonds in compound
XLI that plays the important stabilizing role.

3.2. Dimeric Pseudotrigonal Bipyramidal Oxo 
Diperoxo Complexes of Vanadium(V)

In five oxo diperoxovanadium(V) compounds
XLII–XLVI (see Table 2) [43–48] with a pseudotrigo-
nal bipyramidal coordination of the metal atom, the
anionic complex has a dimeric structure.

According to analytical, spectroscopic, and X-ray
powder diffraction data, the formula
(H2Bipy)[{VO(O2)2(Bipy)}2] · 6H2O or
(H2Bipy)H2[{VO(O2)2(Bipy)}2(µ-O)] · 5H2O was ini-
tially assigned to compound XLII [43]. The X-ray
structural analysis revealed that this compound is actu-
ally described by the formula

3 According to the NMR data, the free molecule of 2,2'-bipyridyl in
different solutions has a planar trans configuration [52]. In
strongly acidic solutions, the HBipy+ and H2Bipy2+ cations
exhibit a skewed transoid conformation in which the dihedral
angles between the planes of two Py rings are equal to 30° and
60°, respectively [53].
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Fig. 3. Structures of dimeric pseudotrigonal bipyramidal oxo diperoxo complexes of vanadium(V): (a) [{VO(O2)2(Bipy)}(µ-H)]–

(asymmetric part of the dimer), (b) [{VO(O2)2}2(µ-éH)(µ-é2)2]3–, (c) [{VO(O2)}2(µ-êé4)(µ-é2)2]5–, and (d) [{VO(O2)F}2(µ-

F)(µ-é2)]3–.
(HBipy)[{VO(O2)2(Bipy)}2(µ-ç)] · 0.5H2O2 · 5.5ç2é.
In the centrosymmetric anionic complex, two halves of
the VO(O2)2(Bipy)ç0.5 dimer (Fig. 3a) are linked by the
strong asymmetric hydrogen bond O–H···O [O–H,
0.93(11) Å; O···O, 2.456(4) Å; OHO angle, 176(11)°].
The bridging hydrogen atom is statistically disordered
over two equally probable positions about the inversion
center. All atoms of the bipyridinium cation are also
disordered over two equally probable positions, which
are related by the inversion center and are spaced 0.6 Å
apart. One of the three crystallographically nonequiva-
lent water molecules is statistically “mixed” with the
hydroperoxide molecule in the ratio 0.75 : 0.25. In crys-
tal XLII, the structural units are joined together
through an extended network of hydrogen bonds
[O···O ≥ 2.60(1) Å, N···O ≥ 2.928(6) Å]. Three V–
O(O2) distances [1.869(2), 1.892(2), 1.903(2) Å] have
standard values and, on average, are 0.107 Å shorter
than the V–OH bond [1.995(2) Å] with the peroxo oxy-
gen atom involved in the formation of the strong hydro-
gen bond.

Compound XLII crystallizes from a solution of
V2O5 and 2,2'-Bipy in 25% H2O2 at a temperature of
5°C and pH 3.5. The holding of the reaction mixture for
a long time under the same conditions (5°C, pH 3.5)
leads to the formation of one more crystalline phase,
(HBipy)[VO(O2)2(Bipy)] · 3.4H2O2 · 1.6ç2é (XL,
Table 2), which contains a mononuclear anionic com-
C

plex. Szentivanyi and Stomberg [43] believed that com-
pound XLII can be an isolobal intermediate product of
the reaction used to synthesize complex XL.

Compounds (NH4)3[V2O11H] · H2O (XLIII) [44,
45] and (NH4)4[V2O11] (XLIV) [46] contain structur-
ally similar anionic complexes [{VO(O2)2}2(µ-Oç)(µ-
O2)2]3– (Fig. 3b) and [{VO(O2)2}2(µ-O) (µ-O2)2]4–,
respectively.4 Crystals XLIII and XLIV are isostruc-
tural (the oxygen atom of the H2O molecule in com-
pound XLIII occupies a position identical to the posi-

tion of the nitrogen atom in one of the N  ions in
compound XLIV). In dimeric anionic complexes, the
metal atoms are linked through three bridging oxygen
atoms of two peroxo and one hydroxo (in XLIII) or
oxo (in XLIV) ligands. Consequently, two peroxo
groups fulfill an η2 chelating function and the two other
groups serve as η2,µ0.5 chelating–bridging ligands. In
the pseudotrigonal bipyramid, the trans positions with
respect to the oxo ligands are occupied by the bridging
O(O2) atoms at large V···O distances (2.478–2.522 Å).
In each structure, two V–O(O2)ch–br bonds with the
chelating–bridging oxygen atoms of the peroxo groups,
on average, are 0.025 (in XLIII) and 0.028 Å (in
XLIV) longer than four V–O(O2)ch bonds (1.908 and

4 Structure XLIV was determined earlier by the photo method with
the use of a twinned crystal [54].

H4
+
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1.883 Å according to more accurate data for XLIIIa
and 1.913 and 1.885 Å for XLIV, respectively). In
structure XLIII, the bridging hydroxo ligand partici-
pates as a donor and an acceptor in the formation of two
bonds O–H···O (O···O, 2.69 Å) and O···H–O (O···O,
2.73 Å) with water molecules; as a result, the ligand
environment is completed to the tetrahedral configura-
tion. The protonation of the bridging oxygen atom in
structure XLIII is confirmed by the IR spectroscopic
data, according to which the absorption band observed
at a frequency of 1034 cm–1 corresponds to vibrations
of the V–OH bond [55].

The structure of the dimeric anionic complex in the
(NH4)5[{VO(O2)}2(µ-PO4)(µ-O2)2] · H2O compound
(XLV) [47] (Fig. 3c) is similar to that of the anionic
complexes in compounds XLIII and XLIV. The only
difference is that the bridging hydroxo (in XLIII) or
oxo (in XLIV) ligand is replaced by the bridging phos-
phate ligand, which is coordinated to two vanadium
atoms through two oxygen atoms (for each oxygen
atom, there is one vanadium atom). As in structures
XLIII and XLIV, in structure XLV, the V–O(O2) bonds
with the chelating–bridging (η2,µ0.5) peroxo oxygen
atoms in the apical positions of the pseudotrigonal
bipyramids [trans to the O(oxo) atoms] are substan-
tially weakened [V–O, 2.351(4) and 2.411(4) Å],
whereas the V–O(O2) bonds with the η2,µ0.5-oxygen
atoms, on average, are 0.042 Å longer than the V–
O(O2) bonds with η2 chelating oxygen atoms [1.916(4)
and 1.874(4) Å, respectively]. The anionic complexes,
ammonium cations, and water molecules of crystalliza-
tion are joined together through an extended network of
hydrogen bonds [the shortest N···O(PO4) contact is
equal to 2.681 Å].

In the K3[V2F3O8] · HF · 2H2O crystal (XLVI) [48],
the structural units represent dimeric anionic com-
plexes, K+ ions, and water and hydrogen fluoride mole-
cules of crystallization, which are joined by electro-
static and weak hydrogen bonds. In the
[{VO(O2)F}2(µ-F)(µ-O2)]3– anion (Fig. 3d), the vana-
dium atoms are linked by the bridging peroxo and fluo-
rine ligands. Two halves of the dimer are related by the
m pseudoplane passing through the F(1), O(2), and
O(3) bridging atoms. The O(2, 3) peroxo ligand fulfills
a bischelating–bridging (2η2,µ2) function. Unlike struc-
tures XLII–XLV (in which either of the two η2,µ0.5-
peroxo ligands contains only one bridging oxygen
atom), in structure XLVI, either of the two oxygen
atoms of the relevant O2 peroxo ligand fulfills a sym-
metric bridging function. In this case, the V–O(2)
bonds [2.047(4) ± 0.009 Å], on average, are 0.072 Å
longer than the V–O(3) bonds [1.975(4) ± 0.001 Å].
Such an asymmetric coordination of the peroxo ligands
irrespective of their function in the structure is charac-
teristic of oxo diperoxo complexes of metals (for
greater details, see below). In general, the chelating–
bridging bonds V–O(O2) (the mean bond length is
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
2.011 Å) are substantially longer than the chelating
bonds (the mean bond length is 1.868 Å). The bridging
F(1) atoms are located at the apical positions in the
vanadium coordination polyhedra [the trans position
with respect to the O(1) and O(6) atoms]. The V–F(1)
bonds with the bridging fluorine atom [2.122(3) ±
0.003 Å], on average, are 0.234 Å longer than the V–
F(2) and V–F(3) terminal bonds [1.888(4) ± 0.009 Å].
The dihedral angle between the planes of the equatorial
ligands of two metal atoms is equal to 84.9(3)°. The
position of the F(4) atom of the hydrogen fluoride mol-
ecule is not completely occupied: the occupancy factor
is equal to 0.78(2). Lapshin et al. [48] believed that iso-
thermal decomposition of compound XLVI is accom-
panied by the release of H2O and HF molecules; i.e., the
release of hydrogen fluoride molecules does not result
from the transformation of the anionic complex, as was
assumed earlier by Schwendt and Joniakova [56].

3.3. Pseudotrigonal Bipyramidal Oxo Diperoxo 
Complex of Vanadium(V) with a Polymeric Chain 

Structure

In the N –V2O5–F––ç2é2 system, the
(NH4)[VO(O2)2F] compound (XLVII) [49] was synthe-
sized in addition to the (NH4)3[VO(O2)2F2] compound
(XLI) described earlier [42]. Upon prolonged contact
with a growth solution, orange-yellow crystals XLVII
often transform into yellow polycrystalline compound
XLI. In a similar potassium system, it was possible to
obtain crystals of only one very stable compound,
namely, K2[VO(O2)2F]. Although crystals of compound
XLVII and its potassium analogue have a similar com-
position and very close lattice parameters, they are not
isomorphic; furthermore, the [VO(O2)2F]2– anionic
complexes in these compounds have radically different
structures (see below).

In the anionic complex of structure XLVII, the pen-
tagonal pyramidal (pseudotetrahedral) fragments
VO(O2)2F are joined with two similar fragments
through the V···O(oxo) weakened contacts with the for-
mation of zigzag chains [the O=V···O angle is
174.8(1)°, the V=O···V angle is 157.10(8)°, and the
dihedral angle between the pentagonal planes of the
adjacent VO(O2)F fragments is equal to 21.7°]. There-
fore, the oxo ligands fulfill a bridging function, thus
linking the vanadium polyhedra at common vertices
and forming infinite chains =é···V=O···V=O··· with
alternating metal–oxygen bonds [V=O, 1.613(1) Å;
V···O, 2.505 Å]. A fragment of the {[V(µ-O)(O2)2F]2–}n

anionic complex and the packing of structural units in
crystal XLVII are shown in Figs. 4a and 4b, respec-
tively. In crystal XLVII, the structural units are linked
through an extended system of N−ç···é and N−ç···é
hydrogen bonds [N···F ≥ 2.765(2) Å, N···O ≥
2.840(3) Å].

H4
+
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Fig. 4. Polymeric chain structure of the {[V(µ-é)(O2)2F]2–}n pseudotrigonal bipyramidal oxo diperoxo complex of vanadium(V):
(a) a fragment of the anionic complex and (b) packing of structural units in the crystal.
4. STRUCTURE OF DIMERIC OXOPEROXO 
COMPLEXES OF VANADIUM(V) 

[V2O2(O2)2(L2)2]2–

Table 3 presents the main geometric parameters of
four compounds with dimeric anionic complexes of the
general formula [{VO(O2)}2(µ-L2)2]2–, where L2 are
C

dianions of α-hydroxycarboxylic acids: C2H4O3 gly-
colic acid H2Gly (XLVIII) [57] (Fig. 5a), C3H5O3 lactic
acid H2Lact (XLIX, L) [58, 59] (Fig. 5b), and C8H8O3

phenylhydroxyacetic (mandelic) acid H2Mand (LI)
[60] (Fig. 5c). In all four compounds, the L2 ligands ful-
fill a bidentate chelating–bridging function and are
Table 3.  Selected bond lengths (Å) in dimeric pseudotetragonal pyramidal oxo monoperoxo complexes and monomeric and
dimeric pseudotetrahedral oxo diperoxo complexes of vanadium(V) 

No. Compound V–O(oxo) V–Lcis References

XLVIII (NBu4)2[{VO(O2)}2(µ-Gly)2] · H2O 1.541(8)* 1.991(6) Och(Gly)
1.967(4) ± 0.044 Och–br(Gly)

[57]

XLIX K2[{VO(O2)}2(µ-Lact)2] 1.591(3) 2.005(3) Och(Lact)
1.979(3) ± 0.022 Och–br(Lact)

[58]

L (Ì-Bu4N)2[{VO(O2)}2(µ-Lact)2] · 2H2O 1.605 ± 0.004 1.956 ± 0.006 Och(Lact)
1.984 ± 0.066 Och–br(Lact)

[59]

LI (Ì-Bu4N)2[{VO(O2)}2(µ-Mand)2] · H2Mand 1.579(2) 1.991(2) Och(Mand)
1.990(2) ± 0.011 Och–br(Mand)

[60]

LII (NH4)2[VO(O2)2(NH3)] 1.606(3) 2.110(4) N(NH3) [63]

LIII (ImH)[VO(O2)2(Im)] · H2O 1.603(2) 2.092(2) N(Im) [64, 65]

LIV K2[VO(O2)2F] 1.603(6) 1.903(4) ± 0.003 F [66]

LV Cs2[VO(O2)2F] 1.62(3) ± 0.00 1.875(15) ± 0.005 F [67]

LVI K2[{VO(O2)2}(µ-O2){VO(O2)(H2O)}] · 3H2O 1.595(4) ± 0.009 1.998(4) O(H2O)
2.032(3) Och–br(O2)

[68]

LVII (NMe4)2[{VO(O2)2}(µ-O2){VO(O2)(H2O)}] · 2H2O 1.596(4) ± 0.005 2.030(4) O(H2O)
2.045(3) Och–br(O2)

[69]

LVIII (CymH2)[{VO(O2)2}(µ-O2){VO(O2)(H2O)}] · 2H2O 1.596(5) ± 0.000 2.005(5) O(H2O)
2.035(5) Och–br(O2)

[70]

Note: Acid designations: H2Gly–glycolic acid, H2Lact–lactic acid, and H2Mand–mandelic acid. Ligand designations: Im–imidazole and
Cym–5,5,7,12,12,14-hexamethyl-1,4,8,11-tetraazacyclotetradecane.
* The V–O(oxo) bond length for one (main) of the two orientations of the disordered complex (the occupancy factor is 0.66).
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Fig. 5. Structures of [V2O2(O2)2(µ-L2)2]2– dimeric oxoperoxo complexes of vanadium(V): (a) L2 = Gly2–, (b) L2 = Lact2–, and

(c) L2 = Mand2–.
coordinated to the metal atom through two deproto-
nated oxygen atoms, namely, the Och–br hydroxyl and
Och carboxylate atoms. A similar function is fulfilled by
the dianion of tartaric acid (ç4Tart) in the dimeric
anionic complex [{VO(O2)}2(µ-TartH2)2(µ-H2O)]2– of
the oxo monoperoxo compound of vanadium(V) with a
pseudooctahedral coordination of the metal atom
(XXVIII, Table 1) [29].

Orange-red or red complexes of the general formula
A2[{VO(O2)}2(µ-Gly)2] · nH2O (A+ = K, Cs, NH4,
NÇu4 , NPr4; n = 0, 1) were prepared by crystallization
in the AVO3–glicolic acid–H2O2–H2O–(EtOH) system.
In structurally characterized compound XLVIII (A+ =
NBu4, n = 1), the centrosymmetric anionic complex is
statistically disordered: two orientations of oxygen
atoms of the peroxo and oxo ligands with respect to the
central atoms are characterized by occupancy factors of
0.66 and 0.34 for the O(1–3) and O(1a–3a) atoms,
respectively. This variant of disordering, which is typi-
cal of metal oxoperoxo complexes, was thoroughly
described by Stomberg [61].

In two compounds of the general formula
A2[{VO(O2)}2(µ-Lact)2] · nH2O, the anionic complexes
have a similar structure but differ in symmetry. The
anion is located at the crystallographic axis 2 in struc-
ture XLIX (A = K+, n = 0) and occupies the general
position in structure L (A = n-Bu4N+, n = 2). Demartin
et al. [58] compared the structures of compounds
XLIX and K2[(VO2)2(µ-Cit)2] · 6H2O [62] and estab-
lished that the replacement of the peroxo ligand by the
oxo ligand (the changeover from the oxo monoperoxo
complex to the dioxo complex) and the change in the
bridging ligand (the dianion of α-hydroxycarboxylic
acid) does not lead to a change in the structural type of
the anionic complex.

In the structure of the (n-Bu4N)2[{VO(O2)}2(µ-
Mand)2] · H2Mand compound (LI), the anionic com-
plex and the H2Mand molecule of crystallization are
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
located along the crystallographic axis 2. In the anionic
complex, the central bimetallic ring V2O2 is nonplanar
[the dihedral angle between the VO2 planes is equal to
151.79(8)°], as is the case in compounds XLIX and L.
Note that the V2O2 ring in centrosymmetric complex
XLVIII is strictly planar. The H2Mand solvate mole-
cule in structure LI is disordered over two positions
with respect to the crystallographic axis 2. One carbox-
ylate oxygen atom (on the axis 2) is in contact with both
vanadium atoms [V···O, 2.550(3) Å] in the axial posi-
tion opposite to the oxo ligand and completes the coor-
dination polyhedron of each vanadium atom to the
pseudooctahedron. The vanadium–vanadium distances
[3.238(1) Å in XLIX)] in the dimers exceed the length
of the metal–metal single bond. The VOV angles are
larger than 90° [109.9(1)° in XLIX; 105.6(1)° in LI).

The coordination polyhedron of vanadium atoms in
structures XLVIII–LI can be represented as a strongly
distorted pseudotetragonal pyramid with the oxo ligand
in the apical position [or as a six-vertex polyhedron
(pentagonal bipyramid) with the axial O(oxo) atom,
provided that the peroxo ligand occupies two equatorial
positions]. However, there exists an alternative descrip-
tion. For structure XLIX, Demartin et al. [58]
described the metal coordination polyhedron as a
strongly distorted pseudotrigonal bipyramid in which
the Och and  atoms occupy the axial positions and
the O(oxo) atom, the Och–br atom, and the µ-O2 ligand
are located in the equatorial positions. As was noted
above, the vanadium coordination polyhedron in struc-
ture LI can be represented as a (5 + 1) asymmetric
pseudooctahedron similar to the pseudooctahedron in
the structure of the dimeric complex [VO(µ0.5-
O2)(GlyGly)]2 (XXX) [31].5

5 The distortion of metal coordination polyhedra in different oxop-
eroxo complexes will be considered in greater detail in Section 8.

Och–br'
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Fig. 6. Structures of monomeric pseudotetrahedral oxo diperoxo complexes of vanadium(V): (a) [VO(O2)2(Im)]– and

(b) [VO(O2)2F]2–.
5. STRUCTURE OF PSEUDOTETRAHEDRAL 
OXO DIPEROXO COMPLEXES 

OF VANADIUM(V)
The selected bond lengths in monomeric and

dimeric pseudotetrahedral oxo diperoxo complexes of
vanadium(V) LII–LVIII [63–70] are listed in Table 3.6

5.1. Monomeric Pseudotetrahedral Oxo Diperoxo 
Complexes of Vanadium(V)

In four compounds LII–LV [63–67] (Table 3), the
metal atoms in the monomeric anionic complexes of
the general formula [VO(O2)L1]n– (n = 1, 2) have a
pseudotetrahedral coordination that is provided by the
O(oxo) atom, two η2-coordinated peroxo ligands, and
the donor atom of the L1 monodentate ligand.

In structure LII [63], both the ammonium cation
and the [VO(O2)(NH3)]– anionic complex lie in the m
crystallographic plane passing through the V, O(oxo),
N(NH3), and N(NH4) atoms. The anionic complexes
are joined by the V···O(oxo) interionic contacts
[2.926(3) Å] into polymeric chains similar to those in
the structure of the (NH4)[VO(O2)2F] compound
(XLVII) [49]. In structure XLVII, the V···O(oxo) con-
tact [2.505(1) Å] corresponds to a bond weakened
through the trans effect of the multiply bonded oxo
ligand. By contrast, according to [63], the V···O(oxo)
contact in structure LII is due to the electrostatic inter-
action; as a result, the coordination polyhedron of the
metal atom tends to be completed to a strongly distorted
pseudotrigonal bipyramid [O(oxo)VO(oxo)' angle,
178.8(1)°; VO(oxo)V' angle, 135.0(2)°]. The structural
units in crystal LII are linked by the weak hydrogen
bonds N–H···O(oxo) and N–H···O(peroxo) (N···O,
2.872–2.955 Å; O···H, 2.22–2.37 Å; NHO angles,
130°–151°).

According to [63], the vanadium atom in structure
LII has a distorted tetrahedral coordination under the

6 If the O2(peroxo) ligands are treated as bidentate chelating
ligands, the vanadium coordination polyhedron represents a pen-
tagonal pyramid with the oxo ligand in the apical position.
C

assumption that the peroxo ligands form three-center
bonds involving vacant sd3 hybrid orbitals. In the
pseudotetrahedron, the MVM angle [128.5(1)°] (where
M is the midpoint of the O–O bond) is maximum in
magnitude due to the repulsion of two O2 groups, the
O(oxo)–V–N(NH3) angle [97.5(1)°] is minimum, and
the angles O(oxo)–V–M [107.2(1)°] and N(NH3)–V–
M [106.1(1)°] are intermediate in magnitude.

The structural units in the (ImH)[VO(O2)2(Im)] ·
H2O crystal (LIII) [64, 65] are the anionic complexes
(Fig. 6a), the N2C3H5 imidazolium cations (ImH), and
water molecules of crystallization. The V–N(Im) bonds
[2.110(4) Å] in structure LIII and the V–N(NH3) bonds
[2.092(2) Å] in structure LII are comparable in length,
even though the N(sp3) and N(sp2) coordinated atoms
of the ammonia and imidazole molecules are character-
ized by different hybridizations. Crans et al. [64] and
Keramidas et al. [65] noted that the vanadium atoms in
compounds LII and LIII have an unusual sixfold pen-
tagonal pyramidal (pseudotetrahedral) coordination
rather than a sevenfold pentagonal bipyramidal
(pseudotrigonal bipyramidal) coordination, which is
characteristic of oxo diperoxo complexes. In particular,
the latter coordination is observed in the structure of the
[VO(NH2O)2(Im)2]Cl oxo dihydroxylamide complex
[65] with a composition similar to that of oxo diperoxo
complex LIII. In the former structure, both Im mole-
cules are incorporated in the coordination environment
of the vanadium atom, whereas the coordination envi-
ronment in compound LIII involves one coordinated
Im molecule and the ImH+ cation. In the
[VO(NH2O)2(Im)2]+ cationic complex, the equatorial
V–N bond [2.079(4) Å] is only 0.013 Å shorter than the
V–N(Im) bond in the anionic complex of structure
LIII, whereas the axial V–N(Im) bond is considerably
elongated [to 2.333(4) Å] due to the trans effect of the
oxo ligand. From analyzing the multinuclear NMR
data, Keramidas et al. [65] made the assumption that
complex LIII remains monomeric in solutions. Inves-
tigation into the dynamic processes occurring in solu-
tions (aqueous, CD3CN–DMSO-d6) [65] demonstrated
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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that the rate of exchange between free imidazole and
complex LIII is comparable to the exchange rate for a
similar hydroxylamide complex. In [65], the higher
lability of complex LIII (as compared to diperoxo
complexes that, as a rule, are more inert to exchange
reactions [71, 72]) was explained by the presence of the
free coordination site trans to the O(oxo) atom in the
[VO(O2)2(Im)]– complex under consideration.

Isomorphic crystals of two A2[VO(O2)2F] com-
pounds with A = K+ (LIV) [66] and Cs+ (LV) [67] are
formed by the [VO(O2)2F]2– anionic complexes
(Fig. 6b) and alkali metal cations.7 In similar crystals,
namely, LIV and LV, the anionic complex is disordered
over two orientations (A and B) [the occupancy factors
for compound LIV are equal to 0.60(2) and 0.40(2),
respectively]. Within the limits of experimental error,
the vanadium atoms in two orientations occupy identi-
cal positions. The positions of the oxo O(A) and O(B)
atoms in structure LIV differ by only 0.26 Å. The equa-
torial planes of the fluorine atoms and four O(peroxo)
atoms in orientations A and B form a dihedral angle of
5.6° in LIV (8.2° in LV) and are rotated with respect to
each other about the averaged V–O(oxo) axis through
an angle of 126° (125°).

As was noted above (Section 3.3), the crystals of
ammonium salt XLVII [49], which have a similar com-
position and close lattice parameters but are not iso-
morphic to crystals LIV and LV, are characterized by a
substantially differing polymeric chain structure of the
{[V(µ-O)(O2)F]2–}n anion owing to the asymmetric
bridging function of the oxo ligand (see Table 2).

5.2. Dimeric Pseudotetrahedral Oxo Diperoxo 
Complexes of Vanadium(V)

Three compounds of the general formula
A2[V2O11H2] · mH2O (A = K+, m = 3, LVI [68];

A = N , m = 2, LVII [69]; A2 = Cym , m = 2,
LVIII [70])8 contain the [{VO(O2)}2(µ-
O2){VO(O2)(H2O)}]2– binuclear anionic complexes
(Fig. 7). In the structure, the peroxo ligands fulfill dif-
ferent functions. Three O2 groups are bidentate chelat-
ing (η2) ligands. The fourth O2 group [O(6), O(7)] is the
bidentate chelating–bridging (η2,µ1) ligand [the biden-
tate chelating ligand for the V(2) atoms and the bridg-
ing ligand for the V(1) atom]. Therefore, two chemi-
cally nonequivalent vanadium atoms have different
pseudotetrahedral coordination environments. The
V(1) atom coordinates the O(5) oxo ligand, two O2 (η2)
ligands, and the bridging O(6) atom of the η2,µ1-peroxo

7 The unit cell volume of crystal LIV [V = 687.5(2) Å3] is approxi-
mately 25% greater than that of crystal LV [V = 546.2(2) Å3],
which accounts for the difference between the ionic radii of
potassium and cesium cations.

8 Cym is 5,5,7,12,12,14-hexamethyl-1,4,8,11-tetraazacyclotetrade-
cane C16H38N4.

Me4
+

H2
2+
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ligand. The V(2) atom coordinates the oxo ligand, two
peroxo [bridging O(6, 7) and chelating O(8, 9)] (η2)
ligands, and the O(21) atom of the coordinated water
molecule. In structures LVI–LVIII, the coordination
polyhedron of the vanadium atoms is completed to an
asymmetric elongated pentagonal bipyramid (pseudot-
rigonal bipyramid) owing to the V···O(peroxo) contacts
[V(1)···O(9) = 2.597(4), 2.707(4), and 2.980(4) Å and
V(2)···O(4) = 2.606(3), 2.697(3), and 2.764(3) Å in
structures LVI, LVII, and LVIII, respectively]. The
O(5)V(1)O(4) [O(10)V(2)O(9)] angles in structures
LVI and LVII are equal to 167.5(2)° [172.7(2)°] and
167.6(2)° [169.6(2)°], respectively.9 The differences
between the V···O(peroxo) distances in three structures
(in compounds LVI, LVII, and LVIII, the mean dis-
tances are equal to 2.602 ± 0.005, 2.702 ± 0.005, and
2.872 ± 0.108 Å, respectively) correlate with the dihe-
dral angles between the equatorial planes of the V(1)
and V(2) atoms [O(1–4, 6)/O(6–9, 21)] and the
V(1)O(6)V(2) angles at the bridging oxo oxygen atom
[LVI, 57.1°, 100.2(1)°; LVII, 60.8°, 103.8(2)°; LVIII,
64.9°, 109.0(2)°].

Sucha et al. [70] noted that the nature of cations
(especially, organic cations) is an important factor gov-
erning the thermal stability of solid peroxo complexes.
In particular, unlike compounds LVI and LVII crystal-
lizing at –25°C and decomposing at 0–5°C, compound
LVIII is thermally stable up to 60°C. The decomposi-

9 Making allowance for the weak (semicoordination) V···O con-
tacts, the peroxo groups in structures LVI–LVIII can be coordi-
nated in three modes: η2 [O(1), O(2)], η2,µ1 [O(6), O(7)], and
η2,µ0.5 [O(3), O(4); O(8), O(9)].
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Fig. 7. Structure of the [{VO(O2)}2(µ-O2){VO(O2)(H2O)}]2–

dimeric pseudotetrahedral oxo diperoxo complex of vana-
dium(V).
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tion begins at 85°C and is accompanied by the simulta-
neous removal of active oxygen and three water mole-
cules (the weight loss is equal to 30.75%). The final
product is identified as the anhydrous metavanadate
(CymH2)(VO3)2 (according to the IR spectra measured
at 95 and 150°C). The high thermal stability of solid
compound LVIII as compared to complexes LVI and
LVII can be associated with the interionic interaction

of the Cym  cation with the peroxovanadate anion.

6. OXYGEN–OXYGEN DISTANCES 
IN COORDINATED PEROXO GROUPS 

OF OXOPEROXO COMPLEXES 
OF VANADIUM(V)

The geometric parameters of V(O2)peroxo fragments
in monomeric, dimeric, and polymeric oxo monoper-
oxo complexes of vanadium(V) (I–XXX, XLVIII–LI)
are listed in Table 4. Similar parameters of V(O2)2 frag-
ments in oxo diperoxo complexes of vanadium(V)
(XXXI–XLII, XLVII, LII–LV) are given in Table 5. In
all the compounds in Tables 4 and 5, the peroxo ligands
fulfill a pseudochelating η2 function. The bond lengths
and bond angles of V(O2)2 fragments in dimeric oxo
diperoxo complexes of vanadium(V) (XLIII–XLVI,
LVI–LVIII) with η2- and η2,µn-coordinated peroxo
ligands (n = 0.5, 1, 2) are presented in Table 6.

The O–O distances in coordinated bidentate peroxo
groups in different compounds of Group IV–VI transi-
tion metals fall in a rather wide range (from 1.36 to

H2
2+
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Fig. 8. Dependence of the O–O bond length on the parame-
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1.54 Å [73]). In vanadyl complexes, these distances do
not exceed 1.49 Å. In pseudotrigonal bipyramidal and
pseudotetrahedral oxo diperoxovanadate(V) com-
plexes, the O–O distances vary over a relatively narrow
range (from 1.440 to 1.487 Å for 23 structures pre-
sented in Tables 5 and 6). The changeover to oxo
monoperoxovanadate(V) complexes leads to a decrease
in the O–O bond lengths. In the majority of the com-
pounds presented in Table 4 (31 out of 34), the O–O
distances lie in a wide range (from 1.347 to 1.457 Å).
The anomalously short O–O distances falling outside
the above range are found in structures XVI [1.236(8)
Å] [20], XVII [1.30(3) Å] [20], and XX [1.29(2) Å]
[22].10

Very short O–O bonds in η2-coordinated dioxygen
ligands are also found in the structures of the com-
plexes [Re(O2)Cl(PPh3)2(NNCO2Me)] [1.26(3) Å] [74]
and [Co(O2)L] [1.262(8) Å] [75], where L is the anion
of hydrotris(3-tert-butyl-5-methypyrazolylborate).11

However, it should be noted that these two complexes
were prepared by adding molecular oxygen. Very short
O–O(O2) bonds were also revealed in the structures of
porphyrin complexes of iron (1.23–1.25 Å) and cobalt
(1.25–1.30 Å) compounds with coordinated monoden-
tate dioxygen ligands [77].

The O–O bond lengths (<1.30 Å) are also character-
istic of singly charged superoxide anions  (for
example, the α-KO2 ionic superoxide [1.28(2) Å] [78]
and the R4H4[Cu(IO6)2]O2 · 6H2O compound [1.214(8)
Å] [79]), and molecular oxygen O2 [1.207(8) Å] [80].

Therefore, the O–O bond lengths in pseudooctahe-
dral VO(O2) complexes I–XXX (Table 4) fall in the
wide range 1.236–1.457 Å. This range lies virtually
below the lower limit of the narrow range of the O–O
bond lengths (1.456–1.474 Å) observed in 14 formally
seven-coordinate VO(O2)2 complexes XXXI–XLIV,
which, however, have a radically different pseudotrigo-
nal bipyramidal geometry (Tables 5, 6).

It is of interest to elucidate whether the O–O bond
length correlates with the parameter ∆(é2) [or ∆'(é2)],
which is a quantitative measure of the structural mani-
festation of the trans effect of peroxo ligands (see Sec-
tion 2.4). As can be seen from Fig. 8, such a correlation,
even if not well pronounced, is observed for pseudooc-
tahedral oxo monoperoxo complexes of vanadium.
Judging from the dependence of the O–O bond length
on the parameter ∆(O2) or ∆'(é2) (Fig. 8), the weak
trans effect of the peroxo group or the lack of this effect
[∆(O2) or ∆'(é2) = –0.05…+0.08 Å] is typical of com-

10Possibly, the shortening of the O–O bond in structure XX is a
consequence of statistical mixing of the positions of the oxo and
peroxo ligands in the crystal.

11In the latter case, the bond between the metal atom and the diox-

ygen ligand can be represented either as the Co(II)–  bond or

as the Co(III)–  bond [76].

O2
2–

O2
–

O2
–
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Table 4.  Geometric parameters of the V(O2) fragment in oxo monoperoxo complexes of vanadium(V) 

No.
Bond lengths, Å Bond angles, deg

V–O(O2) O–O O(O2)–V–O(O2) V–O(O2)–O(O2)

I 1.864(4) ± 0.001 1.432(6) 45.2(2) 67.5

II 1.877(4) ± 0.003 1.431(6) 67.4

III 1.861(8) ± 0.070 1.438(4) 45.3(2) 67.4(6) ± 5.2

IIIa 1.862(1) 1.428(1) 45.07(4) 67.5

IV 1.841(9) ± 0.007 1.45(1) 46.4 67.3

V 1.865(1) ± 0.001 1.432(2) 45.17(7) 67.3(1) ± 0.3

VI 1.870(1) ± 0.003 1.438(2) 45.24(5)

VIa 1.889(2) ± 0.003 1.457(3) 45.4(1)

VII 1.870(2) ± 0.003 1.436(3) 45.18(8) 67.4(1) ± 0.2

VIII 1.876(2) ± 0.006 1.438 45.1 67.0

IX 1.87(2) ± 0.03 1.37(4) 43(1)

X 1.805(10) ± 0.070 1.39(2) 45.5(4)

XI 1.878(1) ± 0.004 1.429(2) 44.72(6)

XII 1.867(2) ± 0.003 1.424(2) 44.84(7)

XIII 1.871(2) ± 0.001 1.441(3) 45.3(1) 67.4(1) ± 0.1

XIV 1.853 ± 0.006 1.440 45.7 66.8

XV 1.875(5) ± 0.013 1.379(6) 43.2(2) 69.4

XVI 1.840(5) ± 0.028 1.236(8) 39.2(2) 70.4(4) ± 2.4

XVII 1.845(20) ± 0.015 1.30(3) 41.1(9) 69.5(1.0) ± 1.5

XVIII 1.874(5) ± 0.013 1.424(7) 44.7(2) 67.7(3) ± 0.9

XIX 1.881(2) ± 0.010 1.383(3) 43.13(8) 68.5(1) ± 0.8

XX 1.836(9) ± 0.064 1.29(2) 40.8(5) 69.6(7) ± 5.3

XXI 1.877(1) ± 0.014 1.412(2) 44.18(6)

XXII 1.876(6) ± 0.006 1.43(1) 44.8(3) 67.6(4) ± 0.4

XXIII 1.876(2) ± 0.011 1.424(3) 44.6(1) 67.7(1) ± 0.7

XXIV 1.873(2) ± 0.006 1.435(3) 45.06(8) 67.47(9) ± 0.43

XXV 1.88(2) ± 0.03 1.36(3) ± 0.09 42.2(8) ± 2.9

XXVI 1.878(1) ± 0.007 1.442(2) ± 0.001 45.13(6) ± 0.001 67.44(7) ± 0.50

XXVII 1.880(1) ± 0.008 1.427(2) 44.61(6) 67.70(8) ± 0.55

XXVIII 1.882(5) ± 0.021 1.434(7) ± 0.011 44.8(2) ± 0.3 67.6(3) ± 1.4

XXIX 1.881(3) ± 0.005 1.435(5) 44.9(2) 67.6(2) ± 0.4

XXX 1.893(4) ± 0.016 1.440(5) ± 0.006 44.7(1) ± 0.4 67.7(2) ± 0.8

XLVIII* 1.856(6) ± 0.008 1.44(1) 45.5(4) 67.2(4) ± 0.6

XLIX 1.837(4) ± 0.005 1.347(5) 43.0(2)

L 1.857 ± 0.029 1.380 ± 0.051 43.6 ± 1.5 68.2 ± 2.3

LI 1.880 ± 0.001 1.432(3) 44.8(1) 67.6(1) ± 0.1

* The geometric parameters for one of the two orientations of the disordered ligand O2 (the occupancy factor is 0.66). 
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004



418 SERGIENKO
Table 5.  Geometric parameters of the V(O2)2 fragment in oxo diperoxo complexes of vanadium(V) with η2-coordinated peroxo
ligands 

No.

Bond lengths, Å Bond angles, deg

V–O(O2)cis
V–O(O2)trans

O–O O(O2)–V–O(O2) V–Ocis–Otrans
V–Otrans–Ocis

XXXI 1.945(2)
1.873(2)

1.467(3) 45.2(1)

XXXII 1.923(4) ± 0.012
1.861(4) ± 0.005

1.456(6) ± 0.005 45.3(2) ± 0.1 65.2(2) ± 0.2
69.7(2) ± 0.3

XXXIII 1.923(3)
1.876(3)

1.466(4)

XXXIV 1.908(4) ± 0.009
1.888(4) ± 0.007

1.461(6) ± 0.003 45.3(2) ± 0.3 66.7(2) ± 0.1
68.1(2) ± 0.2

XXXV 1.916(2) ± 0.008
1.890(2) ± 0.013

1.462(2) ± 0.001 45.18(7) ± 0.23 66.44(9) ± 0.27
68.39(9) ± 0.04

XXXVI 1.929 ± 0.012
1.872 ± 0.006

1.470 ± 0.009 45.45 ± 0.05 ?
69.3 ± 0.2

XXXVII 1.911 ± 0.019
1.868 ± 0.029

1.456 ± 0.027 45.3 ± 0.7 65.9 ± 0.7
69.0 ± 1.0

XXXVIII 1.893 ± 0.013
1.877 ± 0.002

1.457 ± 0.004 45.5 ± 0.1 66.3
67.5

XXXIX 1.910(3) ± 0.001
1.882(3) ± 0.002

1.468(4) ± 0.003 45.6(1) ± 0.2 66.2(2) ± 0.1
68.2(2) ± 0.0

XXXIXa 1.912(2)
1.875(2)

1.467(3)

XL 1.940(3) ± 0.002
1.889(3) ± 0.027

1.474(4) ± 0.001
1.468(5) ± 0.010*

45.3(1) ± 0.3 65.5(2) ± 1.1
69.3(2) ± 0.9

XLI 1.924(2) ± 0.003
1.889(2) ± 0.002

1.464(2) ± 0.002 45.1(1) ± 0.1

XLII 1.903(2); 1.995(2)**
1.881(2) ± 0.012

1.461(3); 1.471(3)** 44.1(1) 66.0(1); 64.1(1)**
68.4(1); 72.1(1)**

XLVII 1.904(1) ± 0.001
1.877(2) ± 0.003

1.461(2) ± 0.001 45.47(7) ± 0.01 66.30(9) ± 0.13
68.24(9) ± 0.13

LII 1.872(3)
1.871(3)

1.463(4) 46.0(1)

LIII 1.866(2) ± 0.001
1.903(2) ± 0.019

1.471(3) ± 0.04 45.93(8) 68.4(1) ± 0.7
65.7(1) ± 0.6

LIV*** 1.904(5) ± 0.003
1.881(5) ± 0.001

1.487(7) ± 0.019 46.0(2) ± 0.4

LV*** 1.90(2) ± 0.00
1.875(2) ± 0.025

1.45(3) ± 0.01

    * The O–O bond length in the H2O2 molecule of structure XL.
  ** Geometric parameters for the fragment involving the O(1) protonated atom.
*** Geometric parameters for one of the two orientations of the disordered peroxo group (the occupancy factor is 0.6). 
plexes with relatively long O–O bond lengths (1.41–
1.46 Å). The points corresponding to these complexes
lie close to each other. By contrast, for complexes in
which the O2 groups have a strong effect on the oppo-
sitely lying bonds [∆(O2) or ∆'(é2) = 0.08–0.26 Å], the
O–O distances (1.24–1.43 Å), on average, are consider-
ably shorter than those in compounds of the first group.
C

Note that the O–O bond lengths in compounds of the
second group vary over a wide range.12 The mean val-

12The parameters of two compounds XIX and XXV are inconsis-
tent with those of the aforementioned two groups of complexes.
Although the O–O bonds are relatively short [1.383(3) and
1.36(3) Å, respectively], these complexes do not exhibit a trans
effect: ∆'(é2) = 0.005 Å for XIX and ∆(é2) = –0.01 Å for XXV.
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Table 6.  Geometric parameters of the V(O2)2 fragment in dimeric oxo diperoxo complexes of vanadium(V) with η2- and
η2,µn-coordinated peroxo ligands*

No.

Bond lengths, Å Bond angles, deg

V–O(O2)cis(η2)
V–O(O2)cis(η2, µn)

V–O(O2)trans(η2)
V–O(O2)trans(η2, µn) O–O O(O2)–V–O(O2) V–Ocis–Otrans

V–Otrans–Ocis

XLIII 1.887(4) ± 0.006
1.914(3) ± 0.002 (µ0.5)

1.875(4) ± 0.010

XLIIIa 1.893(2) ± 0.003
1.908(2) ± 0.003 (µ0.5)

1.878(2) ± 0.005 1.464(2) ± 0.009 45.59(7) ± 0.33 66.4(1) ± 0.5
68.0(1) ± 0.5

XLIV 1.896(3) ± 0.001
1.913(3) ± 0.001 (µ0.5)

1.880(3) ± 0.005 1.468(4) ± 0.006 44.5(2) ± 0.6 66.3(2) ± 0.6
68.2(2) ± 0.9

XLV 1.894(4) ± 0.010
1.916(4) ± 0.000  (µ0.5)

1.863(4) ± 0.004 1.444(5) ± 0.009 45.1(2) ± 0.6 65.9(2) ± 0.3
69.1(2) ± 1.0

XLVI 1.872(5) ± 0.001
2.046 ± 0.009 (µ2)

1.864(5) ± 0.008
1.975(4) ± 0.001 (µ2)

1.444(5) ± 0.003 (µ2)
1.467(5) (η2, µ2)

45.5(2) ± 0.0 (µ2)
42.6(2) (η2, µ2)

LVI 1.896(4) ± 0.018
1.869(4) (µ0.5)

1.880(4) ± 0.011
1.878(4) (µ0.5);
1.947(4) (µ1)

1.465(4) ± 0.008 45.5(2) ± 0.6

LVII 1.869(4) ± 0.011
1.878(3) (µ0.5)

1.876(4) ± 0.008
1.868(3) (µ0.5);
1.919(4) (µ1)

1.463(5) ± 0.005 45.8(2) ± 0.5

LVIII 1.873(4) ± 0.004
1.885(4) (µ0.5)

1.883(5) ± 0.004
1.868(4) (µ0.5);
1.943(4) (µ1)

1.471(6) ± 0.009 45.9(2) ± 0.4 66.6(2) ± 0.2; 64.8(2) (µ1)
67.3(2) ± 0.3; 69.7(2) (µ1)

* n = 0.5, 1, or 2 (for details, see Section 2.3). 
ues of the parameters ∆(O2) [∆'(é2)] and the O–O bond
lengths for compounds of the first (second) group are
equal to +0.028 (+0.137) and 1.434 (1.342) Å, respec-
tively.

Although the second group (involving only seven
compounds) is insufficiently representative, the infer-
ence can be made that there is a tendency toward anti-
batic and symbatic correlations between the O–O dis-
tances and the parameters ∆(O2) [∆'(é2)] for the first
and second groups, respectively. The first correlation
can be treated as “normal” (expected), because the
shortening of the O–O bond should be considered an
indication of transfer of the electron density from the
upper completed (antibonding) π* orbital of the peroxo
group to the metal atom, which leads to a weakening of
the bond with the trans partner. In particular, it should
be noted that the O–O bonds are substantially shortened
in structures with π-acceptor chelating ligands (Bipy,
Phen) lying in the equatorial plane, which most likely
enhances the π-donation from O2 groups to metal atoms
[81]. For example, this is true in regard to structures
XVI, XVII, and XXV. The correlation in the second
group of compounds (if ever exists) is sufficiently unex-
pected, because it is not consistent with the model con-
cepts. Most probably, the scatter of points correspond-
ing to compounds of this group indicates that, in com-
plexes with symmetric chelating partners in trans
positions with respect to both multiply bonded ligands,
the trans extension is specific to the oxo and peroxo
groups. The origin of this behavior remains unclear.
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
The shortening of O–O bonds in VO(O2) complexes
should be attended by a decrease in the OVO angles in
dioxygen ligands (Table 4). Indeed, the dependence of
the O–O bond length on the OVO angle in η2-coordi-
nated peroxo groups in pseudooctahedral oxoperoxo
complexes of vanadium(V) exhibits an almost linear
behavior (Fig. 9). The sole obvious “outlier” is pro-
vided by structure X.

7. DISTANCES V–(O2) AND LENGTHS 
OF V–O(PEROXO) MULTIPLE BONDS

The shortening of the O–O bond in the η2-dioxygen
ligand implies an enhancement of the transfer of the
electron density from this ligand to the central atom
and, in principle, should be accompanied by the short-
ening of the three-center O2–V multiple bond [82].
Such a correlation (the general tendency) can actually
be observed in Fig. 10. The O–O bond lengths in the
range 1.360–1.457 Å for 27 oxo monoperoxo com-
plexes presented in Table 4 correspond to the V–O(per-
oxo) distances in the range 1.853–1.889 Å. The shortest
O–O bonds in structures XVI (1.236 Å), XVII
(1.30 Å), XX (1.29 Å), and XLIX (1.347 Å) corre-
spond to the short V–O(peroxo) bonds (1.840, 1.845,
1.836, and 1.837 Å, respectively).13 This tendency is
violated in two compounds; namely, (i) in complex IV,

13In structure XX, the statistical superposition of the O(oxo) atom
and one of the O(peroxo) atoms leads to an underestimation of
one of the V–O(O2) bond lengths.
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C

the standard O–O bond length [1.45(1) Å] corresponds
to short V–O(O2) distances [1.841(9) ± 0.007 Å], and,
especially, (ii) in the complex (NH4)1.5[VO(O2)(EdtaH)
(X) [15], the O–O bond [not the shortest bond,
1.39(2) Å] corresponds to the shortest mean V–O(O2)
distance [1.805(10) ± 0.070 Å]. In this complex, the
peroxo group is drastically asymmetric with respect to
the vanadium atom: the V–O distance to one of the oxy-
gen atoms is 0.14 Å shorter than that to the second
atom.14 Possibly, this asymmetry (if it actually exists,
rather than stemming from the low quality of the crys-
tal) decreases the transfer of the electron density to the
metal atom. In the other compounds presented in
Table 4, the difference between the V–O(O2) distances
is considerably less and, for the most part, does not
exceed 0.015 Å.

A comparison of the pseudooctahedral oxo mono-
peroxo complexes and the oxo diperoxo complexes
with the pseudotrigonal bipyramidal and pseudotetra-
hedral coordination of the metal atoms revealed a clear
symbatic correlation of the variations in the V–O(O2)
and O–O bond lengths. As was noted above, the O–O
distances in the last complexes are longer than similar
distances in pseudooctahedral complexes. Correspond-
ingly, the mean lengths of the V–O(O2) bonds in these
complexes are also the largest (1.872–1.915 Å for 17
compounds in Table 5). Most likely, one of the factors
responsible for the weakening of transfer of the elec-
tron density in these complexes lies in the increase in
the number of multiply bonded ligands. This implies
that, first, two peroxo groups compete with each other
for the donation of electrons to the metal atom and, sec-
ond, the peroxo groups are necessarily oriented with a
substantial asymmetry due to steric hindrances between
equatorial ligands. Up to this point, we have considered
the mean values of two V–O(O2) bond lengths. How-
ever, closer examination demonstrates that these bonds,
as a rule, are nonequivalent in the η2 coordination of
dioxygen ligands. In this case, the degree of their asym-
metry is determined by the geometry of coordination
polyhedra of metal atoms. In diperoxo complexes of
transition metals [in particular, vanadium(V)] with
coordination polyhedra in the form of a pseudotrigonal
bipyramid (a pentagonal bipyramid) or a pseudotetra-
hedron (a pentagonal pyramid), the lengths of two M–
O(O2) bonds in both equatorial peroxo ligands differ
significantly. Note that the M–O(O2)cis bonds, which are
located closer to the equatorial donor atom of the L het-
eroligand, are longer than the M–O(O2)trans bonds,
which occupy adjacent positions and are far from this
atom. It can be seen from Table 5 that, for 15 com-
pounds, the mean lengths of the V–O(O2)cis bonds fall
in the range 1.893–1.945 Å and the mean lengths of the

14A similar asymmetry of the V–O(O2) bonds (1.790 and 1.929 Å),
which is revealed in structure III [7], most likely, can be associ-
ated with the erroneous choice of the noncentrosymmetric space
group Pna21 instead of the true centrosymmetric space group
Pnam (IIIa [8]).
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Table 7.  Geometric characteristics of the distortion of the coordination polyhedra of the metal atoms in oxoperoxo complex-
es of vanadium(V) 

No. Coordination
polyhedron

Distance, Å

∆V (∆eq)max (∆eq)mean V–Laxial

IV PO 0.211 0.037 2.108 O(Nta)

VIa PO 0.260 0.070 2.239 O(Cmida)

VII PO 0.239 0.017 2.223 O(Ceida)

X PO 0.24 0.13 2.32 N(EdtaH)

XIII PO 0.250 0.005 0.003 2.211 O(H2O)

XVIII PO 0.27 2.270 N(Bipy)

XXII PO 0.247 0.064 0.049 2.142 O(Ox)

XXVI PO ~0.30 2.286 O(MalH)

XXVII PO 0.24 2.561 O(CitH)

XXIX PO 0.28 2.375 O(Ida)

XXXI PTBP 0.359 0.062 0.051 2.301 O(CO3)

XXXII PTBP 0.276 0.046 0.031 2.251 O(Ox)

XXXIX PTBP 0.318 0.011 0.008 2.288 N(Bipy)

XL PTBP 0.284 0.036 0.020 2.284 N(Bipy)

XLI PTBP 0.309 0.032 0.024 2.306 Fterm

XLII PTBP 0.308 2.290 N(Bipy)

XLIIIa PTBP 0.451; 0.442 0.065; 0.050 0.042; 0.030 2.525; 2.478 O(O2)

XLIV PTBP 0.453; 0.444 0.068; 0.042 2.520; 2.488 O(O2)

XLV PTBP 0.316; 0.371 2.351; 2.411 O(O2)

XLVI PTBP 0.287; 0.301 0.045; 0.042 2.119 Fbr

XLVII PTBP 0.364 0.040 2.505 Ooxo

LI PTP (PO?) 0.32 0.10 2.550 O(H2Mand)

XXX PO (PTP?) ~0.4 2.660; 2.573 O(O2)

LII PT 0.461 0.071 0.065 2.926 Ooxo

LIII PT ~0.5 >3.1

LIV PT 0.457; 0.471 0.039; 0.051 0.027; 0.034 >3.1

LV PT 0.47; 0.53 0.04; 0.06 >3.1

LVI PT 0.485; 0.502 0.014; 0.075 2.597; 2.606 O(O2)

LVII PT 0.509; 0.479 0.026; 0.114 2.707; 2.697 O(O2)

LVIII PT 0.522; 0.469 0.051; 0.069 2.980; 2.764 O(O2)

Note: PO is a pseudooctahedron, PTBP is a pseudotetragonal bipyramid, PTP is a pseudotetragonal pyramid, PT is a pseudotetrahedron,
∆V is the deviation of the vanadium atom from the root-mean-square equatorial plane, and (∆eq)max and (∆eq)mean are the maximum
and mean deviations of the equatorial donor atoms from the root-mean-square equatorial plane, respectively. The designations of
axial ligands Laxial are given in Tables 1–3.
V–O(O2)trans bonds lie in the range 1.861–1.890 Å
(their difference ∆cis–trans varies from 0.016 to
0.072 Å).15 Moreover, the LequatVOcis angles (84.8°–
90.0°) are substantially smaller than the LequatVOtrans

15The sole exception is provided by compound LII with a symmet-
ric coordination of the O2 ligand [V–O(O2)cis, 1.872 Å;
V−O(O2)trans, 1.871 Å] and, especially, complex LIII, in which
the V–O(O2)cis bond (1.866 Å) is 0.037 Å shorter (rather than
longer) than the V–O(O2)trans bond (1.903 Å).
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angles (128.6°–134.3°), and the VOcisOtrans angles
(65.2°–66.7°) are smaller than the VOtransOcis angles
(67.5°–69.7°).16

In pseudooctahedral oxo monoperoxo complexes of
vanadium(V), both oxygen atoms of the O2 ligand are
equivalent with respect to the adjacent equatorial cis
ligands. In these compounds, the asymmetry in the

16The asymmetry of the V–O(peroxo) bonds in oxoperoxo com-
plexes of transition metals is thoroughly considered in [41, 82].
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Table 8.  Selected bond angles (deg) in oxo monoperoxo complexes of vanadium(V) 

No. O(oxo)–V–O(O2) O(O2)–V–Ltrans O(oxo)–V–Ltrans Ltrans–V–Lcis

I 104.8(2) ± 0.04 152.2(2) ± 1.2 166.9(2) 149.2(1)

II 105.2 ± 1.1 152.4 ± 0.3 167.3 150.4

III 165.8(2)

IIIa 103.74(4) 153.6(1) 165.87(3) 150.83(2)

IV 104.8 ± 1.5 151.3 ± 0.5 166.7 149.5

V 105.32(7) ± 0.13 167.72(7) 150.28(6)

VI 104.83(5) ± 1.18 166.94(5) 150.39(4)

VIa 104.8(1) ± 1.3 151.5(1) ± 0.9 166.9(1) 150.4(1)

VII 104.11(9) ± 1.00 153.42(8) ± 1.16 172.84(8) 150.07(8)

VIII 102.5 ± 0.00 154.2 ± 0.3 173.4 149.7

IX 100(2) ± 2 154.5(1.0) ± 1.5 167(2) 150(2)

X 101.7(8) ± 1.4 155.6(4) ± 1.2 161.6(7) 149.3(6)

XI 103.15(7) ± 1.03

XII 104.33(9) ± 0.38 164.35(8) 149.70(7)

XIII 102.1(1) ± 0.2 152.9(1) ± 0.1 172.1(1) 147.2(1)

XIV 98.6 ± 1.2 152.0 ± 1.6 173.3 145.6

XV 102.8 ± 1.0 154.9 ± 0.4 170.6 156.1

XVI 105.1(2) ± 0.7 154.7(2) ± 5.0 162.8(2) 157.8(2)

XVII 104.4(8) ± 0.5 154.5(8) ± 4.4 163.6(6) 157.8(7)

XVIII 166.4(2)

XIX 102.75(9) ± 0.57 151.63(8) ± 0.18 168.43(8) 150.28(8)

XX 102.2(5) ± 1.6 155.1(4) ± 3.4 168.1(4) 152.8(4)

XXI 103.12(6) ± 1.09 153.16(5) ± 0.97 163.65(6) 152.30(5)

XXII 102.9(3) ± 0.2 154.4(2) ± 2.0 166.0(2) 153.0(1)

XXIII 103.1(1) ± 1.1 152.5(1) ± 3.8 168.3(1) 155.6(1)

XXIV 102.22(8) ± 1.23

XXV 99.7(6) ± 3.7 156.0(5) ± 11.7 168.9(4) ± 1.1 151.4(4) ± 2.0

XXVI 101.18(6) ± 1.01 149.91(6) ± 1.78 173.52(6) ± 0.05 149.06(5) ± 0.09

XXVII 101.80(7) ± 1.23 145.55(6) ± 0.35 175.54(6) 149.72(5)

XXVIII 102.4(3) ± 0.4 148.7(2) ± 1.1 167.9(2) ± 0.3 145.9(2) ± 0.5

XXIX 175.4(2)

XXX 104.2(2) ± 3.4 144.8(2) ± 4.6 176.4(2) ± 0.2 150.5(2) ± 0.3
coordination of the dioxygen ligand, as a rule, is con-
siderably less pronounced. In the vast majority of com-
plexes, the differences ∆cis–trans fall in the range 0.002–
0.030 Å. In structure IIIa, both V–O(O2) bonds are
crystallographically equivalent and, correspondingly,
are equal in length. It should be noted that, in these
complexes, the somewhat shorter V–O(O2)trans bond is
more linear with respect to the oppositely located donor
atom than the longer V–O(O2)cis bond. For example, in
the complexes [VO(O2)(Bipy)2]+ (XVI) and
[VO(O2)(Phen)2]+ (XVII), the OtransVN angles are
equal to 159.7° and 158.9° and the OcisVN angles are
149.7° and 150.2°, respectively [20].
C

Let us now consider in greater detail the dimeric oxo
diperoxo complexes of vanadium(V), which contain
both the η2-coordinated O2 ligands and the peroxo
ligands with a chelating–bridging (η2,µn) function
(Table 6).

In three compounds with dimeric anionic complexes
of the general formula [{VO(O2)}2(µ-L)–m(µ0.5-

O2)2]−m – 2 [L = OH– (XLIII), O2– (XLIV), P
(XLV)], the vanadium atoms are linked not only by the
bridging L ligands but also by two chelating–bridging
(η2,µ0.5) peroxo ligands due to weak (semicoordina-
tion) V···O(O2)cis bonds. The V–O(O2)cis bonds with the

O4
3–
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chelating–bridging oxygen atoms (1.908–1.916 Å), on
average, are 0.015–0.027 Å longer than the V–O(O2)cis

bonds with the chelating oxygen atoms of the η2,µ0.5-
and η2-peroxo ligands (1.887–1.896 Å) and are natu-
rally longer than the V–O(O2)trans (η2) bonds (1.863–
1.880 Å).

In the dimeric anionic complex [{VO(O2)F}2(µ-
F)(µ2-O2)2]3– of structure XLVI (Table 6), one of three
peroxo groups fulfills an unusual chelating–bridging
(η2,µ2) function: either of the two oxygen atoms
O(O2)cis and O(O2)trans forms coordination bonds with
two metal atoms. Note that the geometric parameters of
the η2- and η2,µ2-peroxo ligands differ significantly.
Apart from the elongation of the V–O(O2) bridging
bonds as compared to the chelating bonds, the mean
difference ∆cis–trans between the V–O(O2)cis (1.872 Å)
and V–O(O2)trans (1.864 Å) bond lengths in the η2-per-
oxo ligands is equal to only 0.008 Å. At the same time,
the difference ∆cis–trans between the corresponding
bonds (2.046 and 1.975 Å) in the η2,µ2-peroxo ligands
is considerably larger (0.071 Å). Furthermore, in the
η2-peroxo ligands, the O–O bonds (1.444 Å), on aver-
age, are 0.023 Å shorter and the O(O2)–V–O(O2)
angles (45.5°) are 2.9° larger than those in the η2,µ2-
peroxo ligands (1.467 Å and 42.6°, respectively).

In the dimeric anionic complexes [{VO(O2)}(µ1-
é2)(µ0.5-O2)2 {VO(ç2O)}]2– of structures LVI–LVIII
(Table 6), four peroxo ligands are coordinated to the
vanadium atoms in three modes, namely, as two chelat-
ing–bridging η1,µ1-peroxo ligands, one chelating–
bridging η2,µ0.5-peroxo ligand, and one chelating η2-
peroxo ligand. The semibridging function is fulfilled by
the O(O2)cis atom in one of the two η2,µ0.5 ligands and
by the O(O2)trans atom in the other ligand (recall that, in
structures XLIII–XLV, only the O(O2)cis atoms fulfill a
µ0.5 function). In the η2,µ1-peroxo ligand, O(O2)trans is
the bridging atom. Note that the V–O(O2)cis and V–
O(O2)trans bonds lengths in the η2- and η2,µ0.5-peroxo
ligands, regardless of their function (chelating,
semibridging), are close to each other: the mean lengths
of the V–O(O2)cis (η2), V–O(O2)cis (η2,µ0.5), V–
O(O2)trans (η2), and V–O(O2)trans (η2,µ0.5) bonds for
three compounds are equal to 1.879 ± 0.017, 1.877 ±
0.008, 1.880 ± 0.004, and 1.871 ± 0.007 Å, respec-
tively. The V(2)–O(6) bridging bond (Fig. 7) with the
O(O2)trans atom in the chelating–bridging η2,µ1-peroxo
ligand is substantially longer (the mean bond length is
1.936 ± 0.017 Å). The µ1-peroxo bridge in structures
LVI–LVIII is asymmetric: the V(1)–O(6) bond (the
mean bond length is 2.037 ± 0.008 Å) with the peroxo
ligand coordinated to the vanadium atom in a mono-
dentate mode, on average, is 0.101 Å longer than the
V(2)–O(6) bond. The coordination environment of the
V(1) and V(2) atoms in these three structures is also
asymmetric: in addition to the coordination of the oxo
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
ligand, the bridging µ0.5-O(O2) atom of the η2,µ0.5-per-
oxo ligand [trans to O(oxo)], and two η2-O(O2) atoms
of the second η2,µ0.5-peroxo ligand, the V(1) atom
coordinates two O(1, 2) atoms of the η2-peroxo ligand
and the O(6) atom of the η2,µ1-peroxo ligand (in a mon-
odentate mode) and the V(2) atom coordinates the
O(21) atom of the water molecule and the O(6, 7) atoms
of the η2,µ1-peroxo ligand (in a bidentate mode)
(Fig. 7).

8. DISTORTIONS OF COORDINATION 
POLYHEDRA OF VANADIUM(V)

In mononuclear oxoperoxo complexes of vana-
dium(V), there are five types of metal–ligand distances.
These are short distances to multiply bonded oxo
ligands, longer distances to oxygen atoms of multiply
bonded peroxo ligands, the longest distances to ligands
(atoms) in trans positions with respect to oxo ligands,
the second longest distances to ligands (atoms) in trans
positions with respect to peroxo ligands, and intermedi-
ate (standard) distances to ligands (atoms) in cis posi-
tions with respect to peroxo and oxo ligands. The cor-
responding lengths of the vanadium–oxygen bonds lie
in the following ranges: 1.58–1.71 Å (Ooxo), 1.80–
1.94 Å (Operoxo), 2.09–2.31 Å (Oaxial, trans to Ooxo),
2.02–2.15 Å (Oequat, trans to Operoxo), and 1.97–2.07 Å
(Oequat, cis to Ooxo, Operoxo). This nonequivalence of the
metal–ligand distances leads to regular distortions of
the coordination polyhedra of vanadium atoms.

Specifically, the presence of the multiply bonded
oxo ligand at a very short distance from the metal atom
brings about the repulsion of the electron clouds of the
V=Ooxo π bond and V–Lequat σ bonds and the displace-
ment of equatorial donor atoms downward (or toward
the oppositely located axial ligand in pseudooctahedral
and pseudotrigonal bipyramidal complexes). As a con-
sequence, the vanadium atom is substantially displaced
from the equatorial plane formed by five approximately
coplanar donor atoms (namely, two or four peroxo oxy-
gen atoms and three or one donor atoms of the concom-
itant ligands) toward the axial oxo ligand. Table 7 pre-
sents the geometric characteristics of these displace-
ments ∆V in 30 compounds, for which the
corresponding data were obtained in original works.

As can be seen from Table 7, the quantities ∆V vary
over a wide range (0.2–0.5 Å). Moreover, there is a
clear correlation between the coordination number (or
polyhedron type) of the metal atom and the quantity ∆V,
which increases with a decrease in the coordination
number. Actually, the values of ∆V are equal to 0.21–
0.30 Å (mean value, 0.254 Å) for 10 pseudooctahedral
(pentagonal bipyramidal) complexes [the coordination
number is six (seven)], 0.28–0.45 Å (mean value,
0.343 Å) for 11 pseudotrigonal bipyramidal (pentago-
nal bipyramidal) complexes [the coordination number
is five (seven)], 0.32 and 0.40 Å (mean value, 0.36 Å)
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for 2 pseudotrigonal pyramidal (pentagonal pyramidal)
complexes [the coordination number is five (six)], and
0.46–0.53 Å (mean value, 0.488 Å) for 7 pseudotetra-
hedral (pentagonal pyramidal) complexes [the coordi-
nation number is four (six)].

The lengths of the axial V–Laxial bonds with the oxy-
gen, nitrogen, or fluorine donor atoms in the trans posi-
tion with respect to the oxo ligand are given in the last
column of Table 7. The lengths of these bonds (elon-
gated as a result of the trans effect of the multiply
bonded oxo ligand) fall in a very wide range. In a num-
ber of cases, this complicates the unique identification
of the coordination polyhedron of the metal atom. As
was noted above, additional contacts (2.35–3.00 Å)
between the vanadium atom and the chelating–bridging
peroxo ligands, bridging oxo ligands, or oxygen atoms
of H2Mand solvate molecules (in structure LI) are
treated as semicoordination bonds (with a conditional
multiplicity of 0.5). The V–Laxial contacts whose length
exceeds 3.1 Å indicate the lack of bonding. Within this
approach, the anionic complexes of compounds LVI–
LVIII can be represented as both pseudotetrahedral and
pseudotrigonal bipyramidal polyhedra. Similarly, the
V···O(H2Mand) contact (2.550 Å) in structure LI com-
pletes the coordination polyhedron of the metal atom
(pseudotrigonal pyramid) to the pseudooctahedron.
The structure of compound LI is described in Section 4
(not in Section 2.3) together with the structures of com-
pounds XLVIII–L, because all four compounds con-
tain similar dimeric anionic complexes [{VO(O2)}2(µ-
L2)2]2–, which involve dianions of α-hydroxycarboxylic
acids as chelating–bridging ligands L2.

The angular distortions of vanadium polyhedra are
conveniently considered by using the example of pseu-
dooctahedral oxo monoperoxo complexes I–XXX
(Table 8). In particular, the angle between the V–Ooxo

bonds and the plane of the V(O2) triangle regularly
increases to 98.6°–105.3°. The bonds with the three
remaining atoms of the L ligands that occupy the cis
positions with respect to the oxo ligand also deviate
from the equatorial plane (OoxoVLcis angles > 90°). As a
result, the angles between two trans V–L bonds
(LcisVLcis angles in Table 8) are decreased to 147.2°–
157.8°. The deviation of the coordination polyhedron
from orthogonality due to ligand–ligand nonbonded
interactions leads to a nonlinear arrangement of the V–
Ooxo and V–Ltrans bonds: the angle between these bonds
in structures I–XXX is decreased to 161.6°–175.5°. It
can be seen from Table 8 that the nonlinearity of the
O(O2)–V–Ltrans fragments is even more pronounced
than that of the Ooxo–V–Ltrans fragments: the corre-
sponding angles fall in the range 145.6°–156.0°. This
situation is quite predictable, because the ligands in the
trans positions with respect to the O2 and Ooxo ligands
are simultaneously the cis ligands with respect to the
Ooxo and O2 ligands and the repulsion of the cis ligands
C

from the V−Ooxo bond should be stronger than that from
the V−Operoxo bond.

9. CONCLUSIONS

Thus, the main structural features of oxoperoxo
complexes of vanadium(V) can be summarized as fol-
lows.

(i) The oxo and peroxo ligands occupy cis positions.
(ii) The geometric parameters of the peroxo ligand

[V–O(O2), O–O bond lengths; OVO(peroxo) angles]
depend on the type of coordination seven-vertex poly-
hedron of the metal atom (pseudooctahedron or
pseudotrigonal bipyramid).

(iii) The coordination polyhedra of vanadium atoms
are characterized by regular distortions.

(iv) The structural manifestation of the trans effect
of the peroxo ligand is slightly less than or comparable
in magnitude to that of the oxo ligand in pseudooctahe-
dral oxo monoperoxo complexes of vanadium(V).
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Abstract—The crystal structures of 1,4-benzothiazin-2(1H)one (C8H7SNO) (I) and 3-methyl-1,4-benzothi-
azin-2(1H)one (C9H9SNO) (II) have been determined by X-ray diffraction methods. I crystallizes in the mon-

oclinic system with space group P21/n, while II crystallizes in triclinic with space group . The molecular
features in both the structures are almost similar; however, there exists an intermolecular interaction in (II) that
could be due to the methyl group. © 2004 MAIK “Nauka/Interperiodica”.

P1
1INTRODUCTION

The reaction mechanism [1] for the synthesis of
both the compounds is shown in Fig. 1.

EXPERIMENTAL

Three-dimensional intensity data of I (m.p. 448 K)
and II (m.p. 398 K) were collected on an Enraf-Nonius
CAD-4 diffractometer using MoKα radiation with a

1 This article was submitted by the authors in English.
1063-7745/04/4903- $26.00 © 20427
ω/2θ-scan mode. The cell parameters were obtained
from a least-squares fit of the setting angle of 25 reflec-
tions in the range of 11.96° < θ < 14.21° for I and
10.73° < θ < 14.11° for II. For both compounds, two
standard reflections showed no significant variation in
the intensity data. The reflection data were corrected for
Lorentz and polarization effects. Absorption and
extinction corrections were not applied.

Both the crystal structures have been solved by
using the SHELXS97 program [2], and all non-hydro-
gen atoms were located using the E-map. Full-matrix
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Fig. 1. Reaction mechanism for (I) (a), reaction mechanism for (II) (b).
004 MAIK “Nauka/Interperiodica”



 

428

        

RAJNIKANT 

 

et al

 

.

                                                                                                                                         
least-squares refinement of the structures has been car-
ried out by using the SHELXL97 program [3]. The
positional and thermal parameters of non-hydrogen
atoms were refined isotropically. All the hydrogen
atoms were located from a difference Fourier map, and
their positional and isotropic temperature factors were
refined. Few cycles of refinement with anisotropic ther-
mal parameters for non-hydrogen atoms resulted in a
final value of R-factor 0.053 for I and 0.038 for II,
respectively. Atomic scattering factors were taken from
[4]. The crystallographic data for both structures are
listed in Table 1.

RESULTS AND DISCUSSION

The final crystallographic information is deposited
in the Cambridge Crystallographic Data Center
(deposit CCDC nos. 213 596 and 213 597). Some
selected bond lengths, bond angles, and torsion angles
are depicted in Tables 2, 3, and 4, respectively. A gen-
eral view of the molecule, indicating the atomic num-
bering scheme (thermal ellipsoids drawn at 50% prob-
ability), is shown in Fig. 2 for both structures [5]. Geo-
metrical calculations were performed using the PARST
program [6].

The bond distances and angles agree well with the
values reported in the literature for some analogous

Table 1.  Crystal data and details of the X-ray diffraction ex-
periment for structures I and II

Empirical formula C8H7NOS (I) C9H9NOS (II)

Formula weight 165.21 179.23

Crystal system Monoclinic Triclinic

Space group P21/n P

a, Å 8.031(5) 4.700(3)

b, Å 4.502(2) 8.651(4)

c, Å 20.860(8) 11.496(3)

α, deg 90.0 112.01(3)

β, deg 98.77(4) 91.63(4)

γ, deg 90 94.01(4)

V, Å3 745.4(7) 431.6(3)

Z 4 2

ρcalcd, g/cm3 1.472 1.379

Crystal size, mm 0.1 × 0.1 × 0.2 0.3 × 0.1 × 0.1

θ range for data
collection, deg

2.61 < θ < 24.93 2.54 < θ < 24.98

Reflections
collected/unique

1442/1250 1723/1522

Data/parameters 1250/129 1522/146

GooF 1.042 1.159

R1/wR2 0.0536/0.1272 0.0383/0.0994

∆ρmax/∆ρmin, eÅ–3 0.509/–0.278 0.310/–0.216

1

C

structures [7–12]. The bond length C(2) = O(1)
(1.231(3) Å) in II is slightly less than that of 1.243(5) Å,
as observed in I. The C–H⋅⋅⋅O intermolecular interac-
tion in molecule II (C(3)⋅⋅⋅O(1) 3.406, H(31)⋅⋅⋅O(1)
2.490 Å, angle C(3)2H(31)⋅⋅⋅O(1) 152.9°; symmetry
code: x + 1, y, z) is weak and can hardly account for the
slight variation observed in the bond length C(2)=O(1).
The bond shortening, however, could be due to the elec-
tron effect of the methyl group located C(3). In both the
molecules (I and II), an intermolecular N–H⋅⋅⋅O hydro-
gen bond (N(1)⋅⋅⋅O(1) 2.885, H(1)⋅⋅⋅O(1) 2.040 Å,

Table 2.  Selected bond distances d (Å) for structures I and II

Bond d (I) d (II)

O(1)–C(2) 1.243(5) 1.231(3)

N(1)–C(2) 1.321(5) 1.338(4)

N(1)–C(9) 1.416(5) 1.407(3)

C(2)–C(3) 1.515(6) 1.516(4)

C(3)–S(4) 1.797(4) 1.812(2)

S(4)–C(10) 1.757(3) 1.750(3)

C(3)–C(11) 1.510(5)

Table 3.  Selected bond angles ω (deg) for structures I and II

Angle ω (I) ω (II)

C(2)–N(1)–C(9) 127.4(3) 127.8(2)

O(1)–C(2)–N(1) 122.4(4) 121.5(2)

N(1)–C(2)–C(3) 117.7(4) 117.4(2)

O(1)–C(2)–C(3) 119.8(3) 120.9(2)

C(2)–C(3)–S(4) 112.1(3) 110.8(1)

C(3)–S(4)–C(10) 98.3(2) 99.2(1)

N(1)–C(9)–C(8) 118.5(3) 119.0(2)

N(1)–C(9)–C(10) 120.8(3) 121.3(2)

S(4)–C(10)–C(9) 120.5(3) 120.2(2)

S(4)–C(10)–C(5) 120.3(3) 120.4(2)

C(6)–C(5)–C(10) 119.8(4) 120.6(2)

C(5)–C(6)–C(7) 121.3(4) 120.3(2)

C(2)–C(3)–C(11) 112.1(2)

S(4)–C(3)–C(11) 109.0(2)

Table 4.  Selected torsion angles ϕ (deg) for structures I and II

Angle ϕ (I) ϕ (II)

C(2)–N(1)–C(9)–C(10) 19.9(6) –17.8(4)

C(9)–N(1)–C(2)–C(3) 4.2(6) –7.2(3)

N(1)–C(2)–C(3)–S(4) –42.7(5) 43.9(3)

C(2)–C(3)–S(4)–C(10) 50.8(3) –51.0(2)

C(3)–S(4)–C(10)–C(9) –31.8(3) 31.8(2)

N(1)–C(9)–C(10)–S(4) 0.5(5) –1.0(3)
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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angle N(1)–H(1)⋅⋅⋅O(1) 172.2°; symmetry code: –x, 2 – y,
2 – z and N(1)⋅⋅⋅O(1) 2.934, H(1)⋅⋅⋅O(1) 2.153 Å, angle
N(1)–H(1)⋅⋅⋅O(1) 169.4°; symmetry code: 2 – x, 1 – y,
2 – z) exists. The ring B−N(1)C(2)C(3)S(4)C(10)C(9)
of both the structures adopts a 2,3-half-chair-confor-
mation, while the ring A−C(5)C(6)C(7)C(8)C(9)C(10)
shows almost planar conformation. The dihedral angle
between the two rings of both structures is 9.2(1)° and
10.3(6)° respectively.

C(5)

C(10)
C(3)

C(2)

O(1)

S(4)

N(1)

C(9)

C(8)

C(7)

C(6)

(a)

C(5)

C(10)

S(4)

C(3)

C(11)

C(2)

O(1)

N(1)

C(9)

C(8)
C(7)

C(6)

(b)

Fig. 2. Structures of molecules (a) I and (b) II.
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The atom C(11) in molecule II has been found
below the plane of atoms N(1)C(2)C(3)S(4)C(9)C(10)
(deviation for C(11) being –0.304(3) Å. The atom O(1)
in both the molecules has been found above the plane
of C(5)⋅⋅⋅C(10) atoms (deviations for O(1) being
0.372(3) and 0.456(1) Å for I and II respectively).
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Abstract—The structures of 4-methyl-2-chloro-5,6,7,8-tetrahydroquinoline [a = 8.138(2) Å, b = 11.127(4) Å,
c = 11.234(2) Å, β = 111.30(2)°, Z = 4, space group P21/c, 4-methyl-2-methoxy-5,6,7,8- tetrahydroquinoline
[a = 5.7651(16) Å, b = 8.530(2) Å, c = 10.455(3) Å, α = 73.76(2)°, β = 86.95(2)°, γ = 83.97(2)°, Z = 2, space
group , 4-methyl-2-(4-chlorophenacyl)-5,6,7,8-tetrahydro-1H-quinolin-2-one [a = 8.873(2) Å, b =
17.137(2) Å, c = 24.515(4) Å, Z = 8, space group Pbn21], and 2-(4-chlorophenyl)-5-methyl-6,7,8,9-tetrahy-
drooxazolo[3.2-a]quinolin-10-ylium perchlorate [a = 8.110(6) Å, b = 17.818(7) Å, c = 17.721(5) Å, β =
100.46(4)°, Z = 4, space group P21/c] are studied by single-crystal X-ray diffraction. The structures are solved
by direct methods and refined by the full-matrix least-squares procedures in the anisotropic approximation to
R = 0.0581, 0.0667, 0.0830, and 0.0607, respectively. © 2004 MAIK “Nauka/Interperiodica”.

P1
INTRODUCTION

This study continues our structural investigation of
heterocyclic compounds that are able to undergo vari-
ous rearrangements, in particular, to enter into cycliza-
tion reactions [1–13]. As was done in our previous
works, we perform X-ray diffraction analysis of all the
intermediates and final products of multistage cycliza-
tion reactions and rearrangements. 2-Pyridone deriva-
tives are structural precursors in many of the systems
studied earlier.

In this work, we studied a series of transformations
from 4-methyl-5,6,7,8-tetrahydro-1H-quinolin-2-one
(I) into 2-(4-chlorophenyl)-5-methyl-6,7,8,9-tetrahy-
1063-7745/04/4903- $26.00 © 20430
drooxazolo[3.2-a]quinolin-10-ylium perchlorate (V)
(Scheme 1).

The data on the molecular structures of compounds
II–V discussed in this paper are not available in the
Cambridge Structural Database (version 11.02) [14].

EXPERIMENTAL

Compound I was synthesized and characterized in
our earlier work [11]. This paper reports the synthesis
and structures of compounds II–V.

4-Methyl-2-chloro-5,6,7,8-tetrahydroquinoline (II).
Our attempt to convert pyridone I into chloropyridine II
N
H

CH3

O N

CH3

Cl N

CH3

OCH3

N+

CH3

O

Cl

N

CH3

O

O
Cl
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IVV
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–
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Table 1.  Crystal data, data collection, and refinement parameters for the crystal structures of compounds II–V

Empirical formula C10H12NCl (II) C11H15NO (III) C20H21N2O2Cl (IV) C18H17NO5Cl2 (V)

Molecular weight 181.66 177.24 356.84 398.23
Crystal system Monoclinic Triclinic Orthorhombic Monoclinic

Space group P21/c P Pbn21 P21/c

a, Å 8.138(2) 5.7651(16) 8.873(2) 8.110(6)
b, Å 11.127(4) 8.530(2) 17.137(2) 17.818(7)
c, Å 11.234(2) 10.455(3) 24.515(4) 17.721(5)
α, deg 90 73.76(2) 90 90
β, deg 111.30(2) 86.95(2) 90 100.46(4)
γ, deg 90 83.79(2) 90 90
V, Å3 947.8(4) 490.6(2) 3727.7(13) 1807.7(17)
Z 4 2 8 4
ρcalcd, g/cm3 1.273 1.200 1.272 1.463
µ(Kα), cm–1 3.46 0.77 19.33 34.97
θ range, deg 2.67–25.97 2.03–25.95 3.60–69.78 5.54–69.77
Index ranges –10 ≤ h ≤ 9 –7 ≤ h ≤ 1 0 ≤ h ≤ 10 –7 ≤ h ≤ 7

0 ≤ k ≤ 13 –10 ≤ k ≤ 10 0 ≤ k ≤ 20 0 ≤ k ≤ 18
0 ≤ l ≤ 13 0 ≤ l ≤ 12 0 ≤ l ≤ 29 0 ≤ l ≤ 17

Crystal size, mm 0.26 × 0.29 × 0.30 0.31 × 0.32 × 0.35 0.22 × 0.24 × 0.29 0.27 × 0.29 × 0.30
Number of reflections measured 1892 1158 3342 3271
Number of unique reflections 1799 1140 3342 3271
Number of reflections used in the 
least-squares refinement/number of 
parameters refined

1799/114 1140/121 3342/456 3271/237

GooF 1.020 1.026 0.914 0.998
R1/wR2 [I ≥ 2σ(I)] 0.0581/0.1474 0.0667/0.1793 0.0830/0.1991 0.0607/0.1604
∆ρmax/∆ρmin, eÅ–3 0.284/–0.232 0.172/–0.151 0.592/–0.208 0.303/–0.325

1

Table 2.  Bond lengths d (Å) in structure II

Bond d Bond d

N(1)–C(2) 1.301(4) C(5)–C(10) 1.384(4)

N(1)–C(10) 1.344(4) C(5)–C(6) 1.516(4)

C(2)–C(3) 1.357(4) C(6)–C(7) 1.468(7)

C(2)–Cl(2) 1.754(3) C(7)–C(8) 1.350(8)

C(3)–C(4) 1.377(4) C(8)–C(9) 1.496(8)

C(4)–C(5) 1.388(4) C(9)–C(10) 1.510(5)

C(4)–C(11) 1.502(4)

Table 3.  Bond angles ω (deg) in structure II

Angle ω Angle ω

C(2)–N(1)–C(10) 116.1(2) C(10)–C(5)–C(6) 120.9(3)

N(1)–C(2)–C(3) 126.5(3) C(4)–C(5)–C(6) 120.5(3)

N(1)–C(2)–Cl(2) 115.4(2) C(7)–C(6)–C(5) 114.3(4)

C(3)–C(2)–Cl(2) 118.1(2) C(8)–C(7)–C(6) 119.9(5)

C(2)–C(3)–C(4) 117.8(3) C(7)–C(8)–C(9) 120.5(5)

C(3)–C(4)–C(5) 118.2(3) C(8)–C(9)–C(10) 111.9(4)

C(3)–C(4)–C(11) 119.9(3) N(1)–C(10)–C(5) 122.8(3)

C(5)–C(4)–C(11) 121.9(3) N(1)–C(10)–C(9) 114.7(3)

C(10)–C(5)–C(4) 118.5(2) C(5)–C(10)–C(9) 122.5(3)
simply through boiling in POCl3 failed. The procedure
described in [15] requires heating to 180°C in a sealed
ampule, which is impracticable. Therefore, we worked
out an original path of synthesis of compound II.
Weighed portions of I (10 g) and benzyltrimethylam-
monium chloride (11 g) were refluxed in POCl3 (33 ml)
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
until the formation of HCl ceased (within about 5 h). A
hot homogeneous dark solution was poured in a glass
with ice. Activated carbon was added, and the solution
was stirred and filtered off. The light solution thus pre-
pared was neutralized with solid sodium hydrogen car-
bonate to pH = 7, and the precipitate was filtered off. A
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white powder obtained was recrystallized from chloro-
form. The yield was 8.6 g (78%). The melting point was
equal to 35–40°C. 1H NMR (DMSO-d6 , δ, ppm): 1.82
(m, 4H, 6-CH2 + 7-CH2), 2.19 (s, 3H, 4-CH3), 2.60 (t,
2H, 5-CH2), 2.78 (t, 2H, 8-CH2), 6.95 (s, 1H, 3-CH).

Table 4.  Bond lengths d (Å) in structure III

Bond d Bond d

N(1)–C(2) 1.328(5) C(5)–C(10) 1.337(5)

N(1)–C(10) 1.368(4) C(5)–C(6) 1.537(4)

C(2)–O(1) 1.363(4) C(6)–C(7) 1.531(6)

C(2)–C(3) 1.381(6) C(7)–C(8) 1.444(7)

C(3)–C(4) 1.369(4) C(8)–C(9) 1.501(5)

C(4)–C(5) 1.422(5) C(9)–C(10) 1.514(5)

C(4)–C(11) 1.492(6) O(1)–C(1) 1.402(6)

Table 5.  Bond angles ω (deg) in structure III

Angle ω Angle ω

C(2)–N(1)–C(10) 115.3(3) C(4)–C(5)–C(6) 118.5(3)

N(1)–C(2)–O(1) 118.7(4) C(7)–C(6)–C(5) 111.2(3)

N(1)–C(2)–C(3) 124.8(3) C(8)–C(7)–C(6) 115.1(3)

O(1)–C(2)–C(3) 116.5(3) C(7)–C(8)–C(9) 113.2(4)

C(4)–C(3)–C(2) 118.7(3) C(8)–C(9)–C(10) 112.4(3)

C(3)–C(4)–C(5) 117.9(4) C(5)–C(10)–N(1) 124.5(3)

C(3)–C(4)–C(11) 120.7(3) C(5)–C(10)–C(9) 122.8(3)

C(5)–C(4)–C(11) 121.4(3) N(1)–C(10)–C(9) 112.6(3)

C(10)–C(5)–C(4) 118.7(3) C(2)–O(1)–C(1) 118.1(3)

C(10)–C(5)–C(6) 122.8(3)

Table 6.  Bond lengths d (Å) in structure IV

Bond d Bond d

Cl(1)–C(17) 1.728(9) C(7)–C(8) 1.438(15)

N(1)–C(2) 1.361(10) C(8)–C(9) 1.471(13)

N(1)–C(10) 1.422(10) C(9)–C(10) 1.513(11)

N(1)–C(12) 1.456(10) C(12)–C(13) 1.509(11)

C(2)–O(2) 1.232(11) C(13)–O(13) 1.215(9)

C(2)–C(3) 1.417(12) C(13)–C(14) 1.495(10)

C(3)–C(4) 1.355(11) C(14)–C(19) 1.390(10)

C(4)–C(5) 1.459(12) C(14)–C(15) 1.402(10)

C(4)–C(11) 1.591(14) C(15)–C(16) 1.375(10)

C(5)–C(10) 1.376(12) C(16)–C(17) 1.376(10)

C(5)–C(6) 1.498(11) C(17)–C(18) 1.377(11)

C(6)–C(7) 1.552(15) C(18)–C(19) 1.389(11)
C

4-Methyl-2-methoxy-5,6,7,8-tetrahydroquinoline
(III). No indications of the reaction (precipitation of
sodium chloride) were observed in our attempt to pre-
pare methoxy pyridine III from chloropyridine II
according to the procedure described in [16]. An analy-
sis of the reaction mixture showed that the product was
not formed and the starting substance remained without
changes. We proposed an original procedure with the
use of a high-boiling inert solvent that dissolves both
the initial substance and sodium methylate and is water-
mixable for the facilitation of the product isolation.
Diglym satisfies these conditions. Metallic sodium
(2.8 g) was dissolved in absolute methanol (20 ml), the
excess methanol was distilled off, and a solution of
compound II (7.8 g) in absolute diglyme (40 ml) was
added. The mixture was heated at 120°C for 3 h. This
process was accompanied by a thickening of the mix-
ture because of the copious precipitate formation. The
reaction mixture was poured into water and stirred. The
precipitate was filtered off and washed with water. The
white powder obtained was recrystallized from chloro-
form. The yield was 6.1 g (80%). The melting point was
equal to 35–40°C. 1H NMR (DMSO-d6 , δ, ppm): 1.80
(m, 4H, 6-CH3 + 7-CH2), 2.15 (s, 3H, 4-CH3), 2.54 (t,
2H, 5-CH2), 2.70 (t, 2H, 8-CH2), 3.78 (s, 3H, OCH3),
6.35 (s, 1H, 3-CH).

4-Methyl-2-(4-chlorophenacyl)-5,6,7,8-tetrahydro-
1H-quinolin-2-one (IV). Compound IV was synthe-
sized according to a modified procedure described in
[16]. Weighed portions of compound III (3 g) and
4-chlorophenacyl bromide (4 g) were refluxed in
CH3CN (20 ml) for 5 h. As a result, a poorly soluble
compound, namely, 4-chlorophenacyl bromide, dis-
solved. The degree of conversion was controlled by
thin-layer chromatography (hexane : ethyl acetate = 1 : 1).
For both initial substances, we obtained Rf = 0.72, and,
for the product, Rf = 0.1. Upon cooling of the solution,
colorless crystals of the product containing solvate
CH3CN molecules precipitated. Only minor amounts of
the product remained in the mother liquor. The yield
was 2 g (40%). The melting point was equal to 163–
165°C. 1H NMR (DMSO-d6, δ, ppm): 1.75 (m, 4H, 6-
CH2 + 7-CH2), 2.13 (s, 3H, 4-CH3), 2.50 (m, 4H, 5-CH2 +
8-CH2), 5.45 (s, 2H, NCH2CO), 6.15 (s, 1H, 3-CH),
7.55, 8.10 (dd, 4H, Ar).

2-(4-Chlorophenyl)-5-methyl-6,7,8,9-tetrahydro-
oxazolo[3.2-a]quinolin-10-ylium perchlorate (V).
The synthesis of compound V was also performed
according to the procedure worked out earlier in [16].
Compound IV (1.2 g) was dissolved in concentrated
H2SO4 (12 ml) and allowed to stand for a night. The
solution was poured into a 3% HClO4 solution
(100 ml). The precipitate was left in the solution for a
night and then filtered off and washed with water. The
white powder obtained was recrystallized from
CH3CN. The yield was 1.5 g (98%). The melting point
was 300°C (with explosion). 1H NMR (DMSO-d6, δ,
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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ppm): 1.95 (m, 2H, 7-CH2), 2.05 (m, 2H, 8-CH2), 2.58
(s, 3H, 5-CH3), 2.85 (t, 2H, 6-CH2), 3.15 (t, 2H, 9-CH2),
7.63–7.66, 8.03–8.06 (dd, 4H, Ar), 8.11 (s, 1H, 4-CH),
9.37 (s, 1H, 1-CH).

X-ray Diffraction Experiment

For single crystals of compounds II and III, the
experimental intensities were measured on a CAD4 dif-
fractometer [17] (λMoKα, graphite monochromator) at
room temperature. The unit cell parameters were deter-
mined and refined using 25 reflections in the θ range
12°–15°. For compounds IV and V, the experiment was
performed on a CAD4 diffractometer (λCuKα, graphite
monochromator). The unit cell parameters were deter-
mined and refined using 25 reflections in the θ range
25°–30°.

Since the crystals of the compounds studied were
small in size and had small linear absorption coeffi-
cients (µR ≤ 0.4), the experimental data were not cor-
rected for absorption. The primary processing of the
sets of diffraction data was performed with the WinGX
program package [18]. All the subsequent calculations
were performed with the SHELX97 program package
[19]. The crystal structures were determined by direct
methods. All the non-hydrogen atoms were refined in
the anisotropic approximation of thermal parameters.

The main parameters of the X-ray diffraction exper-
iments and crystal data for the compounds studied are
summarized in Table 1. The interatomic distances and
bond angles are listed in Tables 2–9. The molecular
structures with atomic numberings are shown in
Figs. 1–4. The drawings were obtained with the
ORTEP-3 program [20, 21].

C(6)

C(5)

C(11)

C(4)

C(3)

C(2)

Cl(2)
N(1)

C(10)

C(9)

C(8)

C(7)

Fig. 1. Molecular structure and atomic numbering for com-
pound II. Hereafter, the ellipsoids of thermal vibrations are
shown at the 50% probability level.
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Crystal data for the compounds studied are depos-
ited in the Cambridge Structural Database (deposit
nos. 231747–231750).

RESULTS AND DISCUSSION

In molecule II (Fig. 1), the N(1)⋅⋅⋅C(10) six-mem-
bered ring is planar within 0.011 Å. The Cl(2), C(6),
C(9), and C(11) atoms lie in the plane of this ring. The
C(7) and C(8) atoms deviate from this plane by 0.124
and –0.290 Å, respectively. The thermal ellipsoids of

Table 7.  Bond angles ω (deg) in structure IV

Angle ω Angle ω

C(2)–N(1)–C(10) 124.7(8) C(5)–C(10)–N(1) 117.0(7)

C(2)–N(1)–C(12) 115.1(7) C(5)–C(10)–C(9) 125.1(8)

C(10)–N(1)–C(12) 120.1(7) N(1)–C(10)–C(9) 117.9(8)

O(2)–C(2)–N(1) 120.7(8) N(1)–C(12)–C(13) 112.3(7)

O(2)–C(2)–C(3) 123.9(9) O(13)–C(13)–C(14) 122.8(7)

N(1)–C(2)–C(3) 115.1(8) O(13)–C(13)–C(12) 120.7(8)

C(4)–C(3)–C(2) 125.5(10) C(14)–C(13)–C(12) 116.4(7)

C(3)–C(4)–C(5) 116.0(9) C(19)–C(14)–C(15) 119.7(8)

C(3)–C(4)–C(11) 125.8(10) C(19)–C(14)–C(13) 123.3(7)

C(5)–C(4)–C(11) 118.0(9) C(15)–C(14)–C(13) 117.0(7)

C(10)–C(5)–C(4) 121.6(8) C(16)–C(15)–C(14) 122.1(9)

C(10)–C(5)–C(6) 118.5(9) C(15)–C(16)–C(17) 118.3(9)

C(4)–C(5)–C(6) 119.8(9) C(16)–C(17)–C(18) 119.6(9)

C(5)–C(6)–C(7) 112.3(9) C(16)–C(17)–Cl(1) 123.1(8)

C(8)–C(7)–C(6) 119.4(13) C(18)–C(17)–Cl(1) 117.2(8)

C(7)–C(8)–C(9) 109.4(12) C(17)–C(18)–C(19) 123.4(10)

C(8)–C(9)–C(10) 114.6(10) C(18)–C(19)–C(14) 116.7(9)

C(7)

C(6)

C(5)
C(4)

C(11)

C(3)

C(2)

O(1)

C(1)
N(1)

C(10)
C(9)

C(8)

Fig. 2. Molecular structure and atomic numbering for com-
pound III.
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the C(7) and C(8) atoms are characterized by strong
anisotropy, which results in a significant shortening of
the distance between these atoms (1.35 Å) with respect
to the C(5)–C(6), C(6)–C(7), C(8)–C(9), and C(9)–
C(10) distances (Table 2). However, with due regard for
the anisotropy of thermal parameters [22], this distance
is 1.58 Å, which corresponds to the C(sp3)–C(sp3) bond
length. In the heterocyclic bicycle of II, the single
bonds shortened and the double bonds slightly elon-
gated compared to the initial compound I [11], which is

C(11)

C(4)

C(3)

C(2)

O(2)N(1)

C(12)

C(14)

C(19)

C(18)

Cl(1)

C(17)

C(16)

C(15)

C(13)

O(13)

C(9)

C(8)

C(7)

C(6) C(5)

C(10)

Fig. 3. Molecular structure and atomic numbering for com-
pound IV. Acetonitrile solvate molecules are omitted.
C

in accord with the expected aromatic structure of the
pyridine fragment (Scheme 1).

In molecule III (Fig. 2), the N(1)⋅⋅⋅C(10) six-mem-
bered ring is planar within 0.01 Å. The O(1), C(1),
C(6), C(9), and C(11) atoms lie in the plane of this ring.
The C(7) and C(8) atoms deviate from this plane by
−0.237 and 0.405 Å, respectively. As in molecule II, the
ellipsoids of thermal vibrations of the C(7) and C(8)
atoms exhibit strong anisotropy and, as a consequence,
the distance between these atoms (1.44 Å) is shorter
than the C(5)–C(6), C(6)–C(7), C(8)–C(9), and C(9)–

O(22)

O(21)

O(24)O(23)

Cl(2)

C(14)

C(7)

C(6)

C(5)

C(4)

C(3)

C(15)
C(16)

C(17)
C(18)

Cl(1)
C(19)

C(20)

C(2)

N(1)
C(13)

C(12)

C(11)

C(10)

C(9)

C(8)

Fig. 4. Molecular structure and atomic numbering for com-
pound V.
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C(10) distances (Table 4). However, with due regard for
the anisotropy of thermal parameters [22], the C(7)–
C(8) distance is 1.57 Å, which corresponds to the
C(sp3)–C(sp3) bond length. As in the previous case, the
structure of the pyridine fragment of the bicycle agrees
with the expected aromatic structure (Scheme 1).

In crystals IV (Fig. 3), the incomplete occupancy of
the positions of the CH3CN solvate molecules led to
problems in the course of structure refinement. For their
solution, the lengths of the corresponding pairs of
bonds in two crystallographically independent mole-
cules were averaged. The N(1)⋅⋅⋅C(10) six-membered
ring is planar within 0.02 Å. The O(1), C(1), C(6), C(9),
and C(12) atoms lie in the plane of this ring. The C(7),
C(8), and C(11) atoms deviate from this plane by
−0.256, 0.340, and –0.204 Å, respectively. The alterna-
tion of single and double bonds in the heterocycle cor-
responds to a nonaromatic pyridone structure (Scheme 1).
As in structures I–III, the distance between the C(7)
and C(8) atoms is short (1.44 Å, Table 6). However,
after the correction for anisotropy of thermal vibrations
was introduced [22], this distance was found to be
1.54 Å. The C(14)⋅⋅⋅C(19) phenyl ring is planar within
0.013 Å. The Cl(1), C(13), and C(12) atoms lie in the
plane of this ring. The O(13) and N(1) atoms deviate
from this plane by –0.116 and –0.373 Å, respectively.
The dihedral angle between the planes of the pyridone
fragment and the aryl group is 86.45°. The structure of
two CH3CN solvent molecules is standard and needs no
comments.

In cation V (Fig. 4), the N(1)⋅⋅⋅C(13) nine-mem-
bered oxazolopyridinium bicycle is planar within
0.03 Å. The C(12), C(14), C(15), C(19), and C(20)
atoms lie in the plane of this ring. The C(9), C(10),
C(11), C(16), C(17), and C(18) atoms deviate from this
plane by 0.119, 0.562, –0.225, 0.275, 0.348, and
0.226 Å, respectively. The C(15)⋅⋅⋅C(20) phenyl ring is
planar within 0.01 Å. The Cl(1) and C(3) atoms lie in
the plane of this ring. The structure of the phenyl ring
corresponds to the expected aromatic structure. The
dihedral angle between the planes of the heterocycle
and the phenyl ring is only 7.37°, which indicates the
conjugation of the aromatic rings.

The structure of the oxazolopyridinium cation can
be represented by three resonance forms; in two of
them, the positive charge is localized at the nitrogen
atom, and, in the third form, the positive charge is local-
ized at the oxygen atom (see Scheme 2).

The question arises as to which of these formulas
represents the structure of the cation more adequately.
The C(6)–C(7), C(7)–C(8), and C(8)–C(13) bond
lengths (Fig. 5) are equal to 1.378(5), 1.423(5), and
1.359(5) Å, respectively (Table 8). This location of
double bonds in the pyridine fragment of the molecule
suggests that structure A makes a minor contribution.
For the final decision between structures B and C, we
searched in the Cambridge Structural Database (Ver-
sion 11.02) [14] for compounds that contain an amide
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
group protonated at the oxygen or nitrogen atom (or
alkylated at the oxygen atom). As a result, we found
that the C=O bond length in these fragments falls in the
range 1.25–1.30 Å. Sixty formulas are drawn with a
positive charge at the oxygen atom, and more than
200 formulas have a charge at the nitrogen atom. In

Table 8.  Bond lengths d (Å) in structure V

Bond d Bond d

Cl(1)–C(18) 1.727(4) C(7)–C(8) 1.423(5)

Cl(2)–O(23) 1.334(4) C(7)–C(14) 1.506(5)

Cl(2)–O(21) 1.357(4) C(8)–C(13) 1.359(5)

Cl(2)–O(24) 1.367(4) C(8)–C(9) 1.515(5)

Cl(2)–O(22) 1.392(5) C(9)–C(10) 1.555(6)

N(1)–C(5) 1.339(4) C(10)–C(11) 1.467(7)

N(1)–C(13) 1.381(4) C(11)–C(12) 1.520(6)

N(1)–C(2) 1.398(4) C(12)–C(13) 1.501(5)

C(2)–C(3) 1.335(5) C(15)–C(20) 1.382(5)

C(3)–O(4) 1.394(4) C(15)–C(16) 1.388(5)

C(3)–C(15) 1.450(5) C(16)–C(17) 1.376(5)

O(4)–C(5) 1.339(4) C(17)–C(18) 1.387(6)

C(5)–C(6) 1.374(5) C(18)–C(19) 1.380(6)

C(6)–C(7) 1.378(5) C(19)–C(20) 1.370(5)

Table 9.  Bond angles ω (deg) in structure V

Angle ω Angle ω

O(23)–Cl(2)–O(21) 112.7(5) C(13)–C(8)–C(7) 120.6(3)

O(23)–Cl(2)–O(24) 108.3(3) C(13)–C(8)–C(9) 119.0(3)

O(21)–Cl(2)–O(24) 120.1(4) C(7)–C(8)–C(9) 120.3(3)

O(23)–Cl(2)–O(22) 107.1(6) C(8)–C(9)–C(10) 110.5(3)

O(21)–Cl(2)–O(22) 100.0(4) C(11)–C(10)–C(9) 112.9(4)

O(24)–Cl(2)–O(22) 107.5(4) C(10)–C(11)–C(12) 109.8(4)

C(5)–N(1)–C(13) 121.2(3) C(13)–C(12)–C(11) 111.8(4)

C(5)–N(1)–C(2) 108.2(3) C(8)–C(13)–N(1) 118.0(3)

C(13)–N(1)–C(2) 130.5(3) C(8)–C(13)–C(12) 126.6(3)

C(3)–C(2)–N(1) 106.5(3) N(1)–C(13)–C(12) 115.4(3)

C(2)–C(3)–O(4) 109.0(3) C(20)–C(15)–C(16) 118.7(3)

C(2)–C(3)–C(15) 133.5(3) C(20)–C(15)–C(3) 119.8(3)

O(4)–C(3)–C(15) 117.5(3) C(16)–C(15)–C(3) 121.6(3)

C(5)–O(4)–C(3) 106.9(2) C(17)–C(16)–C(15) 121.5(3)

N(1)–C(5)–O(4) 109.4(3) C(16)–C(17)–C(18) 118.3(4)

N(1)–C(5)–C(6) 123.1(3) C(19)–C(18)–C(17) 121.1(3)

O(4)–C(5)–C(6) 127.4(3) C(19)–C(18)–Cl(1) 119.7(3)

C(5)–C(6)–C(7) 116.9(3) C(17)–C(18)–Cl(1) 119.1(3)

C(6)–C(7)–C(8) 120.1(3) C(20)–C(19)–C(18) 119.3(4)

C(6)–C(7)–C(14) 120.2(3) C(19)–C(20)–C(15) 121.0(4)

C(8)–C(7)–C(14) 119.8(3)
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pyridones, the C=O bond lengths fall in the range
between 1.21 and 1.25 Å, which indicates that protona-
tion (or alkylation) of the oxygen heteroatom results in
an elongation of the double carbon–oxygen bond. In
structure V, the C(5)–O(4) bond length is 1.339(4) Å.
This value is intermediate between the single and dou-
ble C–O bond lengths in the positively charged amide
group. The N(1)–C(5) bond length is also 1.339(4) Å.
This bond is shorter than the two other C–N bonds at
the same nitrogen atom [1.381(4) and 1.398(4) Å].
Based on these arguments, we concluded that the struc-
ture of the oxazolopyridinium cation can be described
by a superposition of the B and C formulas (with a
slightly larger contribution of the B structure). Proba-
bly, the structure of the cation is most adequately repre-
sented by the following charge delocalization:

The thermal ellipsoids of the oxygen atoms in the
perchlorate anion exhibit strong anisotropy in the plane
perpendicular to the Cl–O bond (Fig. 4). This suggests
some degree of rotational freedom of the perchlorate
ion about the chlorine atom.
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Abstract—The molecular structures of 17aβ-acetoxy-3-methoxy-6-oxa-D-homo-8-isoestra-1,3,5(10)-triene
(I) and 17aβ-acetoxy-3-methoxy-4-methyl-6-oxa-D-homo-8-isoestra-1,3,5(10)-triene (II) have been estab-
lished by X-ray diffraction analysis. The presence of the methyl group at the C(4) atom in compound II leads
to slight changes in the conformation of the carbon skeleton of this molecule and the orientation of the methoxy
group with respect to the C(2)–C(3) bond. © 2004 MAIK “Nauka/Interperiodica”.
In the last two decades, a search for enzyme inhibi-
tors responsible for the metabolism of steroid hor-
mones has been underway. An important requirement
for new potential inhibitors is that they should not
exhibit hormonal activity (in some cases, antihormonal
properties are required). As examples, we should men-
tion the design of inhibitors of 5α-reductase [1], 17β-
hydroxysteroid dehydrogenase [2], and estrone sulfa-
tase [3, 4]. To solve these problems, it is important to
know which modifications in the structures of steroid
hormones and their analogues lead to a drop in hor-
monal activity or its complete disappearance.

We chose model compounds for the synthesis and
investigation of hormonal action based on X-ray dif-
fraction data for the complex of the natural hormone
estradiol with an α receptor [5] and the results of anal-
ysis of the relationship between the structure and bio-
logical properties of modified estrogens [6]. We also
took into account that the introduction of the methyl
group at position 4 of 8-iso analogues of steroid estro-
gens [7] leads to a decrease in the affinity for estradiol
receptors in rat uterus and inhibition of uterotropic
activity.

We found that, when injected into ovariectomized
rats in doses of 5 mg per kg of body weight per day
(per os), 17aβ-acetoxy-3-methoxy-4-methyl-6-oxa-D-
homo-8-isoestra-1,3,5(10)-triene (II) does not exhibit
uterotropic activity and has no effect on body weight. In
addition, compound II has no hypocholesterolemic and
hypertriglyceridemic activities. Steroidal compounds
possessing such properties hold promise for the design of
enzyme inhibitors responsible for metabolism of steroid
hormones. When injected in the same dose, analogous
compound I devoid of the methyl group at the C(4) atom
exhibits pronounced uterotropic activity (the uterus
weight of ovariectomized rats increases by a factor of
1063-7745/04/4903- $26.00 © 20437
Table 1.  Crystallographic characteristics and structure re-
finement parameters for compounds I and II

Compound I II

Formula C21H28O4 C22H30O4

Molecular weight 328.43 358.46

Space group P21/b P21/n

a, Å 15.065(5) 16.397(4)

b, Å 12.602(5) 13.571(3)

c, Å 10.402(5) 18.628(5)

α, deg 90 90

β, deg 90 115.20

γ, deg 110.43 90

V, Å3 1850.6(13) 3750.7(16)

Z 4 8

ρcalcd, g/cm3 1.236 1.270

µ, mm–1 0.084 0.086

Crystal dimensions, mm 0.3 × 0.2 × 0.15 0.3 × 0.2 × 0.2

Θ-angle range, deg 2.43–32.13 2.03–22.00

Ranges of indices 0 ≤ h ≤ 20 –17 ≤ h ≤ 9

–18 ≤ k ≤ 15 –14 ≤ k ≤ 14

0 ≤ l ≤ 8 –16 ≤ l ≤ 19

Number of reflections 
with I > 4σ(I)

1052 4557

GooF 1.075 0.801

R1 0.042 0.076

wR2 0.1006 0.1741

Residual electron density, 
eÅ–3

0.154 0.529
004 MAIK “Nauka/Interperiodica”



 

438

        

STAROVA 

 

et al

 

.

                                              
four to five). In addition, compound I exhibits hypertrig-
lyceridemic activity. Hence, it was of interest to perform
a comparative analysis of compounds I and II.

Table 2.  Bond lengths d (Å) in compound I

Bond d Bond d

O(1)–C(3) 1.373(6) C(8)–C(9) 1.532(6)

O(1)–C(3a) 1.416(6) C(8)–C(14) 1.538(6)

O(2)–C(20) 1.335(6) C(9)–C(10) 1.512(6)

O(2)–C(17a) 1.465(6) C(9)–C(11) 1.527(7)

O(3)–C(20) 1.201(7) C(11)–C(12) 1.528(7)

O(6)–C(5) 1.378(5) C(12)–C(13) 1.531(6)

O(6)–C(7) 1.447(5) C(13)–C(18) 1.530(6)

C(1)–C(2) 1.377(7) C(13)–C(17a) 1.530(6)

C(1)–C(10) 1.392(7) C(13)–C(14) 1.554(7)

C(2)–C(3) 1.385(7) C(14)–C(15) 1.530(7)

C(3)–C(4) 1.368(6) C(15)–C(16) 1.537(7)

C(4)–C(5) 1.400(6) C(16)–C(17) 1.526(7)

C(5)–C(10) 1.383(6) C(17)–C(17a) 1.515(7)

C(7)–C(8) 1.519(6) C(20)–C(21) 1.490(9)
C

Colorless plate-like crystals of both compounds
suitable for single-crystal X-ray diffraction study were
grown from hexane. The crystallographic characteris-

Table 3.  Bond angles ω (deg) in compound I

Angle ω Angle ω

C(3)O(1)C(3a) 117.0(4) C(1)C(10)C(9) 122.1(5)

C(20)O(2)C(17a) 116.7(5) C(9)C(11)C(12) 112.6(4)

C(5)O(6)C(7) 114.6(4) C(11)C(12)C(13) 112.9(4)

C(2)C(1)C(10) 122.6(5) C(18)C(13)C(17a) 110.2(4)

C(1)C(2)C(3) 119.6(5) C(18)C(13)C(12) 110.0(4)

C(4)C(3)O(1) 125.0(5) C(17a)C(13)C(12) 109.7(4)

C(4)C(3)C(2) 119.5(5) C(18)C(13)C(14) 113.5(4)

O(1)C(3)C(2) 115.5(5) C(17a)C(13)C(14) 104.6(4)

C(3)C(4)C(5) 120.0(5) C(12)C(13)C(14) 108.7(4)

O(6)C(5)C(10) 123.5(4) C(15)C(14)C(8) 113.8(4)

O(6)C(5)C(4) 114.8(4) C(15)C(14)C(13) 112.7(4)

C(10)C(5)C(4) 121.6(5) C(8)C(14)C(13) 115.6(4)

O(6)C(7)C(8) 110.5(4) C(14)C(15)C(16) 110.5(4)

C(7)C(8)C(9) 108.8(4) C(17)C(16)C(15) 111.8(5)

C(7)C(8)C(14) 116.0(4) C(17a)C(17)C(16) 110.0(5)

C(9)C(8)C(14) 112.7(4) O(2)C(17a)C(17) 108.8(4)

C(10)C(9)C(11) 113.4(4) O(2)C(17a)C(13) 108.8(4)

C(10)C(9)C(8) 110.2(4) C(17)C(17a)C(13) 113.3(4)

C(11)C(9)C(8) 111.4(4) O(3)C(20)O(2) 123.9(6)

C(5)C(10)C(1) 116.6(5) O(3)C(20)C(21) 124.4(6)

C(5)C(10)C(9) 121.3(5) O(2)C(20)C(21) 111.7(6)
O(1) C(3)

C(2) C(1)

C(10)

C(11) C(12)

C(18) C(13)

O(2)

C(20)

O(3)

C(21)

C(17a)

C(17)

C(16)

C(15)

C(14)

C(8)

C(9)

C(7)
O(6)

C(5)

C(4)

C(3‡)

Fig. 1. Atomic numbering scheme and the molecular structure of compound I.
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Table 4.  Bond lengths d (Å) in compound II

Bond d Bond d

O(1)–C(3) 1.375(6) O(1')–C(3') 1.402(6)

O(1)–C(3a) 1.439(6) O(1')–C(3a') 1.417(6)

O(2)–C(20) 1.350(6) O(2')–C(20') 1.346(6)

O(2)–C(17a) 1.462(6) O(2')–C(17a') 1.461(6)

O(3)–C(20) 1.193(6) O(3')–C(20') 1.207(6)

O(6)–C(5) 1.371(6) O(6')–C(5') 1.401(6)

O(6)–C(7) 1.464(5) O(6')–C(7') 1.440(5)

C(1)–C(2) 1.375(7) C(1')–C(10') 1.373(6)

C(1)–C(10) 1.382(7) C(1')–C(2') 1.394(7)

C(2)–C(3) 1.388(7) C(2')–C(3') 1.376(7)

C(3)–C(4) 1.391(7) C(3')–C(4') 1.385(7)

C(4)–C(5) 1.394(7) C(4')–C(5') 1.392(7)

C(4)–C(4a) 1.507(7) C(4')–C(4a') 1.499(7)

C(5)–C(10) 1.402(7) C(5')–C(10') 1.393(7)

C(7)–C(8) 1.529(7) C(7')–C(8') 1.530(7)

C(8)–C(14) 1.501(7) C(8')–C(9') 1.534(6)

C(8)–C(9) 1.531(6) C(8')–C(14') 1.547(6)

C(9)–C(10) 1.515(7) C(9')–C(10') 1.503(7)

C(9)–C(11) 1.531(7) C(9')–C(11') 1.533(7)

C(11)–C(12) 1.502(7) C(11')–C(12') 1.525(6)

C(12)–C(13) 1.531(6) C(12')–C(13') 1.539(6)

C(13)–C(18) 1.529(7) C(13')–C(18') 1.525(7)

C(13)–C(17a) 1.539(7) C(13')–C(17a') 1.543(7)

C(13)–C(14) 1.562(7) C(13')–C(14') 1.549(7)

C(14)–C(15) 1.528(6) C(14')–C(15') 1.538(7)

C(15)–C(16) 1.532(6) C(15')–C(16') 1.531(7)

C(16)–C(17) 1.521(7) C(16')–C(17') 1.519(7)

C(17)–C(17a) 1.515(7) C(17')–C(17a) 1.507(7)

C(20)–C(21) 1.499(7) C(20')–C(21') 1.484(7)
tics, selected parameters of the X-ray diffraction study,
and details of structure refinement are listed in Table 1.
The structures of both compounds were solved by
direct methods and refined against structure factors
with anisotropic thermal parameters for non-hydrogen
atoms. The hydrogen atoms were placed in calculated
positions. Absorption was ignored. Calculations were
carried out using the CSD [8] and SHELX97 [9] pro-
gram packages. The crystallographic data for com-
pounds I and II were deposited at the Cambridge Struc-
tural Database (refcodes 164 257 and 164 249, respec-
tively). The bond lengths and bond angles of compound I
are listed in Tables 2 and 3, respectively, and the corre-
sponding characteristics of compound II are listed in
Tables 4 and 5, respectively.
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The molecules of both steroids adopt similar confor-
mations (Figs. 1, 2; Table 6). The ring A is planar, the
ring B adopts a distorted half-chair conformation, and
the trans-fused rings C and D have virtually regular
chair conformations. The deviation of the carbon atom
of the methoxy group at the C(3) atom from the plane
of ring A in molecule I is somewhat larger than that in
two molecules of compound II. In molecule I, this car-
bon atom is in the trans position with respect to the
C(2)–C(3) bond, whereas these atoms, in both indepen-
dent molecules of compound II, are in the cis position
(Figs. 1, 2). In addition, the mutual orientation of the
rings in compound I is somewhat different from that in
both independent molecules of steroid II, which mani-
fests itself in the distances between the oxygen atoms at
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Table 5.  Bond angles ω (deg) in compound II

Angle ω Angle ω

C(3)–O(1)–C(3A) 117.6(4) C(3')–O(1')–C(3A') 117.0(4)

C(20)–O(2)–C(17A) 117.1(4) C(20')–O(2')–C(17A') 118.1(4)

C(5)–O(6)–C(7) 117.2(4) C(5')–O(6')–C(7') 116.5(4)

C(2)–C(1)–C(10) 112.5(5) C(10')–C(1')–C(2') 122.3(5)

C(1)–C(2)–C(3) 119.4(5) C(3')–C(2')–C(1') 118.2(5)

O(1)–C(3)–C(2) 123.6(5) C(2')–C(3')–C(4') 122.6(5)

O(1)–C(3)–C(4) 115.6(4) C(2')–C(3')–O(1') 112.8(4)

C(2)–C(3)–C(4) 120.7(5) C(4')–C(3')–O(1') 114.6(4)

C(3)–C(4)–C(5) 118.1(5) C(3')–C(4')–C(5') 116.6(5)

C(3)–C(4)–C(4A) 120.7(4) C(3')–C(4')–C(4A') 121.4(5)

C(5)–C(4)–C(4A) 121.2(5) C(5')–C(4')–C(4A') 122.0(5)

O(6)–C(5)–C(4) 115.6(4) C(4')–C(5')–C(10') 123.2(5)

O(6)–C(5)–C(10) 122.1(4) C(4')–C(5')–O(6') 115.2(4)

C(4)–C(5)–C(10) 122.3(5) C(10')–C(5')–O(6') 121.5(4)

O(6)–C(7)–C(8) 109.7(4) O(6')–C(7')–C(8') 110.0(4)

C(14)–C(8)–C(7) 117.4(4) C(7')–C(8')–C(9') 108.3(4)

C(14)–C(8)–C(9) 111.5(4) C(7')–C(8')–C(14') 118.2(4)

C(7)–C(8)–C(9) 109.0(4) C(9')–C(8')–C(14') 110.7(4)

C(10)–C(9)–C(8) 110.5(4) C(10')–C(9')–C(11') 112.1(4)

C(10)–C(9)–C(11) 113.0(4) C(10')–C(9')–C(8') 110.7(4)

C(8)–C(9)–C(11) 111.5(4) C(11')–C(9')–C(8') 111.2(4)

C(1)–C(10)–C(5) 116.9(4) C(1')–C(10')–C(5') 117.0(4)

C(1)–C(10)–C(9) 121.7(4) C(1')–C(10')–C(9') 121.3(4)

C(5)–C(10)–C(9) 121.3(4) C(5')–C(10')–C(9') 121.7(4)

C(12)–C(11)–C(9) 111.3(4) C(12')–C(11')–C(9') 111.4(4)

C(11)–C(12)–C(13) 113.4(4) C(11')–C(12')–C(13') 112.9(4)

C(18)–C(13)–C(12) 110.6(4) C(18')–C(13')–C(12') 110.2(4)

C(18)–C(13)–C(17A) 108.8(4) C(18')–C(13')–C(17A') 109.2(4)

C(12)–C(13)–C(17A) 109.8(4) C(12')–C(13')–C(17A') 108.9(4)

C(18)–C(13)–C(14) 114.6(4) C(18')–C(13')–C(14') 114.8(4)

C(12)–C(13)–C(14) 108.2(4) C(12')–C(13')–C(14') 109.0(4)

C(17A)–C(13)–C(14) 104.6(4) C(17A')–C(13')–C(14') 104.4(4)

C(8)–C(14)–C(15) 114.8(4) C(15')–C(14')–C(8') 113.9(4)

C(8)–C(14)–C(13) 115.3(4) C(15')–C(14')–C(13') 111.9(4)

C(15)–C(14)–C(13) 112.0(4) C(8')–C(14')–C(13') 115.0(4)

C(14)–C(15)–C(16) 112.1(4) C(16')–C(15')–C(14') 110.4(4)

C(17)–C(16)–C(15) 111.2(4) C(17')–C(16')–C(15') 112.0(4)

C(17A)–C(17)–C(16) 110.4(4) C(17A')–C(17')–C(16') 111.2(4)

O(2)–C(17A)–C(17) 108.5(4) O(2')–C(17A')–C(17') 110.3(4)

O(2)–C(17A)–C(13) 108.5(4) O(2')–C(17A')–C(13') 108.4(4)

C(17A)–C(17A)–C(13) 114.3(4) C(17')–C(17A')–C(13') 113.5(4)
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Fig. 2. Atomic numbering scheme and the molecular structure of compound II.
the rings A and D (this distance is of importance for
binding with estrogen receptors). In compound I, this
distance is 10.764(5) Å. The corresponding distances in
two independent molecules of 8-iso analogue II are
10.718(8) and 10.704(8) Å. In both compounds, these
distances are noticeably shorter than in the natural hor-
mone estradiol (10.93 Å) [10].

Since certain differences in the conformations of
steroids I and II may be caused by the molecular pack-
ing in the crystals, we examined the 1H NMR spectra of
these compounds in chloroform. A strong nuclear
Overhauser effect between the protons of the methoxy
group and the H(2) and H(4) protons observed for ste-
roid I is indicative of a relatively free rotation of the
CH3O group.

Table 6.  Conformational characteristics of molecules I and II

Compound
Angle between the ring planes, deg

A and C A and D C and D

II Molecule 1 39.6 41.1 11.2

Molecule 2 45.4 47.7 10.6

I 45.9 46.7 12.6
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
For compound II, the nuclear Overhauser effect
between the protons of the methyl group at the C(4)
atom and the methoxy group was almost unobservable.
Hence, these groups are separated by a distance no less
than 3 Å. In other words, rotation of the methoxy group
with respect to the C(3)–O(1) bond is inhibited, and the
conformation of steroid II about the ring A in the crys-
tal is close to that in a solution.

It is known that a replacement of the methylene
group at position 6 of 8-iso analogues of steroid estro-
gens by an oxygen atom causes a decrease in hormonal
activity [11, 12]. The results of our study demonstrate
that the simultaneous presence of the O(6) atom and the
methyl group at the C(4) atom is a crucial factor
responsible for the complete loss of estrogen activity in
compound II. It appears that the methyl group near the
C(4) atom is of most importance in this regard, because
its introduction into the steroid leads not only to a
change in molecular conformation but also to a hin-
drance to rotation of the methoxy group relative to the
C(3)–O(1) bond.
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Abstract—Dielectric responses of several crystals in ultraweak measuring fields at low and infralow frequen-
cies are compared, namely, of nominally pure, Cr- and Lα-alanine-doped triglycine sulfate (TGS) crystals and
TGS + Cr3+ crystals irradiated with X-rays. It is shown that dopant-induced bias fields give rise to crystal uni-
polarity, suppress the domain contribution to their dielectric response, and diffuse the phase transition. It is
established that X-ray irradiation of the crystals results in “radiation annealing” of TGS + Cr3+ crystals, which
increases their permittivity and diminishes diffusion of the phase transition. © 2004 MAIK “Nauka/Interperi-
odica”.
INTRODUCTION

In recent decades, the influence of structural defects
on macroscopic physical properties (including dielec-
tric) of ferroelectric crystals remains important for both
fundamental and applied studies. Experimenters are
focussing their efforts on studies of model triglycine
sulfate (TGS) crystals, which undergo a second-order
phase transition and possess a labile, comparatively
simple 180° domain structure. The structure of
Cr3+-doped TGS crystals was studied in [1–3], their
dielectric and pyroelectric properties, in [4–12], and
their thermal and elastic properties, in [13]. The dielec-
tric and pyroelectric properties of Lα-alanine-doped
TGS single crystals were investigated in [12, 14–16],
and their thermal and elastic properties, in [13]. Low
doses of X-ray radiation influence the processes of
pulsed switching in Cr3+-doped TGS crystals, which
was studied at various Cr3+ concentrations in [17]. It
was established that the specific features of the phase
transition [13] and crystal response determined by the
domain structure of the crystal [5] are rather sensitive to
defects and, in particular, to the incorporation of Cr3+

[1–13], replacement of Lα-alanine [9, 14–16], and
defects induced by X-ray irradiation, e.g., in (TGS +
Cr3+)R [17]. The present study was undertaken with the
aim of establishing the influence of the lattice defects
formed by domain and phase boundaries on the dielec-
tric parameters characterizing the phase transitions, the
influence of lattice defects formed by Cr and Lα-ala-
nine dopants on these parameters, and the influence of
the defects induced by X-ray irradiation of TGS + Cr3+

single crystals, as well as to clarify the role played by
1063-7745/04/4903- $26.00 © 20443
crystal history (direction of the temperature change,
annealing above the phase-transition temperature, dura-
tion of keeping crystal at constant temperature, etc.).

Moreover, we also considered it to be necessary to
study the nature of some switching characteristics,
because the bias fields induced by impurities such as Cr
[1–13] considerably influence the dielectric response in
TGS crystals.

MEASURING METHODS AND SAMPLES

A nominally pure sample was cut out from a TGS
single crystal grown at T = 295 K at the Institute of Crys-
tallography of the Russian Academy of Sciences. The
sample history included prolonged aging without action
of any external factors at room temperature, subsequent
sample heating from 293 to 393 K, 36-h annealing of the
sample at 393 K, and its cooling to 293 K.

A Cr3+-doped sample was cut out from a TGS + Cr3+

crystal grown from the TGS solution with addition of
the Cr2(SO4)3 · 6H2O salt at 317 K at the Institute of
Radioelectronics of the Czechoslovakian Academy of
Sciences. According to the photocolorimetric data, the
chromium concentration in the crystal did not exceed
0.02 wt %. 

This sample was cleaved into smaller plates. One of
these plates was supplied with silver-leaf electrodes
(the same was also made for a TGS sample).

The sample history included prolonged aging at
room temperature without action of any external fac-
tors, the first heating cycle in the temperature interval
from 293 to 373 K, 15-h annealing at 373 K, subse-
004 MAIK “Nauka/Interperiodica”
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quent cooling to 293 K, the second heating cycle in a
narrow temperature interval (317–324 K), and, finally,
cooling to 308 K.

The Lα-alanine-doped sample was cut out from a
LATGS crystal grown at 305 K at the Polyus Research
Institute. The Lα-alanine concentration in the solution
was 10% and, in the crystal, ~0.01%.1 Sample history
included prolonged aging at room temperature without
action of any external factors, 20-h-heating from 293 to
243 K, and subsequent cooling to 306 K. One of the
TGS + Cr3+ samples described above was irradiated
with the characteristic CuKα radiation along the polar
axis with the energy 30 eV (at a dose of ~80 kR and a
dose rate ND ~ 240 kR/h) at the temperature ~303 K.
After prolonged aging at room temperature, the sam-
ples were heated from 293 to 373 K, annealed at 373 K,
and cooled to 293 K. We also annealed an irradiated
(TGS + Cr+3)R sample to check the stability of its ferro-
electric properties and the influence of X-ray irradia-
tion.

The amplitude–frequency characteristics of com-
plex permittivity ε* of all the samples at room temper-
ature were measured on a bridge-type setup [18] in the
frequency range from 10–1 to 104 Hz and with the mea-
suring-field amplitude E0 not exceeding 0.4 V/cm, with
the real (ε') and imaginary (ε'') components of complex
permittivity ε* being measured separately with an error
of about 1% in ε' and 2–5% in ε''. The temperature was
maintained with an accuracy not worse than ±0.05 K,
the measurement accuracy was ± 0.001 K.

The low- and infralow frequency spectra of ε*
were studied during sample cooling and heating at
15−20 frequencies ranging from 10 kHz to 0.1 Hz.
The mean rates of the first heating and cooling cycles
did not exceed 4 mK/s, and the mean rates of the sec-
ond heating and cooling cycles did not exceed
0.2 mK/s. The time necessary for recording each ε*
spectrum at 15–20 measuring frequencies ranged
from 700 to 900 s.

It should be noted that the early history of all the
samples was the same (prolonged aging at room tem-
perature). We believe that, in this case, growth defects
in a nominally pure crystal, intentionally induced
defects (Cr3+, Lα-alanine), radiation-induced (R)
defects, and defects formed by domain and phase
boundaries should be in the most stable state and, giv-
ing rise to frozen fluctuations [13], should influence the

1 Heat conductivity  and permittivity ε22 (ν = 1 kHz, E0 =
0.1 V/cm) were measured by the method of absolute adiabatic
vacuum calorimetry; the velocities of longitudinal ultrasonic
waves Vz at the frequency 10 MHz were measured by the
Raman–Nutt method on a sample cut out from such a single crys-
tal [13].

Cp
E
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dielectric parameters characterizing the phase transi-
tions.

RESULTS AND DISCUSSION

Figure 1 shows the temperature dependence of the
real part of the initial complex permittivity (T) and

the quantity 1/ (T) for a nominally pure TGS crystal
(Fig. 1a), a (TGS + Cr3+) crystal (Fig. 1b), (TGS +
Cr3+)R crystal (Fig. 1c), and (TGS + Lα-alanine) crystal
(Fig. 1d) measured in the heating mode at (≤0.4 V cm–1)
low and infralow frequencies (1 Hz and 1 kHz, respec-
tively). It is clearly seen that the Curie–Weiss law char-
acterizing the phase transition is obeyed in all the crys-
tals in both paraelectric and polar phases. However, like
the character of the dielectric response observed in
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Rochelle salt crystals [19], a nominally pure TGS crys-
tal (Fig. 1a) shows the dispersion of the Curie–Weiss
“constant” associated with the contribution to  of
domain boundaries whose vibrations relax in ultraweak
LF and ILF electric fields. Moreover, at a frequency of
1 Hz, the straight line, which describes the Curie–Weiss
law, acquires a kink (two values of the Curie–Weiss
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Fig. 3. Amplitude dependences of  for (1) (TGS + Cr3+)

at t = 23.5°C, (2) (TGS + Lα-alanine) at t = 23.5°C,
(3) (TGS + Cr3+)R at t = 27°C, and (4) TGS crystals at t =
26.1°C obtained at the frequency 1 Hz and provided by the
irreversible domain-boundary motion by the hysteresis
mechanism.
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Fig. 4. Amplitude dependences of the effective depth of dis-
persion (∆ε' = 1Hz – 1kHz) of (1) (TGS + Cr3+),

(2) (TGS + Lα-alanine), (3) (TGS + Cr3+)R, and (4) TGS
crystals.
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C

constant—one value in the direct vicinity of the phase-
transition point and another value in the bulk of the
polar phase).

It should be noted that, in this case, cooling of a pure
TGS crystal below íÒ, makes the  (  and ) values
essentially nonequilibrium because of a considerable
time-dependent domain contribution. This leads, in
particular, to extremely low Cp/Cf values (table).

The Cr3+ and Lα-alanine impurities give rise to the
formation of internal bias fields polarizing the TGS
crystals in the polar phase (leading to practical absence
of domain boundaries). Therefore, contrary to nomi-
nally pure crystals (Figs. 1a and 2), the (TGS + Cr3+)
(Fig. 1b) and (TGS + Lα-alanine) (Fig. 1d) crystals
show practically no dispersion of  in the polar phase,
and, as a consequence, no dispersion of the Curie–
Weiss constant (Figs. 1b and 1d). The (TGS + Cr3+)R
crystal shows weak (~6.7%) dispersion of Cf.

It is worth noting that the Cr3+ and Lα-alanine impu-
rities somewhat diffuse the phase transition in TGS
crystals containing them (Figs. 1b and 1d), whereas in
nominally pure TGS and (TGS + Cr3+)R crystals, phase
transitions take place practically at a point (Figs. 1a and
1c). The Cr3+ and Lα-alanine impurities lead to differ-
ent degrees of phase-transition diffusion (Figs. 1b and
1d). The most pronounced dispersion of  in these
crystals is observed in the region of the diffused phase
transition (Fig. 2).

Comparing the dependences in Figs. 1b and 1c with
those in Figs. 2b and 2c, we see that X-ray irradiation
of (TGS + Cr3+) crystals results in the so-called radia-
tion annealing of the sample—its permittivity increases,
and the phase transition becomes less diffuse. However,
it should be emphasized that the region of pronounced
dispersion of ε* in this crystal, as well as in (TGS +
Cr3+) and (TGS + Lα-alanine) crystals, is observed
mainly in the temperature range near the phase transi-
tion. Therefore, one can assume that radiation anneal-
ing only partly reduces unipolarity of the (TGS + Cr3+)
crystal. One may also assume that the consequences of
radiation annealing indicated above are caused (at a low
irradiation dose) [20] by the destruction of a certain
number of chelate complexes of chromium biglycine
sulfate responsible for the formation of the unipolar
state in a (TGS + Cr3+) crystal [1–3].

The table indicates the dielectric characteristics of
crystals having different histories depending on the
measuring-field frequency. It should be noted that a
possible dependence of the maximum ε/ value at the
phase-transition point on the crystal thickness was not
taken into account in our measurements.

It is seen that, in most of the cases, the so-called
“law of two” is not fulfilled. There is not much sense in
referring to the adiabatic dielectric response in this
case, because, at infralow frequencies (i.e., under the

ε0
* ε0' ε0''

ε0'

ε0'
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Tc, K 
ned from 1/ε' = f '(T) Cp/

Hz 1 Hz 1 kHz 1 Hz

± 0.02 322.55 ± 0.02 2.75 ± 0.12 2.42 ± 0.11

± 0.02 322.85 ± 0.02 3.45 ± 0.03 3.54 ± 0.03

± 0.02 323.20 ± 0.02 3.58 ± 0.07 3.76 ± 0.08

± 0.02 322.89 ± 0.02 3.04 ± 0.07 2.95 ± 0.05

± 0.02 322.00 ± 0.02 0.82 ± 0.03 0.55 ± 0.02

± 0.02 322.40 ± 0.02 2.04 ± 0.04 1.87 ± 0.04

± 0.02 322.80 ± 0.02 3.30 ± 0.03 1.96 ± 0.03

± 0.02 322.40 ± 0.02 2.04 ± 0.04 1.87 ± 0.04
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Main dielectric characteristics of samples having different histories

Parameters Cp, K
(paraelectric phase)

Cf, K
(ferroelectric phase) obtai

Experiment

Mode 1 kHz 1 Hz 1 kHz 1 Hz 1 kHz 1 Hz 1 k

TGS heating 12 899 ± 129 15 331 ± 153 2667 ± 46 2688 ± 46 969 ± 31 1112 ± 63 322.25 

(TGS + Cr3+) heating 3002 ± 30 3084 ± 31 3173 ± 3 3288 ± 4 919 ± 4 928 ± 4 323.10 

(LA TGS) heating 376 ± 4 389 ± 4 4156 ± 46 4604 ± 51 1160 ± 7 1226 ± 8 323.00 

TGS + Cr3+ + R heating 3905 ± 39 4076 ± 41 2584 ± 26 2695 ± 25 851 ± 3 912 ± 5 322.92 

TGS cooling 30277 ± 303 32 368 ± 324 2890 ± 51 2933 ± 52 3546 ± 186 5348 ± 304 322.00 

(TGS + Cr3+) cooling 3084 ± 31 3084 ± 31 3176 ± 2 3338 ± 2 1559 ± 8 1787 ± 7 322.70 

(LA TGS) cooling 376 ± 4 391 ± 4 4063 ± 41 4474 ± 48 1233 ± 9 1129 ± 9 323.70 

TGS + Cr3+ + R cooling 3084 ± 31 3084 ± 31 3176 ± 2 3338 ± 2 1559 ± 8 1787 ± 7 322.70 

Note: Cp and Cf are the Curie–Weiss constants determined for the para- and ferroelectric phases, respectively.

εmax
' εmax

'
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conditions close to isothermal) this law is not fulfilled
either. Moreover, as follows from the table and [19], the
inequality Cp/Cf < 2 becomes stronger with a decrease
in the measuring-field frequency and after annealing of
the crystal in the nonpolar phase.

The problem seems to be associated, first of all, with
defects in crystals, which is confirmed by the presence
or absence of domain boundaries (Fig. 1), crystal his-
tory (e.g., the above note on essentially nonequilibrium
ε values after crystal annealing), etc. Only by making
appropriate allowance for the total polarization of the
crystal caused not only by the “lattice factors” but also
by the contribution of various defects to polarizability
can give the true value of the ëp/ëf  ratio.

Figure 3 shows the amplitude dependences (E0)
for (TGS + Cr3+), (TGS + Cr3+)R, and (TGS + Lα-ala-
nine) crystals and a nominally pure TGS crystal
obtained at a frequency of 1 Hz. It is clearly seen that
the Rayleigh law (first established for ferromagnetics
[21]) is fulfilled for all the crystals and, for ferroelec-
trics, can be written as

 =  + bE,

where  is the initial value of permittivity and b is the
Rayleigh constant characterizing the slope of the

(E0) line in Fig. 3 or the distribution function over
coercive and internal fields in the Preizach model [22].
Since the Rayleigh law corresponds to the hysteresis
switching mechanism, one can draw the conclusion
that, within the ranges of a weak field (E0 ≈ 0.1–
10.5 V/cm) and frequencies (ν = 1 Hz–1 kHz), TGS
crystals are switched by the hysteresis mechanism of
domain-boundary motion [32] earlier observed for
nominally pure TGS crystals in weak fields at a fre-
quency of 50 Hz [24]. However, it should be empha-
sized that, depending on the unipolarity degree of the
crystal, the hysteresis switching mechanism may man-
ifests itself in different ranges of the field.

Figure 4 illustrates the amplitude dependence of the
effective dispersion depth (∆ε' = 1 Hz – 1 kHz)
obtained in switching of TGS crystals in the above
ranges of the fields and frequencies. It is seen that, with
an increase of the field (increase in the number of
domain boundaries participating in hysteresis switch-
ing and the amplitudes of their vibrations), the ∆ε/ value
also increases. Thus, in a way similar to a nominally
pure crystal (Fig. 1a), the (TGS + Cr3+), (TGS + Cr3+)R,
and (TGS + Lα-alanine) crystals also show dispersion
of  at low and infralow frequencies caused by the

contribution of domain-boundary vibrations into .

CONCLUSIONS

Lattice defects in TGS crystals, such as domain and
interphase boundaries, Cr3+ and Lα-alanine impurities,

εeff'

εeff' ε0'

ε0'

εeff'

εeff' εeff'

εeff*

εeff*
C

defects induced by X-ray irradiation in (TGS + Cr3+)
crystals, and crystal history, play the key part in the
character of the dielectric response of these crystals at
low and infralow frequencies. The low and infralow
dispersion of complex permittivity ε* of the crystals
studied is explained by the contribution that comes to
ε* from domain boundaries and other defects. In
switching of nominally pure, Cr3+ and Lα-alanine-
doped TGS crystals and X-ray irradiated (TGS + Cr3+)
crystals in weak fields at low and infralow frequencies,
the hysteresis mechanism of domain-boundary motion
is observed, and the character of switching is described
by the Rayleigh law.
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Abstract—A theory of “proper decomposition” of solid solutions has been constructed. The theory differs from
earlier theories in that it phenomenologically takes into account three- and four-particle interactions. It is shown
that this theory allows one to describe four essentially different types of phase diagrams. Within the framework
of the theory developed, the structure and composition of the native AucAg1 – c solid solutions are discussed.
The decomposition of these solid solutions observed at 0.02 < c < 0.12 results from the competition of the
proper and improper decompositions. The improper decomposition is associated with the formation of küstel-
ite. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The T–c phase diagrams of binary (or quasi-binary)
solid solutions and alloys [1] show two essentially dif-
ferent types of decomposition: stratification [2] and dis-
sociation [3]. The first type corresponds to the dissoci-
ation of a solid solution with the average concentration
c of one of the components (A) into the mechanical
mixture of two solid solutions (1) and (2) with different
concentrations of the component A, c1 and c2 (c1 > c >
c2).

1 The characteristic feature of the first-type decom-
position is that the compositions of phases 1 and 2 can
vary depending on the external conditions, such as tem-
perature, pressure, etc. Then, the solid-solution decom-
position is dependent on the characteristics of the inter-
action between the atomic components. As a result, the
energy of isotropic (efficient pairwise) and anisotropic
(multiparticle) interactions between the constituent
atoms of the solid solution at low temperatures (T < TD)
makes the mechanical mixture of the homogeneous
phases with the concentrations c1 and c2 thermodynam-
ically stable. By analogy to the proper ferroelectric and
ferroelastic phase transitions, this type of solid-solution
decomposition may be called a proper decomposition.
Proper decompositions are observed, e.g., in relaxor
quasi-binary systems such as PbMg1/3Nb2/3O3 [4]. This
statement is based on the fact that the concentration
stratification of the subsystem of ions in the positions of
the perovskite structure, i.e., Mg–Nb ions, breaks the
ferroelectric order in solid solutions [5]. The second
type of solid-solution decomposition is caused by the
ordering-type phase transitions in the solid solution and

1 If the products of the decomposition include a pure component,
then the compositions of the particle forming the mechanical
mixture are independent of the external conditions. Therefore, the
feature indicated above is only one sign indicating the occurrence
of the proper decomposition.
1063-7745/04/4903- $26.00 © 20450
the formation of ordered phases with simple nonsto-
ichiometric compositions similar to the Kurnakov
phases in ordering alloys. In this case, the interatomic
interactions at low temperatures stabilize the formation
of ordered stoichiometric phases. The equilibrium ther-
modynamic potential of the ordered phases (GK) in the
vicinity of the stoichiometric composition (c = c0) (cor-
responding to ordering in the atomic distribution over
the lattice sites) turns out to be lower than the thermo-
dynamic potential of the disordered mother G0 solid
solution (GK(c – c0)). The GK(c – c0) dependence differs
from the G0(c – c0) dependence, so that at a certain c
value such that c =  we have GK( ) = G0( ). In this
case, there exists a region of c values where the
mechanical mixture of the ordered phase and the
mother solid solution has the free energy lower than the
free energy of any of the mixture components. In accor-
dance with the classical concepts of the physical–
chemical analysis [3], the existence of two different
equilibrium states of a solid solution (dissociated into
two phases and homogeneous) at the same concentra-
tions of the component and at Gdec < GK and Gdec < G0
always results in the decompositions of the solid solu-
tion in this concentration range (Rosebom diagrams
[2, 3]). In the second type of solid-solution decomposi-
tion, at least one of the components has a constant com-
position and structure irrespectively of the external
conditions. The second type of solid-solution decom-
position not directly dependent on the component inter-
actions is called improper decomposition. Improper
decompositions have been repeatedly described based
on various models [2, 6–9].

Below, we describe our study of proper decomposi-
tion of solid solutions. For the first time, we studied the
proper decompositions within the framework of the
phenomenological theory and illustrated possible

c̃ c̃ c̃
004 MAIK “Nauka/Interperiodica”
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applications of this theory to the description of decom-
position of the low-quality native gold Ag1 – cAuc [10]
at 0.02 < c < 0.12. Following Frenkel’s ideas [11], the
proper decomposition of a solid solution is considered
as a specific type of ordering with a nonequilibrium
coordinate (order parameter) that is the concentration
of one of the components. However, unlike in the phe-
nomenological Landau theory of phase transitions [12],
the generalized nonequilibrium coordinate in the solid-
solution decomposition is determined from the condi-
tion of the minimum equilibrium free energy G (or,
depending on the conditions fixed at the thermostat, of
any other thermodynamic potential). This minimum
does not correspond to the extremum nonequilibrium
Landau potential, because, when searching for this
potential, one has to compare the values of the equilib-
rium thermodynamic potentials of different stable
phases (states of the substance), whereas the equilib-
rium conditions are determined by the equality of the
chemical potentials of the components in two thermo-
dynamically stable phases.

We assume that the decomposition of a binary solid
solution occurs without changes of the symmetry: the
mother solid solution AcB1 – c has the same structure and
symmetry as the solid solutions formed as a result of
the decomposition, ( ) and ( ). It is this
simplest case that is considered in all the studies on the
effect (see review articles [6–9, 11]). In particular, it is
also the case with respect to the Ag1 – cAuc solid solu-
tions, where both pure components and all the interme-
diate phases have the fcc structure (A1) with the sym-

metry .

CONDITIONS OF SOLID SOLUTION 
DECOMPOSITION. THE COMPOSITION 
AND FREE ENERGY OF THE MIXTURE 
OF THE DECOMPOSITION PRODUCTS

The equilibrium free energy of the solid solution,
which is the function of the average concentration
(playing a part analogous to that of the order parameter
in the Landau theory), can be approximated by a fourth-
order polynomials

(1)

The approximation made in Eq. (1) is justified by the
following. Assuming that we should like to answer the
question whether the decomposition of the solid solu-
tion with the set composition and structure can be con-
sidered as proper or improper (i.e., induced) ordering,
we consider the simplest type of inducing ordering
described by one single-component order parameter η.
Then, to answer this question within the framework of
the phenomenological theory, we have to consider all
the crystal-lattice points as belonging to two mutually
penetrating sublattices 1 and 2 and, as usual, to assume
that the probabilities of filling the sites of these sublat-

Ac1
B1 c1– Ac2

B1 c2–

Oh
5

G G0 µ1c– µ2c
2 µ3c

3 µ4c
4
.+ + +=
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tices with A atoms can spontaneously change. The
states of each crystal-lattice point in the ordered and
disordered states are characterized by the probability of
filling of the point with the coordinates ijk by A atoms,
Pijk(A). As usual in the theory of ordering phase transi-
tions, we assume that these characteristics have con-
stant values at all the sites j of each sublattice. Thus,
now, the theory has two different characteristics of the
sites. Using a linear transformation, one can express
these characteristics in terms of symmetrically collec-
tive characteristics of the states

(2)

where η is the Landau order parameter and c is the aver-
age concentration of A atoms. The nonequilibrum Lan-
dau potential, which describes the ordering phase tran-
sition, can be represented by the function of the proba-
bilities of filling of the crystal-lattice sites, P1(A) and
P2(A) or, as is used in the Landau theory [12] and the
theory of the static concentration waves [7], by the
function of generalized collective coordinates of the
system, c and η. In order to be able to describe the
ordering phase transition, the minimum degree of the
Landau potential, a function of η, should not be less
than four. Because of the linear relation between Pi(A)
and η, Eq. (2), the Landau potential, being a function of
the individual characteristics of filling the lattice sites
Pi(A), should also be of degree four with respect to
Pi(A). Therefore, in the transition from Pi(A) to c and
η, the concentration c, in accordance with Eq. (2),
should enter the potential as a polynomial of degree
four. Since the sublattices are equivalent, the Landau
potential dependent on the nonequilibrium parameter η
and one of the “conditions at the thermostat” (concen-
tration c) takes the form

(3)

Other conditions at the thermostat implicitly determine
the phenomenological parameters ai , γj, and µk in
Eq. (3).

The equilibrium value corresponding to Eq. (3) is

(4)

or 

η = 0,

and, thus, the value of the potential Φ(η0), i.e., the equi-
librium free energy [9], acquires the form of Eq. (1) or
the form given by Eq. (1) with the renormalized coeffi-
cients

G0 = – ; µ1 =  – a1γ1/2a2; 

µ2 =  –  – a1γ2/2a2; (5)

P1 A( ) c η , P2 A( )+ c η ,–= =

ΦL a1η
2

a2η
4 γ1η

2
c γ2η

2
c

2
+ + +=

– µ1' c µ2' c
2 µ3' c

3 µ4' c
4
.+ + +

η0
2

a1 γ1c γ2c
2

+ +( )/2a2–=

a1
2
/4a2 µ1'

µ2' γ1
2
/4a2
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µ3 =  – γ1γ3/2a2 and µ4 =  – .

Obviously, one can readily extend the above consid-
erations based on the linear relation between the indi-

vidual characteristics of site filling, , and the set of
their symmetric combinations (c, η1, η2, …) to more
complex types of ordering. Thus, the polynomial
approximating the equilibrium free energy of a decom-
posing binary solid solution, being the function of con-
centration c, should be at least of degree four.

The model thermodynamic potential of form (1)
describes the decomposition of the solid solution into
the mechanical mixture of the products of decomposi-
tion, whose compositions differ from the average com-
position of the solution only if (G – G0) has negative
curvature at a certain formally determined portion of
the c curve determined from the form of Eq. (1). Using
Eq. (1), one can readily see that, at µ4 > 0, the depen-
dence G(c) has a negative curvature if

(6)

where 

If µ4 < 0, the ranges of c variation, where the curvature

of G(c) is negative, are located at . Further
consideration is made for the case where µ4 > 0.

If the concentration range corresponding to the neg-
ative curvature of G(c) is in the range of the real values
of the formal parameter c, i.e., if  and  ∈ [0, 1],
then two variants of the proper decomposition of a
binary solid solution are possible.

The first variant of the decomposition corresponds
to the case in which the boundary points of the conode

(7)

also belong to the range of the real c values, c ∈ [0.1].
Then, the free energy of the mechanical mixture of two
solid solutions with concentrations of component A
equal to c1 and c2, respectively, Eq. (6), linearly
depends on the average concentration c

(8)

where ∆ ≡ 4µ2µ4 – . Since both c1 and c2 ∈ [0, 1]
belong to the same interval [0, 1], then ∆ > 0.

The chemical potentials of pure A and B compo-
nents, χ1(A) and χ1(B), in the newly formed concentra-
tion interval [c2c1] of the mechanical mixture of the
solid solutions with the concentrations of the A compo-

µ3' µ4' γ2
2
/4a2

Pi
α

c2* c c1*,< <

c1 2,* µ3– µ3
2

8/3µ2µ4–± /4µ4.=

c1* c c2*< <

c1* c2*

c1 2, µ3– 3µ3
2

8µ2µ4–± /4µ4=

Gmix µ1 µ3∆/8µ4
2

+ c– ∆2
/64µ4

3
,–=

µ3
2

C

nent c1 and c2 are

(9)

The fractions of the solid solutions with the concentra-
tions of the A component c1 and c2 in the mechanical
mixture (ν1 and ν2) are determined using the lever
rule as

(10)

The second variant of the decomposition corresponds
to the situation in which one of the boundary concentra-
tions c1 or c2, Eq. (7), formally obtained as the coordi-
nates of the tangential points of conode (8) and free
energy (1), is beyond the limits of the values of the
interval [0, 1]. For definiteness, assume that c1 > 1. This
is possible if (µ3 – µ4)2 < 3µ4(µ4 + µ2) and µ3 + µ2 + µ4 >
0. If these inequalities are valid, the mother solid solu-
tion decomposes into the mechanical mixture of the
pure component B and the solid solution with the con-
centration of the A component

(11)

If c2 formally determined from (7) is less than zero,
c2 < 0, then the mother solid solution decomposes into
the mechanical mixture of the pure A component and
the solid solution with the concentration of the compo-
nent A

(12)

In this case, the free energy per particle of the compo-
nent A (chemical potential) in the mixture of the solid
solutions with the concentration x2 is χ2(A) = 0. Corre-
spondingly, the chemical potential of the B component
in this mixture is

(13)

Thus, in order to establish the phase diagram, the equi-
librium compositions of the mixtures, dependence of
the temperature of the proper decomposition on the
average concentration of one of the components TD(c),
and other characteristics of the solid- solution decom-
position, one must know the ranges of the varying phe-
nomenological parameters of the theory in which the
qualitatively different G(c) dependences can be
formed.

χ1 A( ) ∆/64µ4
3
,–=

χ1 B( ) µ1– ∆ 8µ3µ4 ∆+( )/64µ4
3
.–=

ν1 c c2–( )/ c1 c2–( ); ν2 c1 c–( )/ c1 c2–( ).= =
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=  – µ3 µ4+( ) µ3
2 µ3µ4– 2µ4

2
– 3µ2µ4–– /3µ4.

x2 µ3– µ3
2

3µ2µ4–+ /3µ4.=

χ2 B( ) µ1–=

+ 2µ3
2

9µ2µ4–( )µ3 2 µ3
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3µ2µ4–( )
3/2

–{ } /27µ4
2
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PHASE DIAGRAM IN THE SPACE 
OF PHENOMENOLOGICAL PARAMETERS 

OF THE THEORY

The characteristic determining the solid-solution
decomposition is the curvature of G(c) in Eq. (1) inde-
pendent of µ1 and, therefore, the space of the phenom-
enological parameters that should be classified with
respect to different forms of the G(c) dependence, is the
plane ( , ), where  = µ3/µ4 and  = µ2/µ4.

The condition for existence of real ( , ) and (c1, c2)
and their belonging to the interval of real values c ∈
[0, 1] determine all the possible differences between
the G(c) dependences and various forms of the phase
diagrams. The results of the formal analysis of these
conditions with no allowance made for possible exper-
imental separation of various types of decomposition
are shown in Fig. 1a. Various forms of the G(c) depen-
dence are shown in Fig. 2, where the positions of the

, , c1, c2, x1, and x2 points are indicated for each
G(c) dependence if these points are in the interval
[0, 1], c ∈ [0, 1]. Figure 2 also shows the regions of
solid-solution decomposition for such an arrangement
of the characteristic points of G(c). The regions on the

( ) plane with different arrangements of , ,
c1, and c2 with respect to the interval [0, 1] are num-
bered as 1–13, as well as the forms of the potentials
G(c) characteristic of each of these regions shown in

Fig. 2. In region 1 (where  ≥ 3 /8), no decompo-
sition is observed at all and the potential G has a posi-
tive curvature within the whole variation range of the
solid-solution concentration, c ∈ [0, 1]. In region 2, the
thermodynamic potential has two minima (c1, c2, ,

and  are within the interval [0, 1]). This is the only
region considered in all the “molecular–kinetic” [6, 8]
or statistical [7, 9, 10] theories of solid-solution decom-
position. Statistical theories state that it is the only pos-
sible form of the Gibbs thermodynamic potential in a
decomposing solid solution. It is clear from the phe-
nomenological theory that this proper decomposition of
a solid solution can take place only under rather rigid
restrictions on the relationship between  and .
Four inequalities should necessarily be satisfied:

(14)

This seeming contradiction between the unambiguous
predictions of the statistical theories and a relatively
low a priori probability of such a “classical decompo-
sition” of a solid solution of the phenomenological the-
ory can be explained as follows. In all the statistical the-
ories of decomposition [6–9, 11], the expression for the
energy of a binary solid solution takes into account only
the effective atomic-pair interactions of the compo-

µ3* µ2* µ3* µ2*

c1* c2*

c1* c2*

µ3*µ2* c1* c2*

µ2* µ3*
2

c1*

c2*

µ3* µ2*

µ2* 3µ3*
2
/8, µ2* µ3*

2
/4,≥≤

µ2* µ3* 2–( )
2
/4 3, µ3 0.<–>
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
A

K1

K3 N

B

1

2 3

4

5

610

9

8 7

11

12

13

µ*
3

µ*
2

µ*
2

µ*
3

(a)

(b)

C

K2

Fig. 1. Phase diagram in the space of the phenomenological
parameters of the equilibrium thermodynamic potential,
which corresponds to the proper solid-solution decomposi-
tion considered within the framework of the theory based on
thermodynamic potential described by Eq. (1). (a) Bound-
aries between formally different types of G(c); (b) regions
of the phenomenological parameters, where G(c) has essen-
tially different forms. The points K1, K2, and K3 correspond
to the intersections and tangential points of the lines whose
equations are given in the text. The letters A, B, C, and N are
introduced for the description of the lines in the text.
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Fig. 2. Various forms of the G(c) dependence given by the phenomenological theory based on thermodynamic potential described
by Eq. (1). The numbers on the G(c) plot correspond to the numbers in Fig. 1a (see text). For notation of the concentrations and
decomposition regions, see text.
nents and only the configurational entropy (usually in
the Gorsky–Bragg–Williams (GBW) approximation
not taking into account any correlations). As is shown
in [12–15], this approximation is “topologically equiv-
alent,” i.e., can give only the results equivalent to those
obtained from the phenomenological theory based on
the thermodynamic potential of degree four with
respect to c, i.e., the potential of form (1). However, the
phenomenological parameters determining the form of
the potential G in Eq. (1), which is topologically equiv-
alent to the transcendental potentials discussed in the
C

approximation of the static concentration waves or the
GBW theory, are not independent. Thus, proceeding
from the form of the thermodynamic potential in the
statistical theory [13, 15]

(15)

we arrive at a potential of the phenomenological theory
topologically equivalent to form (1), which is deter-
mined by the least squares method from Eq. (14) and is

G* –m1c m2c
2

T c cln 1 c–( ) 1 c–( )ln+[ ] ,+ +=
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characterized by the following parameters:

(16)

Considering the proof given in [13–15], we see that the
equivalence of potentials (14) and (1) determined by
parameters in Eq. (15) takes place only in the vicinity
of the temperature of the solid- solution decomposition,
TD ~ –m2/2, at which the equilibrium thermodynamic
potential of form 1 (Fig. 2) is transformed into the ther-
modynamic potential of form 2 (Fig. 2). Making allow-
ance for three- and four-particle interactions within the
statistical theory with the configurational entropy of the
GBW type (calculated without taking correlations into
account) results in one-to-one correspondence of the
predictions of the statistical and phenomenological the-
ories.

Figure 2 shows various forms of the potentials char-
acteristic of the regions shown in Fig. 1a. This figure
allows one to determine the formal causes that give rise

to stratification of the ( ) plane shown in Fig. 1a.

Thus, in region 3, where  > 0 and /4 <  <

3 /γ1, the formally determined c1, c2, , and 
values are real numbers, but even the maximum one is
less than zero, c1 < 0. Therefore, within the interval 0 <
c < 1, the potential G is a concave function of c, and,
therefore, the formal separation of regions 1 and 3 can-
not be detected on the experimentally studied phase
diagram. Within the interval 0 ≤ c ≤ 1, the function G

remains concave also in region 4 (0 <  < /4,

 > 0), where c1 > 0 > . However, in region 5

(  ≥ 0, 0 ≥  ≥ [(  – 2)2/4 – 3], 1 ≥  > c1 > 0, c2 <

 < 0), the decomposition of the solid solution into the
pure A component and the solid solution containing x2
at % A should be observed at the average concentration
of the A component in the range 0 < c < x2 [see
Eq. (12)]. The gain in free energy in the decomposition
is relatively low. In region 6, determined by inequalities
0 >  > –3  – 6 and  ≤ [(  – 2)2/4 – 3], c1 > 0,

0 <  < 1, c2,  < 0, the decomposition into two pure
components, A and B, accompanied by a considerable
gain in energy, proceeds within the whole interval of the
average concentrations of the component A, 0 < c < 1.
Region 7 is separated from region 5 by the boundary

 = 0 (Fig. 1), above which  < 0 at /4 >  >

[(  – 2)2/4 – 3] (as in region 5), but 0 <  <  <
c1 < 1. In this region, the energy characteristics of the
solid-solution decomposition approach those of the
decomposition along the conode. Nevertheless, the
form of the phase diagram and the compositions of the
components of the mechanical mixture formed after the

µ1 m1 39T /10, µ2– m2 42T /5,+= =

µ3 133T /15, µ4– 217T /50.= =

µ3*µ2*

µ3* µ3* µ2*

µ3*
2 c1* c2*

µ2* µ3*
2

µ3* c1*

µ3* µ2* µ3* c1*

c2*

µ2* µ3* µ2* µ3*

c1* c2*

µ2* c2 µ3*
2 µ2*

µ3* c2* c1*
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decomposition are the same as in region 5. Region 8,
which frames the region of the classical decomposition
along the conode (region 2), has a phase diagram simi-
lar to that of region 7, with the only stipulation being
that all the characteristics of component A in region 7
should be related to component B in region 8 and the
boundary concentration of decomposition x2 given by
Eq. (12) should be substituted by x1 given by Eq. (11).
The asymmetries of Eqs. (12) and (11), as well as the
differences in the interactions of the components, A–A
and B–B, manifest themselves in a number of the phys-
ical characteristics of the mechanical mixture. How-
ever, regions 6 and 8 on the phase diagram can be dis-
tinguished only if, varying the external conditions, one
can “translate” the same set of compositions (rather
densely distributed along the c axis) from region 6 to

region 8 of the ( , ) plane.

Despite the obvious differences in the arrangements

of the points  ≤  with respect to the real interval
of possible concentrations of the component A in the
solution in Fig. 2, regions 9, 10, and 11 of the plane

(  – ) cannot be distinguished on the phase dia-
gram: the decomposition of the solid solution below the
stratification temperature (TD(c)) in all three regions is
observed at all the concentrations of the component A.
Similar to regions 7 and 8, region 12 in Fig. 1a and
region 5 cannot be distinguished on the phase diagram.
In this sense, region 13 is similar to region 3. Proceed-
ing from Fig. 1a and the above equations for the bound-
aries of regions 2–8, it is also possible to write the
boundaries of regions 9–13.

The results of the analysis of the phase diagrams for

various relationships between  and  are shown in
Fig. 1b, where four regions with considerably different
phase diagrams are hatched in different ways. Since the
range of the concentration variations in the solid solu-
tions is limited by definition (c ∈ [0, 1]), then, contrary
to the Landau theory of second-order phase transitions,
the requirement of the positive coefficient before the
nonequilibrium variable in the highest degree, i.e., µ4 in
Eq. (1), cannot be the natural restriction of the phenom-
enological theory. Possibly, the µ4 value calculated
based on the microscopic theory for some concrete
compositions and types of the solid-solution compo-
nents can be negative. In this case, all the analytical
results considered above remain valid. The form of the

phase diagram on the ( , ) plane is the same as in

Fig. 1, but the directions of an increase in  and 
change to the opposite ones.

µ3* µ2*

c2* c1*

µ3* µ2*

µ2* µ3*

µ2* µ3*

µ2* µ3*
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MUTUAL INFLUENCE OF ORDERING 
AND DECOMPOSITION OF BINARY SOLID 

SOLUTIONS. PHASE DIAGRAMS 
IN THE T–c SPACE

As was indicated in the premises, when choosing
the form of the thermodynamic potential of a solid solu-
tion, one has remember that the proper decompositions,
being of microscopic nature, are very closely related to
ordering and, therefore, to improper decompositions.
This follows from the form of potential (3) and the rela-
tionship between µi and . Therefore, it is not acciden-
tal that almost all the T–c phase diagrams [1, 9] of the
decomposition regions also have the regions of stability
of ordered (stoichiometric) phases. Thus, in the natural
Ag1 – xAux solid solution studied here, one observes,
along with the decomposition region (at room tempera-
ture, decomposition is observed in the range of gold
concentrations 0.02 < c < 12), also the region of the sto-
ichiometric compound with c = 0.25 (küstelite, Ag3Au
[10, 16]). According to the above definition, the exist-
ence of küstelite leads to improper decomposition. The
existence of the regions of improper decomposition
was confirmed by direct calculations based on the
GBW model [17–19] with due regard for only the effi-
cient pair interactions. The studies of the native gold
also confirm the existence of the regions of improper
decomposition with the formation of küstelite on the
T−c phase diagram of Ag1 – xAux [10, 16]. However, the
theory of improper decomposition [17–19] fails to
describe consistently the whole phase diagram. Thus, in
the calculations [17–19], only the efficient pair interac-
tions were taken into account. The incompleteness of
such a theory follows, e.g., from the absence of the
ordered Au3Ag phases in the known native gold sam-
ples. In terms of the theory taking into account only the
effective pair interactions, the temperatures of ordering
and stability of the Ag3Au and Au3Ag phases should
coincide. Then, the theory taking into account only the
effective pair interactions leads to conclusions incon-
sistent with the well known sonic-velocity measure-
ments even in pure components of the solid solution
[20]. Thus, according to the theory taking into account
only the effective pair interactions, the following rela-
tionships between the elasticity moduli should be ful-
filled in cubic gold and silver crystals (the Cauchy rela-
tionships) c1122 = c1212. However, in actual fact, it was
obtained at T = 0 K [20]:

c1122(Au) = 1697 kbar, c1212(Au) = 454 kbar,

c1122(Ag) = 973 kbar, c1212(Ag) = 511 kbar.

It is clear from what has been stated above that the phe-
nomenological theory based on the Landau potential
described by Eq. (3) and leading to the Gibbs potential
described by Eq. (1) is more adequate for the data
obtained for natural Ag1 – xAux solid solutions [10, 16–
19] than the approach based on the GBW model [6–9].

µ̃i
C

Putting, as usual, a = α(T – ) in the Landau the-
ory of second-order phase transitions, we obtain the
“ordering dome” in a disordered solid solution

(17)

The construction of the “decomposition dome” for a
solid solution also requires some preliminary assump-
tions on the µ2(T) and µ3(T) dependences. It is seen
from Eqs. (5) and (14) that, proceeding from the GBW
model and under the assumption of renormalization of
µ2 and µ3 caused by ordering, one can assume the linear
dependence of µ2 on T, i.e.,

(18)

In this case, the decomposition dome for the solid solu-
tion is

(19)

To discuss the concrete path of the evolution of the
equilibrium composition of the solid solution, one must
invoke experimental data. Thus, it is known that the top
of the decomposition dome for the Ag1 – xAux solid
solution at T = 300 K lies at cmax = 0.07 (cmax = (0.02 +
0.12)/2 = 0.07), whereas that of the ordering dome is at
cK = 0.25. Then, it follows that

(20)

The maximum temperatures of ordering and decom-
position (17, 19) are less reliable. It is known that cool-
ing of artificial gold–silver alloys does not lead to the
formation of küstelite-type compounds. Therefore, one
can only assume that maxTC is lower than the crystalli-
zation temperature of the Ag1 – xAux alloys (1300 K)
and higher than the deposition temperature of solid
solutions from hydrothermal salt solutions (600 K).
The data on the maximum temperature of decomposi-
tion are even more scarse. A direct experiment using
gold deposition from the solutions of gold–silver salts
[10] showed that this temperature is close to 600 K.
Assuming that maxTC = 1200 K and maxTD = 600 K,
we see that all the theoretical parameters turn out to be
limiting and that the phase T–c diagram takes the form
shown in Fig. 3. The qualitative picture of the equilib-
rium evolution of the solid-solution state with the gold
concentration 0.05 < c < 0.25 depending on a decreases
in temperature is shown in Fig. 3 by arrows indicating
the direction of this evolution. The evolution predicted
by the phenomenological theory qualitatively differs
from all the five types of evolution in the Rosebom clas-
sification [3]. The fact that the type of the evolution
considered in the present study is inconsistent with any
of the known physical–chemical schemes is explained
by the fact that, within the framework of the physical–
chemical analysis [3, 19], the form of the thermody-
namic potential of each component of the solid solution
is assumed to be constant. In the phenomenological

TC
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TC TC
0 γ2/α( ) c γ1/2γ2–( )2 γ1/2γ2( )2
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µ2 δ TD
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theory used in our study, the equilibrium thermody-
namic potential of one of the components qualitatively
changes with change in the temperature. Within the
assumptions made, the evolution of the structure of the
solid solution with the composition 0.05 < c < 0.25 dur-
ing cooling is as follows. At a certain temperature T2 <
T1 < TC, the thermodynamic path brings the representa-
tive point of the system to the improper-decomposition
dome. With a further lowering of the temperature, the
equilibrium solid solution should have two coexisting
phases—one with a composition close to AuAg3 and
only weakly dependent on T and the other with a com-
position determined by the lever rule and having the
average (initial) concentration c. At T = maxTD, the
dependence of the thermodynamic potential of the
gold-depleted phase on c acquires two bending points
(region 2 in Fig. 1a). At T = T3 (~550 K) and c ~ 0.05,
one observes solution bifurcation of the equations of
state. The evolution of the system consisting of three
solid solutions (which are in equilibrium at this nonin-
variant point) can proceed along one of three possible
paths in Fig. 3. At low temperatures, the phase with a
composition exponentially close to AuAg3 can be in
equilibrium with one of the two phases into which the
gold-depleted solid solution decomposes at T < T3. The
AuAg3 phase turns out to be metastable and may be dis-
solved by the peritectic reaction in more gold-depleted
phases of variable compositions determined by the
decomposition dome. Thus, the equilibrium tempera-
ture evolution of the solid solution at low temperatures
is dependent on one additional phenomenological
parameter, µ1, which cannot be determined from the
decomposition character at high temperatures.

Some conclusions on µ1 can be made based on the
microprobe and electron microscopy data on poor-
quality native gold at room temperatures [10, 17–19].
The quality and chemical composition of the sample
surface show that the poor-quality native gold consists
mainly of a matrix with a composition intermediate
between c = 0.02 and c = 0.25. The regions of the
matrix composition are separated by narrow strips of
almost pure silver clearly seen on etched samples
[17−19]. Küstelite grains occupy an even smaller vol-
ume [10, 16–18]. Since the ternary system cannot be in
equilibrium under varying temperature conditions [12],
one can assume that the real equilibrium low-tempera-
ture evolution of the AuxAg1 – x solid solution proceeds
according to variant 3, but that, at moderate c values
(c < 0.25) küstelite had not enough time to be dissolved
in more stable compounds. To a large extent, the disso-
lution (nucleation time) τ is determined by the surface
energy and the diffusion coefficients of atoms at the
given temperature. In this case, the dependence of τ on
the surface energy σ (τ ~ exp(σ3)) is so pronounced that
the 50%-change in σ results in the change in τ lying
within 10–15 to 1024 s (the lifetime of the universe) [21].
At the same time, σ also depends on T and c, and the
diffusion at T ~ 300 K is almost frozen. Thus, it is still
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
unclear to what extent the equilibrium state is attained
in real native solid solutions, and the low-temperature
evolution of the AuxAg1 – x solid solution suggested
above can be determined from the known data only
with a certain probability. Nevertheless, it seems to be
of interest to give here the general relationships deter-
mining the energy gain obtained upon decomposition
of solid solutions. Formally, the maximum distance of
G(c) from the connode at fixed c attains a value of

[4∆ – ]/4 . However, the potential barrier that
should be overcome by a particle of the solid solution
in order to move from a B-depleted compound to a
more B-rich one is determined by the relationship

and, thus, linearly depends on µ1.
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INTRODUCTION

Today, more than 100 acentric trigonal compounds
with the langasite structure type, La3Ga5SiO14, have
been synthesized [1–4]. However, only some of these
crystals have attracted the attention of researchers and
engineers. These are the single crystals possessing
valuable piezoelectric, laser, and nonlinear optical
properties that can be grown by the Czochralski method
from melt [5–8]. These are the crystals of langasite
La3Ga5SiO14 and isostructural compounds such as
Ca3Ga2Ge4O14, Sr3Ga2Ge4O14, La3Ga5.5Nb0.5O14,
La3Ga5.5Ta0.5O14, La3Ga5GeO14, and Nd3Ga5SiO14. In
particular, it was established that these crystals possess
rather pronounced optical nonlinearity [7] comparable
with the optical nonlinearity of the well known nonlin-
ear crystals β-BaB2O4 and KTiOPO4. However, their
insufficiently good fundamental optical properties do
not allow one to use the above crystals with the lan-
gasite structure for synchronous conversion of the fre-
quencies of the laser generation in the visible and near
IR spectrum ranges. The analysis of data [5–8] shows
that the piezoelectric, spectral generation, and nonlin-
ear optical properties of these crystals are essentially
dependent on their composition. Therefore, it is impor-
tant to synthesize and study new compounds of this
class in order to find the crystals with the optimum las-
ing properties appropriate for transformation of lasing
frequencies.

One of the promising materials is the compound of
the composition Pb3Ga2Ge4O14; the solid-phase synthe-
sis of which was first described in [1]. Since
Pb3Ga2Ge4O14 melts incongruently, it cannot be grown
by the Czochralski method. Therefore, Pb3Ga2Ge4O14
crystals were grown by a specially developed, more
universal method based on crystallization on a seed
from flux [9].
1063-7745/04/4903- $26.00 © 20459
Below, we describe our experiments on growth of
Nd-doped Pb3Ga2Ge4O14 crystals and their absorption,
luminescent, and optical properties, undertaken with
the aim of determining their possibilities for creating
minilasers, including with self-transformation of the
lasing frequencies.

GROWTH OF Pb3Ga2Ge4O14:Nd3+ 
CRYSTALS

The Pb3Ga2Ge4O14:Nd3+ single crystals were grown
on a seed from the flux of the composition 40 wt %
(PbF2 + 1.42 GeO2) + 60 wt %
Pb2.87Nd0.13Ga1.93Si0.07Ge4O14. The flux with the weight
Pl-m = 100 g was prepared in a cylindrical platinum cru-
cible with a diameter of 40 mm at the temperature t =
1000°C. The saturation temperature of the flux (950°C)
was lower by 50°C than the temperature of the
Pb3Ga2Ge4O14 decomposition (~1000°C). In order to
attain a more homogeneous Nd3+ distribution between
the crystal and the flux, we added some amount of
amorphous SiO2 powder to the flux.

The vertical component of the temperature gradient
at the stages of homogenization and growth did not
exceed 1°C/cm. For the flux of the above composition
dtsat/dn = 1.4°C wt % and, that is, at the initial flux
weight of 100 g, the use of the mode of a temperature
decrease in the range ∆t = tsat – t0 = 50°C should allow
one to grow a crystal with a weight of 21 g. It was
shown experimentally that the most stable faceted
growth was observed with the horizontal surface of the
seed being normal to the three-fold axis. In this case,
the crystal grows as a hexagonal prism.

As a result of the growth experiment,
Pb3Ga2Ge4O14 : Nd3+ crystals up to 2 cm3 in volume of
satisfactory optical quality were grown. According to
004 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Refractive indices of Pb3Ga2Ge4O14 : Nd3+ crystals and (b) approximation of the refractive indices by Selmeyer formula (1)
for (1) ordinary and (2) extraordinary rays.
the microanalysis data (EAGLE II X-ray fluorescent
microanalyzer, µ probe, Rh tube, U = 40 kV, I =
200 µA), the concentration of Nd3+ ions in the crystals
grown amounts to ë ~ 5 × 1020 cm–3. Proceeding from
the structural data [2, 6], we assumed that Nd3+ ions
substitute Pb2+ in the 3e positions (with the point sym-
metry C2) of the Pb3Ga2Ge4O14 structure and are coor-
dinated with eight oxygen atoms.

OPTICAL PROPERTIES 
OF Pb3Ga2Ge4O14 CRYSTALS

The refractive indices of Pb3Ga2Ge4O14 crystals
were measured by the method of minimum beam
deflection on a prism with the refractive angle α =
40.00746° on a GS-5 goniometer [10] in the wave-
length range 0.405–1.064 µm (Fig. 1a). The refractive
indices nÓ, Â were measured in the range 0.436–
0.633 µm at λ = 0.405 within an accuracy of ±0.001 and
at λ = 1.064 µm within an accuracy of ±0.002. In the
spectrum range studied, the refractive indices of the
Pb3Ga2Ge4O14 crystal were approximated by the Selm-
eyer one-term dispersion formula

(1)

where KÓ = 2.904022 and λo = 0.1680089 µm and KÂ =
2.9638411 and λÂ = 0.1716406 µm are the coefficients
and the corresponding characteristic wavelengths and λ
is the wavelength of the incident light in micrometers.

The 1/(  – 1) = f (1/λ2) dependences are of a linear

no e,
2

1– Ko e, λ 2
/ λ 2 λo e,

2
–( ),=

no e,
2

Molecular refraction of Pb3Ga2Ge4O14, Ca3Ga2Ge4O14, and
Sr3Ga2Ge4O14

Crystal nav
ρ,

g/cm3 Rc Ri Robs Rcalcd

Pb3Ga2Ge4O14 2.049 6.877 157.4 94.8 95.73 96.21

Ca3Ga2Ge4O14 1.812 4.589 175.4 69.3 72.92 72.01

Sr3Ga2Ge4O14 1.807 5.087 208.4 73.8 77.56 75.85
C

nature and, therefore, are well approximated by a
straight line in this spectrum range (Fig. 1b).

Since there exist numerous crystals with similar
structures, it is possible to evaluate their refractive indi-
ces proceeding only from the crystal composition, as
was done in [8] for crystals of a rather large langasite
family. One can also invoke the achievements of struc-
tural refractometry, where a substance is characterized
by the molecular refraction R [11]:

R = [(n2 – 1)/(n2 + 2)](M/ρ). (2)

Here, M is the molecular weight of the material, and ρ
is its density.

A method for calculating molecular refractions pro-
ceeding from the material composition with due regard
for the bonding nature was suggested in [11]. It is based
on the additivity principle, according to which the
molecular refraction of the material equals the sum of
the refractions of the individual structural components.
As was shown in [8], the additivity principle is valid for
the crystals considered here and, therefore, following
[8], we divided the crystal into the following structural
fragments:

Pb3Ga2Ge4O14 = (3PbO)(Ga2O3)(4GeO2). (3)

The tables of covalent and ionic refractions for all
the elements of the Periodic Table can be found in [11].
Using these tables, one can calculate the covalent (Rc)
and ionic (Ri) refractions of various materials. We cal-
culated the Rc and Ri refractions and also the experi-
mental refraction Robs based on the experimentally
determined refractive indices at λ = 0.589 µm. We also
calculated the molecular refraction Rcalcd using the cal-
culated molecular refractions of the structural frag-
ments and the refractive indices and densities of these
fragments experimentally measured in [12]. For com-
parison, we tabulated all the calculated data for the
crystals with the closest compositions, ë‡3Ga2Ge4O14
and Sr3Ga2Ge4O14. It is seen from the table that, in these
crystals, bonding is mainly ionic, since the data for Ri
are rather close to the experimental values Robs. More-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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over, it is seen that the Rr and Robs values agree quite
well, which confirms the validity of our division of the
crystal into structural fragments in the calculations of
the molecular refractions using the additivity scheme.

Thus, the principle of additivity can be used when
calculating molecular refractions for the crystals of this
class. Using the calculated molecular refractions, one
can evaluate the refractive indices of new crystals of
this type. Moreover, knowing the molecular refractions
of individual structural fragments at various wave-
lengths, one can also evaluate the dispersion in the
refractive indices of complex crystals in the transpar-
ency range and the average refractive indices of new
crystals having similar compositions.

SPECTROSCOPY OF Pb3Ga2Ge4O14:Nd3+ 
CRYSTALS

Figure 2 shows the absorption spectrum of a
Pb3Ga2Ge4O14:Nd3+ crystal obtained along the crystal-
lographic c axis at room temperature. The transparency
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Fig. 2. Absorption spectrum of a Pb3Ga2Ge4O14 : Nd3+

crystal obtained along the crystallographic c-axis at 300 K.
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range of the crystal lies in the spectral range 0.4–
6.0 µm. The spectrum shows the main multiplet transi-
tions of Nd3+ ions in the spectral range studied (0.35–
7.00 µm).

Luminescence was studied at 300 and 77 K. The
luminescence spectra were recorded on a setup consist-
ing of an MDR-23 monochromator (26 A/mm disper-
sion), a PEM, an amplifier, and a block for recording
signals. Luminescence was excited by the radiation of
a tunable dye laser. The optimum wavelength of the
exciting radiation was selected based on the maximum
luminescence signal and was λex = 0.57 µm at 300 K
and λex = 0.56 µm at 77 K. Figure 3 shows the lumines-
cence spectra due to 4F3/2  4I9/2 and 4I11/2 transitions
of a Nd3+ ion taken along the crystallographic c axis at
300 and 77 K. It is seen that lowering of the temperature
from 300 to 77 K results in a slight narrowing of the
lines, which is explained by nonuniform line broaden-
ing due to a considerable variety of structurally non-
equivalent positions of neodymium ions in the disor-
dered Pb3Ga2Ge4O14 matrix.

The analysis of the luminescence spectra allowed us
to construct the scheme of Stark splitting of the multip-
lets of Nd3+ ions—4F3/2, 4I9/2, and 4I11/2 (the data
obtained will be further refined by detailed spectro-
scopic studies of the concentration series of the crys-
tals). The crystalline splitting of the 4F3/2 level of Nd3+

ions in a Pb3Ga2Ge4O14 crystal is equal to ~250 cm–1.
The curves of luminescence decay at 300 and 77 K is
practically of the exponential nature. The measured
lifetime of the 4F3/2 state at 300 and 77 K is τ ≈ 100 µs.
The low value of this parameter can partly be explained
by the effects of concentration quenching of lumines-
cence in the sample studied, where, according to our
measurements, the activator concentration is compara-
tively high, ëNd ≈ 5 × 1020 cm–3.
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CONCLUSION

Thus, our optical and spectroscopic studies showed
that a new disordered representative of the langasite
family—a Pb3Ga2Ge4O14 : Nd3+ crystal—is rather
interesting as a new lasing material that can be used for
creating lasers with selective (diode) pumping. The
spectral and luminescent characteristics obtained allow
one to assume that this crystal can, possibly, be used as
an active element in laser chips.

The analysis of the dispersion in refractive indices
and birefringence of a uniaxial Pb3Ga2Ge4O14 crystal
shows that the ÂÂ–Ó-type condition of phase matching
in the second-harmonic generation with the wavelength
1.06 µm is not fulfilled.

We also plan to perform a further studies of spectra
and generation on the concentration series of
Pb3Ga2Ge4O14 : Nd3+ crystals. The analysis of the
intensity characteristics of a new material from the lan-
gasite family should also include the calculation of the
intensity parameters within the Judd–Offelt approxima-
tion [13, 14] and the evaluation of the spectroscopic
quality of this crystal [15].
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Abstract—Spontaneous twisting of (NH4)2SO4 crystals at the phase transition from the paraelectric phase
Pnam to the ferroelectric phase Pna2 (íC = 223 K) was studied using the method of low-frequency torsion pen-
dulum. It is shown that the macroscopic twisting of samples is caused by the rearrangement of ferroelastic twins
with the {011} and {031} twinning planes existing in both the paraelectric and ferroelectric phases. A model
interpreting the effect of the spontaneous twisting below the ferroelectric Curie point is proposed. © 2004
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Ammonium sulfate (NH4)2SO4 belongs to the fam-
ily of α-K2SO4 compounds with the general formula
A2BX4 [1]. A number of specific features make this
type of crystal rather attractive for basic research.
Among these, we should note the following:

(1) The ferroelectric phase transition (symmetry
transformation from Pnam to Pna2, the Curie point at
íC = 223 K) is characterized by very small values of the
spontaneous polarization and the Curie–Weiss constant
(Ccw = 15 K), which are typical of weak ferroelect-
rics [2].

(2) The sign of spontaneous polarization changes at
about 85 K, which indicates a complex mechanism of
the ferroelectric phase transition. The latter may be
related, for example, to the occurrence of ferroelectric-
ity in two different sublattices which are characterized
by different temperature dependences of the spontane-
ous polarization [3].

(3) There exists a system of ferroelastic twins with
the {011} and {031} twinning planes in both the
paraelectric and ferroelectric phases [4, 5]. It is
believed that the formation of elastic twins occurs as a
result of the high-temperature phase transition from the
hypothetic hexagonal phase P63/mmc to the orthorhom-
bic phase Pnam. This transition does not manifest itself
in actual experiments due to the chemical instability of
ammonium sulfate at high temperatures (above 420 K).

It is important that the ferroelectric phase transition
in (NH4)2SO4 occurs within the range of existence of
the ferroelastic phase containing elastic twins. In this
case, one would expect that the ferroelastic twin struc-
ture existing in the course of the ferroelectric phase
1063-7745/04/4903- $26.00 © 20463
transition should affect the behavior of some character-
istics of ammonium sulfate (first of the all, its elastic
and anelastic properties) in the vicinity of the Curie
point. In fact, the anomalous variation in the internal
friction and the shear modulus near íë was observed in
ammonium sulfate at infralow frequencies [6].

In this paper, we show that the anomalous effect of
spontaneous twisting of (NH4)2SO4 single crystals at
the transition from the paraelectric to ferroelectric
phase (revealed previously by the method of inverted
torsion pendulum [7]) is related to the rearrangement of
ferroelastic twins at íë.

EXPERIMENTAL

(NH4)2SO4 single crystals used in our experiments
were grown from a saturated aqueous solution with
pH 4 by evaporation at 303 K. The aqueous solution
was prepared from twice recrystallized ammonium sul-
fate.

The temperature dependence of the spontaneous-
twist angle of a sample was measured using a setup
(Fig. 1) involving an inverted torsion pendulum (see [8]
for more details). Long twisting rod 1 with rigidly fixed
spider and inertial weights is connected by a collet
chuck with sample 2, whose lower end is gripped in a
fixed collet. When an external stress (alternating or con-
stant) is applied to a sample through the twisting rod,
the sample is rotated by a certain angle with the use of
a differential electromagnetic system. The system con-
sists of two coils 3, through which an electric current is
passed. The coils, located diametrically opposite to the
pendulum axis, interact with two permanent magnets 4
with pole pieces made of soft iron. When measuring the
004 MAIK “Nauka/Interperiodica”
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spontaneous twisting of samples, the electromagnetic
system was switched off. To measure small torsional
strains (10–5–10–3), we used photoelectric sensors 5
with lamps 6. Large strains (>10–3) were measured by
capacitive sensors 7.

The samples for studying the torsion strains had the
shape of rectangular bars 2 × 2 × 18 mm3 in size, with
the long side oriented along the crystal axes a, b, and c
(the X-, Y-, and Z-oriented samples, respectively). The
spontaneous twisting of a sample made the pendulum
rotate by angle ϕ. In experiments, the temperature
dependence of the rotation angle ϕ for the samples of
each crystallographic orientation was automatically
plotted by an XY-recorder. The dependence ϕ(T) was
measured upon continuous cooling at a rate of about
0.2 K/min in the temperature range 270–150 K. The
shear strain at the sample surface was determined by

1

2

3 4
5

67

Fig. 1. Schematic diagram of the torsion pendulum:
(1) twisting rod; (2) sample; (3) coils of an electromagnet,
generating the torque; (4) permanent magnets; (5) photo-
electric sensors for measuring small strains; (6) electric
lamps; (7) capacitance sensors for measuring large strains.
C

the formula

(1)

where d and l are the cross-sectional size and the length
of a sample, respectively. As a result, we found the tem-
perature dependences of the strains εX, εY, and εZ (which
correspond to the twisting of X-, Y-, and Z-oriented
samples about the a, b, and c axes, respectively).

We should note here that, upon twisting, both strains
and stresses vanish at the center of a sample and attain
their maximum values at the sample surface. Thus, the
shear stresses in the sample turn out to be inhomoge-
neous along the radius of the sample; hence, the strain
estimated by formula (1) is maximum at the sample sur-
face.

EXPERIMENTAL RESULTS

The temperature dependences of the torsional
strains εX, εY, and εZ are shown in Fig. 2. We can see that
the spontaneous twisting is absent in the paraelectric
phase at í > TC = 223 K for each of the three orienta-
tions under study. However, the samples of all three ori-
entations undergo spontaneous twisting after the transi-
tion to the ferroelectric phase. All the measured strains,
εX, εY, and εZ, arise abruptly at T = TC and then gradually
increase upon cooling a sample in the ferroelectric
phase. The largest and smallest torsional strains are
observed for Z- and X-oriented samples, respectively.
For Z- and Y-oriented samples, the jumps in the torsion
strains ∆ε at T = TC turned out to be equal to 3 × 10–3

and 1.2 × 10–3, respectively.

DISCUSSION

Spontaneous twisting of crystals in a torsion-pendu-
lum system at a structural phase transition was
observed previously in a number of ferroelectric crys-
tals: KH3(SeO3)2 and KD3(SeO3)2 [9], K2ZnCl4 [10],
KLiSO4 [11], SrTiO3 [12], single crystals of the
KH2PO4 family [13], and so on. All these compounds
are ferroelastics, and the ferroelastic phase transition,
which gives rise to the spontaneous twisting, is accom-
panied by the formation of new shear-strain compo-
nents in the low-symmetry ferroelastic phase, which
were absent in the high-symmetry paraelastic phase
(the shear-type phase transition). For example, at the
phase transition mmm  m/2 in KH3(SeO3)2 crystals,
the shear-strain component ε13 arises in the ferroelastic
phase (m/2), whereas, in KH2PO4 crystals, the shear
strain ε12 arises as the result of the phase transition with

the symmetry transformation 2m  mm2, and so
on. It was shown in [14] that it is the formation of new
shear-strain components at the phase transition under
the condition of existence of noncompensated sponta-
neous strain in the twinning structure which may cause

ε ϕ d
2l
-----,=

4
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the macroscopic effect—the spontaneous twisting of a
sample.

The situation is drastically different in the case of
spontaneous twisting at the ferroelectric phase transi-
tion in (NH4)2SO4 crystals near 223 K. This phase tran-
sition occurs from the paraelectric orthorhombic phase
Pnam to the ferroelectric orthorhombic phase Pna2 and
is accompanied by a change in the lattice parameters;
i.e., a spontaneous strain arises [15]. Since the crystal
system does not change (remains orthorhombic) at this
transition, the principal axes on the spontaneous-strain
tensor coincide with the X, Y, and Z axes. Hence, the
spontaneous twisting of samples should be absent for
any of the orientations under study (X, Y, or Z). How-
ever, Fig. 2 shows pronounced twisting of the samples
with all three orientations below íë. To get insight into
the nature of the observed twisting, let us consider the
behavior of each of the three types of ferroelastic twins
in (NH4)2SO4 single crystals [4] which are present in
both the paraelectric and ferroelectric phases.

According to [4], the symmetry of twins, observed
experimentally in the paraelectric phase, stems from
the symmetry of the hypothetic high-temperature hex-
agonal phase P63/mmc. The symmetry of twins mani-
fests itself in the fact that the unit cells for the three twin
orientations are arranged in such a way that their X axes
(the lattice parameter a0) coincide with each other,
whereas their Y axes (the parameter b0), as well as the Z
axes (the parameter c0), form an angle of 60° with each
other (Fig. 3). Figure 3 shows the twinning planes
{011} and {031} (solid lines within the unit cells). Pos-
sible variants of matching between the twins of differ-
ent types (I, II, and III) are shown by dashed lines.

2

1600 180 200 220
T, K

4

6

8

Strain, 10–3

1

2

3

Fig. 2. Temperature dependence of the spontaneous-twist-
ing strains for (NH4)2SO4 crystals with different orienta-
tions: (1) X, (2) Y, and (3) Z.
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The spontaneous twisting of samples may be caused
by two reasons. First, if we suggest that the change in
the lattice parameters at the phase transition and upon
subsequent cooling of samples at temperatures below
TC is not accompanied by displacement of twin bound-
aries, then the sample twisting may be caused only by
the absence of balance between the macroscopic strains
due to the difference in the types of twins. The second
reason for the spontaneous twisting of a crystal is its
detwinning. If a sample is twisted in the initial state due
to the twinning strain, the change in the unit-cell
parameters of matched twins, caused by the phase tran-
sition, results in the rotation of the corresponding lat-
tices relative to each other. This circumstance leads to
the violation of the matching conditions for the differ-
ent types of twins and to the formation of internal stress
fields. Due to the detwinning, the internal stress fields
are relieved. As a result, the crystal shape changes
(among other reasons, due to the torsional strain).

Let us consider the model of twin-boundary pin-
ning. We assume that the sample axis coincides with the
Y axis of twin I. In this case, the spontaneous-strain ten-
sor for twin I has the following form in the system of
axes related to twin I:

(2)

In the axes related to twins II and III, the spontaneous-
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Fig. 3. Arrangement of unit cells for the three orientations
of ferroelastic twins.
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strain tensor can be written as

(3)

where the plus and minus signs before the component
εyz correspond to twins II and III, respectively. In

expressions (2) and (3),  denotes the strain tensor
for twin N in the crystallographic axes related to twin M.

The form of tensors (2) and (3) suggests the follow-
ing:

(1) For the X-oriented samples, the components 

and , which could give rise to twisting, are zero for
all three types of domains. Hence, the X-oriented sam-
ples should not undergo twisting at the ferroelectric
phase transition.

(2) For the Y-oriented samples, the components 

and  are responsible for the torsional strain. How-

ever, for all three types of twins, we have  = 0. The

only nonzero components are  = (ε3 – ε2) and

 = (ε3 – ε2). As can be seen, the strain compo-

nents for twins of types II and III ( ) and ,
respectively) have the same magnitudes and opposite
signs. Therefore, the torsional strains caused by the
spontaneous strains in the type-II and type-III domains
have opposite signs (opposite twisting directions).

(3) For the Z-oriented samples, the spontaneous-
strain components responsible for the torsional strain

are the same as in the case of Y-oriented samples 

and .

Thus, the twisting occurs when the following condi-
tions are met. First, the principal components of the

spontaneous-strain tensor (T) and (T) should not be

equal to each other: (T) ≠ (T). Second, the magni-
tudes of the macroscopic torsional strains in the entire
sample, caused by the type-II and type-III twins, should
be different.

It is easy to show that the first condition is satisfied.
Indeed, the behavior of the unit-cell parameters a, b,
and c at the phase transition and upon subsequent cool-

ing [16] indicates that the parameter (  – ) mono-
tonically decreases with decreasing temperature.
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The second condition is virtually always satisfied
since the twinning structure is irregular and the struc-
tural states with equal macroscopic torsional strains
due to the type-II and type-III twins can hardly be real-
ized. Note that the condition of equality of these mac-
roscopic strains does not imply the equality of the vol-
umes of type-II and type-III twins since the effect of
twisting of a twin depends not only on its volume but
also on the distance between the twin and the twist axis
and an azimuthal angle [14].

Let us find the relationship between the spontane-
ous-twisting direction in a crystal and the type of rear-
rangement of its twinning structure. First of all, we will
consider the changes in the twinning structure of a
Y-oriented sample due to an external torque applied
along the Y axis (see Fig. 4). It can be seen from Fig. 4
that the only component of the stress tensor σYZ (in the
crystallographic axes corresponding to the type-I twin;
see Fig. 3) that determines the force acting on the twin
boundaries has different signs at the different sides of
the YZ plane.

Figure 5 shows all possible types of matching
between the twins located in the region of the crystal
defined by x > 0, as well as the shear stresses σ acting
at the twin boundaries (antiparallel arrows) and the
directions  for the motion of twin boundaries, which
were determined on the basis of the models of twinning
for this system [4, 5]. The system of arrows describes
the elements of the medium (Fig. 4) for which the con-
dition x > 0 is satisfied (the elementary volume is shown
by solid lines in Fig. 4). On going to the region where
x < 0 (the corresponding elementary volume is shown
by dashed lines in Fig. 4), the signs of the shear stresses
σ and the directions of the boundary motion change to
the opposite. Figure 5 shows that stresses applied to a
sample increase the volume of type-II and type-III
twins in the regions x > 0 and x < 0, respectively. At the
same time, these stresses decrease the volume of
type-III and type-II twins in the regions x > 0 and x < 0,
respectively. As a result of such a preliminary retwin-
ning strain, type-II twins in the region at x > 0 and
type-III twins in the region at x < 0 become dominant in
the further shape changes accompanying the ferroelec-
tric transition. Let us find the spontaneous-twisting
direction for such a preliminary twisted sample upon

cooling at T < TC. If it turns out that  > 0 and

 < 0 at x > 0 and  < 0 and  > 0 at x < 0,
untwisting of the sample should be observed.

Let us compare the conclusions of the above model
with the experimental results. Figure 6 shows the tem-

perature dependence of the quantity (  – ) plotted
using the data of [16]. It is worth noting that the quan-

tity (  – ) has rather small negative values in a nar-
row temperature range (about 20 K) in the vicinity of
the phase transition. Upon further cooling, this param-
eter changes its sign and monotonically increases with

υ

εYZ
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εYZ
III(I) εYZ

II(I) εYZ
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ε3
s ε2

s

ε3
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decreasing temperature. Therefore, the spontaneous-
twisting strain should also change its sign near íë.
Upon cooling below 200 K, the twisting direction
should be opposite to the direction of preliminary twist-
ing in the paraelectric phase. The larger the preliminary
strain is, the more pronounced the effect should be.
Nevertheless, the experimental curves (Fig. 2) do not
show any change in the spontaneous-twisting direction
in the vicinity of íë upon sample cooling. The sample
is twisted in the same direction both at T = íë and upon
subsequent cooling below 200 K. Therefore, it is
unlikely that the first mechanism, related to changes in
the shape of ferroelastic domains due to the pinning of
domain boundaries, is dominant.

The model taking into account the detwinning of a
crystal at the ferroelectric phase transition, i.e., the
absorption of ferroelectric twins of one type by twins of
another type, seems to be more likely. The X-ray-dif-
fraction data of [16] clearly indicate detwinning pro-
cesses (but not the domain merging) in (NH4)2SO4 at
T = íë. In particular, at the phase-transition tempera-
ture and upon subsequent cooling of a sample, the
redistribution of the relative intensities of reflections
from twins of different orientations was observed. This
redistribution is related to the changes in the volume
fractions of these twins, which accompany the partial
detwinning.

According to the above model, the spontaneous
twisting should be absent in X-oriented samples. How-
ever, a slight twisting was observed experimentally
even in a sample with this orientation (Fig. 2). This fact
may be related to some disorientation of the twist axis

Y

Z

X

M

σyz

σzy

σyz

σzy

Fig. 4. Effect of the external torque M on the twinning
structure of a [010]-oriented sample.
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
of the sample with respect to the [100] crystallographic
direction, which arises during sample preparation.

The model also implies that Y- and Z-oriented sam-
ples should undergo spontaneous twisting below the
ferroelectric Curie point, and the torsional strains in
these samples should have the same magnitude.
Slightly different strains in the samples with these ori-
entations, observed in practice in the ferroelastic phase
(Fig. 2), may be related to the different realizations of
the arising twin structures. Note that, upon varying the
temperature of a sample in the paraelectric phase, the

I
II

III

I

I

II

I

I

I

II

II

II

II
II

II

II

III

III
III

III

III

III
III

{031}
{011}

{031}

{011}

{011}

{031}

ν

σ

σ
Z

Y[010]

[001]

X

Fig. 5. Schematic diagram of possible configurations of
twins with {011} and {031} twinning planes for each pair
of domain combinations: I–II, II–III, and III–I.
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sample undergoes no steady twisting due to the differ-
ence in the thermal expansion coefficients of twins in
the X and Z directions. According to [15, 16], these
coefficients are comparable to those for the ferroelec-
tric phase. Such a temperature behavior is an additional
argument in favor of the detwinning mechanism at T <
íë. Only the jumplike volume rearrangement of the
structure at the phase-transition point ensures the
depinning of twin boundaries and their subsequent
shift, which leads to spontaneous twisting.
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Abstract—The results of experimental studies of the temperature dependence of the low-frequency permittiv-
ity ε0 and the loss tangent tanδ of nominally undoped and doped single crystals of strontium titanate at T = 10–
300 K are given. The samples were doped with ions of iron-group metals (V, Mn, Fe, Co) and/or ions of rare
earth metals (Pr, Nd, Sm, Tm) with concentrations of 10–3–5 × 10–1 at %. Anomalous temperature dependences
ε0(í) and (í) were found for a number of samples. The anomalies found were attributed to the violation
of stoichiometry of the single crystals under study and the transition of some fraction of Ti4+ ions to the Ti3+

state. © 2004 MAIK “Nauka/Interperiodica”.

δtan
INTRODUCTION

Constant interest has been shown in strontium titan-
ate SrTiO3 for more than 30 years [1–6]. Great interest
in perovskites ABO3 (in particular, in strontium titan-
ate) is caused by a number of unique properties of these
crystals and the perspectives of their wide application
in micro- and optoelectronics. The discussion of the
formation of the ferroelectric phase in strontium titan-
ate is still topical [5, 6].

According to different data, a number of phase tran-
sitions were revealed in SrTiO3 crystals at 10, 30, 65,
and 105 K [7]. Experiments have not given evidence of
these transitions, except the one at 105 ± 2 K. The latter,
being a structural displacive transition with participa-
tion of a soft mode, is accompanied by a change in the
crystal symmetry from cubic to tetragonal with
decreasing temperature [1, 2]. Investigation of solid
solutions formed on the basis of SrTiO3 and CaTiO3,
SrTiO3 and BaTiO3, and Sr1 − x[Pb(Ba)]xTiO3 com-
pounds revealed the linear dependence of the phase-
transition temperature on x at critical concentrations x =
0.0015–0.002. In this case, the Curie temperature TC =
40 K [5].

It should be noted that nominally undoped SrTiO3

crystals are neither ferroelectrics nor antiferroelectrics
[1, 2]. Our investigations of the dielectric constants of
SrTiO3 crystals also did not reveal any ferroelectric or
antiferroelectric anomalies in the temperature range
from 50 to 300 K in samples of high structural quality
and in crystals doped with iron-group ions with concen-
1063-7745/04/4903- $26.00 © 20469
trations Cdop < 10–1 at % [8, 9]. At the same time, the
Curie–Weiss law [1, 2]

ε0(í) = ë/(T – Të) (1)

(here C is the Curie constant) is generally used to
describe the temperature dependence of the permittiv-
ity ε0(í) for these crystals.

The presence of the soft mode and the fact that its
frequency becomes zero at í  105 K seem to con-
firm the validity of the Curie–Weiss law. Nevertheless,
the values of TC and C obtained in different experiments
differ significantly [3, 8–10]. The spread in the values
of TC and C is probably due to distortions of the crystal-
line structure of perovskite at temperatures above and
below the phase-transition temperature [11, 12].

In our opinion, the difference in the points of view
on the existence and temperatures of phase transitions,
as well as the values and temperature dependences of
the dielectric parameters of SrTiO3, is due to the differ-
ence in the impurity and stoichiometric compositions
of the crystals studied. Previous investigations [13–16]
showed the presence of Ti3+ ions in Ti4+ sites in most
nominally undoped and in almost all impurity SrTiO3
single crystals, which significantly affects the dielec-
tric, electric, and spectral characteristics of SrTiO3

[4, 9, 13, 14]. The transition of up to 20% of Ti4+ ions
to the Ti3+ state with the 3d1 configuration, which was
observed for a number of SrTiO3 single crystals, is
caused by the violation of stoichiometry of these sam-
ples with respect to titanium, strontium, and first of all,
oxygen during crystal growth [3, 13, 14].
004 MAIK “Nauka/Interperiodica”
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An increase in the concentration of point defects,
both oxygen vacancies and Ti3+ ions, as well as the for-
mation of macrodefects (blue color and notching [13]),
leads to changes in the dielectric and spectral character-
istics of strontium titanium in a wide temperature
range. Due to the changes in the ratios Sr : Ti and
Sr : Ti : O (the violation of stoichiometry) caused by an
increase in the concentration of Ti ions with decreasing
concentrations of strontium and oxygen ions and the
corresponding changes in the valence of some fraction
of Ti ions, the lattice constant decreases and the sample
density increases. Such radical changes in the crystal
structure lead to a decrease in the refractive index and
the appearance of birefringence in SrTiO3 crystals
(which have the cubic structure [16–18]). For example,
for ultrapure crystals, the density ρ = 4.97 g/cm3 and the
refractive index n = 2.409 (at λ = 589 nm), whereas, for
blue-colored SrTiO3 crystals, ρ = 5.16 g/cm3 and n =
2.389 (at the same wavelength) [17, 18]. On going from
the ultrapure to blue-colored crystals, the lattice con-
stant a decreases from 3.9051 to 3. 9002 Å, which also
indicates significant changes in the crystal lattice of
SrTiO3.

Unstable color centers and violation of stoichiome-
try also play an important role when the crystal struc-
ture differs significantly from cubic. For example, the
permittivity ε0 may vary from sample to sample from a
few to 360 ± 5 at T = 300 K [3, 8, 9].

The anomaly in the high-frequency dielectric prop-
erties and ESR spectra of impurity crystals at T = 100–
120 K and the birefringence revealed in both impurity
and a number of nominally undoped SrTiO3 single
crystals [8, 19, 20] confirm the significant effect of the
structural quality of crystals on their dielectric parame-
ters. We should also note the change in the intensity of
the absorption and luminescence bands of impurity
SrTiO3 single crystals due to the low-temperature expo-
sure (at T = 77 K for 600–1200 s) [8, 19, 20], which
indicates nonconventional mechanisms of energy and
charge transfer in SrTiO3. At the same time, no partic-
ular changes have been revealed in the Raman spectra
of these crystals in a wide temperature range [20].

The temperature dependences ε0(í) and (í)
were measured for some SrTiO3 crystals, both nomi-
nally undoped and doped with iron-group ions (about
10–2 at %), at frequencies of 800 Hz and 1 MHz [8, 9].
The data obtained showed an anomaly in the high- and
low-frequency dielectric properties of the dependences
ε0(í) and (í) for SrTiO3 crystals.

In this study, along with analysis of the dependences
ε0(í) and (í) at T < 300 K for SrTiO3 single crys-
tals doped with iron-group impurities (V, Mn, Fe, Co),
we also investigated the effect of impurity rare earth
ions (REIs), which occupy A (Sr2+) sites in ÄÇé3 , on
the dielectric parameters of SrTiO3 single crystals.

δtan

δtan

δtan
C

OPTICAL-ABSORPTION SPECTRA 
OF IMPURITY SrTiO3 SINGLE CRYSTALS

The SrTiO3 single crystals studied by us previously
were grown by the Verneuil method. They are described
in detail in [3, 8–10, 13]. The pure (reference) samples
were grown from high-purity mixture and the total con-
centration of paramagnetic impurities in these samples
did not exceed 10–5 at %. Nominally pure samples
grown from standard-quality mixture, which, in accor-
dance with the ESR data, contained Cr, Mn, and Fe ions
with the total concentration Cimp ~ 10–2 at %, were also
analyzed in these studies. As the spectral analysis
showed, the content of other impurities (Ca, Mg, and so
on) also did not exceed 10–2 at %. The presence of Ti3+

ions was detected in all the doped samples by the
method of valence shifts of X-ray lines [10, 11].

The samples doped with iron-group ions (V, Mn, Fe,
Co) with concentrations from 1.2 × 10–2 to 5 × 10–1 at %,
along with the activator, contained unintentional impu-
rity ions of Cr, Ca, and Mg with a total concentration of
about 10–2 at %.

According to the data of spectral analysis, the impu-
rity concentration in SrTiO3 samples doped with Pr,
Nd, Sm, and Tm ions did not exceed (2–5) × 10–3 at %,
although the initial mixture contained up to 1 at % of
rare earth oxides. Both the ESR measurements and
spectral analysis showed the presence of iron-group
ions (Cr, Fe, Mn) with a concentration of about 10–3 at %
in SrTiO3 : REI crystals.

The samples for optical and dielectric measure-
ments, as well as for X-ray spectroscopic analysis of
stoichiometry and determination of the valence of reg-
ular ions, were shaped as plates about 10 mm in diam-
eter and 0.8–1 mm thick.

The optical spectra of SrTiO3 crystals, nominally
undoped and doped with iron-group ions, were studied
in [13, 21]. The edge of fundamental optical absorption
near 395 nm (Fig. 1) is determined by indirect optical
transitions, in which phonons with the energy Eph =
5.1 × 10–2 eV are involved. Direct optical transitions
begin with the energy E = 4.11 eV [22].

High-purity crystals are transparent to light with
wavelengths up to 7500 nm. Generally, the absorption
spectra of undoped SrTiO3 contain wide bands peaked
at 430 and 520 nm and, in many cases, a band at 620 nm
(Fig. 1) [18–20].

Both the ESR data for Cr, Mn, Fe, and other iron-
group impurities [23, 24] and the results of optical mea-
surements indicate nonisovalent substitution typical of
impurity (Me) ions: Me3+  Ti4+ in SrTiO3 crystals.
At the same time, the ESR spectrum of Cr5+ ions in tet-
rahedral sites of SrTiO3 was studied in [24].

The introduction of 3d ions even with relatively low
concentrations (C < 10–1 at %) leads to a shift of the
optical-absorption edge, which is caused by the charge
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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transfer (Me3+  O2–). As an example, the optical
absorption spectrum of SrTiO3 : Co samples with dif-
ferent dopant concentrations is shown in Fig. 2.
According to the spectral analysis, the samples under
study contained (1.2, 2.5, 6.0) × 10–2 at % Co ions
(Fig. 2, curves 1, 2, 3, respectively). With an increase in
CëÓ, the strong-absorption edge shifts to longer waves.

Cobalt ions, as well as other iron-group ions, occupy
mainly B sites in crystals with perovskite structure.
Analysis of the optical absorption spectra revealed lines
corresponding to Co3+ ions. No characteristic absorp-
tion bands of Co4+ were found. The optical bands of
Co3+ ions were detected at 4.2 K (see inset in Fig. 2).
The positions of these bands correspond to the spec-
trum of trivalent Co ions in the octahedral environment,
which confirms the fact of occupation of B sites by 3d
ions in SrTiO3. Note that the optical spectrum of doped
SrTiO3 crystals also contains absorption bands of dif-
ferent intensities peaked at 430 and 520 nm (and, for
some samples, a band peaked at 620 nm).

Samples of SrTiO3 : Mn contained 0.05–0.1 at %
Mn ions with the background of Fe3+ (CFe ~ 10–3 at %)
and Cr3+ (CCr ~ 10–4 at %) ions. The total concentration
of other impurities did not exceed 10–2 at %. The
method of valence shifts of X-ray lines showed the
presence of Ti3+ ions in these samples [13, 14]. The
absorption spectrum of SrTiO3 : Mn crystals contains
characteristic bands of Mn3+ ions in octahedral sites
[25]. In accordance with the ESR data, these samples
contained Mn4+ and Mn2+ ions with relatively small and
unequal concentrations. As in the case of Co-doped
crystals, absorption bands peaked at 430 and 520 nm
were also detected.

SrTiO3 : Fe : V crystals were grown under somewhat
varied conditions. According to the ESR data, they con-
tained from 8 × 10–2 to 10–1 at % Fe3+ ions and, accord-
ing to the results of chemical analysis, 10–1 at % V ions.
Note that anomalous ESR spectra and nonlinear optical
properties were observed for these crystals at tempera-
tures below 105 K [18–20]. SrTiO3 : Fe : V crystals con-
tained Fe3+ ions in octahedral and tetrahedral sites [19].

SrTiO3 samples doped with Fe ions differed from
those containing iron as an associated impurity by the
ratio of the intensities of ESR signals from Fe3+ ions
with the tetragonal and cubic environmental symmetry.

The parameter x = / , introduced previously
[19], contains information on the sample stoichiometry.
The values of x for the crystals under investigation
ranged from 0.001 to 0.22. The largest value, x = 0.22,
was obtained for SrTiO3 : Fe : V samples. The smallest
value, x = 0.001, was observed for nominally undoped
samples after oxidation annealing. The increase in x
indicates that the concentration of oxygen vacancies
increases, which can be used to evaluate the sample sto-
ichiometry.

Fetetra
3+ Feocto

3+
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Rare earth ions in ABO3 crystals generally occupy A
positions and, most often, form the electronic states
REI2+ and REI3+ (the state REI4+ is much more rare). In
accordance with the data of [26], the ionic radii of ions
in the state REI2+, in particular, Sm2+ and Tm2+ ions, are
fairly close to that of Sr2+. The optical-absorption spec-
tra of SrTiO3 : REI crystals are shown in Fig. 3. These
spectra contain mainly strong bands peaked at 430 and
520 nm, which are observed for nominally undoped
samples and for crystals doped with iron-group ions
and are related to the violation of stoichiometry.
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Fig. 1. Optical-absorption spectra of SrTiO3 single crystals:
(1) a reference sample and (2) a sample with violated sto-
ichiometry [18].
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crystals with the dopant concentration CëÓ = (1) 1.2 × 10–3,
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spectrum of sample 3 at T = 4.2 K.
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The data on the parameters of undoped and doped
crystals are summarized in the table. It is noteworthy
that the REI-doped samples had high conductivity,
which hindered their study by the ESR method.

TEMPERATURE DEPENDENCE 
OF THE DIELECTRIC PARAMETERS 

OF SrTiO3 SINGLE CRYSTALS

The temperature dependences of the dielectric
parameters ε0(í) and (í) were measured in vac-
uum with a residual pressure of 10–5 Torr at a frequency
of 1 MHz in the temperature range 10–300 K. We used

δtan
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Fig. 3. Optical-absorption spectra of SrTiO3 single crystals
doped with (1) Sm, (2) Pr, (3) Nd, and (4) Tm.
C

an RLC meter Type HP4271B with a 75D bridge
(Boonton Electronics Model). Samples were cooled to
10 K; the temperature and scan parameters were moni-
tored by a 22c-Kriodin instrument (Lake Shore Cry-
otronics, Inc.). The relative error in determining the
dielectric parameters was 1–5%; the error in determin-
ing T ranged from 0.2 to 0.5 K.

The dependences ε0(í) and (í) were measured
upon cooling and heating samples. Temperature was
varied with a step of 0.1–1.0 K (depending on the tem-
perature interval) from 300 to 10 K with subsequent
heating from 10 to 300 K. The experimental technique
is described in detail in [19]. The temperature depen-
dence of the low-frequency permittivity of SrTiO3 at
temperatures far from íë is described with good accu-
racy by formula (1). At the same time, it is well known
that the dependence ε0(í) does not change in steplike
manner at í  íë. Some anomaly in the dependence
ε0(í) is observed at temperatures below 50 K, which is
quite consistent with the data obtained for
Sr1 − xPb(Ba)xTiO3 solid solutions [5, 6].

The temperature dependence (T) of the samples
under study at a frequency of 1 MHz (Fig. 4) confirms

the above considerations. The dependences (í) for
an undoped crystal and for SrTiO3 : Mn (a similar
dependence was also obtained for SrTiO3 : Co) have an
inflection in the vicinity of the structural phase transi-
tion at T = 107–112 K (Fig. 4, curves 1, 2). Note that the
values of TC and C for the samples under study are
somewhat different. For pure and Ni-doped samples,
TC = 108 ± 1 and 111 ± 2 K, respectively. The constant
C is minimum for pure samples in the tetragonal phase
(C = 0.99 × 105 K). The values of C are large for Mn-
and Fe-doped SrTiO3 crystals (C = 3.3 × 105 and 3.56 ×
105 K, respectively). Crystals in the high-temperature
phase are also characterized by different values of C;
the largest value is observed for SrTiO3 : V : Fe samples
(C = 4.56 × 105 K). For undoped and Mn-doped sam-

δtan

ε0
–1

ε0
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Main properties of SrTiO3 single crystals

 Properties
Crystal

Cimp, at % ε Positions of the maxima 
of absorption bands, nm C, 104 K Sr/Ti,

arb. units

SrTiO3 (reference) 10–5 360 – 9.9 1.00 –

SrTiO3 (nominally undoped) 10–3 280 430, 520 15.0 0.98 5 ± 2
SrTiO3 (blue-colored) 10–3 120 430, 520 – 0.80 25 ± 6
SrTiO3 : Co 10–2 220 430, 520 37.0 0.85 12 ± 5
SrTiO3 : Fe : V 10–2 220 430, 520, 620 45.6 0.82 20 ± 6
SrTiO3 : Mn 10–2 220 430, 520 33.0 0.86 15 ± 5
SrTiO3 : Sm 10–2 200 430, 520, 620 41.0 0.82 20 ± 6
SrTiO3 : Nd 10–2 200 430, 520, 620 40.0 0.80 18 ± 6
SrTiO3 : Tm 10–2 200 430, 520, 620 43.0 0.86 15 ± 6

C
Ti3+, %
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ples, C = 1.33 × 105 and 3.49 × 105 K, respectively. The
corresponding data for the constant C are listed in the
table.

At the same time, it is obvious that a change in the
behavior of the dependence ε0(í), which is related to
the structural phase transition, is observed at TC = 109 ±
3 K for pure SrTiO3 crystals and crystals doped with
iron-group ions. This fact is in complete agreement

with the data in the literature. The dependence (í)
for SrTiO3 : Fe : V shows several inflection points at
190, 145, 90, 75, 60, and 35 K. The presence of inflec-
tions in this dependence is partially confirmed by the
temperature dependence (í) (Fig. 5). The change
in the behavior of the dependence (í) can be
clearly seen at T = 108 ± 3 K. At the same time, singular
points can also be observed in Fig. 4 at 90 and 60 K.

For Mn-doped samples, the phase transition is
somehow extended, without a pronounced inflection
point. This point can be determined only by mathemat-
ical processing of the curve, which yields a somewhat
higher value of the phase-transition temperature.

The introduction of iron-group ions, which gener-
ally have the electronic state Me3+, may result in
smoothing the function ε0(í) and the phase-transition
parameters, as in the case of SrTiO3 : Co or SrTiO3 : Mn
samples. However, in the samples grown under certain
conditions, for example, in SrTiO3 : Fe : V crystals,
anomaly of dielectric properties with kinks in the tem-
perature dependence may exist. These kinks may be
due to multiple microphase transitions. The exponential
dependence ε0(í) at low T may be related to the ferro-
electric phase transition in impurity crystals at T ~
10 K. We should also note the anomalous dependence
ε0(í) for SrTiO3 : Fe : V crystals in the paraelectric
phase at a frequency of 800 Hz: with a decrease in tem-
perature up to T  150 K, the value of ε0(í)

ε0
–1

δtan
δtan
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T, K
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Fig. 4. Temperature dependences  for SrTiO3 single
crystals: (1) nominally undoped SrTiO3, (2) SrTiO3 : Mn,
and (3) SrTiO3 : Fe : V.

ε0
–1
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decreases, whereas, in accordance with the classical
approach, ε0(í) should increase in this temperature
range. In a repeated experiment, this anomaly vanished
(ε0(í) increases at T  150 K). After annealing in air
at T = 600 K for ~3 h, the crystal undergoes a transition
into the initial state. The anomaly of the temperature
dependences ε0(í) and (í) found by us is in com-
plete agreement with the results of optical experiments
[17−20].

As an example of temperature dependence ε0(í) for
crystals doped with rare earth ions, Fig. 6 shows the
corresponding curve for Tu-doped SrTiO3, which cor-
responds to a large extent to the data for strontium titan-
ate doped with iron-group ions. A similar dependence
was obtained for SrTiO3 : Sm. Note that an anomalous
dependence ε0(í) was observed for Pr- and Nd-doped
SrTiO3. This fact requires performing another (inde-
pendent) check.

RESULTS AND DISCUSSION

One of the reasons for the inflections in the depen-
dences ε0(í) and (í) can be the mosaicity of crys-
tals and the presence of blocks of different stoichiomet-
ric composition. This suggestion is confirmed by the
aforementioned data on different concentrations of Fe3+

ions in tetrahedral sites, as well as the data on different
concentrations of Ti3+ ions in the samples under study.
The noted distinctions lead to the difference in the con-
centrations of oxygen vacancies and the unit-cell sizes.

Some microphase transitions responsible for the
anomalous temperature behavior of the dielectric
parameters may be caused by the reorientation of the
dipole moments upon metastable ordering of defects of
the strontium titanate structure, which was studied in
[13, 17, 23]. This suggestion is confirmed by the disap-
pearance of the anomalous dependence ε0(í) in the

δtan
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Fig. 5. Temperature dependence  for SrTiO3 : Fe : V
samples (1) before and (2) after low-temperature treatment.
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paraelectric phase at a frequency of 800 Hz, which
occurs when the cycle of measurements is repeated [8].
We suggest that another reason for the existence of
multiple microphase transitions or the extended phase
transition is the local distortions of the structure. The
presence of structural defects of the Ti3+ type, oxygen

vacancies , complexes and clusters of the types

Ti3+–  and Ti3+–Ti3+/Sr2+–  (clusters with Ti3+

ions in Sr2+ sites) leads to significant differences in the
conditions under which the phase transition occurs.

The anomalous increase in the values of ε0(í) at T <
100 K for SrTiO3 : Fe:V crystals may account for the
existence of the ferroelectric phase transition at temper-
atures below 10 K and confirms the existence of an effi-
cient mechanism of changing the dielectric characteris-
tics of single crystals upon changing the crystal-growth
conditions.

As was shown in [13, 14, 16, 17], a shortage of oxy-
gen ions is observed in most SrTiO3 crystals. The color
of crystals with a shortage of oxygen varies from light
yellow to dark blue, and, in all the samples studied, Ti3+

ions were detected, which give rise to the absorption
bands at 430 and 520 nm. It is noteworthy that the sam-
ples of the high-temperature modification of rutile
TiO2, in which titanium ions can also be in the Ti4+

state, acquire a blue color under certain conditions.
This phenomenon is related to the violation of stoichi-
ometry of the samples. We studied colorless and blue-
colored samples, whose optical-absorption spectra con-
tained strong bands peaked at 500 and 660 nm with the
ratios K(500 nm)/K(660 nm) equal to 0.8/0.95 [14].

CONCLUSIONS

Complex analysis of the results of studying the
ESR, Raman, absorption, and luminescence spectra
and the dielectric parameters of SrTiO3 crystals allows
us to conclude that, in the range of studied concentra-
tions (C < 10–1 at %) of iron-group ions, which occupy

VO
2–

VO
2– VO

2–

250

50
200

100 150 200 250
T, K

300

350

400

ε0

1

2

Fig. 6. Temperature dependences ε0(T) for SrTiO3 : Tm
samples, obtained upon (1) heating and (2) cooling.
C

B sites (Ti4+) in the lattice of the ABO3 type, the anom-
alies observed are determined mainly by the formation
of impurity defects and d subbands (Ti3+) in the band
gap of strontium titanate and are related to the corre-
sponding changes in the electronic structure of the host
rather than to the changes in the polarization properties
of SrTiO3. Apparently, the introduction of rare earth
ions into A sites of SrTiO3 (in our case, Sm and
Tm ions) does not significantly affect the polarization
properties of crystals, but, changing the conditions of
crystallization, it leads to the violation of stoichiometry
to a larger extent than in the case of the introduction of
iron-group ions. Obviously, the violation of stoichiom-
etry should result in significant changes in the polariza-
tion properties of strontium titanate.
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Abstract—Probe force microscopy continues growing in popularity as a method for studying surfaces of solids
and control over crystals and thin films that are grown on various scientific and industrial setups. New modifi-
cations of the method increase the possibilities for recording various characteristics of the objects studied. An
important role here is played by “electrical” force microscopy, the various modifications and practical applica-
tions of which are considered below, as well as the results obtained by this method. © 2004 MAIK
“Nauka/Interperiodica”.
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INTRODUCTION

Since the construction of the first atomic force
microscope [1], this new method of imaging surfaces
has actively been used in various fields of research. The
method itself is also rapidly developing and forms the
basis for the development of a number of new scanning
force techniques.

A microscope probe (elastic cantilever with a fine
tip end), moving close to the sample surface, is under
the action of various forces. Depending on the material
of the probe (conducting or nonconducting, magnetic
or nonmagnetic) and the tip–surface distance, these
forces influence the probe motion to different extents.
This fact is promising for point-to-point recording of
the changes in the acting forces, with each of them con-
taining some specific information on the properties of
the object. The possibility of extracting the necessary
information at each point of the object is provided by
the unique system of probe motion with respect to a
sample (a piezoelectric ceramic manipulator originally
designed for a scanning tunneling microscope ensures
the motion on a scale of thousandths of nanometer), the
use of superminiaturized probes (100–400-µm-long
1063-7745/04/4903- $26.00 © 20476
cantilevers with about 3 × 30-µm-cross sections and
15–20-µm-long tips with an apex diameter of about
several nanometers) and the system of optical detection
of cantilever deflection (sensitivity of the laser interfer-
ometers is of the order of 10–5 nm Hz–1/2).

1. FROM IMAGING SURFACES TO PRECISION 
MEASUREMENTS

The first similar images were obtained with the aid
of “magnetic forces”—using a tip prepared from a
magnetic material, Martin and Wickramasinghe [2] and
Saénz et al. [3] managed to visualize the domain struc-
ture of surfaces [2, 3]. This gave an impetus to theore-
ticians for developing the theory of the new method [4–
7]. Electrostatic forces also attracted the attention of
researchers and, first and foremost, of experimenters
[8–12]. This brings up the question whether it is possi-
ble to use various physical effects and measure locally
defined parameters by scanning objects and, finally,
obtain the distribution of thus measured physical quan-
tities over the surface. Earlier, microscopists tried to
extract information on surface relief from the data on
the variation of a certain physical quantity along the
surface (as in the first modification of a scanning capac-
itance microscope [13]). Now, it has become possible to
measure a certain quantity and, at the same time, to
study the surface topography. As a result, the precision
methods for local determination of various physical
parameters were developed on the basis of atomic force
microscopy (AFM). These methods allowed one to
compare the surface distributions of physical parame-
ters with the observed morphological characteristics.
004 MAIK “Nauka/Interperiodica”
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Today, the “magnetic images” mentioned above are
studied by magnetic force microscopy [14]. We con-
centrate our attention on the study of only electric char-
acteristics. We would like to stipulate that the quantities
measured can have different degrees of locality, in other
words, they can relate to surface regions having differ-
ent areas. As will be shown later, the “locality” of the
electrostatic potential set at each point of the space is
determined by certain basic methodological restric-
tions. The contributions to the capacitance, a character-
istic of the whole probe–sample system, come from all
the regions of the surface, but these contributions
decrease approximately inversely proportionally to the
distance of the region from the point of the probe loca-
tion [15]. The information contained in the differential
capacitance (the change in the capacitance with the
change in the probe–surface distance) is even more
local [16]. Therefore, the local capacitance of the sam-
ple (understood here as the capacitance measured when
the probe is located at a given point) can closely char-
acterize the surface region closest to the probe.

The knowledge of the surface electric-potential dis-
tribution is important for studying different objects—
from semiconductors to biological samples. It is the
potential value that is the bridge that allows one to
relate various observable properties to the local compo-
sition and structure of the samples. The widespread
method of measuring a local potential with the aid of an
electron beam has a rather low spatial resolution
(~100 nm) and a poor voltage resolution (hundreds of
millivolts) [17]; moreover, the method is destructive. A
nanometer resolution is attained by using potentiome-
try based on scanning tunneling microscopy [18, 19].
However, it is required that the tunneling current flow
through the sample, which limits the objects that can be
studied by this method only to conducting samples. The
AFM modification that allows one to measure electro-
static potentials removes the limits associated with the
sample resistance and allows one to study nonconduct-
ing samples, which is very important, in particular, for
microcircuits with dielectric layers and conducting ele-
ments whose surfaces are often strongly oxidized.

In the AFM modifications oriented to studies of
electric properties, scanning is usually performed in the
noncontact mode (although there is also a dynamic con-
tact modification of the method) with the use of con-
ducting cantilevers and probe tips and a low voltage
applied between the tip and the sample. This voltage
can be applied to the sample if the tip is grounded or,
vice versa, to the tip if the sample is grounded. These
two configurations require the use of different schemes
of the tip–bimorph separation but yield equivalent
results [20]. In the vicinity of the sample surface, the tip
is subjected to the action of various forces—electro-
static, van der Waals, and capillary forces (if the surface
is coated with a mobile adsorption layer) and also to the
counteracting elasticity force from the cantilever.
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
We do not consider here the particular situations of
capillary forces associated with the presence of a liquid
(the interactions in the presence of a liquid on a neutral
surface are discussed in [21] and those on a charged
surface in [22]). Van der Waals forces and electrostatic
interactions are observed in all the cases. It is possible
to state that a “visiting card” of any force should indi-
cate not only its absolute value but also the dependence
of this value on the distance between the objects. In the
theoretical analysis of electrostatic interactions, the
tip–surface system was first modeled by a sphere of
radius R spaced by a distance d from a planar conduct-
ing surface (or even by a conventional plane-parallel
capacitor) [8, 9, 11, 23]. The first model predicts that
the attraction force will be proportional to R/d for dis-
tances d ! R and proportional to (R/d)2 for larger dis-
tances. Taking into account the elongated shape of the
tip represented as a cone of a length L with the rounded
“apex” of a radius R (Fig. 1), we arrive at a weaker law
of force decrease: at L @ d @ R, this decrease is propor-
tional to ln(L/4d), which reflects the contribution of the
macroscopic part of the tip to the tip–surface interac-
tion [24]. At small distances d ≤ R, the main interaction
is that between the tip apex and the surface, and we
arrive again at a dependence inversely proportional
with respect to d [24, 25]. It should be emphasized that
a similar theoretical consideration was first made for
the tip interaction with the conducting surface of the
sample [24, 26–28], and, only recently, the influence of
the geometric parameters of the tip on the forces acting
between the tip and the dielectric sample taken into
account [25, 29]. Numerical computations by the gen-
eralized image-charge method and the analytical
expressions obtained for the limiting cases allowed one
to establish the differences. For conducting samples,
the main part is played by the absolute value of the apex
radius, whereas, for dielectric samples, the force is
affected by the tip shape and the height of the tip apex
above the surface but not by the tip size (in the limit,
d  0).

The allowance made for the electrostatic cantilever–
sample interaction under the conditions of an AFM
experiment shows that the contribution to the force is
practically independent of the distance d [27, 30]. How-
ever, as the computations for the system “macroscopic
cantilever–mesoscopic tip (truncated cone)–tip apex
(of the nanometer dimension)” [30] show, it is this
interaction that dominates at d ≥ 5 nm. Therefore, the
efficient sample area participating in the interaction
considerably increases. To reduce the influence of the
cantilever, one must thoroughly select the geometric
parameters and use a nonconducting cantilever with a
deposited narrow contact strip. It is much easier to sup-
press the cantilever contribution by measuring not the
force but its gradients, because the latter are determined
practically by the interaction with the tip apex alone
[30].

The tip geometry also influences the van der Waals
force, but to a lesser degree, so that under the conditions



 

478

        

SOROKINA, TOLSTIKHINA

                                            
of the AFM experiment, the corrections are negligible
[24]. At distances of an order of nanometers conven-
tional for measurements of electric characteristics, the
electrostatic attraction force exceeds the van der Waals
force [8, 24]. This is clearly seen from measurements
on graphite samples under various applied voltages,
including the zero voltage [24]. Moreover, selective
recording is also facilitated by the use of modulation
methods. Nevertheless, because of the parallel topo-
graphic and electric measurements, the separation of
the contributions due to these forces is still rather
important [31–34]. Experimental data [24] also show
that the interaction decreases with the distance from the
surface rather slowly, in other words, the contribution
of the macroscopic effects becomes rather important. A
very important parameter in this case is tip-apex radius.
The value of R directly affects the spatial resolution
when studying electrostatic forces: as is shown in [35],

at d ! R, the spatial resolution is proportional to .
The methodological errors associated with the tip shape
will be discussed somewhat later. Here, we consider the
principle underlying the method.

dR

θ

R

L

d
z

y

x0

Fig. 1. Model of a cantilever tip and its geometric character-
istics R, L, and θ used in calculations.
C

2. THE PRINCIPLE UNDERLYING 
MEASUREMENTS OF ELECTRIC PARAMETERS

Electrostatic force can directly be determined after
singling out its contribution to the cantilever deflection
measured by an interferometer and with the use of the
experimental dependence of the cantilever deflection
on the tip height above the surface [36]. However, it is
more efficient to determine the force gradient from a
decrease in the amplitude of cantilever oscillations in
the tapping mode with its approach to the surface,
which is related to the resonance-frequency shift under
the action of electrostatic forces [8].1 It is this method
that allows one to attain the atomic resolution [38, 39].
Another variant of force determination proceeds from
the amplitude of cantilever oscillations under the
applied periodic voltage between the cantilever and the
sample [8]. If the applied-voltage frequency coincides
with the resonance frequency of free oscillations of the
cantilever, the amplitude is proportional to the electro-
static-force spectral component at the given frequency
[40]. The formulas relating the amplitude of cantilever
oscillations to the electrostatic force (or its gradient)
and the system parameters for various types of probe
and sample motion with respect to one another can be
found in Chapter 11 [40]. In terms of capacitance, the
most important of these parameters, the probe–sample
system, is modeled by a flat capacitor or a sphere above
the plane. The formulas are derived for the voltage
applied between a conducting sample and a cantilever
whose components are a constant bias and a harmonic
component. A possible surface charge (if a sample is
coated with a dielectric film) is also taken into account.
The oscillations are considered not only at the reso-
nance frequency but also at the frequency correspond-
ing to the maximum steepness of the resonance curve.
In principle, this allows one to determine the surface
potential (the corresponding formula in [40] is given
only in relative units), but the corresponding procedure
is far from simple. It is not accidental that, although this
possibility was considered in [8], no quantitative inter-
pretation of the images in the potential units was made.
Happily, as will be seen later, there exists a method for
direct measuring the potential.

The general expression for the electrostatic force of
interaction between the tip and the sample can be
derived using the method of virtual work. One has to
consider the work done by the given force at infinitesi-
mal displacement δz of the tip along the z axis normal
to the sample surface and, then, to differentiate the
expression thus obtained with respect to this coordi-
nate. If both sample and probe are connected to an
external voltage source, the derivation should be per-
formed at a constant potential. Then, the force F acting
between the conducting probe and the sample is:

F = –1/2V2∂C/∂z, (1)

1 The detailed consideration of dynamic noncontact AFM modes is
made elsewhere [37].
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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where C is the capacitance of the probe–sample system
and V is the potential difference between the probe and
the sample, the contribution to which comes not only
from the applied voltage Vapp but also from the contact
potential difference VCPD, V = Vapp + VCPD.

It should be remembered that the latter difference
arises when two solids with different work functions
are brought into electrical contact. In turn, the work
function is the work spent on the transfer of an electron
from the Fermi level of a solid into a vacuum. In the
case of a contact, some electrons pass from the body
with the lower work function Φs into the body with the
higher work function Φm. Then, the first body acquires
a positive charge, whereas the second acquires a nega-
tive one, and a field hindering further transitions arises.
The thermodynamic equilibrium is attained when the
electrochemical potentials of both bodies become

equal, i.e., when  = Φm – Φs. The attraction force
between such bodies also exists without external volt-
age because of different potential energies at a vacuum
level at both surfaces, F = – ∂Φvac/∂z. In other words,
within an accuracy of the coefficient equal to the elec-
tron charge and with due correction for the origin, the
work function is the measure of the surface potential
sought.

The work function, being determined, to a large
degree, by a double electric layer at the solid boundary,
is very sensitive to the state of the surface. It depends
not only on the material but also on the crystallographic
orientation of the surface and is considerably changed
in the presence of either an oxide layer or adsorbed
atoms. The work function is sensitive even to the states
of adsorbed atoms. Therefore, the work function varies
from one portion of a clean polycrystal surface to
another (the regions possessing constant work func-
tions are called patches), so that, in the vicinity of the
surface, a certain field of patches is formed. Thus, the
real situation is rather complicated. However, one also
encounters considerable difficulties when modeling
even rather simple situations.

Band diagrams in Fig. 2 illustrate the formation of
the contact potential difference between metal and
semiconductor samples with the front surfaces located
at different distances, whereas their back surfaces are
electrically connected. It is clearly seen that the situa-
tions for these materials are quite different: because of
a high metal conductivity, the whole charge may be
considered concentrated at the surface. In semiconduc-
tors having considerably lower carrier concentrations,
the charged region extends into the bulk. With a
decrease in the distance between the front surfaces, the
thickness of the charged layer increases, and an ever-
increasing fraction of VCPD would correspond to the
region of the bulk charge, and an ever-decreasing frac-
tion, to the vacuum gap (Fig. 2). The same is true for the
distribution of the external voltage applied between the
tip and the sample—at the given Vapp value, the poten-

eVCPD
sm
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
tial of the semiconductor surface depends on the sam-
ple–tip distance. Therefore, strictly speaking, Eq. (1)
describing the force is valid only for conducting probes
and samples. If a probe or a sample is a semiconductor
(in studies of semiconductor materials or the use of sil-
icon cantilevers), one must take into account the fact
that the probe–sample capacitance stops being passive
and starts depending on voltage. The problem becomes
even more complicated if one takes into account the
surface states, which can considerably influence band
bending at the surface of a semiconductor.

This fact has not passed unnoticed. Electrostatic
interactions with the participation of semiconductor
objects were analyzed theoretically with the invocation
of method of images. The corresponding electrostatic
problems were considered for a point charge above a
semiconductor surface [41] and also for the simplest
model of two flat metal and semiconductor plates [42].
If the distance between the objects is on the order of the
thickness of the bulk-charge layer, some specific fea-
tures are observed. The force depends on the distance
differently than in the case of two interacting conduc-
tors. It was established [42] that this effect manifests
itself differently for different states of the subsurface
region (in this region, depending on the voltage applied,
either the enrichment, depletion, or inversion mode can
be observed). At distances less than several depleted-
layer thicknesses, the force depends on distance and
voltage differently than in the case of two metal objects.
The deviation from a quadratic increase in force with an
applied voltage (characteristic of interaction of conduc-
tors) was also observed in [43]. The interaction force
was calculated for the system “metal probe–n-type
semiconductor (Si) coated with an oxide layer of the
given thickness” also in the plane-parallel geometry. At
the positive polarity of the applied constant voltage cor-
responding to an increase in the majority-carrier con-
centration close to the surface, the force remains pro-

portional to . At a considerable negative bias, the
inflow of minority carriers results in the inversion of the
conductivity type in the subsurface region and the
F(Vapp) dependence asymptotically tends to a parabola.
However, at low negative values, Vapp ~ (–1)–(–2), in
the depletion mode, the force increases with an increase
in bias more slowly because of the effect of the positive
charge of impurity atoms that remained uncompensated
after the pushing-away of majority carriers from the
subsurface region. This tendency is the more pro-
nounced the closer the probe to the surface and the
lower the donor concentration. Therefore, for moder-
ately doped semiconductors, the influence of the space
charge should be taken into account. However, as
shown in [42, 44], heavily doped Si cantilevers can be
regarded as metal ones.

Nevertheless, in practical studies, the above effects
have not been not taken into account as yet, and the cal-
culations are still based on Eq. (1), even for semicon-
ductor samples [45]. Only when studying dielectrics

V app
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does one usually take into account an additional electri-
cal field induced by surface charges and introduce into
the force the corresponding contribution expressed in
terms of σ (surface charge density) [12, 33, 36, 45, 46].
An alternative approach is the use of the Born approxi-
mation of the perturbation theory for the allowance for
the force in the case where the field is distorted by a sur-
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Fig. 2. Illustrating the formation of a contact potential dif-
ference VCPD in the system metal–n-type semiconductor
(the work function of the metal is higher than that of the
semiconductor, Φm > Φs). Notation of band diagrams: EFm
is the Fermi level in the metal, EFs is the Fermi level in the
semiconductor, Ec is the conduction-band bottom, Ev is the
valence-band top, Eg is the band gap, and χs is the electron
affinity of the semiconductor. (a) No contact between the
metal and semiconductor, (b) electric contact between the
metal and semiconductor spaced by a considerable distance,
and (c) the objects are almost in contact with one another.
C

face charge [47]. In fact, in this case σ itself becomes
the main object of the study. However, we return back
to initial Eq. (1).

Modulating the applied voltage Vapp = VDC +
VACsinωt, one can represent force (1) as a sum of three
components:
the constant force,

FDC = –1/2∂C/∂z{(VCPD + VDC)2 + 1/2 }, (2)

the force varying with the fundamental frequency ω
(the first harmonic),

(3)

and one more harmonic force varying with a double fre-
quency (the second harmonic),

(4)

It is seen that the last component depends only on
the probe–sample capacitance ∂C/∂z, whereas the force
Fω also contains the information on the contact poten-
tial difference. These quantities can be determined by
measuring the oscillation characteristics of the cantile-
ver under the action of these periodic forces. If the can-
tilever moves in the oscillation mode for the topo-
graphic measurements, then the third spectral compo-
nent is observed at the frequency ωr. In principle, the
heterodyne interferometer allows one to record the can-
tilever deflections at several frequencies simulta-
neously [20] if the frequencies of the corresponding
signals are sufficiently separated, as in Fig. 3. Figure 3
shows the frequency spectrum of cantilever oscillations
[48]: similar to the tapping mode in AFM, the signal at
the free-motion resonance frequency ω is used to per-
form the topography measurements, whereas the fre-
quency ω of the modulating electric signal is selected in
such a way that both this frequency and the second har-
monic are outside the resonance frequency band.
Strictly speaking, because of the nonlinear nature of the
cantilever–surface interaction, the free oscillations of
the cantilever are anharmonic [49, 50], whereas the
contribution of higher harmonics is negligible [51] and,
in this case, can be ignored. The block-diagram of a
modern multifunctional-type setup [48], which enables
one to use the possibilities of the so-called electrostatic
force microscopy, is shown in Fig. 4. However,
researchers often use more specialized apparatus for
measuring a potential or a capacitance. In the first case,
it is scanning Kelvin probe microscopy; in the second
scanning capacitance microscopy. After making some
preliminary remarks, we consider the characteristics of
both methods.

Since the methods discussed are rather new, both the
terminology and the technical characteristics of the set-
ups used are somewhat inconsistent. Thus, the parame-
ters of the oscillating probe systems can considerably
differ. As a rule, the cantilevers used are rather rigid and
have the spring constant k ranging from several new-

V AC
2

Fω ∂C/∂z VCPD VDC+( )V AC ωtsin–=

=  F1 ωt,sin

F2ω 1/4∂C/∂zV AC
2

2ωtcos F2 2ωt.cos= =
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Fig. 3. Cantilever frequency spectrum with a resonance frequency of 60 kHz measured with the aid of a lock-in amplifier at a con-
stant bias voltage of 0.5 V and a.c. frequency of 21 kHz (in the absence of feedback compensating the contact potential difference)
[48].
tons to several tens of newtons per meter (most often,
20–30 N/m) and are prepared from heavily doped sili-
con or, sometimes, also from Si3N4 (with a conducting
coating) or tungsten. For attaining a higher conductiv-
ity, silicon cantilevers may be coated with Au, Co, Cr,
or PtIr layers. Unfortunately, these layers are rapidly
worn out in air [52]; pure silicon is rapidly oxidized.
Comparing the stability of potential images obtained
with the aid of silicon cantilevers coated and not coated
with a metal favors uncoated cantilevers [53]. It seems
that it is better to increase the cantilever conductivity by
depositing onto it (chemical vapor deposition) boron-
doped thin diamond films. Such coatings may also be
used for measuring currents in the contact mode [54].
Similar cantilevers were also used in studies by scan-
ning Kelvin microscopy [55]. The apex radius R usually
lies within 5–40 nm, whereas the conventional oscilla-
tion amplitude lies within 10–20 nm. The requirements
for tips set by the problems of “electric” AFM and the
comparative analysis of the tip quality, including the
quality of diamond tips, can be found in [56]. The Q
values of cantilevers as oscillating systems do not
exceed 100–200 in air, but, in vacuum, they increase up
to 1000–2000 [57] and even higher (in [31], the Q fac-
tor attains a value of 38 000). A better design could have
increased the Q values further, but it is not justified
because of narrowing of the bandwidth of the system
and an increase in the response time [58]. The free-
motion resonance frequencies f0 of the cantilevers
range from tens to hundreds of kilohertz. Proceeding
from various considerations, the frequency ω of the
modulating voltage can be chosen to be the first and the
second resonance frequencies or a lower frequency (2–
3 kHz or even 300 Hz). The amplitude of a.c. voltage
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
VAC usually varies from tenths of a volt up to several
volts.

Thus, the optimum parameters of the system have
not been established as yet, so that all the experimenters
continue indicating the technical data of their experi-
ments. As to the spatial resolution, some authors indi-
cate the atomic resolution for GaAs(110) [31],
Ag/Si(111) [38, 59], Au/Si(111) [39], and Sb/Si(111)
[60].

3. SCANNING KELVIN PROBE MICROSCOPY

Scanning Kelvin Probe Force Microscopy, abbrevi-
ated in the literature as KPM, SKPM, KPFM, KFM,
and SKFM, inherited its name from the method of mea-
suring a contact potential difference suggested by Lord
Kelvin as far back as 1898. In this method (also called
the method of dynamic capacitor), two samples form a
flat capacitor. The electrically connected plates oscil-
late relative to one another, and the potential difference
between the plates is measured. If the plates are not
charged, the voltage equals zero and remains zero dur-
ing plate oscillations. But if the plates have different
work functions, a charge arises and the capacitance
varying with the distance gives rise to the correspond-
ing change in the voltage. In series switching into the
circuit of a d.c. source, one may select its voltage Vapp
in such a way that it is equal to VCPD but has the oppo-
site sign. Then, the charges at the plates become fully
compensated, and the oscillations of the voltage mea-
sured at the vibrating plates cease, which indicates that,
now, Vapp = VCPD. Thus, determining VCPD in such a way
and knowing the work function of one of the plates (test
plate), one can determine the work function of the sec-
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Fig. 4. Schematic of the experimental setup of a scanning electrostatic force microscope based on a noncontact atomic force micro-
scope with a laser deflection system [48].
ond plate. Of course, the value thus obtained is aver-
aged over the whole surface (as in the traditional
method of determining the work function—the diode or
thermionic method). All attempts to create a micro-
probe based on the Kelvin method gave a spatial reso-
lution much lower than 1 µm because of the problems
associated with measuring the current and existence of
a stray capacitance [61]. Nevertheless, efforts in this
direction are being continued—attempts are being
made to combine the Kelvin method with other tech-
niques, such as measurements of surface photovoltage
and deep-level transient spectroscopy (DLTS) [62, 63].
The accuracy of the determination of the work function
with a microprobe attains a value of 0.1 mV, but the
spatial resolution does not exceed fractions of a milli-
meter. A high spatial resolution can be attained using
photoelectron emission spectroscopy, but the latter is
less sensitive to the work function [64]. And only the
use of the basic system of an atomic force microscope
allows one to obtain high resolution with respect to
both geometric and potentiometric parameters.

Figure 5 illustrates the “compensation idea” for a
probe–sample system [65]. Here, mechanical excita-
tion is changed to electric excitation—applying an
C

alternating voltage VACsinωt, one records the signal
excited by mechanical oscillations of the cantilever
under the action of an electric force. As is seen from
Eq. (3), the selection of the constant voltage component
in such a way that VDC = –VCPD, results in a zero value
of Fω and, therefore, the absence of a signal at the fre-
quency of the first harmonic.

A similar scheme for measuring potentials in AFM
was first used by Weaver and Abraham [66]. Thus, it
became possible to visualize the voltage drop at the
microcircuit (amplifier) resistor with a spatial resolu-
tion of ~50 nm. Weaver and Abraham called their
method atomic force potentiometry [66]. Then, Non-
nenmacher et al. [67] coined the term Kelvin Probe
Force Microscopy. They directly measured the local
work function for deposited Au, Pt, and Pd films with
an accuracy of about 0.1 mV. In both the above works,
it is emphasized that it is possible to perform simulta-
neous “potential” and topographic imaging. The elec-
tric signal was applied at the resonance frequency of the
cantilever, and the topographic images were obtained at
a somewhat higher frequency.

In modern Kelvin probe microscopes, the topo-
graphic images are recorded at frequencies close to res-
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Fig. 5. Illustrating the compensation principle in Kelvin microscopy [65]. (a) Because of a contact potential difference between the
tip and the sample, the electrostatic interaction takes place without application of any voltage (for definiteness, it is assumed that
the tip work function ϕtip exceeds the sample work function ϕsample); (b) an appropriately chosen applied constant voltage decreases
the interaction force to zero; (c) the application of an alternating voltage gives rise to tip oscillations.
onance and the voltage is modulated at the frequency of
the first or second resonance or at a considerably lower
frequency. During the first pass along the given scan
line, the profile is recorded in the tapping mode (the
cantilever oscillations are excited close to the surface
by a bimorph). In this case, the feedback in the control
system of vertical motion maintains a constant ampli-
tude of cantilever oscillations (amplitude modulation)
or a constant shift of its resonance frequency (fre-
quency modulation). Thus, one determines points equi-
distant from the surface (the force gradients at these
points are the same) [58]. Then, the feedback is
switched off, the mechanical excitation of oscillations
is ceased, and the cantilever rises from the sample to a
distance from several to several tens of nanometers (the
so-called lift-mode) and second scanning is performed
at a constant distance (the tip goes along the trajectory,
repeating the profile recorded earlier) but under an
applied voltage VDC + VACsinωt. The new feedback
establishes the bias VDC in such a way that there is no
signal at the frequency ω. The details of the optimum
feedback tuning can be found in [53]. The correspond-
ing VDC values after the sign reversal are the VCPD val-
ues at each point of the line (it should be indicated that,
in a number of studies, another sign convention is
used).

The minimum potential thus measured depends on
the level at which the alternating-voltage-induced oscil-
lations can be separated. It seems that the thermal and
optical noise should contribute to the error of the mea-
sured amplitude of cantilever oscillations. In this case,
the optical noise is negligible [23], and, therefore, the
minimum potential is recorded when the amplitude of
induced cantilever oscillations attains a value on the
order of random thermal fluctuations [67]

(5)

where kB is the Boltzmann constant, T is the tempera-
ture, ε0 is the dielectric constant in vacuum, and B is the
bandwidth. At the parameter values used in [68], the
resolution attains a value of 0.1 mV, i.e., is at the level

Vmin 2kBTkB/π3
Q f 0( )d/ ε0V ACR( ),=
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of earlier studies [67]. However, it seems that it can be
improved by two orders of magnitude by performing
measurements in a sufficiently high vacuum at low tem-
peratures.

In practice, not only the instrumental errors influ-
ence the potential, but also some additional factors
associated with the physics of the phenomenon. It turns
out that the recorded potential ϕmeas depends on such
factors as the tip used, the height of the tip location
above the surface, and the amplitude of the applied
alternating voltage, and the recorded changes may
exceed the expected error. Then, the question arises
why such a situation is possible, how reliable the results
obtained are, and whether they may be compared with
one another and with the data obtained by other inde-
pendent methods.

The simplest factor is the effect of a tip, because one
measures a contact potential difference that strongly
depends on the tip state and the presence there of
defects, oxide layers, contaminations, etc. Thus, in
[69], after the change of the tip, the measured surface
potential of a silicon sample changed by 30–50% (in
some cases, even by 100%) (Fig. 6). Therefore, the
reproducible results can be obtained only in high vac-
uum in order to avoid, at least, adsorption from air.
Such ultra-high vacuum setups (with the residual pres-
sure ≤10–10 mbar) have already been constructed [59,
70], but, in fact, most studies are still performed in air
or, at best, in an atmosphere of dehydrated gas. How-
ever, even high-vacuum experiments cannot guarantee
tip homogeneity: it is most probable that the tip surface
consists of patches—regions having different work
functions (because of steps, nonuniform coating, etc.).
Burnham et al. [71] believe that it is the patches on the
tip and sample that are responsible for the long-range
component of the interaction force acting between the
tip and sample in the case of no applied voltage.

The fields of the sample patches always existing
above the inhomogeneous (with respect to the work
function) surface play an important role in method
accuracy. The mechanism of contrast formation in
SKPM and the method resolution were analyzed theo-
4
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retically on a sample consisting of a set of n ideal con-
ductors with different constant potentials ϕi [72]. The
energy of electrostatic interaction in the tip–surface
system was calculated with due regard for the capaci-
tance coupling between the tip and various patches
(shown in Fig. 7 by capacitance Cit) and the capacitance
coupling between the patches themselves, Cij; then, the
force acting on the tip was determined. Under the con-
ditions of SKPM, the potential ϕDC equals not the exact
value of ϕi for the patch located directly under the tip—
it equals the weighted value averaged over the surface,
where the role of the coefficients is played by the
∂Cit/∂z derivatives:

(6)ϕDC ∂Cit/∂zϕ i

i 1=

n
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Fig. 6. Measured surface potential of ϕ Si(100) surface for
two different tips as a function of the scanning parameter
(the height d of the tip location above the surface) at three
different alternating-voltage amplitudes [69].
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In the limit of infinitely small regions, Eq. (6) is trans-
formed into a two-dimensional convolution of the real
potential with a certain transfer function. Comparing
the results of the numerical simulation of two typical
situations—the potential distributions in the form of a
patch and a step—with the experimental data obtained
on specially prepared test structures showed good
agreement between the calculated and experimental
data. It is important for the method efficiency that both
real and simulated measurements in the vicinity of the
boundary characterized by a dramatic change of the
potential give a smoothened pattern with a continu-
ously varying ϕ in the transient region. The calculations
performed for different tip geometries showed that this
smoothening is feebly marked for thin long tips with a
blunt apex (high R values). It is this configuration that
ensures the prevalence of the local electrostatic interac-
tion over the nonlocal interaction, so that the informa-
tion thus obtained relates mainly to the surface region
lying directly under the tip.

Capacitance in Eq. (6) depends on the tip shape (of
course, with a certain scatter for different tips) and the
height of its location above the surface. Therefore, the
variations in the measured potential ϕmeas caused by the
tip change and its locations at different heights above
the surface observed in the studies of inhomogeneous
samples with the traces of wear in air [69] can be asso-
ciated with the methodical limitations considered
above. The influence of the tip height on the resolution
was studied experimentally (on the p–n-junction in GaP
and the steps on GaAs and HOPG samples in high vac-
uum) and theoretically (a tip was modeled by a “stair-
case” of flat capacitors switched in parallel, with the
semiconductor effect being ignored). The “diffusion”
of the work function in the region of its dramatic
change and its decrease observed during measurements
become more pronounced with an increase of the
height, which can be satisfactorily described within the
framework of the approximate model considered
above. (The possibility of working at smaller heights
can also increase the resolution in high-vacuum setups
[73].) It should be emphasized that, as earlier, the key
role in the above calculations is played by surface inho-
mogeneity with respect to the work function.

However, the potential measured in high vacuum at
heights less than 50 nm on a test atomically smooth
HOPG sample also varied [44]. This effect was differ-
ent for different cantilevers. Thus, for new cantilevers,
the effect was on the order of several millivolts, but it
dramatically increased up to hundreds of millivolts
after the tip contact with the sample. It seems that, here,
the key part is played by the tip state—with a decrease
of the distance, the tip apex starts playing the most
important role and its metal coating gradually wears
out. In any case, the assumption that the measured
potential depends on the distance because of the incom-
plete compensation of VCPD [74] is not confirmed here.
(Since the amplitude of the recorded signal can be
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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reduced to zero only within the experimental error,
then, in virtue of Eq. (3), the ϕmeas value depends on the
quantity reciprocal to ∂C/∂z.) In [74], the ∂C(z)/∂z
dependence was calculated theoretically by summing
up the contributions that come to the capacitance from
the individual parts of a tip of the given shape which lie
at different distances from the surface. The plot of the
reciprocal quantity repeats the shape of the ϕmeas(z)
curve. On the contrary, a ∂C(z)/∂z dependence for
HOPG samples at the same heights as ϕmeas was
recorded experimentally [44] in accordance with
Eq. (4). It turned out that this curve cannot be used to
explain the experimental changes in ϕmeas. Sommerhal-
ter et al. [44] believe that, using the appropriately
selected feedback parameters, it is possible to reduce
the deflection caused by the incomplete compensation
of VCPD to the noise level of the system. Nevertheless,
Efimov and Cohen [55] suggested a special algorithm
for improving the potential image by separating from it
the component associated with “undercompensation”
of VCPD for tips having certain geometries. Gil et al.
[30] explain the sensitivity of the SKPM method to the
height of the tip location by the contribution of the
interaction of all the parts of the cantilever–tip system.
As a result, one measures, in fact, the weighted poten-
tial value (similar to Eq. (6)). However, as was indi-
cated above, this interpretation of the ϕmeas(d) depen-
dence is valid only for inhomogeneous surfaces.

The effect of VAC on the measured ϕmeas value (less
pronounced in Fig. 6 than the influence of the height
variation or tip change) is of a pure semiconductor
nature. Leng et al. [75] observed the changes in ϕmeas up
to 1 V in air with an increase in VAC from 1 to 7 V for a
disordered GaInP sample and indicated that no such
dependence is observed for clean metal samples and
tips. Neither was it observed for HOPG samples [44].
However, the dependence was quite pronounced for a
p-WSe2 sample [44]. As was to be expected, the depen-
dence was more pronounced at smaller tip–surface dis-
tances because, at such distances, the electric field pen-
etrates more deeply into a semiconductor and the band
bending becomes more pronounced (Fig. 2). The
ϕmeas(VAC) dependence is caused by different charging
of the surface in the sequence of half-periods of positive
and negative polarities (in the depleted state, the poten-
tial varies much more pronouncedly than in the
enriched state). It should be noted that the nonsymmet-
ric tip–semiconductor surface interaction with the
change of the voltage polarity was predicted theoreti-
cally as far back as 1992 [43] for all the three force
components, FDC, Fω, and F2ω. The necessity of taking
this into account was also indicated in [76].

Therefore, to reduce the influence of VAC on the
measured potential, one has to study semiconductor
materials at the minimum VAC values (on the order of
100 mV). However, it is seen from Eqs. (3) and (5) that,
to increase the method sensitivity, one has to increase
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the VAC value at least by an order of magnitude, i.e., to
increase it up to several volts (this would increase the
amplitude of oscillations induced by the force Fω).
These requirements set to VAC become contradictory for
the scheme of amplitude modulation described above,
in which the complete compensation of the contact
potential difference VCPD (attained by the application of
the voltage VDC) can be seen from the zero oscillation
amplitude at the frequency ω (force measurement [57,
66, 70]). It is expedient to use the second resonance fre-
quency of the cantilever as an alternating-voltage fre-
quency [57]. This allows one to attain a resolution of
5 mV at the small amplitude VAC [44]. The alternative is
the use of the frequency-modulation method (force-
gradient measurement): the signal circuit should also
have a frequency demodulator to control the variation
of the oscillation frequency caused by the electrostatic
interaction (the frequency shift oscillates with the fre-
quency of the alternating voltage [38, 59]). In this case,
the bias equal to the contact potential difference is
determined from the absence of frequency oscillations.
However, it turned out that, to attain an energy resolu-
tion similar to that in the method of the amplitude mod-
ulation, one has to use higher VAC values (≥2 V) [44].
On the other hand, the spatial resolution at the fre-
quency modulation is higher (as was indicated above,
in terms of the force gradient, the main part in the inter-
action is played by the tip apex). In the determination
of the force, which is less dependent on the distance
than its gradient, an important role is played by the
averaging effect of the tip and cantilever. The latter
effect increases the region around the probe that partic-
ipates in the interaction. At the same time, at the ampli-
tude modulation, the dependence of the potential mea-
sured for inhomogeneous surface on the tip height
above the surface is weaker [77]. The influence of the
tip geometry on the spatial resolution of SKPM has
been studied experimentally [77] and it was shown that,
in accordance with the prediction made in [72], the
highest resolution is observed for long tips.

The accuracy of the determination of the surface
potential can be increased by invoking some additional
information on the signal phase [78]. Analysis shows
that, unless the absolute VDC value is lower than the
contact potential difference, the phase of the compo-
nent of the electrostatic force at the frequency ω is
shifted by ±180° with respect to the applied alternating
signal. If |VDC | exceeds |VCPD |, this phase difference
goes to zero, i.e., at VDC = –VCPD, the signal phase dra-
matically changes, which can readily be detected
experimentally. In turn, this allows one to fix the
moment of the complete compensation of the contact
potential difference.

New possibilities for studying semiconductors are
provided by the use of near-field optical waveguides
with metal coatings as cantilevers. This allows one to
illuminate the sample locally and, thus, to complement
the Kelvin microscopy with photovoltage measure-
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ments (surface photovoltage method, SPV) [79]. Pho-
ton absorption gives rise to the formation of electron–
hole pairs that are separated in the field of the volume
charge in the vicinity of the surface (appearance of pho-
tovoltage). In the subsurface region, the carrier concen-
tration increases and band bending (surface potential) is
changed. If the incident light is sufficiently intense, flat
bands may arise (the photovoltage attains the saturation
that allows one to determine the potential barrier
height). Varying the wavelength of the monochromatic
radiation, it is possible to initiate transitions of elec-
trons from various initial states (from the valence band
or the levels in the forbidden band). Then, the change in
the work function allows one to obtain information on
the distribution of the surface states, recombination
centers, etc. Experiments show [79] that new cantile-
vers ensure potential measurements with an accuracy
not less than the accuracy attained by the traditional
methods and allow one to record the changes of the
potential under illumination. An interesting technical
solution for SKPM is suggested in [80]—to use the car-
bon nanotubes as probes, which should increase the
spatial resolution of the method.

Finally, let us answer the question whether it is pos-
sible to use SKPM for extracting the absolute quantita-
tive information on the work function. Brushan and
Goldade [69], who work in an air atmosphere, have a
rather pessimistic opinion. They believe that one can
obtain only the qualitative information about the poten-
tial variation along the surface. The measurements per-
formed in the N2 atmosphere [78] are quite consistent
with the known data. It is recommended to anneal both
samples and tips prior to measurements in order to
remove the adsorbed layers, in particular, water [81]. It
was shown [70] that, under the conditions of high vac-
uum, the absolute measurements are rather reliable if
each concrete cantilever is preliminarily calibrated
against the test surface with the known work function.

The number of problems solved by SKPM is rather
large. For crystals, the method allows one to reveal and
characterize even feebly marked inhomogeneities. The
first SKPM studies allowed one to visualize Pd micro-
particles on a gold substrate, grains of polycrystalline
gold, and their grain boundaries, and observe the
changes in the dipole layer at the steps of an as-cleaved
HOPG sample [67, 82]. Considering the cross section
of a GaInP film on the GaAs substrate, Leng et al. [75]
managed to distinguish atomically ordered and disor-
dered (with respect to alternation of Ga and In atoms in
the (111) planes) submicron regions. Kitamura and
Iwatsuki [59], performing experiments under high vac-
uum, attained the atomic resolution and identified the
phases with the 5 × 2 and 7 × 7 surface structures in the
Au/Si(111) system (the work function for the former
regions was higher by 0.5 eV than for the latter ones)
with dimensions of tens of nanometers. Sputtering Ag
onto the n-Si(111) 7 × 7 surface, Kitamura et al. [38]
and Kitamura and Iwasaki [59] managed to separate
polycrystalline Ag clusters and hexagonal Ag(111)
C

islands (the difference in their work functions attained
20 meV; the contrast against the silicon background
attained 10 meV). Kitamura et al. [39] studied in detail
the Au clusters on the n- and p-types Si(111) 7 × 7 sur-
faces and revealed no differences in the image contrast.
Therefore, they suggested that, at an atomic resolution,
the contrast is determined mainly by the surface elec-
tron density, whereas the calculation of the “true” work
function requires the use of the average potential differ-
ence between the cluster and substrate. However, Kita-
mura et al. [39] consider the notion of the true work
function in association with the position of the Fermi
level in the crystal bulk, whereas, on the surface of a
semiconductor, the bands are often bent because of the
surface states. Close values of the surface potential for
the p- and n-type GaAlSbAs samples were also
observed in [83] and were explained by the presence of
charged traps on the surface. The shift of the Fermi
level with respect to the bulk (different for different
sample thicknesses) was clearly observed on InAs(110)
by the SKPM method [81]. A jump of the Fermi level
in the vicinity of steps on as-cleaved n- and p-type
GaAs(110) surfaces observed in [70] was attributed to
the action of the localized states of atoms with a dis-
torted coordination. The work function of the mono-
layer of TiO2 islands of nanometer sizes also increases
with respect to the work function of the remaining
atomically smooth TiO2(110) surface, but, in this case,
continuously—it attains the maximum in the island
centers [84]. This was explained by the dipole-type
polarization in the vicinity of the island boundaries.
Sommerhalter et al. [70] indicate that SKPM may also
be used to detect impurity centers and determine the
sign of their charges (they considered the p-type
WSe2(0001) surface cleaved in vacuum). Measure-
ments at an atomic resolution allowed one to identify
single species, i.e., to separate the Si and Sb atoms (the
surface potential of the latter atoms was higher by

0.2 eV) on the Si(111) 5  × 5 -Sb (it should be
remembered that the topographic image at an atomic
resolution fails to distinguish between these atoms)
[60]. However, the above value is not consistent with
the difference between the work functions of bulk sam-
ples or with the difference in the ionization energy of
the isolated atoms. Thus, the interpretation of the
results obtained requires the detailed theoretical analy-
sis of the energy band of the atoms adsorbed on con-
crete surfaces. Without such an analysis, it is impossi-
ble to reliably establish the mechanism of formation of
potential images on the atomic scale [39, 60].

SKPM also turned out to be very a convenient
method for studying the wear of materials due to fric-
tion [69], analysis of galvanic effects in corrosion of
aluminum-based alloys [85], and detection of interme-
tallic inclusions in alloys (Al2Cu in the Al–Cu system)
[68]. The transition from the qualitative to quantitative
interpretation of the experimental data opened new vis-
tas for control for electric processes in various devices

3 3
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Fig. 8. Topographic image (left) and the corresponding surface potential scan (right) of cross-sectioned pin-diode prepared from
microcrystalline silicon. Scan size is 3.5 × 3.5 µm [88].
in microelectronics—from thin-film InGaAs resistors
[74] and p–n junctions on Si [57, 86] to complex het-
erostructures [86–88].2 Thus, it is possible to record a
built-in potential. Its comparison with the calculated
profile revealed the incomplete donor ionization in
laser-based n+-InP/InGaAsP/p+-InP diodes [87] and
explained insufficiently efficient collection of carriers
associated with defect and impurity distributions in
solar elements based on microcrystalline silicon
(Fig. 8) [88]. Studying the potential distribution in the
cross section of a multilayer Al0.3Ga0.7As/GaAs struc-
ture, Tanimoto and Vatel [86] proved, using secondary-
ion mass spectroscopy (SIMS), that the SKPM method
is sensitive to the Al content in each layer. The measure-
ments performed on illuminated samples allowed one
to determine the change in the depleted-layer width, to
study the transition to flat bands, and to draw conclu-
sions on the band structure of the cleavage. Applying
the bias voltage to laser GaAlSbAs/GaSb(100) diodes
cleaved along the (110) surface, one can directly deter-
mine the voltage drop at the heterojunction and the
active region of the device [83]. It was revealed that, in
junction-based GaP diodes, the potential distribution
(whose change turned out to be much more pronounced
than the applied bias) depends on the electron transi-
tions from shallow localized levels to the conduction
band occurring under the action of emitted light [89].
Koley and Spencer [90] recorded the potential distribu-
tion around a single dislocation in n-GaAs films and
Al0.35Ga0.65N/GaN heterostructures (Fig. 9), deter-
mined the position of the Fermi level in both film and
heterostructure, and suggested a band diagram with
acceptor dislocation levels.

4. ELECTROSTATIC FORCE MICROSCOPY

As was indicated above, electrostatic force micros-
copy (EFM) is a combined method that allows one to

2 In this case, when using Eq. (1), one has to take into account in
the expression for voltage V also the voltage Vind induced on the
surface and associated with the device operation. In other words,
the image contrast is determined by the sum VCPD + Vind.
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measure the electrostatic force—usually both its har-
monics, Fω and F2ω. In 1988, when Martin et al. [8] first
measured the electrostatic force using an atomic force
microscope in the range of distances from several to
170 nm and determined the minimum recordable force
10–10 N by this method, the term EFM had not been
coined. Schönwenberger and Alvarado [11] recorded a
value of 14 × 10–9 N. Today, when we have instruments
that can operate in vacuum and also at low (including
helium) temperatures, it is also possible to measure
forces less than 10–12 N [91]. Among the pioneers of the
method are, also, Stern [10] and Terris [12], with co-
authors, who tried to use electrostatic forces to visual-
ize the charge distributions on the surfaces of dielectric
samples. First, they manage to record the appearance of
such a charge by analyzing the contours of constant
force gradient measured in the conventional tapping
mode of AFM. Because of the Coulomb attraction
between the charge on the surface and the correspond-
ing charge induced at the tip, the contour shows sharp
peaks. It is possible to single out the charge peaks
against the background of topographic images and
determine the charge sign by applying a constant bias
VDC of different signs and values to the metal electrode
under the film [10, 92]. The application of the bias
would change the charge induced at the tip and, thus,
also the force of interaction, which, in turn, could
change the image contrast up to its reversal (Fig. 10).
However, the necessity of multiple scanning at various
VDC values led the authors to the idea of modifying the
method. Working, as usual, in the tapping mode, they
applied a.c. voltage VACsinωt between the cantilever
and the metal electrode under the dielectric sample with
a frequency much lower than the oscillation frequency
in the vicinity of the resonance. Then, the existence of
the surface charge can be established from the presence
or absence of an additional modulation of the force gra-
dient at the frequency ω [12, 92]. The component with
the frequency ω is responsible for the charge imaging,
with the charge sign being determined by the signal
phase. Thus, Terris et al. [92] recorded simultaneously
within one scan the signals at different frequencies (as
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Fig. 9. (a) Topography of an n-GaN surface, (b) surface potential image (1 × 1 µm) taken simultaneously on unintentionally doped
n-GaN sample, and (c) a cross-sectional line diagram showing typical variation in the surface potential around a dislocation [90].
is made today in modern EFM, although they used the
term force microscopy of localized charges). The term
EFM was coined later, e.g., the study by Sugawara et al.
[31], who studied the charges localized on the surface
in a high vacuum (but, as earlier, they determined the
charge sign from the change of the contrast at different
VDC values).

As a matter of fact, it is difficult to rigorously divide
the application spheres of the methods—some modern
SKPM instruments also provide control for ∂C/∂z vari-
ation. Thus, the heterodyne system allows one to follow
cantilever deflection simultaneously at various frequen-
cies [20, 48, 75] (the cantilever response shows several
peaks because the probe behaves as a lumped mass sys-
tem). If an instrument records only one basic harmonic,
one can also measure the capacitance component by
tuning the frequency of the applied alternating voltage
to ω/2 [44]. However, the authors of the studies cited
above prefer to call their approach Kelvin microscopy.
Reciprically, EFM still allows one to compensate the
contact potential difference by the Kelvin method, see,
e.g., [48], where the potential and capacitance images
are compared. However, most often, it is the electro-
static force that is the quantity whose spatial distribu-
tion forms an image, as is the case in [31], where the
images are obtained based on the force gradient distri-
C

bution, in [93], where the images are considered in
terms of the amplitudes of the Fω component, or in [94],
where the images are obtained using the Fω and F2ω
amplitudes separately.

Leaving aside the two-pass method [36, 95] and
recording the signals simultaneously at several fre-
quencies [48, 94] (Figs. 3 and 4), one has to take into
account that the electrostatic force can influence the
topographic images. Indeed, the application of the
modulating voltage VACsinωt makes the constant force
component active even at the compensated contact
potential difference (VDC + VCPD = 0) in accordance with
Eq. (2). Although the van der Waals force varies with
distance faster than the electrostatic force and it is its
gradient  that plays the key part in imaging of the
constant gradient, the electrostatic-force gradient can
also give a contribution. Figure 11 [96] compares the
topographic images of the Au sample obtained without
application of VAC and with the application of VAC =
10 V and illustrates how this deteriorates the spatial
resolution. It follows from Eqs. (2) and (4) that, in the
case where VCPD = –VDC, the gradient of the constant

component of the electrostatic force  =

1/4(∂2C/∂z2)  coincides (by an absolute value) with

Fv dW'

FDC'

V AC
2
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the gradient of the amplitude of the second harmonic of

the force  = –1/4(∂2C/∂z2) . Therefore, it was sug-
gested [34, 93] to avoid possible distortions introduced
by  into the topographic images by subtracting the

F2' V AC
2

FDC'

Fig. 10. Contours of constant force gradient acting on the
tip above the dielectric polymethyl methacrylate surface
and the schematic charge distribution at four different
applied constant bias voltages: (a) 0, (b) –6, (c) +6, and
(d) +24 V [10].
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measured amplitude  from the gradient of the total

constant force F ' =  + . The dependences of
the shift of the frequency of cantilever oscillations
(measure of the force gradient) on the height of the tip
location above the surface (Fig. 12) [93] demonstrate
the practical coincidence of the curve constructed in the
absence of the a.c. voltage (filled circles) and the curve
constructed for the applied a.c. voltage and then cor-
rected by the above method (open circles).

The authenticity of the topographic image in [31] is
ensured in a somewhat different way. It is suggested to
apply to a sample square-wave voltage trains with the
frequency ω. In this case, topographic images are
formed in the conventional way at the zero bias (mea-
sured from the compensation level of the contact poten-
tial difference), whereas the electrostatic characteristics
are recorded during the half-period of the bias applica-
tion.

In turn, Hong et al. [46] state that it is possible to
overcome the difficulties associated with the separation
of the force gradients by using EFM in the dynamic
contact mode (dynamic contact mode of EFM, DC–
EFM) [97]. It was established that, even in the case of a
contact with the solid surface, the cantilever performs
continuous oscillations with a finite amplitude. There-
fore, the surface profile is measured in the mode analo-
gous to the conventional contact mode in AFM,
whereas the electric characteristics are determined
from Eqs. (2)–(4) using the oscillation amplitudes at
the applied-voltage frequency. In this case, the repul-
sive van der Waals force is maintained constant with the
aid of the feedback in the circuit for the motion control
along the vertical coordinate. The above formulas
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Fig. 11. Topography of the surfaces of arachidic acid and partly fluorinated carboxylic acid-based Langmuir–Blodgett films
obtained under (a) 10 V and (b) zero a.c. voltage [96].
4
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remain valid, since, despite, the cantilever contact, no
current can flow between the sample and cantilever
because of the insulating (oxide) layer on the silicon
tip. It is true that, if the samples are insufficiently hard,
an additional indeterminate factor arises, which is asso-
ciated with possible variations in the hardness along the
surface changing, in turn, the amplitude of cantilever
oscillations (on the other hand, this fact can be used for
obtaining some information on the mechanical hard-
ness of the sample) [33].

As to the measurable electric quantities, the directly
determined F1 and F2 values are insufficiently informa-
tive for surface characterization. It is more important to
determine the surface potential. In EFM, it is some-
times determined using a Kelvin compensation scheme
[48]. It is also possible to determine the surface poten-
tial directly from the F1 and F2 values using Eqs. (3)
and (4),

|VCPD + VDC | = VAC/4 |F1/F2 |. (7)

Xu and Hsu proved [94] that the latter method of deter-
mining VCPD is equivalent to the SKPM method even if
one takes into account the influence of the stray canti-
lever–sample capacitance Ccant. Taking into account
this capacitance in both methods equally decreases the
measured contact potential difference in comparison
with its true value because of the coefficient
∂C/∂z/(∂C/∂z + ∂Ccant/∂z), amounting in practice to
about 85%. Although the determination of VCPD from
F1 and F2 requires an additional treatment of the exper-
imental data, it also has an advantage—one can obtain
potential images at different bias values VDC. As is indi-
cated in [94], varying VDC, it is possible to inverse the
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Fig. 12. Frequency shift ∆ω as a function of tip height d
above the Si(111) surface under various experimental con-
ditions [93]. d with no applied voltage; m with an applied
1 V a.c. voltage at frequency ω/2π = 300 Hz; s with applied
a.c. voltage after the subtraction from the signal of the com-
ponent corresponding to the frequency 2ω; and n the signal
amplitude at the frequency 2ω.
C

contrast for patches having different work functions.
Indeed, consider two patches on the surface with the
contact potential difference of the first one, VCPD1,
being higher than for the second one, VCPD2. Applying
a bias VDC exceeding –VCPD2, we can make the first
patch on the image brighter than the second one (the
|VCPD + VDC | value of this patch is higher). And, vice
versa, applying VDC < –VCPD1, we can make the first
patch darker than the second one. Xu and Hsu believe
[94] that this can help one to distinguish the true signal
of electrostatic origin from the topographic artefacts
(the signals at different frequencies were recorded
simultaneously). Moreover, analyzing the bias influ-
ence (and, first of all, of the bias sign) on the contrast of
EFM image with an atomic resolution, Sugawara et al.
[31] drew conclusions about the sign of a point-defect
charge.

The F1/F2 ratio is also very useful for studying the
character of the electrostatic tip–surface interaction. If
the tip and the surface interact as two conductors, then
Eq. (7) is valid, with the F1/F2 ratio being independent
of the tip height above the surface. If semiconductor
effects become important, the ratio depends on the tip
height [42]. This method suggested in this theoretical
study [42] was first used in practice by Sommerhalter
et al. [44], who verified the validity of the model of
conductor interaction for silicon cantilevers.

If a sample is coated with an oxide layer or is an
insulator (then, it can be considered as a dielectric inter-
layer between the lower electrode and the tip), localized
charges are formed on the surface. In this case, the force
acting on the tip consists not only of the “capacitance
component” described by Eq. (1), but one has also to
take into account the effect of the field Es of surface
charges (dependent on the surface charge density σ) on
the induced charge at the tip, qt. Information on this
density may also be obtained, but in a way more com-
plicated than information about the surface potential
[45]. In the dynamic contact EFM [33, 46], the tip is
very close to the surface, so that the field of surface
charges can be considered to be uniform with the inten-
sity σ/2ε0 (it is assumed that the dimension of the sur-
face-charge region exceeds the apex radius). Introduc-
ing an additional contribution qtEs = CVσ/2ε0 into
Eq. (1), we add the term CσVDC/2ε0 to the Eq. (2) for the
constant force, while the first harmonic in Eq. (3) is
then represented as Fω = (∂C/∂z(VCPD + VDC) +
Cσ/2ε0)VACsinωt. Measuring the first harmonic of the
electrostatic force at a constant capacitance, one can
determine VCPD or σ depending on the experimental
conditions used. In order to determine σ (e.g., in ferro-
electrics), Hong et al. [46] suggested using the compen-
sation method as in the case of VCPD. Using VDC value
such that no signal was recorded at the frequency ω, one
obtains σ ~ –2ε0VDC(∂C/∂z)/C. Taking into account that
the sample–surface distance is rather small (~1 nm), the
system can be considered as a flat capacitor for which
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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(∂C/∂z)/C = 1/d. This allows one to avoid the necessity
of knowing the exact value of the capacitance. The uni-
form field distribution was used in [98] to take into
account the influence of a homogeneous charged con-
taminated layer on the conducting-sample surface.
Saint Jean et al. [98] drew the conclusion that the con-
tact potential difference determined by the SKPM
method for a surface coated with a contaminated layer
of the thickness d with the dielectric constant ε and the
surface-charge density σs is, in fact, the contact poten-
tial difference of a clean surface in vacuum with due
regard for the additive correction σsd/εε0.

However, in the noncontact mode, the problem of
determination of the distribution of the surface charges
localized in rather small regions cannot be solved cor-
rectly under the assumption that the field of charges is
uniform. It is more adequate for representing the effect
of this field on the tip as an interaction of two point
charges spaced by a distance z—a surface charge qs and
an induced charge qt [12, 36, 40, 93]. Then, the term
qsqt/4πεε0z2 (which appears in addition to the capaci-
tance component of the electrostatic force in Eq. (1))

gives the contributions /4πεε0z2 + qsVDCC/4πεε0z2 to
the constant force component in Eq. (2) and the contri-
bution qsVACC/4πεε0z2 to the first harmonic in Eq. (3)
[40]. This results in the modulation of the force gradi-
ent at the frequency of the first harmonic used in [12,
92] for obtaining a charge image. Terris et al. [12]
emphasize a very high sensitivity of the method with
respect to the electric charge—the minimum detected
value equals three elementary charges. The possible
recording of the single-electron processes by this
method is confirmed by Schönenberger and Alvarado
[99], who studied the relaxation of a charge applied to
the surface of a Si3N4 dielectric. The change in the
charge was established from the temporal curve of the
first harmonic of the force Fω (with the tip–surface dis-
tance and the F2ω value being constant), which demon-
strated the pronounced signs of quantization. (By the
way, the SKPM method also allows one to obtain the
screened Coulomb potential of a single charge [70].)
According to the estimate made in [29], this charge can
be recorded at the tip height of about 15 nm and the
dipole moment of 1 D at a distance of 1.5 nm. However,
similar studies are still of a qualitative nature [31]. It is
important that, in this case, the microscope probe may
play not only the passive role (providing the signal
forming an image), but also the active one— supplying
bias of various values between the cantilever and the
substrate, and one may apply to a dielectric film the var-
ious charges of different signs. Such recordings can
also be made in the noncontact mode (if the voltage
pulse is applied with the aid of a crown discharge in the
air gap) [92, 99] and also by the contact method [12,
92]. This fact seems to be rather promising for creating
memory devices based on ferroelectric materials,
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whereas the use of EFM allows one both to record and
read the information [100, 101].

Ferroelectric crystals are the first “candidates” for
studying their properties by EFM because the method
allows one both to visualize domains and to study their
dynamics and also give the direct information about
their signs, e.g., from the contrast variations at different
applied bias voltages [36]. The gradient of the interac-
tion force depends on the magnitude of polarization but
not on its sign [102]. Nevertheless, interpretation of the
results is not easy, because the contributions to the con-
trast come not only from the electrostatic but also from
the piezoelectric effect, which gives rise to surface
vibrations and, finally, to modulations of cantilever
oscillations, especially for the first harmonic (electros-
triction may also take place, but it gives contributions to
higher-order harmonics [103]). Happily, the signal
associated with piezoelectricity does not depend on the
string constant of the cantilever, whereas the electro-
static response is inversely proportional to k. The latter
fact allows one to vary the relative contributions of
these effects [104]. In turn, the piezoelectric effect may
also be studied by EFM, but here one has to take into
account the electrostatic interaction. Thus, Durkan
et al. [105] made it analytically determining the piezo-
electric parameters of lead zirconate–titanate. Ni et al.
[106] studied by EFM the surface polarization of Li-
doped ZnO films and revealed the charge of defects
induced by the piezoelectric effect.

The possibility of obtaining the images of ferroelec-
tric domains and domain walls by the EFM method at a
spatial resolution of 50 nm was demonstrated on
Gd2(MO4)3 [102]. The nature of the contrast of images
of oppositely charged domains and the methodical
aspects of their visualization (including the determina-
tion of the domain-wall thickness) were analyzed in
detail for both noncontact and contact dynamic EFM
for triglycine sulfate [104]. Under the conditions of
noncontact EFM, the contributions of the electrostatic
and piezoelectric effects have the same phases [103],
whereas for the contact EFM these effects are in coun-
terphase [100], which simplifies the separation of their
contributions. The authors of the contact method [33]
state that the contrast of domain images in their exper-
iments is higher than in the noncontact EFM. For a
cleaved triglycine sulfate crystal, they manage not only
to determine the sign of polarization, but also to calcu-
late the surface-charge density (2.7 µK/cm2 at room
temperature) by the method described above and to
study its change during heating [46]. The polarization
switching of domains under pulsed voltage and their
further relaxation were also studied in the contact mode
[100, 101]. It was established that triglycine sulfate is
not an appropriate material for recording information
because of its fast return to the initial state (the relax-
ation time equals 5 min). It is more appropriate to
record the information on BaTiO3 crystals—the lines
are sharper and remain stable for more than five days
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[100]. Using EFM, it is possible to control the spatial–
periodic polarization on the surface of KTiOPO4 crys-
tals on the nanoscale (“organized” by selective diffu-
sion of rubidium ions) in fields with an intensity
exceeding 750 V/cm [101].

Using the noncontact mode to guanidinium alumi-
num sulfate hexahydrate samples, Bluhm et al. [36]
established that the static EFM variant is preferable for
studying the domain structure. The topography of the
surface was obtained in the contact mode during the
first scanning, whereas during the second scanning, the
tip moved at a constant height above the surface and the
measure of the electrostatic interaction was the cantile-
ver deflection. This method was also successfully used
for studying the domain structure of LiNbO3 crystals
with polarization-inverted gratings obtained by diffu-
sion of Ti atoms introduced into the structure [107].

The EFM method is also successfully used for solv-
ing various problems of microelectronics and, first of
all, for defect characterization, e.g., for studying
antiphase boundaries on the GaAs/Ge surface [94],
point defects on the GaAs surfaces [31] (Fig. 13), and

(a)

(b)

(c)

Fig. 13. EFM images of the GaAs(110) surface in the vicin-
ity of a point defect at three different bias voltages: (a) +0.5,
(b) –0.22, and (c) –0.43 V. Scan size is 85 × 85 Å [31].
C

the relaxation of charges trapped by the SiO2 layer on
Si substrates [108], with the charge sign being deter-
mined by applying various bias voltages. The possibil-
ity of using EFM for studying specific defects on the
surface was shown in [95]: inversion domains of the N
and Ga polarity (the regions with opposite polarizations
formed during crystal growth). The quality of the
ohmic Au/Ti contacts and the surface conductivity of
the epitaxial layer under these contacts in the n+-
GaInAs/n+-InP/InP heterostructure, which simulated a
transmission line, were determined in [109]. Using
EFM, Girard et al. [110] observed self-organization of
InAs islands on the GaAs(001) surface. Ankudinov et
al. [111] compared the electric parameters of the laser
pin-diode based on the AlGaAs/GaAs heterostructure
obtained by the noncontact and contact dynamic EFM
methods and revealed no considerable differences.
They only state that the contact mode allows one to
attain a slightly higher spatial sensitivity at the atomic
level, whereas the noncontact mode allows one to attain
the admissible signal/noise ratio at a lower VAC value.

Considering various EFM applications, one must
mention the studies of organic objects examined by this
method from the very beginning. Thus, Terris et al. [12]
visualized the distribution of charges localized on the
polymethyl methacrylate (PMMA) surface. The recent
studies along this direction are based on the direct mea-
surement of the potential by the SKM method. For
organic and biological objects whose properties are
determined by polar functional groups (−OH, –COOH,
–NH2, etc.), the surface potential is closely related to
their functions. Knowing the distribution of the surface
potential at the molecular resolution, it is possible to
extract detailed information on various complicated
chemical processes. Thus, today, it is possible to recog-
nize the regions containing the thiol molecules with
chemically different terminal head groups [112], deter-
mine the local distribution of the doping (oxidation)
level of polymer films (polybithiophene [113, 114]),
and analyze the polarization distribution in polymer
films (polymethyl methacrylate with 10% chro-
mophore [115]. Thus, one can obtain the necessary
information on the homogeneity and domain structure
of Langmuir–Blodgett films of various compositions
(e.g., experiments on films based on the behenic and
perfluorotetradecanoic acids with calcium cations
[116], orientation of amphiphilic molecules in multi-
layer films (experiments with cadmium arachidate
[117]), the site of localization of contamination on the
surface or under the film on the substrate (experiment
with films based on the arachidic and partially fluori-
nated carboxylic acids [96]), etc. The EFM data allow
one to draw some conclusions on the particle bound-
aries in the poly(styrene-butyl acrylate-acrylic acid)
latex films [118], on the electric conductivity of DNA
molecules [119] and complexes of these molecules
with metal ions [120] and the interaction of DNA mol-
ecules with substrates [121]. Similar data should also
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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be very useful in the study of the electron structure of
porphyrines [122] and photoprocesses occurring with
their participation on the surface [123] and also in the
search for physiologically active substances in cells in
immunohistochemical reactions [124].

5. SCANNING CAPACITANCE 
MICROSCOPY

It is seen from what has been stated above that the
relation between the electrostatic force and capacitance
allows one to determine the latter. This can be realized
by the EFM on the basis of Eq. (4). This was done first
by Martin et al. [8], who measured the minimum
detectable capacitance as 4 × 10–20 F using a constant
bias voltage (the capacitance was calculated for a
model of flat capacitor or a sphere above the plane with
the measured force gradient) and as 8 × 10–22 F using
the modulation method (with the separation of the sig-
nal at the second harmonic for the same cantilever–
sample models). Geometric modeling of the system is
dictated here by the fact that, in this case, one controls
experimentally not the capacitance itself but its deriva-
tive ∂C/∂z described by Eq. (4). The direct measure-
ment of capacitance can be made by the method of
scanning capacitance microscopy (SCM) developed
independently of the force methods of recording.

The first scanning capacitance microscope [13] was
constructed earlier than the atomic force microscope
and used another scanning system based on the scan-
ning RCA videodisk system. The measuring probe was
a thin-film vertical electrode with the cross section
0.1 × 2.0 µm deposited onto a diamond tip and ending
20 nm from its base. The tip, brought into mechanical
contact with the sample surface, moved along the spi-
ral, and the capacitance of the electrode–sample system
was recorded during this motion by an RCA capaci-
tance sensor. The signal was digitally processed and
formed the surface image. It is interesting that the first
problem solved by the SCM method was visualization
of topography. Considering the changes in the capaci-
tance value, one can extract the information on the
probe height above the surface. The next scanning
capacitance microscope was designed with the same
goal [16]. The probe was a thin metal wire, the spiral
scanning was changed to linear scanning performed
due to motion of the sample with respect to the probe in
the surface plane along two mutually perpendicular
directions. The capacitance was controlled by an LCR
resonance circuit-based sensor, which included the
capacitance to be determined. The probe–surface dis-
tance was controlled using feedback in such a way that
the signal would remain constant. The heights thus
obtained formed the image, i.e., allowed one to obtain
the contours of constant capacitance (or, more exactly,
differential capacitance, because the piezoelectric
holder provided sinusoidal modulation of the probe–
sample distance, which ensured a high degree of local-
ity of the information obtained). It was assumed that the
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
images thus obtained are directly related to the topog-
raphy of the surface, although it was also indicated that
the images were also dependent on the inhomogeneities
of the electric characteristics of the sample. The possibility
of obtaining information on the electric properties of the
sample in such a way (dielectric constant or the shape
of ferroelectric domains) was still indicated in [13].

It was only later that the capacitance value started
playing the important role. This happened when an
RCA-sensor-based capacitance microscope began
using the scanning system and the feedback of a scan-
ning tunneling microscope [125]. This allowed one to
independently control also the surface relief (in this
study it was reconstructed from the values of the tun-
neling current) and the capacitance, which could serve
as a source of additional information [126]. Williams
et al. [125] evaluated the minimum recordable capaci-
tance value as 2 × 10–22 F, with the best signal/noise
ratio being obtained for the differential capacitance
measured by modulating the probe–sample distance.
However, in the new modification of the instrument,
capacitance first played the auxiliary role, being a com-
ponent of an electrical oscillating contour and the con-
trol system of cantilever deflection [127]. In other
words, it was used to determine the force acting on the
cantilever, e.g., the magnetic force [128]. Sarid [40]
discussed the possible use of capacitance created not by
the probe–sample system, but by the probe–special ref-
erence plate one. However, the capacitance related to
the given sample region can be very informative. This
new function (measurement of the capacitance with the
aid of an RCA-sensor-based circuit with the sensitivity
10−19 F) was used to increase the possibilities of the
atomic force microscope with a metallized probe [129].
Thus, the C(V) curves for the metal–dielectric–semi-
conductor structure were obtained at high frequencies
(>1 kHz). If the dielectric layer is charged, then the
field of its charges acts as an additional bias at the
capacitor and the C(V) curve shifts along the abscissa.
This phenomenon can readily be recorded using the
dC(V)/dV curves. At the same time, the microscope was
used not only for observations but also for recording the
information [129, 130]. Applying the pulses of pro-
nounced bias, it was possible to inject charges into the
insulating layer locally, where they remained trapped
for quite a long time. The record could be erased by
applying a voltage pulse of opposite polarity.

Today, a scanning capacitance microscope is an
atomic-force microscope equipped with a highly sensi-
tive capacitance sensor usually operating at a frequency
of 915 MHz. Its signal is recorded in parallel with the
topographic signal [131]. Thus, one can obtain the
topographic image of the surface (as usual, measuring
cantilever deflections) and, simultaneously, also the
distribution of the capacitance over the surface. The
sensor is an oscillatory circuit including the capaci-
tance of the sample–electrode system and is excited by
a UHF source (Fig. 14). The changes in this capacitance



494 SOROKINA, TOLSTIKHINA
Tip–sample
capacitance

ëts

UHF
generator

Output
capacitance

Peak
detector

Amplitude-
modulated
carrier

ë

Amplifier

Fig. 14. Schematic of an RCA capacitance sensor.
lead to the shift of the resonance frequency of the cir-
cuit; then, the oscillation amplitude varies, which is
recorded by a peak detector. At present, designers are
attempting to increase the sensitivity of the capacitance
part of the circuit. Thus, the sensitivity of a modified
instrument demonstrated at the 11th International con-
ference on scanning tunneling microscopy in Vancou-
ver, Canada, in July, 2001 [132], was 30 times higher
than the sensitivity of a standard RCA attachment. This
was attained by thorough screening of the active com-
ponents from stray fields in the probe region by using
special technical innovations. It was also suggested to
use the microscope in the mode of “shear forces,” when
the probe oscillations are excited electromechanically
in the surface plane along the scanning direction [133].
In this case, it is possible to record simultaneously the
topographic image and the distribution of the dC/dV
and dC/dx quantities (where x is the coordinate along
the surface). Also, the probe technique is developed,
which allows one to make measurements at different
temperatures [134], including temperatures as low as
1.5 K [135]. The theoretical methods for calculating
capacitance of the surfaces with arbitrary profiles have
also been developed [136].

Following the classical macroscopic method of
determining the doping level of a semiconductor based
on the C(V) dependence, scanning capacitance micros-
copy also became the standard method for control of
two-dimensional dopant distributions in microelec-
tronic devices [137]. In fact, the accuracy of the infor-
mation thus obtained considerably depends on the ade-
quacy of the models used in data interpretation. The
possibility of establishing the distribution of impurity
along the surface from the measured F(V) dependences
was predicted theoretically in [43] for the simplest
plane-parallel geometry of the tip–vacuum gap–oxide–
semiconductor system. It was shown that it is better to
use the Fω(V) and F2ω(V) dependences than the FDC(V)
C

dependence. Soon, the use of SCM made it possible to
the directly measure the capacitance as a function of
voltage for n-Si wafers homogeneously doped to differ-
ent levels. The doping level was evaluated for each
wafer (with the tip being in contact with the oxide
layer) [138]. Then, detailed theoretical computations
were made for the tips of some configurations by both
analytical [139, 140] and numerical [141, 142] methods
based on the solution of the Poisson equation for a
semiconductor. This allowed one to relate the capaci-
tance value C(V) or dC/dV to the concentration of elec-
trically active impurity atoms at the given point. These
computations were complemented with the comparison
of the experimental SCM data for the test structure
(e.g., cross sections of silicon p+/p structure, p–n-junc-
tions [143] and n+/n structures [144, 145], and also the
Si/Ge system [146]) with the results obtained by sec-
ondary ion-mass spectroscopy (SIMS). It became pos-
sible to increase the method sensitivity by preparing the
samples for the studies in different ways, e.g., by sur-
face bevelling [147–149]. At present, the theoretical
basis of the method is being developed for various
experimental situations. In particular, analysis showed
[150] that the capacitance value is controlled by the
macroscopic geometry of the tip, rather than by the
sample parameters, and therefore these parameters
should be determined using dC/dV.

Methodically, it is simpler to measure the dC/dV
derivative than the absolute capacitance value (in this
case, the effect of a considerable stray capacitance is
excluded and the signal/noise ratio increases). How-
ever, Tomiye and Yao [151] believe that this may give
rise to an additional problem associated with the effect
of the VAC value. On the contrary, Stephenson et al.
[152] believe that a VAC value not exceeding 0.2–0.4 V
does not influence the results, whereas the latter can be
dependent, to some extent, on the bias voltage. In order
to record the dC/dV curve using a capacitance sensor of
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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Fig. 15. (a) SIMS profile of nitrogen concentration in the epitaxial n-type structure and (b) the differential-capacitance profile of the
same sample (VAC = 1 V and VDC = – 4 V) [155].
a microscope, in addition to the bias voltage varying
within –10–+10 V, one has also to supply a modulating
voltage with the amplitude ≤1 V and the frequency 5–
20 kHz and to record the corresponding capacitance
change. Another variant of the method is based on the
feedback with respect to the variable voltage: the VAC

value is chosen in such a way that the variation in the
capacitance dC during the whole scanning cycle
remains constant and one records the dV/dC values
[143, 153]. The results obtained can readily be recalcu-
lated into the value of the doping level using the data-
base containing calibration curves calculated by the
finite-element method for various doping levels and
thicknesses of the oxide layer and the specially
designed software [141]. The algorithm suggested here
is valid in the case in which the gradient of the doping
level is not too high. The limitations associated with
this condition are analyzed in detail elsewhere [154]
(the rate of the variation of the impurity concentration
along the surface should be related in a certain way with
the tip diameter).

However, leaving aside the requirements set by the
quantitative interpretation of the results, the SCM
method allows one to obtain the contrast from doped
regions of nanometer sizes as in the case of silicon
plates subjected to ion implantation through a mask
[153]. In fact, the dC/dV values themselves turn out to
be rather informative (Fig. 15, where the curve con-
structed for the cross section of the epitaxial structure
consisting of alternating n-(nitrogen-doped) and p-(tri-
methylaluminum-doped) SiC layers neighbors the con-
centration profile found by SIMS [155]). An example of
the quantitative treatment of the dC/dV dependences is
illustrated by Fig. 16 [156], which presents the concen-
tration profiles of the majority carriers in the cross sec-
tion of the N+-implanted 6H-SiC sample obtained by
such a method.

In addition to characterization of the p–n junctions
[151, 157–161], scanning capacitance microscopy is
also used for studying the charging effect in
AlxGa1 − xN/GaN heterostructures [162, 163] and SiO2
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
layers on Si substrates [164, 165], compensation of
shallow donor levels in Fe-doped InP [166], ordering in
the GaInP sample [167, 168], dislocations in GaN
[169], surface depletion at quantum InAs dots on GaAs
[170], and comparison of SiO2 layers obtained by vari-
ous methods of oxidation [171].

One often invokes as additional information the data
on the spatial capacitance distribution in EFM and
SKPM studies (in this case, the dC/dz value is
recorded). This allows one to determine the dopant pro-
files [20, 172], analyze the defects in GaAs/Ge [94],
etc. Kimura et al. [173] suggested taking into account
the C(V) dependence arising in semiconductors by
using an approximate method under the assumption

0.2 0.4
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1

2

0.6
Depth, µm
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1016
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0

Fig. 16. Carrier concentration profiles measured at room
temperature by the SCM method on 200-keV N+-implanted
6H-SiC samples at two different fluences: (1) 1 × 1014 and
(2) 5 × 1014 cm–2 [156].
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that we have, in Eq. (1),

∂C/∂z ≈ ∂C(VDC, z)/∂z + ∂2C(VDC, z)/∂z∂V VACsinωt.

Then, the signal acquires a periodic component corre-
sponding to the third harmonic at 3ω proportional to
∂2C/∂z∂V, which yields the information on ∂C/∂V.
Experiments with the test doped n- and p-type Si sam-
ples confirmed that this method can be used for deter-
mining two-dimensional doping profiles, with the con-
trast in the vicinity of the p-n junction being dependent
on the VDC value [173].

Scanning probe microscopy is a rapidly developing
method of studying processes on the molecular scale.
The theoretical foundations of the method are con-
stantly being refined and the experimental methods are
becoming more elaborate. Although the number of
papers using this method is increasing in a flood, there
still are fields for its new application. There is no doubt
that we shall witness numerous interesting discoveries
in this field.
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Abstract—This article begins a series of publications on growth of single crystals of nonstoichiometric
Cd1 − xRxF2 + x phases (R = La–Lu, Y, In) with the defect CaF2-type structure, their crystal structures, and some
properties. The present article is dedicated to the phase diagrams of the CdF2–RF3 systems in the region of
Cd1 − xRxF2 + x formation. Their analysis shows that it is possible to synthesize homogeneous Cd0.9R0.1F2.1 crys-
tals. The dependence of the defect structure of the crystals on the type and concentration of rare earth elements
is studied on specially grown Cd0.9R0.1F2.1 (R = La–Lu) and Cd1 − xYxF2 + x (x = 0.1, 0.15, 0.20) crystals. It is
shown that, despite the fact that all the Cd0.9R0.1F2.1 crystals melted congruently, irrespectively of the rare earth
elements used, they were rather homogeneous. The chemical compositions of the Cd1 − xRxF2 + x phases (R =
Sm, Gd, Tb, Ho, and Lu) determined by the method of inductively coupled plasma atomic emission spectros-
copy (ICP–AES) turned out to be close to Cd0.9R0.1F2.1. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The nonstoichiometric M1 − xRxF2 + x phases with the
fluorite-type defect structure are the main products of
high-temperature chemical interactions occurring in
the MF2–RF3 systems (M = Ca, Sr, Ba, Cd, Pb; R are
rare earth elements (RE) [1]. The interest in the struc-
tures of the Ca1 − xRxF2 + x phases is historically
explained by the fact that Goldschmidt used these
phases as an example of isomorphism with filling of the
space in his isomorphism classification in 1926 [2]. For
quite a long time, this scheme had been confirmed only
by density measurements.

The first direct X-ray diffraction studies of the
defect (atomic) Ca0.61Ce0.39F2.39 structure were per-
formed only in 1969 [3]. In 1970, Ca1 − xYxF2 + x crystals
were also studied [4]. Both structural determinations
revealed the deviations from the Goldschmidt model.
The following structural determinations were also
accompanied by the study of some structure-sensitive
physical properties of these compounds. The corre-
sponding studies performed up to the year 2000 are
reviewed elsewhere [5].

The Ca0.61Ce0.39F2.39 crystals were studied in a
period of intense search for new fluoride materials for
lasers [3]. The study of their defect structures was pre-
ceded by the discovery of inhomogeneous broadening
of the absorption spectra of RE ions in the crystalline
CaF2 matrices [6, 7]. This fact indicated the formation
of an unusual (partly disordered) crystal structure of
1063-7745/04/4903- $26.00 © 20500
these nonstoichiometric phases. The characteristic
spectra of the RE-doped natural and synthesized fluo-
rite phases were first indicated in [8], but were not inter-
preted as having inhomogeneous broadening. In the
pioneering studies of the corresponding defect struc-
tures [3, 4], fluoride ions were revealed in partly occu-
pied interstitial positions.

Later, it was shown [5] that Ca1 − xRxF2 + x crystals
possess a number of other useful physical properties
controlled (often over a rather wide range) by isomor-
phous substitution in the fluorite structure of various
RF3 amounts (up to 50 mol % under normal pressure).
The variation of the physical properties is determined
by the concentration of the structural defects in the
crystals. Therefore, the study of the defect structures is
directly related to synthesis of new multicomponent
fluoride materials.

Of the five known MF2 compounds with the fluorite
structure, only CaF2 and BaF2 are widespread optical
fluoride materials, which are produced on the industrial
scale. This explains the interest in producing not only
the Ca1 − xRxF2 + x, but also Ba1 − xRxF2 + x, single crystals
and studying their defect structures. As a result, a wide
variety of new multicomponent fluoride materials with
improved properties (in comparison with those of MF2)
and characteristics that are not inherent in single-com-
ponent fluorides were synthesized (see Ch. 10 in [5]).

The defect structure of the Cd1 − xRxF2 + x phases has
not been studied until recently. The structure of CdF2
004 MAIK “Nauka/Interperiodica”
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has not been studied in detail either. A fluorite structure
was suggested for CdF2 based only on its X-ray powder
diffraction pattern [9]. The structure determinations of
SrF2- and PbF2-based M1 − xRxF2 + x fluorite phases are
also rather scarce.

The investigations considered here include the syn-
thesis and the structural study of CdF2 and
Cd1 − xRxF2 + x single crystals with R = RE and In and fill
the gap in the studies of the defect structure of nonsto-
ichiometric CdF2-based fluorite phases. These investi-
gations are necessary for the reconstruction of the for-
mation and evolution of the defect structure of nonsto-
ichiometric phases for a series of M2+ cations (Ca, Sr,
Ba, Cd, and Pb) and 17 rare earth (Sc, Y, La–Lu) and In
ions. The defect clusters characteristic of these struc-
tures concentrate highly charged R3+ cations, interstitial
fluoride ions, and anion vacancies and are developed
differently in different crystalline MF2 matrices.

CdF2, with essentially covalent chemical bonding,
occupies an individual place in the family of MF2

phases with a fluorite structure. This allows one to
assume that the defect structure of Cd1 − xRxF2 + x crys-
tals should differ from that of all the other “more ionic”
M1 − xRxF2 + x crystals.

The specific defect structure of CdF2 and
Cd1 − xRxF2 + x crystals is also reflected in some of their
physical properties. For CdF2, it is the transition to the
semiconductor state after annealing in the reducing
atmosphere (e.g., in Cd vapors). The crystals thus
obtained belong to high energy-gap semiconductors
(7.8 eV) and can have a number of practical applica-
tions.

The most specific property of the Cd1 − xRxF2 + x

phases is their gigantic photorefractive effect, recently
discovered in Ga3+- or In3+-activated CdF2 crystals. The
isomorphous introduction of Y3+ into such crystals con-
siderably improves the spectroscopic characteristics of
these new photorefractive materials [10–12], which are
promising optical media for 3D holography and other
applications [13]. The knowledge of the defect struc-
ture is also a necessary condition for synthesis of mate-
rials with the preset properties.

The present study is dedicated to the analysis of the
phase diagrams in the CdF2–RF3 systems in the range of
formation of the Cd1 − xRxF2 + x fluorite phases in order
to evaluate the growth conditions of the respective crys-
tals by the Bridgman method (directional crystalliza-
tion with the temperature gradient). The practical goal
of this study was growth of a series of crystals from the
Cd0.9R0.1F2.1 charge (R = La–Lu) and Cd1 − xYxF2 + x (x =
0.1, 0.15, 0.2) charge and the refinement of their chem-
ical composition and optical homogeneity.
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
EXPERIMENTAL

Selection of crystals for structural investigations.
In order to localize interstitial fluoride ions (the main
structural defect of the anionic motif) more precisely, it
is desirable to study the crystals with the maximum
possible concentration of these defects. This corre-
sponds to the maximum RE concentration. The solubil-
ity of RF3 in CdF2 at eutectic temperatures varies along
the RE series from 13 mol % for LaF3 up to 31 mol %
for LuF3, with the maximum solubility being observed
for Tb and Dy (34 mol %).

On the other hand, in studying the evolution of the
defect structure along the RE series, one must study
crystals with the same RE concentrations. As is seen
from the phase diagrams (see below), this maximum
concentration can be 13 mol %. This concentration can
be attained in the CdF2–LaF3 system. However, it is not
expedient to use the Bridgman method for growing the
crystals from the charge with the limiting RE concen-
tration, because the incongruent melting at the conclud-
ing growth stage of crystallization, the crystalline
boule, includes the second phase (LaF3-based solid
solution).

We decided to study the structure of the
Cd1 − xRxF2 + x phases with 10 mol % RF3 (in the charge).
The choice of the Cd0.9R0.1F2.1 composition was dic-
tated by our goal—the study of the evolution of the
defect structure along the whole RE series. As will be
shown later, the compounds with such compositions melt
incongruently irrespective of the RE and are not the opti-
mum materials for growth of single crystals with homoge-
neous distributions of the impurity component (RF3).
The possibility of growing homogeneous Cd0.9R0.1F2.1
crystals can be estimated by considering the phase dia-
grams of the CdF2–RF3 systems from [14–16].

To study the variations in the defect structure of the
Cd1 − xRxF2 + x crystals as functions of the RE content,
we considered a series of Cd1 − xYxF2 + x solid solutions
(x = 0.1, 0.15, 0.2). The fluorite phases with yttrium
also served as model objects in many earlier structural
investigations.

Analysis of phase diagrams in the CdF2–RF3 sys-
tems in the range of Cd1 - xRxF2 + x formation with
the aim of growing homogeneous Cd0.9R0.1F2.1 crys-
tals. Figure 1 shows the regions of the diagrams of the
condensed state of the CdF2–RF3 systems according to
[14–16]. The CdF2-based solid solutions with the fluo-
rite structure are formed over the wide range of concen-
trations and have flat liquidus curves. In the systems
with R = Sm–Er, the liquidus curves have their maxima
[15], where the solution of the binary composition
melts congruently (without the change of the composi-
tion). It is these compositions that are most favorable
for growing homogeneous single crystals.

Mildly sloping liquidus curves (melting) at short
temperature intervals between the liquidus and solidus
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Fig. 1. Fragments of the phase diagrams of the Cd1 − xRxF2 + x (R = La–Lu, Y) systems [14–16].
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Table 1.  Coefficients of the A1, A2, and A3 polynomials, which describe the liquidus temperature and the distribution coefficients
k0 at infinite dilution, and the coordinates CL and T of the maxima on the liquidus and solidus curves of the Cd1 – xRxF2 + x
fluorite phases

R
TL = 1075 + A1CL + A2  + A3

k0

Calculated coordinates of
the maxima on the liquidus 

and solidus curves
of Cd1 – xRxF2 + x

k0 [22]

Coordinates of the maxima 
on the liquidus and solidus 

curves of Cd1 – xRxF2 + x 
[16]

A1 A2 A3 CL, mol % t, °C CL, mol % t, °C

La –3.2687 –0.015 0.23 0.28

Ce –0.8725 –0.1059 0.0028 0.79 0.79

Pr –1.6809 0.0188 0.60 0.74

Nd –1.4617 0.0173 0.66 0.77

Sm 0.1395 –0.0167 1.03 4.2 1075.3 0.91 4 1076

Gd 0.2405 –0.0256 1.06 4.7 1075.6 0.95 4 1076

Tb 0.3428 –0.0326 1.08 5.3 1075.9 1.05 6.5 1077

Dy 0.4931 –0.0451 1.12 5.5 1076.3 1.24 6.5 1078

Ho 1.0193 –0.0721 0.0003 1.24 7.4 1078.7 1.21 7.5 1080

Er 1.0132 –0.0731 1.24 6.9 1078.5 1.31 7.5 1081

Tm 0.4778 –0.0543 1.11 4.4 1076.1 1.24

Yb 0.7963 –0.0948 0.0005 1.19 4.3 1076.6 1.17

Lu 1.0505 –0.1266 0.0010 1.25 4.4 1077.3 1.22

Y 1.9634 –0.1520 0.0014 1.46 7.1 1081.8 1.38 5 1077

CL
2 CL

3

lines (solidification) allow one to select crystallization
parameters that allow growth of almost homogeneous
binary crystals. This can be attained if the shape of the
crystallization front is either flat or close to flat.

Consider the morphological stability for a flat crys-
tallization front of a binary solid solution under the con-
ditions of the concentration supercooling in the CdF2–
RF3 systems. The concentration supercooling is consid-
ered to be the main cause of concentration fluctuations
of the impurity component in a growing crystal and the
formation of a cellular substructure.

To characterize the stability of the flat front of a
binary melt under the conditions of supercooling
[15, 17, 18], one must use the stability function of the
flat crystallization front F(x),

F(x) = m∆x < GD/V, (1)

where ∆x = xS – xL is the change in the concentration at
the crystallization front, m is the tangent of the slope
angle on the liquidus line (dTL/dx), G is the temperature
gradient in the crystallization zone, D is the diffusion
coefficient, and V is the growth rate of the crystal. The
applicability conditions and the form of the stability
function are considered in detail elsewhere [15, 17–19].
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
The physical sense of the F(x) function is as follows.
If the combination of the parameters of the growth pro-
cess GD/V at the given concentration x has the value
exceeding that of F(x), then the flat crystallization front
is stable. Obviously, if F(x) = 0, the flat crystallization
front is stable at any growth parameters.

To calculate F(x), we used the DTA data for the
CdF2–RF3 system obtained in [14] (Fig. 1). The techni-
cal difficulties of the experimental determination of the
solidus curves resulted in the fact that, for most of the
systems, these curves were not determined at all or
were determined with a low accuracy. This results in
considerable errors in the calculated distribution coeffi-
cients and stability functions.

The liquidus curves in all the systems were approx-
imated by the second- and third-degree polynomials.
The polynomials were selected in such a way that they
described quite well the regions of the low and moder-
ate concentrations of an RE-fluoride (up to 15 mol %).
This allowed us to find analytically the tangent of the
slope angle of the liquidus curve, m. Table 1 lists the
coefficients of the polynomials, the distribution coeffi-
cients k0 for infinitesimal amounts of impurities (infi-
nite dilution) determined from the initial slope of the
liquidus curve, and the coordinates of the maxima on
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the liquidus curves determined from the calculated
polynomials.

The calculations allow one to assume the existence
of the maxima on the solidus and liquidus lines of solid
solutions not only in the systems where R = Sm–Er, but
also further, up to Lu. This assumption should be veri-
fied experimentally, because the coordinates of the

4 8 12 16 20
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Fig. 2. Stability functions F(x) of a flat crystallization front
of the Cd1 − xRxF2 + x solid solutions (R = La–Lu, Y).
C

maxima exceed the melting point of CdF2 by only a few
degrees, which is within the accuracy of the determina-
tion of the phase-transition temperatures by the DTA
method.

In addition, Table 1 also lists the k0 values calculated
from the slopes of the polynomials of degree 3 [20]
based on the same experimental data [14–16] and also
the coordinates of the maxima on the liquidus curves
based on data [15]. The difference between the k0 val-
ues from [20] and our data is explained by the fact that
the liquidus temperatures in [20] were approximated by
the polynomials over wider concentration ranges. The
calculated temperatures differ from the experimental
ones by not more than 5°C. This corresponds to the
accuracy of the DTA experiment. However, one has to
take into account that, at this experimental accuracy
and such a flatness of the liquidus curve, the error in the
determination of the initial slope of the liquidus curve
can be rather pronounced. To decrease the error due to
approximation, we limited our consideration to the con-
centration range 0–15 mol %. The composition region
we are interested in (about 10 mol %) lies within this
interval. At the same time, such a consideration ensures
the closeness of our calculations of the liquidus temper-
ature in the range of low and moderate concentrations
to the true values, because, in all the systems, the liqui-
dus curve is not approximated with a sufficient accu-
racy by a polynomial of degrees 2 or 3 in the whole
range of phase homogeneity.

The solidus curves for some systems having no
maxima on the solidus and liquidus curves were also
approximated by polynomials of degree 2. The ∆x val-
ues were determined from the phase diagrams. The
dependences of the stability function on the composi-
tion thus obtained are shown in Fig. 2.

In [21], the liquidus and solidus curves and the sta-
bility function for the Cd1 − xçÓxF2 + x solid solution
were processed more accurately. The coordinates of the
maxima and the stability functions obtained in [21]
practically coincide with our estimations.

Change of the stability function along the RE
series depending on their concentrations. Of the
three parameters G, D, and V determining the stability
function, only the growth rate can be controlled under
the experimental conditions. The temperature gradient
is constant irrespectively of combination of a heater, a
crucible with the substance, and thermal screens. In the
first approximation, the diffusion coefficient of the
impurity component was constant and had different
values for different RE. One could only vary the veloc-
ity of the crucible motion through the hot zone. In the
first approximation, it was assumed that this rate was
equal to the crystallization rate, at least at the initial and
middle parts of the crucible.

Thus, the problem of growth of homogeneous (with-
out cells) Cd0.9R0.1F2.1 crystals incongruently melting
irrespectively of the RE element reduced to the appro-
priate selection of the growth rate to satisfy the inequal-
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CRYS

GROWTH AND DEFECT STRUCTURE 505
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Fig. 3. Crystals of nonstoichiometric Cd1 − xRxF2 + x phases (R = La–Lu) grown from melt.
ity F(x) < GD/V. This is usually attained by selecting
the minimum velocity of the crucible descending at the
reasonable duration of the growth cycle. The present
study aimed at growing a series of Cd1 − xRxF2 + x crys-
tals sufficiently homogeneous for further structural
studies.

It is seen from Fig. 2 that the stability function for
the Cd0.9R0.1F2.1 composition has a higher value for the
systems with R = La and Ce. Using this function, it is
possible to evaluate the growth rate necessary for grow-
ing homogeneous single crystals, V < GD/F(x). Since
no diffusion coefficients R3+ for the CdF2 matrix can be
found in the literature, we used for the approximate
estimation the diffusion coefficients R3+ known for the
SrF2 matrix [18]. Thus, we discovered that the growth
rate of Cd0.9La0.1F2.1 crystals should not exceed
1.7 mm/h.

A considerable decrease in the crystallization rate is
limited by the fact that an increase of the time of melt
existence leads to losses of the substance for evapora-
tion. The probability of incongruent evaporation of the
Cd1 − xRxF2 + x melt is rather high. Therefore, long exist-
ence of the melt can result in considerable deviations of
its composition from the composition of the initial
charge. At high pressure of the CdF2 vapors, the crys-
tals would be enriched with rare earth elements.

The stability functions for the Cd0.9R0.1F2.1 crystals
with R = Nd–Lu are lower, and, therefore, it is easier to
attain a flat crystallization front. A similar estimate of
the growth rate made for homogeneous single crystals
yields less than 11.6 mm/h for Gd and less than
11 mm/h for Ho. As a result, for the experiment we
selected a rate of crucible descent equal to 9.5 mm/h.
This rate is sufficient for growth of most of Cd0.9R0.1F2.1
crystals without cellular substructure and, at the same
time, gives rise to no considerable substance losses for
evaporation.

Crystal growth. Traditionally, single crystals of flu-
orides of divalent metals and solid solutions on their
basis are grown from melts by the Bridgman method.
Earlier, we managed to grow CdF2, Cd1 − xRxF2 + x single
crystals with low (up to 1 mol %) RF3 concentrations
(R = La, Ce, Nd, Sm, Eu, Tb, Tm, In, Bi) and with
TALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
3−5 mol % RF3 concentrations (R = Ce, Nd, Sm, Eu,
Tb, Tm) at an R concentration exceeding 10 mol % (R =
Ce, Nd, Gd, Dy, Ho, Er, Tm, Yb, and In). The physical
properties of these crystals were considered in papers
the references to which may be found in [5]. However,
these crystals form no isoconcentration series at all the
RE elements.

The single crystals forming the isoconcentration
series Cd0.9R0.1F2.1 (R = La–Lu) were grown from melt
by the Bridgman method in the atmosphere of helium
and the products of tetrafluoroethylene pyrolysis. The
initial materials were extra pure grade CdF2 and spec-
troscopic grade RF3. The reagents were preliminarily
dried in a graphite crucible at ~100°C in vacuum
(~1 Pa) in the growth setup and, then, were melted and
kept for 6 h at a low overheating in the fluorinating
atmosphere. Then, the melts were rapidly cooled and
formed polycrystalline ingots.

The growth from thus fluorinated reagents was per-
formed in an opened graphite crucible with 13 cells
descended at a rate of 9.5 ± 0.5 mm/h at a temperature
gradient of about 50 deg/cm. The cooling rate was
~250 K/h. The substance loss during growth amounted
to 0.5–1.5 wt %. The crystals grown were 12 mm in
diameter and ~30 mm in length (Fig. 3).

The series of Cd1 − xYxF2 + x crystals (x = 0.1, 0.15,
0.2) were grown in a separate experiment under analo-
gous conditions with the following process parameters:
the rate of crucible descending was 10 mm/h, the tem-

Table 2.  Chemical composition of the crystals

R
The determined R

concentration, wt % 
(ICP-AES)

Refined solid-solution 
formula

Sm 9.5 ± 0.5 Cd0.984Sm0.096F2.096

Ho 9.9 ± 0.5 Cd0.895Ho0.105F2.105

Tb 9.9 ± 0.5 Cd0.898Tb0.102F2.102

Gd 10.0 ± 0.5 Cd0.900Gd0.100F2.100

Lu 10.2 ± 0.5 Cd0.889Lu0.111F2.111
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Fig. 4. Photographs of polished Cd0.9R0.1F2.1 plates (R = La–Lu) and Cd1 − xYxF2 + x (x = 0.1, 0.15, 0.2) plates in the polarized light.
perature gradient was ~30 K/cm, and the cooling rate
varied according to the special program from ~150 to
300 deg/h. The material loss during growth was
~0.5 wt %.

Determination of chemical compositions of crys-
tals. The RF3 content in some Cd1 − xRxF2 + x crystals
C

was determined in the Laboratory of Chemical Analy-
sis of the Russian Research Center Kurchatov Institute
by the method of inductively coupled plasma atomic
emission spectrometry (ICP-AES) (Table 2).

In the middle parts of the crystal boules selected for
chemical analysis, the crystal compositions determined
RYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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turned out to be close to the charge composition
(10 mol % RF3), from which follow two conclusions.
First, the selected growth rate was sufficient for sup-
pression of the RE differentiation along the crystal
length and formation of a cellular substructure (RE dif-
ferentiation along the crystal diameter) for most RE
elements of the yttrium subgroup. Second, under the
conditions of growth experiments, it became possible
to avoid considerable changes in the crystal composi-
tion because of evaporation of incongruent melting.

Estimation of crystal homogeneity. We cut 3-mm-
thick plates from the middle parts of crystalline boules
gown. The polished plates were photographed in polar-
ized light in crossed Nicol prisms in a MIN-8 polariza-
tion microscope (Fig. 4).

The blocks with the nucleated cellular substructure
were observed in the Cd0.9R0.1F2.1 plates with R = Sm,
Ho, and Er to a lesser extent and, to a larger extent, with
R = Nd, Gd, Tm, Yb, and Lu. The photographs clearly
show that, in some crystal blocks, cells are formed.
Only the crystals with R = La, Ce, and Pr had a well
developed cellular substructure. The crystals with R =
Tb and Dy were almost free of cells. The plates cut out
from the Cd1 − xYxF2 + x crystals (x = 0.1, 0.15, 0.2) dem-
onstrated gradual quality deterioration with an increase
of the yttrium concentration. At x = 0.1, cells are
formed only in some blocks; at x = 0.15, they are
formed over the whole plate volume of the plate; and,
at x = 0.2, a well developed cellular structure was
accompanied by a pronounced block structure.

Estimation of diffusion coefficients of some RE
ions in the melt. The presence in Cd0.9R0.1F2.1 crystals
with R = Nd, Sm, Gd, and Ho–Lu of regions with a
nucleated cellular substructure allowed us to assume
that these regions had a concentration close to the crit-
ical concentration of the formation of a cellular sub-
structure. If this assumption is correct, then it is possi-
ble to estimate the diffusion coefficient in the melt of
the impurity component, an RE ion. At G = 50 K/cm,
V = 9.5 mm/h, and the corresponding values of the sta-
bility function, we arrive at the results indicated in
Table 3.

Table 3.  Diffusion coefficients of impurities in
Cd1 − xRxF2 + x crystals

R x, mol 
fraction

D × 106,
cm2/s R x, mol

fraction
D × 106,

cm2/s

Nd 0.10* 9 Er 0.10* 9.5

Sm 0.096 5 Tm 0.10* 11.6

Gd 0.100 4.2 Yb 0.10* 84.4

Ho 0.105 7.9 Lu 0.111 5

* RE concentration in the charge.
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The obtained diffusion coefficients of R3+ ions coin-
cide, by an order of magnitude, with the values
obtained earlier for these ions in the fluorite matrix
[18].

CONCLUSIONS

The Cd1 − xRxF2 + x (R = La–Lu) single crystals for
studying the evolution of the defect structure along the
RE series are synthesized from the charge containing
10 mol % RF3.

The Cd1 − xYxF2 + x crystals with 10, 15, and 20 mol %
YF3 for the study of the concentration variations of the
defect structure are also synthesized. The phase dia-
grams of the CdF2–RF3 systems are analyzed in the
range of the formation of the Cd1 − xRxF2 + x phases. It is
shown that, despite the incongruent melting of the
Cd0.9R0.1F2.1 compounds irrespective of the RE present,
it is possible to grow rather homogeneous crystals. The
chemical analysis of the Cd1 − xRxF2 + x crystals grown
with R = Sm, Gd, Tb, Ho, and Lu showed that they have
compositions close to the composition of the concen-
tration series Cd0.9R0.1F2.1 selected for the X-ray diffrac-
tion analysis. The optical homogeneity of the middle
regions of crystalline Cd1 − xRxF2 + x boules is studied. It
is shown that the homogeneity of the samples allows
their X-ray diffraction analysis.
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Vladimir Aleksandrovich Koptsik
(On the Occasion of His 80th Birthday)
Vladimir Aleksandrovich Koptsik, a doctor of phys-
ics and mathematics, an honored professor of Moscow
State University, an honored scientist of the Russian
Federation, and one of the leading scientists in the field
of theoretical crystal physics, in particular the theory of
generalized symmetry of real crystals and crystal-like
structures and its practical application, turned 80 on
February 26, 2004.

Koptsik graduated from the Faculty of Geology of
Moscow State University (the Chair of Crystallography
and Crystal Chemistry) in 1949. In 1953, he defended
his candidate’s dissertation under the supervision of
A.V. Shubnikov. In 1963, Koptsik defended his doc-
toral dissertation. Being the closest student and assis-
tant of Academician Shubnikov, Koptsik made great
efforts to organize the new Chair of Crystallography
and Crystal Physics at the Faculty of Physics of Mos-
cow State University in 1953, where he has been work-
ing continually ever since. From 1968–1974, he was the
head of the Chair after Shubnikov, where he has been
1063-7745/04/4903- $26.00 © 20509
working continuously since 1953. In 1993, the Chair of
Crystallography and Crystal Physics was reorganized
into the Chair of Physics of Polymers and Crystals,
which was headed by Prof. A.R. Khokhlov.

Koptsik is the author of more than 300 publications
and several well-known monographs and textbooks.
The works of Koptsik and his students have made a sig-
nificant contribution to the physics of electrically and
magnetically ordered crystals, the method of tensor
representation of physical properties of anisotropic
media, the theory of generalized symmetry of real crys-
tals and quasicrystals, and the development of symme-
try and applied aspects of the theory of structural phase
transitions.

In the 1950s–1960s, Koptsik performed extended
research on the basis of structural symmetry criteria,
which made it possible to double the number of piezo-
electric crystals (up to several hundreds) and pyroelec-
trics (to several tens) that were known at the time.

Since the 1960s, the scientific interests of Koptsik
have been focused on the theory of the generalized
symmetry of crystals and its physical applications.
Koptsik’s monograph Shubnikov groups (1966)
became for many researchers a handbook on the sym-
metry and physical properties of crystal structures, in
which crystallographic groups are described with the
same completeness as in the well-known International
Crystallographic Tables. In the monograph Symmetry
in Science and Art, published together with Shubnikov
in 1972 (translated into English and published by Ple-
num Press (New York, London) in 1974), Koptsik sum-
marized the results of derivation of polychromatic spa-
tial and infinitely colored point symmetry groups per-
formed by he and his students and developed the
magnetic interpretation of these groups. He was
awarded the Fedorov prize of the Russian Academy of
Sciences for this cycle of studies in 1973.

In 1974, Koptsik proposed a new effective approach
to theoretical simulation of the structure and physical
properties of real crystals, based on tangling of inter-
nal-symmetry groups of structural moduli (describing
their possible physical states) with external-symmetry
groups, which describes the short- and long-range order
in crystals on the whole.

In 2004, the second, extended, edition of the mono-
graph Symmetry in Science and Art is to be published
by the Institute of Computer Science in Izhevsk
together with the Regular and Chaotic Dynamics Pub-
004 MAIK “Nauka/Interperiodica”
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lishing House. The long period of time (more than
30 years) that has passed since the first edition called
for the addition of new material to the book.

The well-known Curie principle, which relates the
symmetry of crystals to their physical properties, has
been extended to the Curie–Shubnikov–Koptsik princi-
ple for composite physical systems.

In accordance with the Curie principle, which is a
symmetry aspect of the causality principle, the symme-
try of physical properties of crystals cannot be lower
than the symmetry of the crystal structure. However,
the symmetry of solid condensed media composed of
identical (or symmetrically equal) subsystems is not
reduced to the intersection of the symmetry groups of
these subsystems; according to the Curie–Shubnikov–
Koptsik principle, it is generally higher. Hence, the
symmetry of a system of physical consequences turns
out to be no lower than the symmetry of the system of
reasons responsible for these consequences, whereas
individual properties of crystals may have any (equal,
higher, or lower) symmetry as compared with the sym-
metry of the system of reasons.

As Curie formulated, “dissymmetry creates the phe-
nomenon.” This is true. At the same time, dissymmetry
symmetrizes self-organizing (cyberonic) systems com-
posed of identical (structural) parts of subsystems.

Symmetry in Science and Art considers both the pen-
tagonal and cosahedric types of symmetry of quasicrys-
tals that allow for long-range orientational order. In a
special appendix to this book, A.L. Talis considers the
non-Euclidean symmetry of tetracoordinated structures
in terms of projective geometry and algebraic groups.
In another appendix, S.V. Petukhov describes the pro-
jective symmetry in the world of biomorphology and
the structure of the genetic code of such an extremely
complex synergetic system as the human brain. As an
example of a manifestation of laws of symmetry in art,
the compositional symmetry in Pushkin’s poetry is con-
sidered.

As was shown by Koptsik and his students in the
1980s, a positional approach that they developed, cov-
C

ering all the generalizations of spatial symmetry
groups, can be used for modular description (on the
basis of lattice models) of all the forms of ordering of
condensed media—from amorphous media to incom-
mensurately modulated phases, polymers, and quasic-
rystals. This approach makes it possible to predict pos-
sible physical properties of composite material systems
on the basis of a generalized deterministic principle
(called by Koptsik the “Shubnikov–Curie principle”).

Koptsik is deeply engaged in administrative and
pedagogical work. He has supervised 25 candidate’s
and 7 doctoral dissertations. He organized has the orig-
inal special courses “Foundations of Crystal Physics,”
“Principles of Solid-State Physics,” “Theoretical Group
and Tensor Methods in Solid-State Physics,” and
“Physics of Crystals with Defects” for students of the
Division of Solid-State Physics. Koptsik is a member of
several Scientific and Qualification Councils. He is also
a member of the editorial boards of the scientific jour-
nal Kristallografiya (Crystallography Reports) and the
international journal Symmetry: Science and Culture.

Prominent among Koptsik’s studies is a unique
cycle of investigations (started in 1972) devoted to the
development of synergetic–informational structural–
semiotic theories of art. These studies make an original
contribution to the problem of bringing together two
cultures—natural-science and humanities education—
and develop and adapt exact methods of natural sci-
ences as applied to complex systematic investigations
of art and its evolution. A good example is the theory of
generalized compositional symmetry of creative works
of art that was developed by Koptsik.

Russian specialists in crystallography, as well as the
editorial board and staff of Kristallografiya congratu-
late Vladimir Aleksandrovich Koptsik on his 80th birth-
day and wish him good health and success in his scien-
tific work.

Translated by Yu. Sin’kov
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Crystallography Reports, Vol. 49, No. 3, 2004, pp. 511–515. Translated from Kristallografiya, Vol. 49, No. 3, 2004, pp. 577–581.
Original Russian Text Copyright © 2004 by Smirnov.

      

MEMORIAL
DATA

 

On the Occasion of the 100th Birthday of Marina Viktorovna 
Klassen–Neklyudova (1904–2004)
On January 7, 2004, 100 years had passed since
Honored Scientist and Engineer of the Russian Federa-
tion and Doctor of Physics and Mathematics Prof.
Marina Viktorovna Klassen–Neklyudova was born.
Klassen–Neklyudova founded the Laboratory of
Mechanical Properties of Crystals of the Institute of
Crystallography of the Russian Academy of Sciences
and headed this laboratory continuously for many
years. Her name is inseparable from the development of
the physics of durability and plasticity of materials.

The life of Klassen–Neklyudova (1904–1995),
which was full of creative achievements, deep feelings,
and gifts and blows of fortune, was, on the whole, suc-
cessful. But her life, closely connected as it was with
that of the 20th century, reflected all the joys, great
achievements, and tragedies of that time. Moreover, it
1063-7745/04/4903- $26.00 © 20511
was a human fate, in light of which time revealed itself
completely as something given to us for creative free-
dom, pure intentions, benevolence, and happiness. Let
us highlight some of the landmarks and follow the nat-
urally outlined stages of this life. Chronologically,
three such stages can be selected.

Early years. St. Petersburg. Marina Klassen was
born into a family closely connected to science and
engineering (her father, Viktor Émil’evich, a Dutchman
by birth, was a professor at the Polytechnical Institute).
Moreover, she was brought up in a scientific and engi-
neering environment—in a cottage settlement of the
Academy of Sciences in a suburb of St. Petersburg. One
of the Klassens’ neighbors was A.F. Ioffe; thus, the
friendship between Marina and Abram Fedorovich
began long before their joint work. Another frequent
guest of the Klassens was the academician A.N. Krylov
(the builder of the first Russian battleships), who used
to play with Marina, using a top to enchant her. In sum-
mer, the family would go to the Black Sea, and the best
pages of Klassen–Neklyudova’s “Memoirs” (unpub-
lished) are devoted to their life in Gagry in 1914—the
last months of serene life before the beginning of the
First World War. She wrote about the sea, the park
where she saw Egyptian cranes, the mountain trips and
sea voyages, the arrival of the tsar (with whom she did
not want to be photographed), and the two bunches of
roses that were brought to the carriage, where she sat
with her mother, by Prince Ol’denburgskiœ, who hap-
pened to see them at the gate.

Obviously, the imperial motto “autocracy, ortho-
doxy, and nationality” was not popular in Klassens’
environment (although her mother, Valentina
Vladimirovna Milovidova, came from a clerical back-
ground). The people close to the Klassens were clearly
mainly freethinking, partly atheistic; they strove for lib-
eral changes, and the February Revolution was the rev-
olution they had waited for. Nevertheless, after the
October Revolution, when a great part of the intelligen-
tsia preferred to emigrate rather than collaborate with
the new authorities or was evicted from the country on
the “philosophers’ ships,” Klassens stayed in Russia. In
our opinion, along with patriotic feelings, this decision
was to some extent because Viktor Émil’evich was per-
sonally acquainted with Lenin and enjoyed the confi-
dence of the leader of the October Revolution. Being
the deputy of the head of GLAVTOP, he had a mandate
for authority from the Council of Workers’ and Peas-
004 MAIK “Nauka/Interperiodica”
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ants’ Defense signed personally by Lenin. No doubt,
this circumstance provided safe conduct for the family
and saved their lives not only in the 1920s—the years
of trouble—but also in the period of the Great Terror.

Both the Klassens’ daughters (Marina and Tat’yana)
received a higher education, and the father decided to
send Marina to the Netherlands to work on probation
under the supervision of Burgers, the professor of
hydrodynamics. However, the daughter, who had been
brought up without parental tyranny, made her own
choice. She became a postgraduate student at the Phys-
icotechnical Institute under the supervision of the elder
friend of her childhood— Ioffe.

Thus, the early period of Marina Klassen’s life
ended. The period of St. Petersburg had ended even ear-
lier: the institute where she worked and studied was
already called the Leningrad Physicotechnical Institute.

Coming into being. Leningrad. As a dissertation
subject, Ioffe suggested that his postgraduate student
study the nature of plastic deformation in rock salt crys-
tals experimentally. The important results of this inves-
tigation were the step character of deformation (which
was revealed for the first time) and the phenomenon of
sound emission, which accompanies the process of
deformation under certain conditions.

Even before Marina Viktorovna graduated from the
postgraduate course, I.V. Obreimov suggested that she
and L.V. Shubnikov (a relative of A.V. Shubnikov, he
was a talented physicist who perished later in Stalin’s
concentration camps) develop a polarization-optical
method for studying NaCl crystals. She discovered that,
even at low temperatures, the formation and propaga-
tion of slip traces can be observed in crystals. This
meant that, even at –180°C, crystals have plasticity; i.e.,
a completely brittle fracture is absent. The results of
these investigations were included in her candidate’s
dissertation (1930) and were also published in the
monograph Plasticity and Durability of Crystals
(1933), which became one of the first in the world in
this branch of science.

The next stage (1930–1938) of the scientific career
of Marina Viktorovna was related to the study of the
effect of the surface state on the durability and plastic-
ity of solids. In essence, the case in point was to check
the correctness of an observation of Ioffe according to
which the durability of rock salt crystals increases upon
their stretching in water and, in principle, may attain the
calculated values. Some experts were skeptical of this
statement. For example, the German physicist Smekal
ironically called the discovered phenomenon the “Ioffe
effect.” According to Smekal, it was nothing but a usual
effect that had been placed in quotation marks. How-
ever, Marina Viktorovna showed that the low durability
of crystals observed in practice is due to the presence of
a damaged layer on their surface that includes microc-
racks, scratches, and other defects. Dissolution of this
layer radically increases the durability of samples,
making it as high as theoretically possible. This is a
C

general truth, and its validity was confirmed by an
example of metals (zinc, bismuth, brass). Thus, the
quotation marks were removed from the name of the
Ioffe effect and it became a part of physical knowledge,
and the researcher who had studied this effect became
the first woman in the Soviet Union to hold the title of
Doctor of Physics and Mathematics (1936).

This was the end of the first stage of the scientific
career of Marina Viktorovna, which coincided with her
departure from Leningrad. Another period of her life
was ahead.

Achievements. Moscow. Marina Viktorovna wrote
in her recollections about A. Shubnikov that “in 1937, I
was obliged to leave Leningrad, the climate of which
was not appropriate for my health, and go to Moscow. I
have learned that Alekseœ Vasil’evich Shubnikov is
going to expand his laboratory at the Division of Geol-
ogy and Mineralogy and is looking for an expert on the
mechanical properties of crystals. On the May holi-
days, I came to Moscow and went to see Alekseœ
Vasil’evich with a list of my publications and a small
monograph, published in 1933. Alekseœ Vasil’evich
received me in a comfortable sunlit study, where an
ideal order reigned.” He “…did not look through the list
of my publications and the monograph: he knew them
well. He also remembered me because he had worked
in Leningrad at the Physicotechnical Institute, where he
organized a laboratory for studying the growth of the
large ferroelectric crystals that were required for the
developments carried out by I.V. Kurchatov. Shubnikov
suggested: “Put in an application.” I began to work in
Shubnikov’s laboratory and have never regretted it,
although I had to leave the best physics institute that
existed at that time.”

The lines of the unpublished Autobiography give an
idea of the first impressions of the work in Moscow. It
is worth noting that Marina Viktorovna left not only for
another city and institute, but also for another depart-
ment: instead of the People’s Commissariat of Heavy
Industry, which had a relatively high budget and to
which the Physicotechnical Institute belonged, it was
now the Academy of Sciences, which was low-budget
at the time.

“Frankly speaking, I could not even imagine under
what wretched conditions intense and valuable research
work can proceed in the Academy of Sciences. There
were neither workshops, nor laboratory assistants, nor
supply department, nor materials store there. Shubni-
kov and his colleagues did everything with their own
hands. I had to start working alone, without anything to
begin with. Nevertheless, I was not depressed. I
believed in the broad potentials of this laboratory,
which was small at that time, and I saw later with my
own eyes how this laboratory turned into the Institute of
Crystallography, the first in the world, and to the devel-
opment of which I have contributed.”

The laboratory where Marina Viktorovna began to
work had, alongside Shubnikov, eight more employees:
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Fig. 1. Watercolor portraits of Klassen–Neklyudova: (a) in a transparent green cloak and (b) with a mantle of golden Chinese bro-
cade. Drawn by A.V. Fonvizin, 1940s.

(a) (b)
N.V. Belov, V.P. Butuzov, B.V. Vitovskiœ, G.F. Dob-
rzhanskiœ, G.B. Lemmleœn, E.E. Flint, E.V. Tsinzerling,
and N.N. Sheftal’. The new researcher continued the
line of investigation she had begun in Leningrad—the
study of the nature of the plasticity and destruction of
crystals—in the 20-m2 area she was allotted. But, now,
her scientific interests were focused on synthetic ruby
crystals. In 1939–1941, she learned that ruby, which
had traditionally been considered a brittle material, can
be plastically deformed by prismatic sliding and rhom-
bohedral twinning at high temperatures. Ruby exhibits
anisotropy of mechanical properties, and its optical
anomalies are caused by traces of plastic deformation
and residual stresses arising under synthesis; thus, the
conditions of annealing aimed at removing these
stresses can be predicted.

The new practical achievement of Marina Vikto-
rovna was the development of high-strength anisotropic
materials—glass fibers, which were used to reinforce
beams made of high-strength gypsum. The pathos of
this work lay in the fact that, at the height of the Great
Patriotic War, when the country lay in ruins and the fate
of victory was uncertain, Marina Viktorovna, under the
supervision of Academician A.E. Fersman, organized a
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
group at the Committee for Assistance to the Red Army
with the purpose of obtaining new materials for the
needs of reconstruction civil engineering; i.e., the
development of wartime was aimed at postwar peaceful
life. Based on the investigations performed, this group
developed and implemented, at a pilot plant in Moscow,
technology for the fabrication of glass cords and glass
plywood with a specific durability that exceeded that of
steel.

In 1943, it was decided to organize the Institute of
Crystallography of the Academy of Sciences. The new
institute consisted of five laboratories and included,
along with Laboratories 1 and 2, headed by Shubnikov
and Belov, respectively, Laboratory 3, headed by Klas-
sen–Neklyudova. It was called the Laboratory of
Mechanical Properties of Crystals and Textures. The
task of the new laboratory was to analyze the mechani-
cal properties of crystals and glass-fiber materials and
study the physical nature of durability.

Marina Viktorovna’s last name was changed due to
her marriage with Grigoriœ Ivanovich Neklyudov, who
later became a prominent engineer, the developer of a
line of machines for the clock industry (the first in the
Soviet Union), and a winner of the Lenin and State
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Prizes. The marriage turned out to be happy and long
for both wife and husband.

In the end of the war, they became friends with the
artist Artur Vladimirovich Fonvizin. Fonvizin had
returned not long before from Karaganda, where he had
been in exile. The cold communal flat on Myasnitskaya
ul. became the studio where the artist made two water-
color portraits of Marina Viktorovna. In one, Klassen–
Neklyudova is dressed in a transparent green cloak
(Fig. 1a); in the other, she is wearing a magnificent
mantle of golden Chinese brocade (Fig. 1b). Fonvizin
seems to have been enchanted by the beauty of his
model, who combined a bright mind and irresistible
femininity, a strong will, and anxious tenderness, real-
ism and spirituality. People who had any sense of
beauty felt it in personal contact with Marina Vikto-
rovna. She herself possessed this sense in full measure
and deeply felt the nature of the artist’s creative work.
In contrast to those critics who blamed Fonvizin for for-
malism and trying to escape from reality, Marina Vik-
torovna asked him to avoid naturalism in order not to
make the portraits ponderous: she did not value impec-
cably drawn pictures “like photographs. At our place,
we wanted to have a picture drawn in the inimitable
conventional Fonvizin style.” The point here was the
loyalty of the master to the nature of his gift, rather than
adhering to directives imposed from above, the effect of
which often happens to be fateful. The Klassen–Nekly-
udovs proved to be real friends who helped Fonvizin
stay at the height of his talent. Marina Viktorovna wrote
in the article “Three Portraits” that “it was a real enjoy-
ment for me to follow the creative process of this amaz-
ing artist. However, fate had an unpleasant surprise in
store me. In 1947, I fell ill with influenzal encephalitis
and could only lie on my back, without turning my
head. Knowing that I had to lie motionless, Artur
Vladimirovich sent me one of his still lives and advised
me to hang it at the foot at the bed so that I could look
at it. The still life showed a transparent, round glass
vase with several twigs of some plant. The picture was
done in soft light colors. I lay and looked at it for many
months, often all day long.”

And, when the illness passed, Marina Viktorovna
returned to her active scientific work. She formulated
two main lines of investigation for herself: the study of
the mechanical properties and real structure of Roch-
elle salt crystals and the mechanical properties of ruby
and leucosapphire crystals. Let us follow how these
plans were realized.

Having known from a report of V.L. Ginzburg that
macroscopically misoriented regions—domains—may
exist in Rochelle salt crystals, Marina Viktorovna sug-
gested to M.A. Chernyshova to try to visualize twins
(regions in a crystal that have reoriented due to stresses)
and domains with the use of polarized light. When the
crystal cuts were prepared, it was learned from a ran-
dom talk with A.A. Shternberg that he had already seen
polysynthetic twins in Rochelle salt crystals in a micro-
C

scope, but in other, specific cuts. Moreover, he had
shown them to an expert—but the latter “was not inter-
ested at all.” Then, Marina Viktorovna went with
Shternberg to the small pilot plant on Polyanka ul.
where the appropriate cuts were stored. She described
that historical moment—the moment of scientific dis-
covery—as follows: “to our surprise, the twin structure
was completely absent in the appropriate cuts. The day
was sunny, and it was light and very warm in the room.
I remembered about the upper Curie point (24°C). We
took a microscope and went downstairs to the cold cel-
lar. There, we saw the desired structure in the prepared
cuts. The disappearance of twins at the transition
through the Curie point made me certain that we were
on the right track.”

Detailed investigations performed by Chernyshova
would later show that the twin components are the
regions of spontaneous polarization (domains) and that
the twin structure is observed only in a certain temper-
ature range. Later, on the basis of the obtained data,
V.L. Indenbom carried out a theoretical analysis of the
results of optical study of domains in Rochelle salt
crystals, which contributed to the development of the
theory of ferroelectrics, and also proved the relation-
ship between the domain pattern and arrangement of
dislocations.

However, the existence of dislocations had been
actively debated for a long time. This concept had been
proposed by Western researchers, and, in the context of
the struggle against cosmopolitanism, which was topi-
cal quite a short time ago, the objections to this idea
were not only purely scientific. The atmosphere was
highly electric.

In 1954, M.V. Klassen–Neklyudova and T.A. Kon-
torova published, in Uspekhi Fizicheskikh Nauk
(Advances in Physical Sciences), a critical response to
a review by Cottrell. This response contained objec-
tions against Taylor’s suggestion, which lay at the basis
of Cottrell’s review, that the existence of a regular lat-
tice of steady-state dislocations formed as a result of
thermal fluctuations in crystals. But, at the same time,
it was Klassen Neklyudova, specifically, who in her
laboratory initiated a wide experimental study aimed at
detecting dislocations in crystals. Her success was
complete. Dislocations in alkali halide crystals were
observed for the first time by A.A. Urusovskaya, who
used selective etching. V.L. Indenbom and G.E. To-
milovskiœ saw optical arrays of dislocations oriented
along slip lines in ruby in polarized light with high res-
olution. In silicon crystals with low dislocation density,
V.L. Indenbom and V.I. Nikitenko revealed birefrin-
gence rosettes, i.e., stresses around single dislocations.
Thus, the discussion was closed, and dislocation-based
concepts were acknowledged in the Soviet Union.

One day, Fersman asked Marina Viktorovna, “And
what has the mistress herself been doing?”

By that time, “the mistress” had written the mono-
graph Mechanical Twinning of Crystals (1960), which
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was published soon after in the United States. This
book, which became a classic, considers the processes
of mechanical twinning and related phenomena: the
formation of reoriented regions in crystals under the
action of high temperatures (martensite transforma-
tions, recrystallization twins), electric fields (ferroelec-
tric domains), and magnetic fields (magnetic domains).
This was how studies developed along one of the pro-
jected lines.

Simultaneously, the second point of the program
was being realized. An undertaking made by Marina
Viktorovna in studying the mechanical properties of
corundum turned out to be of utmost importance in
view of the problem of preparing crystals for quantum
electronics, which the Soviet Government was address-
ing. In the Special Design Bureau of the Institute of
Crystallography, a special apparatus was designed and
built on which V.P. Regel’ and, later, V.G. Govorkov
studied the temperature and rate dependences of the
plasticity of refractory oxides (ruby, sapphire, garnet).
Carrying out the optimization of the annealing condi-
tions (which is important even from a practical point of
view), Chernyshova revealed the effect of reversible
decoration. Thus, the scientific investigations turned
out to be useful for technical applications, which, in
turn, stimulated the scientific research. This alliance of
experiment and practice was typical of the working
style of Marina Viktorovna. The very large amount of
data on the study of laser crystals performed at the
Institute of Crystallography was partially included in
the monograph Ruby and Sapphire (1974), edited by
M.V. Klassen–Neklyuda and Kh.S. Bagdasarov.

Summing up her own scientific work and the studies
of her colleagues at the laboratory she headed, Marina
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
Viktorovna wrote in the unpublished memoirs The His-
tory of the Organization of the Laboratory of Mechan-
ical Properties of Crystals: 1939–1967 that “we have
traced and studied slip deformation in crystals in all its
stages, from the appearance and motion of individual
dislocations to their complex manifestation in the form
of irrational twins and kinks. It was shown that abso-
lutely brittle crystals do not exist in nature. The practi-
cal results of our studies have been implemented in
serial production of technical stones for precise appli-
cations, semiconductor devices, and solid state lasers.”

This is the result of Klassen–Neklyuda’s life and
scientific activity. And it is far from being all that was
done by Marina Viktorovna, her students, and col-
leagues. How many deeds, achievements, and people
whose fates were intertwined with hers have been left
beyond the scope of this article! Marina Viktorovna had
an amazing ability to comprehend reality creatively and
find in it, first of all, beauty, harmony, and proportion-
ality. Her life was no doubt a great one. Marina Viktor-
ovna once said that, “the greater an artist, the more
beauty his eyes can see.” These words work especially
well in her own case.

It is very pleasant that fond memories of Marina
Viktorovna live on in the Institute of Crystallography,
her students, and the laboratory she founded, the scien-
tific team of which remains among the undoubted lead-
ers in the science of the mechanical properties and real
structure of crystals.

A. E. Smirnov

Translated by Yu. Sin’kov



  

Crystallography Reports, Vol. 49, No. 3, 2004, pp. 516–518. Translated from Kristallografiya, Vol. 49, No. 3, 2004, pp. 582–584.
Original Russian Text Copyright © 2004 by Kovalchuk, Imamov, Klechkovskaya.

             

MEMORIAL
DATA

   
In Memory of Professor Zinoviœ Grigor’evich Pinsker, Scientist 
and Teacher (on the Occasion of His 100th Birthday)
Zinoviœ Grigor’evich Pinsker, an outstanding scien-
tist and teacher, made a large contribution to the devel-
opment of one of the important rapidly developing
directions of modern physics—diffraction of short
electron and X-ray waves.

Pinsker was born on February 13, 1904, in the city
of Kherson, Ukraine. In 1920, he graduated from the
Commercial school and entered the Faculty of Chemis-
try of the Bauman technical school (now Technical
University). After graduation from the Bauman techni-
cal school in 1929, he worked at the Institute of Con-
structing Materials, where he studied the physics of col-
loids under the guidance of Prof. B.V. Il’in. In 1932,
Pinsker started research in the field of electron diffrac-
tion at the All-Union Institute of Mineral Resources. In
1935, he observed experimentally and calculated theo-
retically the phenomenon of point electron diffraction.
In 1936, he designed and constructed the first electron
diffraction camera with a rather high resolution. At the
same time, he continued experimental and theoretical
studies of spot electron diffraction patterns and inter-
preted these patterns as diffraction from mosaic single
1063-7745/04/4903- $26.00 © 20516
crystals, which opened new possibilities for their use in
structure analysis of crystals.

In 1936, Academician V.I. Vernadsky invited Pin-
sker to work at the Biogeochemical laboratory of the
USSR Academy of Sciences, where, in 1938, Pinsker
successfully defended his Candidate thesis. Pinsker
was the first to pay attention to the necessity of devel-
oping an independent method—electron diffraction
analysis—for structure determination. In 1938–1939,
Pinsker and L.I. Tatarinova obtained electron diffrac-
tion patterns from layer CdI2 crystals tilted at a certain
angle to an electron beam. Later, these were called
oblique texture patterns. Analyzing diffraction patterns
from a number of similar layer structures (CdBr2, PbI2),
Pinsker showed that electron diffraction can also be
used to study polytypism in layer crystals and deter-
mine the mutual arrangement of the layers and, thus,
also the atomic structure of crystals. These works, per-
formed in the period from 1941 to 1944, can be consid-
ered pioneering experimental studies of polytypism.
The above investigations and the theoretical calcula-
tions of the contribution of chemical bonds of various
types to the lattice energy formed the basis of Pinsker’s
Doctoral thesis, which he defended in the city of Kazan
in 1943.

In 1944, A.V. Shubnikov invited Pinsker to the
newly organized Institute of Crystallography of the
USSR Academy of Sciences, where Pinsker organized
the electron diffraction laboratory. Together with
I.I. Yamzin, Pinsker performed precision measure-
ments of reflection intensities on electron diffraction
patterns obtained in an electron diffraction camera
designed and constructed in the laboratory. These stud-
ies showed the applicability of the kinematical theory
of electron diffraction to structure analysis of small
crystals. Using the same electron diffraction camera,
Pinsker’s students B.K. Vainshtein and G.I. Distler
determined the structures of crystal hydrates of a num-
ber of metals and the structures of some polymers.

The investigations performed by Pinsker in the
period from 1936 to 1949 were generalized in his
famous monograph Electron Diffraction, which
became an encyclopedia of the knowledge accumulated
in the ~20 years since the discovery of electron diffrac-
tion. This monograph also showed the perspectives of
the use of electron diffraction in various fields of sci-
ence and technology. The monograph, published in
1949 by the Publishing House of the USSR Academy
of Sciences, became the handbook for crystallogra-
004 MAIK “Nauka/Interperiodica”
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phers and scientists working in related fields for many
years. The English translation of this monograph (But-
terworth, London, 1953) increased the prestige of Rus-
sian science in the field of structure studies.

In the following years, Pinsker continued develop-
ing his well-known school of electron diffraction
research. The publications of Pinsker’s coworkers and
students showed a high level of electron diffraction
analysis. Especially important studies were performed
by Pinsker’s student Vainshtein (later a member of the
USSR Academy of Sciences and director of the Insti-
tute of Crystallography of the USSR Academy of Sci-
ences), who made an outstanding contribution to the
development of Fourier analysis in electron diffraction.
Vainshtein was the first to localize hydrogen atoms in
organic and inorganic compounds based on the analysis
of the Fourier syntheses of electrostatic potential and
also made important contributions to other fields of
structural electron diffraction and crystallography.
B.B. Zvyagin successfully applied electron diffraction
to the structural study of clay minerals and developed
the methods for analyzing layer structures by oblique-
texture electron diffraction patterns. Between the 1950s
and 1980s, numerous electron diffraction determina-
tions of the atomic structures of thin films of metal car-
bides, nitrides, and oxides were performed. Among
these compounds were the crystal phases with partial
occupancy of some positions and partial disorder not
only of the sublattice of light atoms but also in metal
sublattices. The deep scientific knowledge and intuition
inherent in Pinsker did not allow him to reject the first
results obtained in this field despite the fact that they
were rather unusual for classical crystallography.
Instead, he directed all the efforts of his coworkers and
students to make rigorous allowance for all possible
artifacts associated with experiments and development
of the methods of the interpretation of partly disordered
phases up to the refinement of their chemical composi-
tion from the syntheses of Fourier potential and cre-
ation of crystal chemistry of these compounds. For the
first time, electron diffraction analysis was performed
at various stages of oxidation, which resulted in the
development of the mechanism of oxidation of metals
of groups IV–VIII at the atomic level. This resulted in
the formulation of new concepts in some fields of crys-
tallography, crystal chemistry, and materials science.
These studies were made by N.V. Troitskaya,
V.V. Klechkovskaya, V.I. Khitrova, G.G. Dvoryankina,
A.A. Zav’yalova, et al.

On the initiative of Pinsker in 1950 S.A. Semiletov
started studies of crystal structures of thin films of
semiconductors and growth and structure of epitaxial
layers of semiconductor compounds. These investiga-
tions played an important role in the development of
microelectronics. Historically, electron diffraction was
the first efficient method of obtaining qualitative infor-
mation on the structural perfection of various substrates
and films necessary for epitaxial technology. These
investigations were performed with the participation of
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
Pinsker, G.A. Kurov, V.V. Vasil’ev, A.A. Tikhonova,
E.V. Rakova, et al. Using electron diffraction analysis,
S.A. Semiletov, R.M. Imamov, L.I. Man, R.V. Ba-
ranova, et al., determined and refined the crystal struc-
tures of numerous binary and ternary semiconductors
and refined their chemical compositions and conditions
of formation and existence.

Pinsker deeply understood the phenomenon of elec-
tron diffraction. He predicted that new information on
the processes occurring in thin films would be obtained
using the kinematic methods of recording diffraction
patterns—simultaneous motion of an object and a pho-
tographic plate. On his initiative, such studies were
started in the 1950s and were successfully continued by
G.A. Efendiev, R.B. Shafizade, and I.R. Nuriev at the
Institute of Physics of the Azerbaijani Academy of Sci-
ences. The method of kinematic electron diffraction
based on continuous recording of intensities allowed
one to study the processes of structural, polymorphous,
and concentration transformations, ordering, crystalli-
zation, etc.

Pinsker also stimulated the development of gas elec-
tron diffraction in this country: in his remarkable
monograph Electron Diffraction, published in 1949, he
reviewed the structural studies of free molecules in a
vapor jet. In 1950, the first gas electron diffraction cam-
era was designed and constructed at the Department of
Physical Chemistry of the Chemistry Faculty of Mos-
cow State University (P.A. Akishin, L.V. Vilkov,
L.G. Rambidi, and V.P. Spiridonov). At present, there
are several laboratories engaged in gas electron diffrac-
tion studies in Russia. The results obtained in these lab-
oratories are highly esteemed by the international com-
mmunity. Gas electron diffraction has become an inde-
pendent structural method.

It is well known that a considerable contribution to
electron diffraction intensities may come from dynam-
ical effects. Therefore, the allowance made for dynam-
ical scattering in diffraction analysis was thoroughly
studied by Pinsker, V.V. Udalova, Imamov, A.S. Avilov,
et al. Today, F.N. Chukhovskiœ, V.L. Vergasov, and
L.A. Aleksanyan are beginning to develop an analytical
approach to taking into account the dynamical scatter-
ing and its purposeful use in diffraction analysis.

In 1960s, Pinker became interested in X-ray dynam-
ical scattering in ideal crystals. In his fundamental
monograph Dynamical Scattering of X-rays in Crys-
tals, published in 1974, Pinsker generalized an enor-
mous number of his own results and published data on
the theory of X-ray scattering in transparent and
absorbing crystals, including the formation of moiré
patterns. In this monograph, he systematically stated
the theory of dynamical scattering of X-rays. In 1978,
this monograph was also translated into English. Pre-
paring the edition of his new monograph X-ray Crystal
Optics (1982), Pinsker revised some chapters of the
first edition (1974) and reviewed, with the participation
of M.V. Kovalchuk and É.K. Kov’ev, the results
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obtained by the experimental diffractometric and inter-
ferometric methods. This monograph also included a
detailed statement of multibeam diffraction and theory
of scattering by elastically deformed crystals (in coau-
thorship with A.M. Afanas’ev, V.G. Kohn, and
Chukhovskiœ). Pinsker played an active part in the
development of the dynamical theory of X-ray scatter-
ing and new directions of development associated with
X-ray optics, structure-sensitive methods of diagnos-
tics of the structure of subsurface layer and nanostruc-
tures, etc., at the Institute of Crystallography. The
research work was accompanied by pedagogical activ-
ity. From 1946 to 1957, Pinsker was the head of the
Department of Crystallography, and then a professor at
Gorky (now Nizhni Novgorod) and Moscow State Uni-
versities. Under Pinsker’s guidance, the crystallogra-
phers of Gorky University began studying nitrogena-
tion processes and structures of nitrides of technologi-
cally important metals by electron diffraction
(S.V. Kaverin). The characteristic features of Pinsker’s
scientific style was the drive to penetrate the essence of
scientific problems, industriousness, a high level of
experimental studies, the ability to select and teach stu-
dents, and stimulation and support of new directions of
research.

Pinsker gave much of his time to preparation of sci-
entific material. Among his students, there are more
than 15 doctors and 40 candidates. Electron diffraction
laboratory was rather popular among scientists of many
countries. Many of Pinsker’s students are continuing
successful scientific work. Imamov, Kovalchuk, Klech-
kovskaya, and Avilov now head their own laboratories
at the Institute of Crystallography and are engaged in
studies related to the diffraction physics of short X-ray
and electron waves, X-ray optics, inorganic and organic
nanostructures, and X-ray and electron diffractometry.
One of Pinsker’s students—Kovalchuk—is a corre-
spondent member of the Russian Academy of Sciences
and the director of the Institute of Crystallography.
C

Pinsker’s scientific works brought him world recog-
nition and numerous decorations and honorary titles,
among which was the highest award of the USSR
Academy of Sciences in the field of crystallography—
the Fedorov prize. For his great contribution to the
development of Russian crystallography and prepara-
tion of scientific material, he was awarded the order
“Sign of Honor” and the title of Honorary Scientist of
the Russian Federation.

Pinsker was a member of the editorial board of the
journal Kristallografiya from the very beginning of its
existence. For many years, he was also a member of the
editorial board of Acta Crystallographica.

Pinsker was an invited lecturer at numerous national
and international meetings. He participated in Interna-
tional Congresses of Crystallographers from 1957. In
1966, he served as the chairman of the Program Com-
mittee of the Seventh International Congress of Crys-
tallographers in Moscow. For three terms, he was a
member of the Commission on Electron Diffraction of
the International Union of Crystallography. Pinsker
possessed the best qualities of a classical scientist and
was a man of principles. These qualities were comple-
mented with a kind and delicate way of relating people
around him.

Prof. Pinsker will always be remembered by his
coworkers and students. His name is written in the his-
tory of the Institute of Crystallography and world sci-
ence.

M. V. Kovalchuk
Corresponding Member

of the Russian Academy of Sciences
R. M. Imamov

Doctor of Physics and Mathematics
V. V. Klechkovskaya

Doctor of Physics and Mathematics
e-mail: klechvv@ns.crys.ras.ru

Translated by L. Man
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Andreœ Vladimirovich Zalesskiœ
(June 18, 1930–October 26, 2003)
Andreœ Vladimirovich Zalesskiœ, a leading
researcher at the Institute of Crystallography of the
Russian Academy of Sciences and a doctor of physics
and mathematics, died suddenly on October 26, 2003.

The entire scientific career of Zalesskiœ was closely
related to the Institute of Crystallography. Immediately
after graduating from the Moscow Institute of Steel and
Materials in 1954, he entered the Institute of Crystal-
lography and worked there until the end of his life.

Zalesskiœ’s research was mainly focused on the
magnetic properties of crystals. In 1962, he defended
his Candidate’s dissertation. This was one of the first
studies in the Soviet Union devoted exclusively to fer-
rite single crystals, the growing of which had been
developed by that time at the Institute of Crystallogra-
phy.

For many years, Zalesskiœ carried out fundamental
studies of magnetism using the methods of nuclear
1063-7745/04/4903- $26.00 © 20519
magnetic resonance and nuclear quadrupole resonance.
He developed a new analytical method—NMR spec-
troscopy of domain boundaries, which makes it possi-
ble to determine the internal magnetic structure of
domain boundaries. Zalesskiœ defended his Doctoral
dissertation on this subject in 1985.

Zalesskiœ made a significant contribution to the stud-
ies of high-temperature superconductors and materials
with giant magnetoresistance (lanthanum manganites).
In the course of studying NMR spectra on lanthanum
nuclei, he revealed phase layering in these materials.
These results were repeated abroad only much later.

A short time ago, Zalesskiœ obtained new and inter-
esting results when he investigated a particular class of
materials—ferroelectromagnets. He discovered the
existence of a long-period incommensurate magnetic
structure described by an anharmonic cycloid in the
BiFeO3 ferroelectromagnet. For these studies, Zalesskiœ
was awarded first prize at the Session on Magnetism of
the Scientific Council of the Russian Academy of Sci-
ences in 2003.

Zalesskiœ also had begun to study new magnetic
structures that are observed at low temperatures in lith-
ium cuprate LiCu2O2, in particular, the so-called quasi-
two-dimensional ladder structure.

All the studies that Zalesskiœ carried out were
devoted to the most important problems of the physics
of magnetic phenomena. He was also the author of the
chapter “Magnetic Properties of Crystals” in the book
Modern Crystallography and published several reviews
on applying the NMR method to the study of domain
boundaries and the real structure of magnetic crystals.

Zalesskiœ was an excellent physicist–experimenter
and high-class radioengineer who was capable of
designing very complex apparatuses with his own
hands. However, he never limited himself to scientific
research alone. His distinctive features were his high
intellect, the widest range of interests, and erudition in
many fields. Zalesskiœ’s everlasting devotion to science
was sincerely respected by his colleagues. His benevo-
lence, generosity, straightforwardness, and sincerity
always attracted other people to him.

We will always remember him in our hearts.

Translated by Yu. Sin’kov
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Vladimir Alekseevich Shamburov 
(June 25, 1920–December 1, 2003)
Vladimir Alekseevich Shamburov, a leading
researcher at the Institute of Crystallography of the
Russian Academy of Sciences and a candidate of tech-
nical sciences, died on December 1, 2003. Vladimir
Alekseevich was one of the oldest researchers at the
Institute of Crystallography, having worked there for
56 years.

Shamburov was born on June 25, 1920, in the town
of Sarapul (Udmurtiya). He graduated from the Mos-
cow Institute of Geodesy, Aerial Photography, and Car-
tography (Faculty of Optics and Mechanics) and
entered a postgraduate course at the Institute of
Machine Building of the Academy of Sciences of the
Soviet Union. In 1950, he defended his candidate’s dis-
sertation in technical sciences.

Shamburov entered the Institute of Crystallography
in 1947 and began to work at the laboratory headed by
A.V. Shubnikov along with G.G. Lemmleœn, M.V. Klas-
sen–Neklyudova, E.V. Tsinzerling, N.V. Vedeneeva,
M.A. Chernysheva, and other researchers. These peo-
ple—the founders of the Institute of Crystallography—
set the highest standards of research and attitude to
work, which made it possible to solve a number of
applied problems and meet the needs of the war indus-
try of the USSR, as well as develop a number of new
1063-7745/04/4903- $26.00 © 20520
branches of science. Shamburov belonged to the main
group of this unique scientific community.

The scientific interests of Shamburov were in the
fields of classical crystal optics, electrooptics, and mak-
ing optical instruments. He made a significant contribu-
tion to the development of these fields of science.

Shamburov played a key role in the development of
a new line of research—crystal electrooptics—in our
country. Shamburov designed and implemented in
series production a number of electrooptical light mod-
ulators and gates for generation of laser single pulses
and developed new methods and devices for continuous
and discontinuous electrooptical laser-beam scanning.
These devices were used by Shamburov in carrying out
about ten defense developments that had been approved
by the Presidium of the Academy of Sciences of the
Soviet Union, including the development of the first
domestic radar. Giant laser single pulses were obtained
in our country for the first time using modulators and
gates that had been developed specifically by Shambu-
rov.

In the field of classical crystal optics, Shamburov
obtained a number of new results, investigating the pro-
cesses of propagation and transformation of polarized
light in absorbing crystals. He contributed to the devel-
opment of new methods for studying the parameters of
natural waves with the use of the Poincaré sphere
method. In analyzing the Maxwell equations, he dis-
covered a previously unknown property of the irrevers-
ibility of all the parameters of propagation and polar-
ization of natural waves upon reversal of their wave
normals in naturally gyrotropic absorbing crystals
belonging to low-order systems. He obtained, for the
first time, a matrix solution to the general problem of
transmission of a light wave through a crystal plate with
regard to multiple reflections from the plate boundaries.
Shamburov was interested in fundamental problems. In
his last works, he analyzed and tried to refine modern
theories of natural gyrotropy and the possible types of
natural waves in crystals.

One of Shamburov’s distinctive features was his rare
ability to use the effects of transformation of light in
crystals to develop new principles and original designs
of devices for spectral, microscopic, polarization,
X-ray, and electrooptical studies of various types of
crystals and for the construction of apparatus for con-
trolling the parameters of laser radiation. Many of these
devices and systems were widely used in practice,
implemented in series production, and protected by
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inventor’s certificates. These developments were
extremely diverse: from electrooptic modulators and
gates and fundamental technical solutions and units for
the first domestic precise automatic spectropolarime-
ters to prototypes of new laser telescopic collimating
sights for small arms and polarizers, lenses, and prisms
for very wide use. About 50 methods and devices devel-
oped by Shamburov in the course of his work at the
Institute of Crystallography are protected by inventor’s
certificates and patents.

Shamburov’s studies that were aimed at practical
application of crystals of Iceland spar in science and
technology are of particular interest. These studies
were related to his work at spar deposits in Évenkiya.
Overcoming difficulties on the way to various deposits,
Shamburov managed to find specifically those crystals
that were most appropriate for a particular system. He
was the first to switch on a laser in Évenkiya. With the
use of this laser, he implemented a new method of con-
centrating crystals of Iceland spar, which proved to be
less time-consuming and more exact. To meet the needs
of the local population, he designed an optical sight for
hunting rifles.

Shamburov’s studies were distinguished by their
innovative spirit, fundamental statement of problems,
and elaborate solutions. He tried to inculcate his style
of working in his young colleagues, and four candi-
date’s dissertations were defended under his supervi-
sion.

Shamburov’s scientific activity was highly valued:
he was awarded the government medal For Valiant
Labor, golden and silver medals of the Exhibition of
National Economy Achievements, and the highest
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
award of the Institute of Crystallography—the Shubni-
kov prize (1992). Shamburov was also awarded the
medal For the Defense of Moscow.

Modest and simple in his personal life, Shamburov
was a very wise and brilliant man who was truly
devoted to science and deeply attached to it. He was
persistent in his search for scientific truth and had an
independent mind. Shamburov’s range of interests out-
side of science was very wide and, in different periods
of his life, expanded from gliding and motor sports to
questions of philosophy and religion and even bee-
keeping. His life, which began in the 20th and ended in
the 21st century, was rich in events and he had a lot to
tell about: well-remembered meetings with Esenin,
Raœkh, Krupskaya, Rykov, and Stanislavsky in his
childhood; then, when he was a teenager, life in Tuva—
hunting and the customs and traditions of the people
living there—later, the images of P.L. Kapitsa,
A.V. Shubnikov, and other well-known scientists: all in
all, different periods in the history of our country.

Shamburov was greatly respected by all the people
who dealt with him. He was intelligent, kind-hearted,
and quiet; always kept his word; and had a strong sense
of self-respect. He came from the Russian intelligen-
tsia, and the features characteristic of this social
group—their specific attitude to the world, natural
gifts, and democratic nature—were intrinsic to him.
Shamburov will always be fondly remembered by those
who were privileged enough to know him.

Translated by Yu. Sin’kov
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INFORMATION
Letter to the Editor
B. N. Kolodiev

Received January 15, 2004
In 2000, the second, revised and supplemented edi-
tion in three volumes of the book Synthesis of Minerals
[1] was completed. In the first chapter of the second
volume, it is stressed that the scientific and technical
data presented in the book are original (see page 5). The
authors of the first chapter, “Yttrium Aluminum Gar-
net” (S.A. Smirnova, L.I. Kazakova, and O.A. Egory-
cheva), note on page 19 that “they failed to find any data
on the activating centers Eu2+ and Yb2+ in Y3Al5O12
crystals in the literature” and that they were the first,
“apparently, to obtain such centers when growing gar-
net single crystals containing the aforementioned ions.”
It looks as if these authors specifically were the first to
obtain yttrium aluminum garnet (YAG) crystals con-
taining the aforementioned activating centers. On
page 18, it is noted that, in order to obtain jewelry gar-
nets, “a special technique was developed, which makes
it possible to implement heterovalent isomorphism in
the YAG structure by the scheme Y3+  R2+ + Me4+,
where R is a rare-earth metal and Me is a tetravalent
metal. In order to conserve the electroneutrality of YAG
molecules, tetravalent… hafnium was used as a com-
pensator.” Again, there are no references to the original
works of the researchers who were actually the first to
develop this processing procedure.

It is also noted on page 19 that “optical absorption
centers in blue and green YAGs (containing Eu2+ and
Yb2+ ions, respectively) were investigated… The mea-
surements were performed in the frequency range
2000–50000 cm–1 at 100 and 300 K… In the optical
spectra, along with the forbidden transitions within the
4f configuration, which are typical of rare-earth ele-
ments, transitions to the mixed configurations 4f k – 15d
and so on are also observed. These transitions, allowed
by the rule ∆L = –11, manifest themselves in the form
of wide strong bands in the relatively long-wavelength
spectral region. The positions of the bands due to the
f  d transitions in the spectrum of Y3Al5O12 may dif-
fer of those in the spectrum of MeF2… These transi-
tions can be identified as the interconfiguration transi-
tions 4f 7–4f 6(7F)5d and 4f 14–4f 13(2F)5d from the
ground states 8S7/2(Eu2+) and 1S0(Yb2+) to the two split
5d levels of the l and t types.” A chapter with the same
cited content was also in the first edition [2].

However, none of these results are original. In fact,
“simultaneous doping” of blue and green YAG crystals
by “Eu (Yb) ions of different valence” during their
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growth was first performed a long time ago, and the
results were published in [3–5]. This can be seen even
from the titles of [3–5] and the last names of all the
authors (given in the References by a complete list as an
exception from the Editorial Guidelines). The optical
spectra of blue (doped with Eu2+ ions) and green (doped
with Yb2+ ions) YAG crystals in the range 400–
50000 cm–1 [4] at 300 and 100 K were measured and
interpreted for the first time in 1982 [3]. These spectra
were first reported in [5], where it was said that “the
charge deficit upon the heterovalent substitution
Y3+  Eu2+(Yb2+) was compensated by adding HfO2
into the blend.” The spectra in the figure reported in [5]
verify the simultaneous presence of both divalent and
trivalent Eu and Yb ions in Y3Al5O12 crystals. The pres-
ence of wide strong absorption bands related to Eu2+

ions (380 and 550 nm) and Yb2+ ions (390 and 650 nm)
in the spectra of “YAG crystals that were not subjected
to any external actions” was noted in [3, 5]. These
bands were attributed to the parity-allowed (∆L = –1)
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Thus, the above-cited data from [1] on the methods
of fabrication of blue and green garnets, as well as the
data on the absorption bands in the spectra of Eu : YAG
and Yb : YAG garnets and their interpretation, are not
original. They had been published before by other
authors. In [1], Smirnova, Kazakova, and Egorycheva
published the data of [3, 5, 9, 10] without referring to
the basic publications [3, 5] on the synthesis and optical
spectra of garnets doped with the noted impurities
(grown in the All-Russia Research Institute of Synthe-
sis of Mineral Raw Materials) or to the authors of these
papers. In addition, Kazakova has published a new
paper [11] in which the growth of green YAGs, their
spectra, and interconfiguration transitions are again
described. And again, the data were taken from the
same works of Kolodieva et al. [3, 5] and no references
to these publications or their authors were given.

It was shown in [3–5, 9, 10] that, in the grown
Eu : YAG (doped with Eu2+ and Eu3+ ions) and
Yb : YAG (doped with Yb2+ and Yb3+ ions) crystals, the
volume distribution of Eu2+ and Yb2+ ions (which are,
as is well known, color centers) is uniform. This is evi-
denced by not only the visually uniform blue and soft
green colors of Eu : YAG and Yb : YAG crystals,
respectively, but also by the good reproducibility of the
intensities of the absorption bands in spectra measured
from arbitrarily chosen regions of a crystal. The con-
centrations of growth activating centers Eu2+ and Eu3+

(Yb2+ and Yb3+) in these YAGs can be controlled. More-
over, these concentrations and the intensities of the
absorption bands do not change with time. even after
heating of crystals up to 1000 K, which is indicative of
high stability of the obtained centers [5]. The results of
[3, 5] and the data on the mutual positions of the
absorption and excitation bands in the spectra of Eu3+,
Eu2+, Yb3+, and Yb2+ ions in various crystal matrices
suggest that the study of the processes of energy trans-
fer between Eu (Yb) ions of different valence in YAG
crystals may reveal new or improve already known las-
ing effects.
CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004
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