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Abstract—The investigations of major disruptions in the TVD and DAMAVAND tokamaks showed that, in the
rapid phase of disruption, accelerated (~1 keV) ions and charge-exchange neutrals are generated near the ratio-
nal magnetic surfaces; this is accompanied by the bursts of line emission from light impurities (C, O). In the
present paper, an analysis is made of the bursts of the CV triplet emission (2271–2278 Å) observed over all of
the viewing chords in high-current discharges and also of a decrease in the spectral line emission below its ini-
tial (predisruption) level both in the plasma core and at the plasma edge in low-current discharges. The data
from measurements of the spatial and temporal parameters of the CV line emission from the central and periph-
eral plasma regions in the rapid phase of disruption in the DAMAVAND tokamak are compared to the results
from model calculations of the kinetics of the charge-state distribution of carbon impurity ions (during the dis-
ruption, their kinetics is governed by the increase in the effective recombination rate). A key result of the kinetic
model is an increase in the effective rate of charge exchange of impurity ions by two orders of magnitude.
Numerical simulations show that the dispersion of the charge-state distribution increases substantially; this is
attributed to the rapid phase of disruption being dominated by the recombination of impurity ions through
charge exchange with neutrals rather than by the anomalous transport. In this case, carbon impurities in the
plasma are transported to the region of increased radiative losses on a time scale of 50 µs. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

Because of major disruption, almost one-half of all
stored plasma energy is lost through radiation from
impurities. A burst of radiation and rapid plasma cool-
ing are observed in the rapid phase of a disruption,
which is often called the energy quench phase. As the
energy is released during the disruption in, e.g., the JET
tokamak, the radiative loss power increases to about
1 GW over a time of about 100 µs, during which the
plasma electron temperature Te decreases from a few
kiloelectronvolts to 10–100 eV [1].

Radiative power losses and plasma cooling
observed during disruption are most often considered to
be a consequence of the anomalously rapid transfer of
cold impurities into the plasma core. At first glance,
such considerations agree with the data from measure-
ments of the time evolution of the emission from impu-
rities in the rapid phase of disruption, in particular, with
observations of the erosion of the radial profile of the
soft X-ray intensity in the plasma [2]. In this way, the
behavior of the impurity is interpreted in terms of its
dynamics (transport), i.e., the possible processes of its
transfer over the plasma (see, e.g., [1, 3, 4]). In what
follows, the models based on such an interpretation will
be referred to as dynamic models.

However, an analysis of the measurement data on
emission from impurities (in particular, during a major
disruption) should not be reduced to the interpretation
1063-780X/05/3106- $26.00 0439
of the ion dynamics alone, because it is also necessary
to take into account the ion kinetics, i.e., the temporal
evolution of the charge-state and/or excited-state distri-
butions of the ions due to their ionization and recombi-
nation. To do this, it is necessary to determine, by one
means or another, the time scales of the atomic pro-
cesses occurring during the disruption. In fact, the
interpretation of the measurement results and of the
impurity transport derived from them can be justified
only by knowing the quantitative relationships between
the dynamic and kinetic processes (and, accordingly,
their relative impact on the emission from impurities in
the plasma).

Let us, for example, consider how to analyze impu-
rity transport in the steady stage of a tokamak discharge
by using the measured profiles of the line intensity.
Such an analysis is usually based on the implicit
assumption [5] that the rates of atomic processes are
known almost exactly, which provides quantitative
relationships between the dynamics of the impurity
ions and their kinetics. The assumption that the kinetics
of impurities can be described exactly makes it possible
to introduce such empirical transport coefficients as the
diffusion coefficient DA and convection coefficient VA

and then to determine them. Nevertheless, the applica-
bility of every such transport model is limited by its
sensitivity to the DA and VA values, which in turn
depends on the uncertainties in the rates of atomic pro-
© 2005 Pleiades Publishing, Inc.
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cesses. The more exact the description of the impurity
kinetics in the plasma, the more sensitive the model
and, in particular, the closer the transport coefficients
DA and VA are to their neoclassical values. However,
even for steady-state plasma conditions in a tokamak,
the empirical transport coefficients are often deter-
mined by uncertainties in the rates of atomic processes
[6–8] (i.e., in the impurity kinetics) rather than the
dynamics of impurity ions. This is why the description
of transport in terms of the formally introduced coeffi-
cients DA and VA does not provide a correct interpreta-
tion of the measurement data (see [8] for details).

The same considerations apply even better to the
observational data on the emission from impurities dur-
ing a disruption, e.g., to the above data from measure-
ments of the erosion of the radial profiles of the X-ray
intensity [2]. Of course, these considerations alone (i.e.,
without kinetic analysis) do not give a definite answer
to the question about the relationship between the
dynamics and kinetics of ions and, in our opinion, do
not yield any correct conclusions about the transport of
impurities across the magnetic field.

In fact, the main plasma parameters and, accord-
ingly, the rates of atomic processes change strongly
over a very short time even at the very beginning of the
rapid phase of disruption. In this case, the greatest
uncertainties in the kinetics of the charge-state distribu-
tions during a disruption arise from the generation of
charge-exchange neutral fluxes in its rapid phase [9]
and thereby from the processes of charge exchange of
the intrinsic plasma impurity with the neutrals of these
fluxes. The data from numerous relevant fragmentary
observations made on many tokamaks are now avail-
able in the literature (for a review of these data, see [9]).

Thus, in investigating disruptions in the TVD [9]
and DAMAVAND [10] tokamaks, the charge-exchange
neutral fluxes during the rapid phase were observed to
increase rapidly (on a time scale of about 20 µs) by a
factor of 10–200 over a wide energy range (from 50 to
1500 eV). In the DAMAVAND tokamak [10, 11], it was
found that the relative growth in the neutral flux was
greatest for energies of about 700 eV; in this case, the
spectrum-averaged energy at different radii increased
by a factor of about 2 to 4. In the rapid phase of disrup-
tion, the fluxes of accelerated ions and of charge-
exchange neutrals are presumably generated near the
rational magnetic surfaces (with q = 1, 2); this is
accompanied by spatiotemporal variations in the emis-
sion from light plasma impurities [10]. In the case in
question, the q = 2 rational magnetic surface occurs
very near the plasma boundary: its radius is about 6–
7 cm, the minor plasma radius being 7–8 cm.

Note that, in similar experiments on internal recon-
nection events in the TST-2 spherical tokamak, the pro-
files of line emission from CV, CIII, OV, and OIII ions
were also observed to be subject to a rapid (over a time
of about 50 µs) and substantial (by a factor of almost 6)
Doppler broadening [12].
Hence, the available experimental data show that, in
the rapid phase of disruption, not only the main plasma
ions, but also the impurity ions are heated and acceler-
ated in a transverse direction.

The effect of neutral fluxes generated during the
rapid phase of disruption on the emission from impuri-
ties was considered in [13] when analyzing the time
evolution of the X-ray spectra during a disruption in the
TVD tokamak. It was shown that, in terms of the high
effective rates of the charge exchange of impurity ions
with neutrals produced during the disruption, it is pos-
sible to model the temporal behavior of the X-ray spec-
tra observed over a broad energy range. Below, the
models in which the analysis of the ionization–recom-
bination kinetics of impurities is used to interpret the
data from observations of the emission from impurities
during a disruption will be referred to as kinetic models.

In the dynamic model of disruption, the charge-state
kinetics of ions is usually excluded from consideration
and the actual changes of the rates of atomic processes
is taken into account by introducing large transport
coefficients. For instance, the emission from impurities
during a disruption is described in terms of the anoma-
lous diffusion coefficient DA ~ 100 m2/s [14–16]. We
believe that such a large value of DA points, first of all,
to the large uncertainty in the description of the kinetic
processes that occur during the disruption and is
unlikely to reflect the actual rate of ion diffusion in the
disruption. In particular, if the charge-state kinetics of
impurities during the disruption were described by such
coefficient of diffusion over charge states [17] that is
determined by the rates of ionization and recombina-
tion of the most abundant impurity ion species, then the
DA value required for the description could be reduced
accordingly.

During the rapid phase of disruption, each of the
impurity ion species that reradiate plasma energy turns
into a state in which the total radiative power losses
increase substantially due primarily to a change in the
ion charge-state distribution. Under steady-state condi-
tions, the range of the plasma parameters in which the
radiative losses are greatest (see [18]) is sometimes
called the radiation barrier [19]. The transition of the
emitting impurity to the radiation barrier region
depends on the value of its average charge. For light
impurities (such as carbon and oxygen) in a steady-
state plasma, the radiation barrier in terms of the elec-
tron temperature Te lies below 40 eV, whereas for an
iron impurity, it extends up to 1 keV. In this case, the
average charge m in the carbon ion charge-state distri-
bution is m < 4, which corresponds to ions with an
unfilled L shell.

It may be asserted that, during a disruption, the
impurity somehow makes a transition to a sort of radi-
ation barrier. In dynamic models, the transition of the
impurity atoms to a radiation barrier is possible due to
their ionization after the impurity has come from the
plasma edge to the plasma core. In a kinetic model (see,
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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e.g., [8, 13, 17]), this transition can occur as a result of
recombination of the impurity ions that are already
present in the plasma. A similar transition can also
occur due to the charge exchange of the intrinsic
plasma impurity with a neutral impurity that comes into
the bulk plasma from the wall or from the plasma
periphery. In this case, the ionization of the impurity
coming into the plasma is accompanied by the recom-
bination of the intrinsic plasma impurity.

Thus, the investigation of the charge-state kinetics
of impurities during a disruption (in particular, the aver-
age charge of impurity in the radiation barrier, the time
evolution of the distribution over charge states, as well
as the possible transitions to these states) is of consid-
erable interest for interpreting the behavior of impuri-
ties during a disruption. In the present paper, the kinetic
model developed in [8] is used to interpret the time evo-
lution of the line emission from CV ions from the
plasma core and plasma periphery in the rapid phase of
disruption in the DAMAVAND tokamak.

2. EXPERIMENTAL OBSERVATIONS
OF THE EMISSION FROM LIGHT IMPURITIES 

DURING A DISRUPTION

The main parameters of the DAMAVAND tokamak
are as follows [10, 11]: the plasma major radius is R =
36 cm, the plasma minor radius is a = 7 cm, the elonga-
tion of the cross section of the plasma column is k = 1.2,
the toroidal magnetic field is BT ≤ 1 T, the plasma cur-
rent is Ip ≤ 40 kA, the electron density is ne ≈ 1013 cm–3,
the electron temperature is Te ~ 200–300 eV, the ion
temperature is Ti ~ 100–150 eV, and the discharge dura-
tion is 15 ms. The value of the elongation k was chosen
so as to avoid the rapid development of the vertical
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Fig. 1. Time evolution of the CV line intensity observed
along different viewing chords (z = 0–8 cm) during the
major disruption in the first regime.
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instability. MHD-driven disruptions of the plasma cur-
rent were initiated by connecting an additional capaci-
tor bank to the inductor 8 ms after the beginning of the
discharge. As a result, the discharge current increased
by 10–20% and became disrupted. The working gas
was deuterium.

The two regimes with MHD-driven disruptions that
will be considered below were chosen from the experi-
mental database [9–11]. In the first regime, the plasma
current was Ip = 32 kA, and in the second regime, it was
Ip = 21 kA. The toroidal magnetic field was chosen so
as to keep the safety factor at the plasma boundary
nearly the same (qa = 2.3) when the plasma current was
varied. In chord measurements, the spatial resolution of
the diagnostics was about 10 mm, the time resolution
being about 5 µs. A more detailed description of the
experimental conditions in discharges with disruptions
and of the diagnostic systems is given in [9–11].

Figure 1 shows the behavior of the intensity of the
CV spectral line (i.e., of the emission from the three
essentially equiprobable 2p3P–2s3S1 transitions [20] at
wavelengths of 2271–2278 Å in C4+ ions with an ion-
ization energy of 392 eV) measured during a disruption
in the first regime. The measurements were made along
several chords viewing the plasma column at the dis-
tances of z = 0, 2, 4, 6, and 8 along the tokamak equa-
torial plane. The initial time (t = 0) was chosen to be
that of the largest negative voltage spike over the major
circumference of the torus. Figure 2 shows the radial
profile of the ratio of the maximum CV line intensities
immediately (t = 50 µs) after and before the disruption;
the profile was reconstructed from the data presented in
Fig. 1. From Figs. 1 and 2, we see that, in the rapid
phase of disruption (just after the instant t = 0) in the
first regime, a very intense burst of emission occurs
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Fig. 2. Radial profile of the ratio of the maximum CV line
intensities immediately after and before the disruption
according to the data from Fig. 1.
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along all of the viewing chords; the maximum relative
increase in the intensity (by a factor of almost 7) is
observed along the z = 6 cm chord, i.e., near the q = 2
rational magnetic surface.

In the second regime, the CV line intensity was
measured in the central plasma region with a diameter
of about 3 cm (roughly along the z = 0 chord) and at the
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Fig. 3. Time evolution of the CV line intensity in the plasma
center (z = 0) and at the plasma periphery (|z | > 1.5 cm) and
of the flux of charge-exchange neutral atoms (D0) with an
energy of 500 eV in the rapid phase of disruption in the sec-
ond regime.
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Fig. 4. Time evolution of the CV line intensity from the z=
6 cm viewing chord and of the flux of charge-exchange neu-
tral atoms with an energy of 700 eV from the same chord in
the rapid phase of disruption in the first regime.
plasma periphery (|z | > 1.5 cm), when the central
plasma region was screened. The measurement results
are presented in Fig. 3, which also shows the signal
from the flux of charge-exchange neutrals with an
energy of 500 eV. We can see that, even before the rapid
phase of disruption (starting from a time of about t ≈
−300 µs), the intensity of the CV line emission from the
plasma core begins to decrease substantially; simulta-
neously, the charge-exchange particle flux starts
increasing. At the beginning of the rapid phase of dis-
ruption (on time scales of about t ≈ 30–50 µs), the CV
emission continues to decrease but at a far slower rate;
or, it almost stops decreasing. On a time scale of about
t ≈ 300 µs, the intensity again decreases. Thereafter, the
signal intensity starts increasing. The intensity of the
CV line emission from the plasma edge increases
abruptly and then decreases to below its initial level.
Measurements through a fully opened diagnostic win-
dow (in this case, the emission from the entire vertical
cross section of the plasma was recorded) showed that
the spectral line emission from the CV triplet state pos-
sessed approximately the same temporal behavior as
that measured through a window with a closed center.
Thus, we may assert that, during and after a disruption,
the CV line emission comes predominantly from the
periphery of the plasma column.

Thus, for t > 0 in the first regime, a burst of the CV
line emission (with a rise time of about 50 µs) was
observed in all z chords, including the central chord
z = 0; in contrast, for t > 0 in the second regime, the
emission was found to possess a qualitatively different
behavior: it fell below the initial signal level both in the
plasma core and at the plasma periphery.

At the same time, in the rapid phase of disruption,
the emission from ions in low charge states (such as
CIV, CIII, OV, etc.) increased in all tokamak operating
regimes. Nevertheless, an analysis of the relevant series
of measurements carried out in different regimes [8]
allows us to conclude that, before and during a disrup-
tion, there is a correlation between the line emissions
from Dβ, OV, CV, CIV, and CIII ions and the charge-
exchange neutral flux. As an example, Fig. 4 shows the
time evolution of the CV line intensity and of the flux
of charge-exchange neutrals, both measured along the
z = 6 chord in the first regime. The series of peaks in CV
emission corresponds to the peaks in the flux of neutral
atoms with an energy of 700 eV. From the peak in Fig. 4
that corresponds to the time t ≈ 600 µs, it can be
inferred that the CV emission signal grows faster and
reaches its maximum earlier than the flux of neutrals.
The same characteristic feature can readily be derived
from a comparison of the OV emission and the neutral
flux that are shown in Fig. 10 from [8].

It is also seen that, before and after the beginning of
the rapid phase of the major disruption, there are sev-
eral subsequent small disruptions of different intensi-
ties, which are accompanied by the bursts of neutral
fluxes. Figures 5–7 show the bursts of the Dβ, OV, and
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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CIV emission lines that correspond to these busts of
neutral fluxes and that were measured along several z
chords. Each curve in these figures was obtained by
averaging over a series of three to five reproducible dis-
charges and by adjusting the signals to the same refer-
ence time t = 0.

3. DYNAMICS AND KINETICS OF CV IONS

The 3P levels of a CV (C4+) ion can be populated in
the two main ways: through electron impact excitation
from the ground state and through charge exchange of
a CIV (C5+) ion with the capture of an electron into an
excited state. The kinetic calculations of the emission
from ions with different degrees of ionization are usu-
ally carried out using a collisional radiative model that
also takes into account cascade processes. In the case
under consideration, the population of the 3P levels
through charge exchange with neutrals is unlikely to
have any significant effect on the observed emission
from CV ions. This conclusion follows from the
decrease in the CV emission (see Fig. 3) in the second
regime at a time when the neutral influx into the plasma
increases substantially. Consequently, the charge-
exchange population mechanism in the second regime
(and probably in the first regime too) can be excluded
from consideration. This is why, in order to interpret the
measurement data, we will restrict ourselves to analyz-
ing the charge-state kinetics of the CV ions alone,
assuming that their 3P levels are populated primarily
through the electron-impact excitation from the ground
state. It should be emphasized, however, that, although
the charge-exchange mechanism for populating the 3P
levels is eliminated from consideration, it should be
taken into account in the analysis of charge-state
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Fig. 5. Time evolution of the Dβ line intensity along the cen-
tral chord (z = 0) and peripheral (z = 6, 8 cm) chords in the
rapid phase of disruption in the first regime.
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kinetic processes, in which, on the contrary, it plays a
dominant role. In our study, we will not analyze the
kinetics of the ionized and excited states of the ions of
other species (note that such an analysis implies the use
of a collisional radiative model).

The line emission from light impurities during a dis-
ruption was investigated in the TFR [21] and TEXTOR
[22] tokamaks. The line radiation that was observed
just at the beginning of the major disruption in the
TEXTOR tokamak [22] might well be emitted by the
CV and OIV ions from the plasma edge; the intensity
was then found to decrease below its initial level. This
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Fig. 6. Time evolution of the OV line intensity along the
central chord (z = 0) and peripheral (z = 6 and 8 cm) chords
in the rapid phase of disruption in the first regime.
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Fig. 7. Time evolution of the CIV line intensity along the
viewing chords z = 0, 6, 7, and 8 cm in the rapid phase of
disruption in the first regime.
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agrees with our observations of the CV line emission in
the second regime. The behavior of the OIV line emis-
sion (1032 Å) in the TFR tokamak [19] during the
major disruption is similar to that of the CV emission in
the first regime. The bursts of emission from light
impurities in the TFR tokamak were explained using
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3 4
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Fig. 8. Comparison of the time evolution of the CV line
intensity measured along the z = 6 cm chord in the first
regime (curve 4) to the calculated time evolution of the rel-
ative concentration of the CV (C4+) ions produced during
the ionization of neutral carbon atoms for different plasma
parameters: (1) Te = 100 eV and ne = 3.5 × 1012 cm–3,

(2) Te = 1 keV and ne = 3.5 × 1012 cm–3, and (3) Te = 3 keV

and ne = 1.5 × 1013 cm–3.
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Fig. 9. Numerically calculated charge-state distributions of
carbon ions (see text for explanation).
the results of simulations with a transport code for
impurities and by taking the anomalous values of trans-
port coefficients. In this case, the diffusion coefficient
DA in the rapid phase of disruption should be increased
from 4 × 103 to 105 cm2 s–1 and the rate of convection
toward the plasma core, VA, from 400 to 2 × 103 cm s–1.

From the standpoint of such dynamic models, the
results we have obtained for the first regime (at a high
plasma current; see Fig. 1) can be explained in the same
manner as those in the TFR tokamak, i.e., in terms of
the transfer of neutral carbon impurity atoms over the
entire cross section of the plasma column and their sub-
sequent ionization. However, the rise time of the signals
from all the viewing chords in the first regime turns out
to be abnormally short (less than 50 µs), which is
inconsistent with the widely held opinion that the
observed variations in the CV line emission are domi-
nated by the ionization of a neutral impurity. The abnor-
mal effect is also that this time is essentially the same
for all z chords. The duration of the burst of the CV line
emission from the plasma edge in the second regime is
even shorter. It is, however, not such short rise times
that are most difficult to explain in terms of the models
involving transfer of impurities over the entire plasma,
but rather the revealed decrease in the intensity of the
line emission from helium-like carbon ions in the
plasma core and also a decrease in this line intensity at
the plasma periphery below its initial level (see Fig. 3)
in the rapid phase of disruption in the second regime.

In order to explain these effects in terms of dynamic
models, it would be necessary to assume the anoma-
lously rapid transfer and ionization of the impurities
that have come into the discharge and an equally rapid
escape of carbon atoms that have been ionized to a
helium-like state from almost the entire plasma column
rather than from the plasma core alone. Note that such
assumptions have to be made only if the possible
kinetic processes are completely ignored. In contrast, a
detailed analysis of the kinetics of impurities opens
promising new ways for a description of the impurity
dynamics.

It should be stressed, first of all, that, from the stand-
point of the charge-state kinetics of impurities during a
disruption, the CV line emission in the two regimes
with disruptions seems to behave in an unusual fashion,
too. The reason for this is as follows: The coronal equi-
librium model implies that, in the quasisteady phase of
the discharge, the relative concentration of the helium-
like CV ions (which are most representative of the
impurities) is nearly constant (~0.6–0.9) over a broad
range of the plasma parameters, in particular, over the
electron temperature range Te = 10–150 eV typical of
the plasma in the DAMAVAND tokamak. Conse-
quently, an increase in the intensity or its severalfold
decrease can be associated with anomalously rapid and
very large variations not only in Te but also in other
parameters that govern the intensity of the CV spectral
lines.
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005



RECOMBINATION KINETICS OF IMPURITIES 445
Following a dynamic model, we assume that neutral
carbon atoms that come from the chamber wall
instantly penetrate into the plasma column and are ion-
ized during a disruption. Let us estimate what the
plasma parameters are that govern the observed rise
time of the line intensity of CV ions, on the one hand,
and the observed rapid decrease in the intensity, on the
other. Figure 8 compares the calculated time variations
in the relative concentration of the CV ions after the
ionization of neutral carbon atoms with the temporal
behavior of the CV line intensity measured along the
z = 6 cm viewing chord in the first regime. We can see
that, for the plasma parameters typical of the disruption
conditions under consideration (Te < 100 eV, ne <
1013 cm–3), the ionization of carbon atoms from their
neutral states is capable of providing neither the short
rise time of the signal nor its subsequent rapid decrease
(especially in the edge plasma). Adjustment of the
plasma parameters to the required values (see Fig. 8)
yields the electron density ne and electron temperature
Te that considerably exceed their actual values during a
disruption, especially at the plasma edge. An important
point is that, during a disruption, the electron tempera-
ture Te decreases appreciably (rather than increases).

Hence, in order to explain the observed time evolu-
tion of the CV line emission (in particular, in the first
regime) due to the ionization of neutral carbon atoms
that have come into the discharge plasma, it would be
necessary to assume an abrupt increase in the effective
ionization rate due to an increase in the electron density
and temperature over the entire cross section of the
plasma column. We believe that, for any more or less
realistic values of the plasma parameters, the rapid
increase in the CV emission signal, as well as the sub-
sequent rapid decrease in the signal intensity, cannot be
explained as being due to ionization.

Some insight into the cause of the observed varia-
tions in the CV line emission can be gained from the
behavior of the flux of fast charge-exchange neutral
particles during a disruption in both regimes (see
Fig. 3). In fact, the high generation rate of such a flux
cannot be ignored in the analysis. The short rise time
(20–50 µs) of the charge-exchange neutral flux gener-
ated in the rapid phase of disruption and a relative
increase in the flux intensity by more than two orders of
magnitude can be regarded as additional evidence for
the significant increase in the effective rates of charge
exchange of both the main ion plasma component and
the impurities. As a result, the ion recombination kinet-
ics should predominate over the other processes that
affect the emission from impurities.

Since, in this case, the problem about the relation-
ship between the dynamic and the kinetic processes
remains unresolved, it is worth noting that our observa-
tions can in principle be explained by reference to the
anomalous dynamic impurity transport processes dur-
ing a disruption. Nonetheless, the possible interpreta-
tions should yield equivalent descriptions of the
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
observed behavior of the impurity charge-state distribu-
tion. Thus, one of the versions of such a description can
involve the recombination of the intrinsic multicharged
plasma impurity ions as a consequence of their charge
exchange with the impurity atoms and ions that come
from the wall and are transferred into the plasma core
by the anomalous transport processes considered in
dynamic models [1–3]. These transport processes lead
to a further increase in the effective rates of impurity
recombination. As a result, the impurity recombination
rates can become comparable to the rates of electron-
impact excitation of impurities and can become impor-
tant when the relative amount of impurities in the
plasma increases [23].

4. KINETIC MODEL

The set of charge-state kinetic equations for the
local values of the relative concentrations of the ions in
each charge state has the form

(1)

where

(2)

and ni(t) = (t) is the total density of the impurity
atoms of a given sort (k = 0, 1, 2, …, Z). The quantities
Rk and Sk are the total (summed over all processes)
recombination and ionization rates, respectively. These
rates are expressed in s–1 (because they contain as a fac-
tor the electron density ne) and satisfy the relationships
R0 = S–1 = RZ + 1 = SZ = 0. Equations (1) were supple-

d f k

dt
-------- Rk 1+ f k 1+ Rk Sk+( ) f k– Sk 1– f k 1– ,+=

f k t( ) nk t( )/ni t( ),=

nk∑
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Fig. 10. Comparison of the model to the experiment: the
calculated and measured time evolution of the CV line
intensity at the plasma center (z = 0) during a disruption in
the first regime.
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mented with the initial conditions fk(0) ≥ 0. Moreover,
we have

(3)

In our kinetic model, the initial (predisruption) state
of the impurity was specified in terms of the parameters
ne, Te, Ti , and ξn = nn/ne (the relative concentration of
neutral particles), whose values were taken to be con-
sistent with the known plasma parameters in the DAM-
AVAND tokamak. Series of small disruptions (see
Figs. 4–7) were described by representing the relative
variations in the rates of charge-exchange recombina-
tion in the rapid phase of disruption in the form of an
effective pulse with an amplitude Acx and an exponen-
tial decay time τcx . In addition, measurements of X-ray
spectra from the plasma periphery in the TVD tokamak
(which is of the scale of the DAMAVAND tokamak)
showed [24] that the edge plasma was dominated by
accelerated electrons with an energy of about 1 keV;
this circumstance was taken into account by introduc-
ing a certain effective electron temperature Te at the
plasma periphery.

The charge-state distributions of the carbon impu-
rity were computed using the data for calculating the
rates of atomic processes from [25]; in this case, the
impurity ionization rate was described by the Lotz for-
mula [26]. The photorecombination and dielectronic
recombination rates were computed using the data from
[22].

The charge-exchange recombination rate was calcu-
lated from the formula

(4)

where the factor β accounts for the contribution of the
excited states of the neutral atoms to the charge-
exchange processes [27] (whose cross sections increase
sharply with the principal quantum number n of the cor-

responding levels,  ~ n4), (k) is the charge-
exchange cross section for hydrogen atoms in the
ground state, and v  is the velocity of neutral particles.
The cross section for charge exchange of hydrogen
atoms in the ground state with impurities is about
10−15 cm2. However, for the n = 3, 4 levels of hydrogen
atoms, this cross section is as large as about 10–13 cm2.
Consequently, the excitation of 1% (β ≅ 1) of neutral
particles to the n = 3, 4 levels doubles the effective
charge-exchange rate, the excitation of 2% (β ≅ 2) of
neutrals triples this rate, and so on.

A solution to Eqs. (1) with allowance for a given
kinetic process will be called a translation of an impu-
rity charge-state distribution (see also [8]). In the case
of disruption due to the generation of an impurity flux,
the recombination rates are far more higher than the
rates of ionization processes [11]. In this case, the solu-
tion to Eqs. (1) will be called a dominant recombination

f k t( )
k 0=

Z

∑ 1.=

Rk neξn 1 β+( ) σ1
cx

k( )v〈 〉 ,=

σn
cx σ1

cx
translation. A more detailed description of other types
of impurity charge-state translations is given in [8, 28].

The charge-state kinetics of impurities can conve-
niently be described in terms of the lowest moments of
the distribution function, such as the average charge m
and dispersion D:

(5)

(6)

Moments (5) and (6) are appropriate quantitative
parameters describing the position of the distribution
center (m) and its shape (D). The initial values of the
moments m and D can be estimated from the coronal
equilibrium condition, i.e., from the condition of a
steady-state balance between ionization and recombi-
nation, provided that the dynamic (transport) processes
are ignored. It is clear that, when nonstationary pro-
cesses are taken into account, the moments m and D can
deviate markedly from their values in the coronal equi-
librium. During a disruption, these deviations can be
associated with both the dynamics and kinetics of
impurity ions in the plasma.

It was found [8, 27] that a typical property of a non-
stationary recombining plasma is a systematic broaden-
ing of the charge-state distributions of impurities. In
contrast, a property typical of a nonstationary ionizing
plasma is a decrease in the dispersion of the charge-
state distributions in comparison with that in a steady-
state plasma. However, in a number of limiting cases of
charge-state kinetics, such as, e.g., the ionization of
neutral atoms that penetrate instantly into the plasma
column, the dispersion of their charge-state distribu-
tions is, as a rule, appreciably higher than that in a
steady state and the distributions themselves are nearly
Gaussian. Such kinetic properties of the variations in
the charge-state distributions should be distinguished
from the equally important effect of the ion dynamic
(transport) processes.

Figure 9 shows charge-state distributions of carbon
calculated for the following three cases: (1) a steady-
state distribution corresponding to m = 4 (for Te ≈
40 eV), (2) a distribution formed during the electron-
impact ionization of carbon impurity atoms from the
ground state 50 µs after they have instantly penetrated
into the plasma with the parameters typical of the first
regime, and (3) a distribution of carbon ions formed
50 µs after the rate of recombination from the ground
state (governed by the plasma parameters typical of the
first regime) has increased instantaneously by two
orders of magnitude. The curves drawn through the
points of distributions 2 and 3 are Gaussian distribu-
tions.

m k f k,
k 0=

Z

∑=

D k
2

f k m
2
.–

k 0=

Z

∑=
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Steady-state distribution 1 in Fig. 9 has an interest-
ing feature: its dispersion (width) is the lowest among
the steady-state (coronal) distributions with 3 < m < 5.
Distribution 2 evolves to an analogous distribution at
subsequent times (t > 50 µs); moreover, the distribution
center is displaced toward larger values of m. However,
distribution 3, for which m ≈ 4 and which arises in the
case of a dominant recombination translation, is of
maximum width. In principle, this purely kinetic wid-
ening of charge-state distribution 3 can be modeled by
increasing the values of the empirical transport coeffi-
cients. Such an approach is often used to interpret the
results of observations of the emission from impurities
during a disruption, whereas the problem of whether
the dynamic and kinetic processes have an equally
important effect on the impurity charge-state distribu-
tions has not been considered at all.

We thus arrive at the following two conclusions.
First, regardless of the actual relationship between the
dynamic and kinetic processes, the model can be
adjusted to fit the experimental data in a simpler way,
namely, by modifying the rates of atomic processes
(see, e.g., [11, 15, 25]) without using the transport coef-
ficients DA and VA. Second, both these approaches turn
out to be equivalent in the sense that they yield the same
model charge-state distributions. Hence, the kinetic
model, as well as the dynamic model, makes it possible
to interpret observational data on the time evolution of
the impurity charge-state distribution during a disrup-
tion.

5. SIMULATION RESULTS

The assumption that the rate of charge-exchange
recombination of impurities increases by two orders of
magnitude during a disruption plays the key role in the
model proposed here. The effective rate of charge-
exchange recombination of impurities in the rapid
phase of disruption can increase due to the following
three factors: first, due to the growth of the flux of neu-
tral atoms (in particular, the product neξn); second, at
the expense of the factor β (the growth of the popula-
tion of the excited states); and third, because of the
charge exchange of multicharged ions with neutral
impurity atoms that can penetrate into the plasma and
with the main neutral component of the plasma. The
model also takes into account variations in the mean
energy over the spectrum of the main ion plasma com-
ponent; these variations, however, are of minor impor-
tance.
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A comparison of the numerical results obtained for
the first regime with the experimental data is illustrated
in Fig. 10 (for z = 0) and Fig. 11 (for z = 6 cm). The
parameters of the model, as well as their variations at
the time t = 0 that satisfactorily describe the behavior of
the CV line emission in the first regime, are presented
in Table 1.

From measurements of the time evolution of the line
emission from charge-exchange neutrals during a dis-
ruption, it is known that the ion temperature Ti(t) in the
rapid phase increases by a factor of 2 at the plasma cen-
ter (z = 0) and by a factor of 4 to 5 at the plasma periph-
ery (z = 6 cm) (see above). Such variations in the ion
temperature Ti(t) were also taken into account in our
simulations. It was assumed that the electron tempera-
ture Te remains constant after it has decreased in the
rapid phase of disruption; for example, in the first
regime, we have Te (t > 0) ≈ 35 eV. From the behavior
of most of the observed emission lines, it is seen, how-
ever, that, after the time t = 250 µs, the plasma parame-
ters begin to be restored and the electron temperature Te

increases slightly, ending usually with a new disruption
(Fig. 4). In our simulations, these variations in Te (t > 0)
and the related series of small disruptions were mod-
eled by choosing the time constant τcx to be sufficiently
large for its effect on the signal shape was equivalent to
that of the electron temperature Te. This allowed us to
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Fig. 11. Comparison of the model to the experiment: the
calculated and measured time evolution of the CV line
intensity at the plasma edge (z = 6 cm) during a disruption
in the first regime.
Table 1.  Model parameters for the first regime

z, cm ne , cm–3 ξn Te(t) before/after disruption Ti(t) before/after disruption Acx τcx , µs

0 1013 3 × 10–4 210 eV/35 eV 150 eV/300 eV 80 900

6 3.5 × 1012 5.6 × 10–4 1.5 keV/33 eV 25 eV/100 eV 300 700
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substantially simplify the simulations of the signal
observed at the end of the rapid phase of disruption (t ≈
400 µs). Another parameter that influences the behavior
of the emission at these times is the electron density ne;
it is obvious that an increase in the electron density
leads to a more rapid decrease in the signal intensity,
and vice versa.

Although the simulation results agree well with
observations, the main importance of the kinetic model
lies not in the quantitative adjustment of the parameters
but in its capability of providing a self-consistent
description of the behavior of the CV line emission in
the first regime, a corresponding description for the sec-
ond regime, and a description of the CV line emission
from the plasma core and plasma edge in both regimes.

From this point of view, the key model parameter
that distinguishes between the first and second regimes
is the relative concentration ξn of the neutral component
before the disruption. Figure 12 shows how the CV line
emission from the central plasma region evolves when
the concentration ξn varies from the values typical of
the first regime to the values with which the behavior of
the CV line emission in the second regime (see Fig. 3)
can be reproduced. The general result of the model is a
decrease in the CV line emission from the central
and/or peripheral plasma regions below its initial level,

ëV (model)
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Intensity, arb. units

z = 0

–200
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Model

4

2

1

3

0 200 400

5 × 10–4

4 × 10–4

3 × 10–4

ξn = 8 × 10–4

Fig. 12. Simulation of the time evolution of the CV line
intensity during a disruption as a function of the relative
neutral concentration ξn: transition from the evolution in the
first regime to the evolution in the second regime and com-
parison to the data for the first regime (z = 0).
which is determined by the ξn value. From Fig. 12 we
can see that the decrease in the intensity below its initial
level in the second regime can be reproduced in the
model by setting ξn > (4–5) × 10–4.

A comparison of the experimental data to the
numerical results obtained for the second regime is
illustrated in Fig. 13 (for z = 0) and Fig. 14 (for |z| >
1.5 cm). The parameters of the model, as well as their
variations at the time t = 0 that satisfactorily describe
the behavior of the CV line emission in the second
regime, are given in Table 2.

From Tables 1 and 2 we can see that the suprather-
mal electrons plays an important role in the CV line
emission from the plasma edge. In the model, the rele-
vant parameter describes the effective temperature of
the suprathermal component of the electron energy dis-
tribution function. We also see that the effective elec-
tron temperature Te increases from the plasma center
toward the plasma periphery (the relative amount of
suprathermal electrons increases accordingly). In the
model description of the edge plasma, the effective
increase in the initial electron temperature Te is equiva-
lent to a decrease in the concentration ξn; this reduces
the initial intensity and leads to a very short rise time of
the model signal, followed by a decrease in the signal

ëV (second regime)

Time, µs

Intensity, arb. units

z = 0

–200

Experiment
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Fig. 13. Comparison of the model to the experiment: the
calculated and measured time evolution of the CV line
intensity at the plasma center (z = 0) during a disruption in
the second regime.
Table 2.  Model parameters for the second regime

z, cm ne , cm–3 ξn Te(t) before/after disruption Ti(t) before/after disruption Acx τcx , µs

0 3.3 × 1012 9 × 10–4 210 eV/35 eV 140 eV/280 eV 80 600

>1.5 3.2 × 1012 10–3 1.5 keV/35 eV 100 eV/200 eV 90 600
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intensity below its initial level. At the time at which the
intensity of the CV line emission from the plasma
periphery is the highest, the ion charge averaged over
the charge-state distribution is m ≈ 4. Note that, by this
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0 200 400–400
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Fig. 14. Comparison of the model to the experiment: the
calculated and measured time evolution of the CV line
intensity at the plasma periphery (|z | > 1.5 cm) during a dis-
ruption in the second regime.
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Fig. 15. Time evolution of the dispersion and the average
charge of the charge-state distribution of carbon impurity
ions (recombination translations) according to the results
from simulations of the CV line emission: the open circles
(dashed-and-dotted curve) are for the emission from the
plasma center (z = 0) in the first regime, the closed circles
(short dashes) are for the emission from the plasma edge
(z = 6 cm) in the first regime, the open triangles (dashed
curve) are for the emission from the plasma center (z = 0) in
the second regime, and the closed triangles (dotted curve)
are for the emission from the plasma periphery (|z | >
1.5 cm) in the second regime. The symbols along every
curve show the values of the moments after each 50 µs. For
comparison, the solid line shows how the moment Dst(m) in

coronal equilibrium for ξn = 3 × 10–4 varies along the curve
of the moments as the electron temperature Te changes.
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time (t ~ 20 µs), the growing flux of fast neutrals has yet
not reach its maximum intensity.

The results of simulations make it possible to
describe the temporal evolution of the carbon charge-
state distribution during a disruption. The most conve-
nient and illustrative description can be given in terms
of the dependence D(m). Each value of this function
corresponds to a certain time t and an instantaneous car-
bon charge-state distribution in the plasma. In this way,
the time evolutions D(t) and m(t) can conveniently be
compared to their kinetic (or coronal) values or to the
corresponding function Dst(m).

Figure 15 shows the time evolution of the moments
D(m) of the carbon charge-state distribution function
that were obtained in numerical simulations of the
behavior of the CV line emission from the plasma cen-
ter (z = 0) and from the plasma periphery (z = 6 cm and
|z| > 1.5 cm) during a disruption in both of the regimes
under investigation. For comparison, Fig. 15 also shows
the calculated steady-state curve Dst(m). Each point in
this curve corresponds to a certain value of the electron
temperature Te rather than to a certain time, as in the
case of curves D(m). The curve Dst(m) was computed
for ξn = 3 × 10–4. When the effect of charge-exchange
recombination on the steady-state dispersion is taken
into account, the function Dst(m) acquires a recombina-
tion branch (see [8] for details) and thereby becomes
two-valued. The distributions that describe the interac-
tion of suprathermal plasma electrons (having a high
effective temperature, which, in the case at hand, is
Te ~ 1.5 eV) with impurities lie on this recombination
branch of the function Dst(m). The symbols along every
curve D(m) show the positions of the center of the
charge-state distribution after each 50 µs. The closed
and open symbols illustrate the time evolution of the
charge-state distributions at the plasma edge and in the
plasma core, respectively. Since the CV line emission at
the periphery is dominated by suprathermal electrons,
the initial values of m there are larger than those in the
plasma core.

From Fig. 15 we see that the dispersion D(m) of the
charge-state distribution function increases substan-
tially and very rapidly (over a time of about 50 µs) and
the distribution center shifts rapidly toward the radia-
tion barrier region (m < 4). This indicates that the radi-
ative energy losses over the entire cross section of the
plasma column become very great (see above).

6. CONCLUSIONS

In the DAMAVAND tokamak, chord measurements
of the CV line emission in the rapid phase of disruption
were carried out in two regimes. In the first regime
(with a high plasma current), a burst of CV line emis-
sion was detected along all the viewing chords. In the
second regime, the intensity of emission from the
plasma core and plasma periphery was observed to
decrease below its initial (predisruption) level. The
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observed burst of CV line emission and the subsequent
decrease of its intensity can only be attributed to very
abrupt variations in the parameters describing the emis-
sion from impurities in the rapid phase of disruption.

An analysis of the ionization kinetics of a neutral
carbon that could instantly penetrate from the chamber
wall into the plasma column has showed that, for any
more or less realistic values of the plasma parameters,
the fairly rapid increase in the CV emission signal in
both regimes, as well as the subsequent rapid decrease
in the signal intensity below its initial level, cannot be
explained in terms of a dynamic model. On this basis,
we have concluded that the behavior of impurities dur-
ing a disruption is, on the whole, dominated by recom-
bination (rather than ionization) processes.

In order to interpret the observations, we have devel-
oped a kinetic model of the evolution of the carbon
charge-state distributions during a disruption. The
results of calculating temporal variations in the carbon
charge-state distributions due to an increase in the
effective recombination rate have been compared to the
data from measurements of the CV line emission dur-
ing a disruption. The model description of the time evo-
lution of the CV line emission in the rapid phase of the
major disruption in both regimes agrees well with
experimental observations.

A key result of the proposed model is a relative
increase in the effective rate of charge exchange of
impurity ions by two orders of magnitude. The param-
eter that makes it possible to distinguish between the
two regimes under consideration in describing the CV
line emission during a disruption is the initial relative
concentration of neutral particles: ξn = 3 × 10–4 in the
first regime with a high plasma current, and ξn > 5 ×
10−4 in the second regime with a low plasma current. In
order to describe variations in the CV line emission
from the plasma edge, it is also necessary to take into
account the behavior of the suprathermal component of
the electron energy distribution function. The predic-
tions of the kinetic model proposed here agree qualita-
tively with the measurements and interpretations of the
temporal behavior of the X-ray spectra from the plasma
in the rapid phase of disruption in the TVD tokamak
[13].

An experimental evidence for the substantial varia-
tions in the rates of charge exchange of both the main
plasma component and the impurities is provided by a
short rise time (20–50 µs) of the neutral flux that grows
in the rapid phase of disruption and by an increase in its
intensity by more than two orders of magnitude.

A consequence of the above processes of charge-
state kinetics of plasma impurities in the rapid phase of
disruption is the considerable increase in the dispersion
of the carbon charge-state distribution and the transi-
tion of all of the carbon impurity in the plasma to the
radiation barrier region over a time of about 50 µs; in
this case, the center of the charge-state distribution (i.e.,
the average charge m of the carbon impurity) shifts
from the range m ≥ 4 into the range m < 4. Hence, the
rapid phase of disruption is dominated by recombina-
tion processes, specifically, by the dominant recombi-
nation translation of the charge-state distribution of the
carbon ions into the radiation barrier region. In order to
investigate such a translation, it is very important to
thoroughly examine the emission from helium-like
states of light impurity ions.
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Abstract—After boronization of the vacuum chamber of the L-2M stellarator, radiative losses from ohmically
and ECR heated plasmas were reduced by a factor of 3–4. Under these conditions, radiative losses in the ECRH
regime comprise only 10–15% of the input microwave power. Some effects have been detected that were not
observed previously: a substantial increase in the gradient of the electron temperature near the separatrix, a pref-
erentially outward-directed radial turbulent particle flux (both throughout the discharge phase and from shot to
shot), and a longer (by a factor of 2–3) duration of the plasma cooling phase. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Experiments on the production and electron cyclo-
tron resonance heating (ECRH) of plasmas in the L-2M
stellarator have been carried out over a fairly long time
[1]. A characteristic feature of these experiments is an
unsurpassed specific heating power [2]. Under these
conditions, the energy flux onto the wall of the vacuum
chamber increases substantially; moreover, this flux is
distributed nonuniformly over the wall surface, being
concentrated mainly near the separatrix corners. It is
well known that recycling leads to the generation of a
neutral flux from the chamber wall. This flux consists of
atoms and molecules of both the working gas (usually,
hydrogen) and impurities (carbon, oxygen, etc.). The
increase in the impurity concentration in the plasma
leads to an increase in radiative losses and a decrease in
the electron temperature [3]. In some L-2M experi-
ments carried out at a high ECRH power (PECRH >
300 kW), a substantial increase in radiative losses
could eventually lead to radiative collapse. For this rea-
son, it was necessary to reduce the impurity flux into
the plasma in those experiments.

Conventional conditioning of the stellarator cham-
ber wall is performed by means of inductive and glow
discharges. In the former case, a hydrogen plasma with
a temperature of Te = 0.1–1 eV is produced in a weak
magnetic field B = 0.03 T with the help of an ohmic-
heating transformer. Glow discharges in noble gases
(helium or argon) are excited with the help of an anode
inserted into the chamber and maintained at a potential
1063-780X/05/3106- $26.00 0452
of U = 400 V. In both cases, the chamber wall is heated
up to 150–200°C. These methods were usually
employed sequentially; this allowed us to improve the
wall conditions in the stellarator chamber and to reduce
the impurity flux from the wall. Nevertheless, radiative
losses remained substantial and the plasma density
increased during the discharge.

Deposition of boronized carbon films in glow dis-
charges was first successfully employed in the TEX-
TOR tokamak [4]. A similar boronization procedure
was applied to the W7-AS stellarator; As a result, the
line intensities of low-Z impurities (C, O) decreased by
one order of magnitude [5]. Real-time boronization was
investigated in the CHS stellarator and was found to be
a promising method for conditioning the chamber wall
in the LHD stellarator [6].

The first boronization experiments in the TEXTOR
tokamak were carried out with B2H6, which is a very
toxic and flammable gas. Further, less toxic agents
(such as B(CH3)3 and B(C2H5)3) were used. However,
these agents too are dangerous because they form
explosive mixtures with air [7]. Later, specialists from
the Institute of Physical Chemistry of the Russian
Academy of Sciences proposed that carborane
(C2B10H12) be used for boronization [8]. Carborane is a
nontoxic and nonexplosive powder that is readily evap-
orated at a temperature of 60–80°C. A simple and safe
procedure of boronization with carborane was then suc-
cessively used in T-11M, T-3M, T-10, and Tuman-3
© 2005 Pleiades Publishing, Inc.
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Fig. 1. (a) Schematic of the boronization chamber for the admission of carborane vapor into the L-2M stellarator: (1) silica gel
pump, (2) cell with carborane, (3) thermocouple pressure gauge, (4) valve separating the boronization chamber from the stellarator,
(5) stellarator chamber, (6, 7) heating spirals; (8) valve controlling the carborane flux; and (9) glow discharge anode; (b) the arrange-
ment of the pump-out flanges, the carborane admission system, and the glow discharge anode in the vacuum chamber of the stel-
larator (top view).
tokamaks [9]. A similar procedure is now regularly
used in the L-2M stellarator.

2. BORONIZATION PROCEDURE

We designed and mounted an auxiliary (boroniza-
tion) chamber that ensured continuous admission of
carborane vapor during the boronization of the stellara-
tor vacuum chamber (Fig. 1a). The boronization cham-
ber consists of silica gel pump 1; glass cell 2, filled with
carborane powder; and thermocouple pressure gauge 3.
Valve 4 separates the boronization chamber from stel-
larator chamber 5. The boronization chamber was pre-
evacuated to a pressure of p = 2 × 10–2 torr. Cell 2 was
then heated by spiral 6 to a temperature of 60–80°C, and
the carborane vapor pressure increased to p = 1.5 torr.
The flux of carborane vapor into the stellarator chamber
was controlled by valve 8. The concentration of carbo-
rane vapor inside the stellarator chamber was moni-
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
tored with the help of a thermocouple pressure gauge.
To avoid the condensation of carborane vapor onto the
wall of the boronization chamber, it was heated by spi-
ral 7 to a temperature of 110–120°C.

A glow discharge in the stellarator chamber filled
with a mixture of carborane vapor with helium was pro-
duced by applying a voltage of Ua = +400 V to anode 9.
The discharge current was Ia = 1 A, the pressure in the
stellarator chamber was maintained at a level of p0 = 2 ×
10–3 torr, and the chamber was heated to a temperature
of 150–190°C. During the glow discharge, the camber
wall became coated with a borocarbon film. The pro-
cess usually lasted for 0.5–1 h. Figure 1b shows the
arrangement of the carborane admission system, the
glow discharge anode, and the flanges for evacuating
the stellarator vacuum chamber.

Since there was no lock chamber for taking a coated
sample, we were unable to study the composition and
thickness of the deposited borocarbon film. Neverthe-
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less, the quality of boronization can be judged from the
parameters of the plasma produced. Boronization (if
successful) led to a significant (severalfold) decrease in
the intensities of impurity lines and, accordingly, radia-
tive losses.

An appreciable improvement of the discharge
parameters was observed after five to six shots follow-
ing the boronization procedure. The operating condi-
tions remained stable and discharges were well repro-
ducible over 150–180 shots (three to five workdays);
after this period, the borocarbon coating gradually dete-
riorated.

The composition of the residual gas in the stellarator
chamber changed substantially after boronization. This

Table 1

Atomic/mo-
lecular mass, 

amu

Reso-
nance

frequen-
cy, MHz

Composi-
tion of the 
residual 

gas

Relative peak intensity 
in the mass spectrum, 

arb. units

before bo-
ronization

after boron-
ization

2 2295 H2 1.0 0.9

4 1148 He 0.2 0.2

14 333 N 1.4 1.3

16 290 O 0.4 0.2

17 279 HO 0.6 0.0

18 256 H2O 2.1 0.1

20 230 Ne 0.1 0.1

28 165 N2 6.2 5.2

32 145 O2 1.2 0.6

40 119 Ar 0.3 0.3

44 110 CO2 0.2 0.1

54–56 82 ? 0.0 0.1

70–72 65 ? 0.0 0.3

136 35 C2B10H12 0.0 0.4
composition was quantitatively analyzed with the help
of an IPDO-2 omegatron, measuring the partial gas
pressure. The mass spectra of the residual gas before
and after boronization are given in Table 1.

Boronization most strongly affected the content of
water vapor and oxygen. After successful boronization,
water vapor was almost absent in the spectrum, and the
oxygen content halved. The mass spectrum showed the
peaks of carborane vapor C2B10H12 (136 amu) and
gases with masses of 54–56 amu and 70–72 amu, which
were presumably the disintegration products of carbo-
rane. The peaks related to the presence of carborane in
the chamber were usually observed over three to six
days after boronization and then gradually disappeared.

When choosing the optimum boronization condi-
tions, the basic criterion was a considerable (several-
fold) decrease in the intensities of oxygen and carbon
lines and in the total radiative loss in stellarator shots. It
was found that, when the carborane content in the glow
discharge was lower than 20%, the quality of the depos-
ited film was insufficient to significantly improve the
plasma parameters, even when the boronization time
was increased to 60 min. In this case, radiative losses
from the ohmically heated plasma decreased insignifi-
cantly (by 30–40%) in comparison to discharges with-
out preliminary boronization. When the carborane con-
tent in the gas mixture exceeded 25%, radiative losses
decreased to the required level; in this case, the boron-
ization time was reducable to 30 min. The optimum
boronization conditions in L-2M were achieved at an
initial carborane vapor concentration of 40%, a gas
pressure of 2 × 10–3 torr, a glow-discharge current of
0.7–0.8 A, and a boronization time of 30–40 min.

3. EXPERIMENTS IN OHMIC-HEATING 
DISCHARGES

The parameters of the ohmically heated plasma
changed substantially after boronization. Table 2 pre-
sents the main discharge and plasma parameters before
and after boronization. Note that boronization most
strongly affects the intensities of impurity lines and the
total radiative loss. The decrease in the intensity of oxy-
Table 2.  Plasma parameters in ohmic-heating discharges before and after boronization

Parameter Before boronization After boronization

Plasma current Ip, kA 17–19 17–19

Loop voltage U1, V 4–4.5 2–2.5

Radiative power loss Prad, kV 40–50 8–12

Intensity of oxygen lines IO, arb. units 4–5 1

Intensity of carbon lines IC, arb. units 3–4 1

Average plasma density ne , 1019 m–3 0.8–1.4 0.9–1.1

Central electron temperature Te , eV 280 310
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gen lines by a factor of 4–5 and in the intensity of car-
bon lines by a factor of 3–4 indicates a considerable
decrease in the impurity concentration in the plasma.
As a result, the radiation power measured by a bolom-
eter decreased to ~10 kW. At the same plasma current,
the loop voltage almost halved. The decrease in the
loop voltage after boronization is explained by the low
impurity concentration in the plasma and, accordingly,
the low values of the effective ion charge number Zeff .

It should be noted that boronization also affects the
time evolution of the plasma density, plasma radiation,
and loop voltage. The working gas (hydrogen) was fed
into to the stellarator 40 ms before the beginning of
ohmic heating. The initial plasma density is determined
by gas puffing, whereas the time evolution of the
plasma density is governed by the relation between the
neutral flux from the chamber wall and the flux of
plasma particles onto the wall. Without boronization,
the plasma density steadily increased, radiative losses
increased, the plasma current decreased, and the loop
voltage increased during a discharge. Boronization
allowed us to achieve a quasi-steady discharge with a
time-independent plasma density, plasma current, and
radiative losses at a somewhat decreasing loop voltage.
The low loop voltage made it possible to save volt–sec-
onds of the transformer (its resource is 0.18 V s) and to
increase the duration of the plasma current pulse from
25 to 50 ms.

In spite of the threefold decrease in radiative losses
after boronization, the central electron temperature
increased insignificantly. This can be attributed to the
lower heating power (POH = 35–45 kW) in comparison
to discharges without boronization (POH = 65–80 kW).

4. EXPERIMENTS WITH ECRH DISCHARGES

The currentless plasma was produced and heated by
microwave radiation at the second harmonic of the
electron gyrofrequency. The duration of the heating
pulse was 10 ms, and the microwave power was varied
in the range 100–250 kW.

In ECRH discharges (like in ohmic-heating dis-
charges), the intensities of impurity lines substantially
decreased after boronization. Figure 2 compares the
plasma radiation spectra observed in the wavelength
range of 200–700 nm in ECRH discharges without
(Fig. 2a) and with (Fig. 2b) boronization. It can be seen
that the oxygen lines disappear and the carbon lines are
reduced substantially. After boronization, the spectrum
consists essentially of the spectral lines of the working
gas (hydrogen).

As was noted above, the initial plasma density is
determined by gas puffing, whereas the time evolution
of the plasma density is governed by the neutral flux
from the chamber wall; i.e., it depends on the plasma–
wall interaction. Without boronization, the plasma den-
sity always increased during the microwave pulse
(Fig. 3a) and the spectrum was dominated by the oxy-
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
gen and carbon lines (Fig. 3b), whose intensities
increased steadily in the active phase of the discharge.
Radiative losses also increased and, in some shots,
reached 50–70% of the heating power (Fig. 3c).

After boronization, the intensities of oxygen lines
decreased by a factor of 4–5 and the intensities of car-
bon lines decreased by a factor of 3–4 (Fig. 4b). The
total radiative losses were reduced by a factor of 3–4
(Fig. 4c) and comprised no more than 10–15% of the
heating power. The intensity of the soft X-ray (SXR)
continuum with photon energies in the range of 1.2–
8 keV (measured by a KEVEX X-ray spectrometer)
also decreased by a factor of 3–5.

Boronization substantially affected the time evolu-
tion of the plasma density. At a relatively low micro-
wave heating power (PECRH = 100–200 kW), the line-
averaged plasma density varied only slightly during the
microwave pulse and over 8–10 ms after it, while the
plasma energy was sufficient to ionize neutrals arriving
from the chamber wall (Fig. 4a). In discharges with a
higher heating power (PECRH = 200–350 kW), the line-
averaged density somewhat decreased during the
microwave pulse and slightly increased after it; in this
case too, the plasma began to decay 8–10 ms after the
microwave pulse. Multichord interferometric measure-
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Fig. 2. Plasma radiation spectra in the wavelength range of
200–700 nm: (a) before and (b) after boronization.
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Fig. 3. Discharge parameters before boronization (shot no. 47734): (a) line-averaged plasma density, (b) intensity of the C III line,
(c) radiation power, (d) plasma energy, and (e) microwave power.
ments showed that such behavior of the line-averaged
plasma density before the decay phase was related to
the rearrangement of the radial density profile, while
the total number of the plasma particles did not change.
The plasma density in the quasi-steady phase of the dis-
charge could be controlled over a wide range (ne = (0.3–
3.0) × 1019 m–3) with the help of a pulsed valve.

The radial profile of the electron temperature in
L-2M was measured using four diagnostics: SXR spec-
trometry with the use of foils, measurements of the
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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Fig. 4. Discharge parameters after boronization (shot no. 53292): (a) line-averaged plasma density, (b) intensity of the C III line,
(c) radiation power, (d) plasma energy, and (e) microwave power.
electron cyclotron emission (ECE) at the second har-
monic of the electron gyrofrequency, optical spectros-
copy, and Langmuir probes. Each of these diagnostics
measured a certain segment of the radial profile: the
ECE and SXR diagnostics measured the plasma density
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
in the plasma core (0 < r/a < 0.6, where r is the average
radius of the elliptical magnetic surface and a = 11.5 cm
is the average radius of the last closed magnetic sur-
face); the optical spectroscopy covered the outer region
of the plasma column (0.5 < r/a < 0.95); and Langmuir
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probes measured the plasma temperature near the
plasma boundary, where Te < 30 eV. The entire profiles
of the electron temperature in discharges with and with-
out boronization are shown in Fig. 5a. It can be seen
that, after boronization, the central electron tempera-
ture increased from 950 to 1250 eV, i.e., by nearly 30%.
The relative increase in Te was maximal near the
plasma boundary (at r = 11.5 cm), where the electron
temperature increased from 10–20 eV to ~100 eV
(Fig. 5b). Before boronization, the main impurities
were carbon and oxygen. Radiative cooling caused by
emission from carbon and oxygen ions made the dom-
inant contribution to the heat transport near the plasma
boundary. In this case, the electron temperature at the
plasma periphery was stabilized at a level of Te ~ 10–
20 eV, at which the radiation intensity of carbon and
oxygen ions was maximal.

After boronization, the flux of carbon and oxygen
from the chamber wall decreased severalfold; accord-
ingly, radiative losses also decreased. As a result, the
electron temperature at the plasma periphery increased
to ~100 eV and a jump in Te formed near the separatrix
(at radii of r = 11.5 ± 0.2 cm); i.e., a narrow (∆r/a <
0.05) layer with a very large temperature gradient
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Fig. 5. Radial profiles of the electron temperature (a) over
the entire plasma column and (b) at the plasma periphery
(1) before and (2) after boronization.
occurred in the separatrix region. In discharges with
preliminary boronization, such a layer was always
present over a wide range of the microwave power and
plasma density. The magnitude of the temperature jump
was 100–150 eV. Previous probe measurements
showed that the plasma density changed abruptly in the
separatrix region by two orders of magnitude [10].

Local turbulent fluxes were measured using three
single probes.1 The probes measured plasma density
fluctuations (in the regime of ion saturation current)
and fluctuations of the floating potential. From these
measurements, we calculated the turbulent radial parti-
cle flux. The sampling rate of probe signals was 1–
5 MHz, and the length of the data arrays was 128 kB.
Figures 6a and 6b show the results of measurements of
the local turbulent flux before and after boronization,
respectively. It can be seen that, before boronization,
the flux is not unidirectional (positive and negative val-
ues in the figure correspond to an outward and an
inward flux, respectively). The prevailing direction of
the flux can be deduced from the sign of its asymmetry
coefficient2 calculated over reasonable time intervals
(~1 ms). The asymmetry coefficient of the flux pre-
sented in Fig. 6a changes its sign during a discharge.
After boronization, the probability density function of
the local flux was found to be highly asymmetric: the
asymmetry coefficient was positive and did not change
its sign during a discharge. This corresponds to a turbu-
lent flux directed predominantly toward the chamber
wall. In this case, the probability density function of the
flux magnitudes differed substantially from a normal
(Gaussian) distribution throughout the entire discharge
(Fig. 7).

Boronization had a substantial impact on the plasma
cooling phase. Here, by the cooling phase we mean the
discharge phase that begins after the ECRH pulse and
continues to the total plasma cooling (which corre-
sponds to the zero diamagnetic signal). The plasma
density in the cooling phase (60–70 ms) changed insig-
nificantly (see Fig. 4a), whereas the electron tempera-
ture measured from the ECE intensity steadily
decreased. Note that the nested structure of the mag-
netic surfaces in the stellarator is created by external
conductors only and is retained after the heating pulse
is switched off. A comparison between Figs. 3 and 4
shows that, after boronization, the duration of the
plasma cooling phase increases by a factor of 2–3 (from
3–4 to 8–10 ms). Evidently, the longer cooling time is
due to a decrease in the radiation power and, accord-
ingly, in the total power loss from the plasma.

1 The local particle flux is defined as Γ = (δneδv r), where δne is a
plasma density fluctuation and δv r is a radial velocity fluctuation.

2 Here, we are dealing just with the sign of the normalized asym-
metry coefficient rather than with the difference between the local

inward and outward fluxes, M3 =  (notation is

standard).

1
N
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Fig. 6. Time evolution of the turbulent flux in the quasi-steady phase of the discharge (a) before boronization (shot no. 44487) and
(b) after boronization (shot no. 53168).
The total power loss Ploss from the plasma can be
derived from the global plasma energy balance equa-
tion

dW/dt = PECRH – Ploss. (1)

After the microwave pulse is switched off (PECRH = 0),
the energy balance equation takes the form

Ploss = –dW/dt. (2)

Figure 8 shows the total power loss Ploss calculated
by formula (2) from the diamagnetic signal (curve 1)
and the radiation power measured by a bolometer
(curve 2) in the cooling phase of discharges without
(Fig. 8a) and with (Fig. 8b) preliminary boronization. It
should be noted that, in the early cooling phase (over
0.5 ms after the heating pulse is switched off), the dia-
magnetic signal dW/dt is somewhat distorted because
the eddy currents induced in the chamber wall contrib-
ute to the diamagnetic signal measured by a loop
located outside the chamber. It can be seen that, 0.5 ms
after the heating pulse is switched off, the total power
loss is nearly the same in both discharges and amounts
to 70–80 kW, whereas radiative losses are substantially
different. In discharges without boronization, radiative
losses comprise about 2/3 of the total power loss,
whereas in discharges with boronization, this ratio is as
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
low as 1/5. Hence, after boronization, radiative losses
comprise only a small fraction of the total losses not
only in the active phase, but also over 2–3 ms in the
early cooling phase.
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5. CONCLUSIONS
Boronization of the L-2M vacuum chamber has

made it possible to substantially reduce radiative losses
in both ohmically and ECR heated plasmas. Radiative
losses in ECRH experiments do not exceed 10–15% of
the input power. Note that, by the end of the ECRH
pulse, radiative losses in discharges without boroniza-
tion reach 50–70% of the heating power.

Boronization of the stellarator chamber wall
allowed us to extend the operating density range to ne =
(0.3–2.8) × 1019 m–3 in ECRH experiments with an
input power of PECRH = 300 kW. Moreover, boroniza-
tion made it possible to maintain the plasma density at
a constant level during the heating pulse and also
ensured the high reproducibility of discharges.

A substantial decrease in radiative losses has led to
new effects. In our opinion, of great importance is that
heat transport in the edge plasma changes its character:
a large gradient of the electron temperature appears
near the separatrix, where the temperature increases by
100–150 eV. Another new effect is that, after boroniza-
tion, the radial turbulent particle flux near the plasma
boundary is predominantly directed outward.

It should also be noted that, after boronization, the
duration of the plasma cooling phase increases substan-
tially due to a decrease in radiative losses.
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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Abstract—Results are presented from experimental studies of ion heating in the GOL-3 device. The experi-
ments were carried out in a multimirror configuration with a local magnetic well. It was found that, during the
injection of a relativistic electron beam, a decrease in the local density of the beam in a magnetic well, which
is proportional to the decrease in the strength of the longitudinal magnetic field, results in the formation of a
short plasma region with a low electron temperature. The measured longitudinal gradient of the plasma pressure
corresponds to an electron temperature gradient of ~2–3 keV/m. Axially nonuniform heating of the plasma elec-
trons gives rise to the macroscopic motion of the plasma along the magnetic field in each cell of the multimirror
confinement system. The mixing of the counterpropagating plasma flows inside each cell leads to fast ion heat-
ing. Under the given experimental conditions, the efficiency of this heating mechanism is higher than that due
to binary electron–ion collisions. The collision and mixing of the counterpropagating plasma flows is accom-
panied by a neutron and γ-ray burst. The measured ratio of the plasma pressure to the vacuum magnetic field
pressure in these experiments reaches 0.2. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION
Open confinement systems (linear magnetic mirror

traps) were proposed and developed as devices for
basic plasma physics research and also as candidates
for nuclear fusion applications (see [1, 2]). At present,
research on magnetic mirror systems is being carried
out in several scientific centers [3–8] with various ver-
sions of the system. In particular, the GOL-3 device [9]
is classed among multimirror open confinement sys-
tems [10, 11]. The plasma density in a multimirror trap
is substantially higher than that in other magnetic con-
finement systems. The improved longitudinal plasma
confinement in a multimirror system (as compared to
the classical mirror trap) is achieved due to a frictional
force that arises when a high-density plasma flows
along a corrugated magnetic field.

A high-density plasma in GOL-3 is heated by a
high-power relativistic electron beam generated by the
U-2 accelerator [12]. When the beam is injected into the
plasma, collective beam–plasma interactions lead to the
excitation of Langmuir turbulence (see, e.g., [13, 14]).
As a result, the energy of the relativistic electron beam
is transferred primarily to the plasma electrons through
Langmuir oscillations. The electron temperature rap-
idly reaches 2–3 keV at a density of ~1021 m–3 (see
[15]). To achieve such intense electron heating, it is
necessary to suppress longitudinal electron heat con-
duction toward the system ends, at least, during the
heating phase. There are now methods for reducing the
longitudinal electron energy loss in open magnetic mir-
1063-780X/05/3106- $26.000462
ror systems; these methods allow one to reach and
maintain a relatively high electron temperature in a
device [5, 16, 17]. In particular, in the GOL-3 device,
the longitudinal electron thermal conductivity is sup-
pressed due to an abnormally high electron collision
frequency during the collective relaxation of the relativ-
istic electron beam in the plasma [18, 19]. This phe-
nomenon gives rise to high longitudinal gradients of the
electron temperature during the axially nonuniform
plasma heating by a high-current relativistic electron
beam [17].

In the first stage of GOL-3 experiments, the mag-
netic field of a solenoid was uniform throughout its
entire length (except for the end mirrors). During elec-
tron heating, the plasma ions remained relatively cold
because the duration of the experiment was insufficient
for the electron and ion temperatures to be equalized by
classical (binary) collisions.

When part of the solenoid was modified to operate
with a corrugated magnetic field, the physics of the
plasma processes changed substantially. First, the
energy confinement time increased considerably (see,
e.g., [3]). This effect was predicted theoretically and, in
essence, motivated experiments with a multimirror
confinement system. Second, the data from all available
ion diagnostics (the analysis of charge-exchange neu-
trals, high-resolution spectroscopy, and the detection of
neutrons from D–D reactions (see, e.g. [3])) showed
that, after modification, the ion temperature in the mul-
timirror configuration increased by more than one order
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Configuration of the magnetic field in the GOL-3 device: (a) the entire configuration with two end sections with a corrugated
field and (b, c) the magnetic field distributions in configurations with a magnetic well: (1) basic configuration, (2) magnetic well in
a section with a corrugated field, and (3) magnetic well in a section with a uniform field.
of magnitude (from 50–100 eV to 1–2 keV). This effect
was unexpected, because ion heating lasted only a few
microseconds. At a plasma density on order of 1021 m–3,
binary electron–ion collisions are certainly insufficient
to provide the observed increase in the temperature
over such a short time interval.

To explain such fast ion heating, we proposed
another mechanism: the collective mechanism for
energy transfer from the heating electron beam to ions
due to the presence of a periodically nonuniform (cor-
rugated) magnetic field in the device. In such a mag-
netic configuration, the beam current density increases
at each maximum of the magnetic field and causes a
more intense electron heating there. The electron tem-
perature remains nonuniform along the magnetic field
over a fairly long time because of an abnormally high
collision frequency. As a result, maxima of the plasma
pressure arise that cause the plasma to accelerate
toward the minima of the magnetic field. The collision
and mixing of the counterpropagating plasma flows
lead to the heating of the plasma ions [20, 21]. In our
opinion, this heating mechanism provides an explana-
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
tion for the recent experimental results obtained in
GOL-3. After optimizing the experimental parameters,
it can serve as a basis for achieving fusion temperatures
in our multimirror confinement system.

In this paper, we report on the results of experiments
intended to clarify the mechanism of fast ion heating in
a multimirror confinement system. We also present a
numerical model describing the observed effects in a
hydrodynamic approximation and discuss its consis-
tency with the experiment.

2. EXPERIMENT AND DIAGNOSTICS

The design of the GOL-3 device is described in [3,
9]. The solenoid of the device consists of 110 coils with
independent power supplies. The total length of the
solenoid is about 12 m. The magnetic configuration can
be varied depending on the goal of a specific experi-
ment. In the basic configuration (see Fig. 1a), the sole-
noid was composed of three sections (it is this configu-
ration to which we will compare all the modifications of
the magnetic field geometry in each particular experi-
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ment). The uniform magnetic field in the central 4-m-
long section was 4.8 T. On both sides of the central sec-
tion, there were sections with a corrugated magnetic
field. Each of these sections contained 20 corrugation
cells with a period of 22 cm. The maximum and mini-
mum values of the magnetic induction over one period
were 5.2 and 3.2 T, respectively. At the ends of the sole-
noid, single magnetic mirrors with a magnetic induc-
tion of 9 T were installed.

The required distribution of the hydrogen or deute-
rium density along the 10-cm-diameter vacuum cham-
ber placed inside the solenoid was produced with the
help of several pulsed valves. Experiments were usu-
ally carried out with a quasi-uniform gas puffing; in this
case, the gas density in the central part of the chamber
was nearly three times higher than that at the chamber
ends (see [3]). The target plasma with a line-averaged
density of ~1021 m–3 and a temperature of ~2 eV was
produced using a special linear discharge. A relativistic
electron beam with an electron energy of ~0.9 MeV, a
current of ~25 kA, a full duration of ~8 µs, and a total
energy of ~120 kJ was then injected into the target
plasma. The beam diameter in the section with a uni-
form field was about 6 cm.

To study the mechanism for fast ion heating in the
GOL-3 device, we carried out two separate experiments
in which a short region with a reduced field (a magnetic
well) was created in the solenoid. These two experi-
ments differed in the position of the magnetic well: in
the first case, it was located at the center of the solenoid
and, in the second case, at the center of the first section
with a corrugated field. The magnetic induction and the
shape of the magnetic field lines in the magnetic-well
region depended on how the solenoid coils were con-
nected to the power supply. Thus, the magnetic field
geometry corresponded to either the basic magnetic
configuration or a configuration with a magnetic well
(without intermediate configurations). The correspond-
ing longitudinal profiles of the magnetic induction are
shown in Figs. 1b and 1c.

The plasma parameters were measured using stan-
dard diagnostics (see [22]). In addition, special diag-
nostics were designed to measure the plasma parame-
ters in the magnetic-well region (see below). The set of
diagnostics was different in the experiments with the
above two modifications of the magnetic configuration
(the diagnostics employed will be briefly described in
the corresponding sections).

One of the basic diagnostics was a multifunction
spectral system consisting of several instruments. The
system measured the plasma emission spectra with a
spatial resolution along the transverse coordinate
(chord) and a spectral resolution of 0.03 nm. In each
frame, the π- and σ-polarized emission components
were recorded separately. Precise measurements of the
contours of the spectral lines allowed us to separate dif-
ferent effects that lead to he broadening and/or splitting
of these contours. The spectrum was usually recorded
by five (of the available six) specialized units operating
simultaneously. The system of spectral diagnostics is
described in more detail in [23].

An important new diagnostics was a system for
measuring the products of fusion reactions and the
accompanying hard γ radiation. This system consisted
of several scintillation detectors (stilbene, polystyrene,
and NaI(Tl)) located at different distances from the
plasma (including those placed on a mobile platform)
and also an activation silver detector. The neutron and
γ-ray diagnostics of the GOL-3 device, including the
equipment and the digital technique for discriminating
neutrons and the accompanying γ photons by analyzing
the shape of a pulse, were discussed in more detail
in [24].

3. EXPERIMENT WITH A MAGNETIC WELL
IN THE CENTRAL SECTION 

OF THE SOLENOID

The first series of experiments was carried out with
a magnetic well situated in the central section of the
solenoid. At the center of this section, a special cell
with a reduced magnetic field was formed. The center
of the cell was located at Z = 659 cm. Around this cell,
the diameter of the vacuum chamber was increased to
15 cm over a length of 42 cm, and the distance between
the neighboring coils of the solenoid was increased by
4 cm. The coils adjacent to the point Z = 659 cm were
powered separately and could be switched off in partic-
ular experiments. The magnetic induction at this point
was 3.8 T when the neighboring coils were switched
on, and it was 1.3 T when these coils were switched off
(see Fig. 1c). In the latter case, the resulting magnetic
configuration was a local magnetic well about 30 cm in
length.

The time behavior of the plasma pressure inside and
near the cell was measured with the help of several dia-
magnetic probes. In addition, the plasma in the cell was
studied by spectroscopic methods. Neutron and γ-ray
detectors were positioned near the cell.

Let us consider the data from diamagnetic measure-
ments. Figures 2 and 3 show typical longitudinal pro-
files and waveforms of the plasma pressure derived
from diamagnetic measurements. The initial plasma
density in this case was 1021 m–3. Far from the cell (at
Z = 524 and 701 cm), the signals from diamagnetic
detectors are identical in shape to those observed in
experiments without a magnetic well and, in the central
part of the solenoid, vary only slightly along the Z coor-
dinate. The maximum pressure is D = neTe + niTi ~
1021 keV/m3 (where n and T are the density and temper-
ature and the subscripts e and i stand for electrons and
ions, respectively). For comparison, the figure shows a
hard bremsstrahlung signal from a detector located
behind the beam collector (this signal provides the most
adequate information about the time behavior of the
power of the beam passed through the plasma). In the
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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configuration with a magnetic well, a substantial
change in the plasma behavior was observed in the dia-
magnetic signal measured at the bottom of the magnetic
well (the signal measured at Z = 659 cm in Fig. 3). In
the course of plasma heating by the electron beam, the
plasma pressure (which is determined in this stage by
the electron temperature) in the magnetic well is 5–
10 times lower than the pressure measured by detectors
located a distance of ~40 cm, where the field is uni-
form.

As was found in our previous experiments, the
plasma pressure during beam injection is primarily
determined by the temperature of the electron compo-
nent (and this component may actually be characterized
by a local temperature). Thus, the observed large gradi-
ent of the plasma pressure along the magnetic field dur-
ing the heating stage can be explained by the existence
of a large (up to ~2.5 keV/m) longitudinal gradient of
the electron temperature. This indicates directly that the
electron thermal conductivity during beam injection is
suppressed by several orders of magnitude in compari-
son to its classical value (see [25]). After the end of
beam injection, the effects related to collective beam–
plasma interactions disappear and the temperature
begins to equalize along the plasma column. In this
stage, we observed a sharp increase in the plasma pres-
sure in the magnetic well (while the plasma pressure
beyond the well decreases).The value of β in the mag-
netic well reached 15–20%.

The nonuniform electron pressure should produce a
longitudinal ambipolar electric field, which accelerates
the plasma on both sides of the magnetic well toward
the central plane of the cell, where the counterpropagat-
ing plasma flows collide. The kinetic energy of the
accelerated plasma ions should depend on the magnetic
field configuration, the drop in the total pressure, and
the profile of the electron temperature along the cell.
The mean free path of the accelerated ions in these
experiments is comparable to the cell length or is even
longer. This means that the accelerated ion flows arriv-
ing from regions with a high magnetic field on both
sides of the cell should mix in its central plane because
of binary ion–ion collisions and/or because of the onset
of turbulence in counterpropagating flows. The kinetic
energy of the directed ion motion is, therefore, thermal-
ized. This mechanism of collective energy transfer
from the high-temperature electron component to ions
seems to be rather efficient.

To verify the proposed mechanism for heating the
plasma ions to a high temperature in a nonuniform
magnetic field during beam injection, we performed
numerical simulations and carried out special experi-
ments in which a neutron and γ-ray burst was detected
when the counterpropagating plasma flows collided in
the central plane of the magnetic well. The plasma
parameters were also studied by analyzing the behavior
of the magnetic and electric fields measured by spectro-
scopic methods.
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
4. STUDY OF THE PLASMA IN THE CENTRAL 
MAGNETIC WELL BY SPECTROSCOPIC 

METHODS

The spectroscopic system described above allowed
us to measure the shapes of spectral lines with an accu-
racy that was high enough to separate different effects
forming the line profile (thermal broadening, Zeeman
splitting, Stark broadening, and isotopic shift). The
structure of both hydrogen and impurity lines was mea-
sured.

One of the problems to be solved using spectro-
scopic diagnostics was to determine the topology of the
magnetic field in the well at high values of β. To mea-
sure the magnetic field outside the high-temperature
plasma region, it is convenient to use bright spectral
transitions of impurity atoms and ions that are con-
tained in the low-temperature peripheral plasma. One
such line is the well-known sodium doublet (588.99
and 589.59 nm), which is mainly emitted from a rela-
tively narrow annular region at the plasma periphery
and is almost absent in the high-temperature plasma
region. Sodium (along with some other elements)
comes into the plasma from Zerodur limiters situated
along the plasma column. Figure 4 shows the spectra of
the σ- and π-polarized radiation recorded simulta-
neously in the 2-nm wavelength interval with the help
of a CCD-equipped image converter. Solid lines at the
centers of the frames depict the contours of the
observed spectral lines calculated under the given
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experimental conditions. In the case of a high field, all
of ten emission components are well resolved in the
CCD frames.

For comparison, Figs. 4c and 4d show the contours
of the Hα line in a high and a low magnetic field. The
error in determining the magnetic field in these mea-
surements was 0.3 T. Measurements of the σ compo-
nent of the Hα line with the help of a multichannel fiber
collector and an FEU-84 photomultiplier allowed us to
trace the dynamics of splitting of this line in the mag-
netic well (see Fig. 5; the zero time coincides with the
start of beam injection).

Similar measurements were performed for the
σcomponents of the Na I (589.0 nm) line. The measure-
ments showed that these components split by ∆λ =
±0.025 nm relative to the π component and this broad-
ening is independent of time. As was expected, the
positions of the σ components for this line correspond
to the splitting in the magnetic field.

The measurements showed that the splitting of the
Hα hydrogen line after the propagation of the electron
beam was larger than would be expected for the given
magnetic field, whereas no additional splitting was
observed in the sodium line. This indicates that these
atoms were affected not only by the magnetic field, but
also by a directed electric field, because the spectral
transitions under discussion undergo different Stark
broadening. The Stark broadening of the hydrogen line
is a linear function of the electric field, whereas the
Stark broadening of the sodium line is quadratic in the
field strength. Let us estimate the electric field that
would explain the observed additional broadening of
the hydrogen line. When an electron passes from the
n' excited state to the n state, the wavelength shift of a
photon emitted by the electron is proportional to the
electric field E:

,

where n' and n are the principal quantum numbers and
n = n1 + n2 + |m | + 1 in the case of a parabolic quantiza-
tion (here, n1 and n2 are the parabolic quantum numbers
and m is the magnetic quantum number; see [26]).
Therefore, the Hα line splits into several components
with ∆λN[nm] = 2.756 × 10–3NE [kV/cm], where N is a
number from –4 to +4. (Depending on the direction of
the electric field relative to the magnetic field and on the
orientation of the polarizer, only some of these compo-
nents are measured in the experiment.) The splitting of
the spectral line in the electric field causes an additional

∆λ 3
4π
------

"λ0
2

mec
---------- n' n1' n2'–( ) n n1 n2–( )–[ ] E=
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Fig. 4. Zeeman splitting of spectral lines in the magnetic field: (a, b) Na I doublet and (c, d) Hα line of hydrogen. The measurements
are performed (a, c) in a magnetic field of 4.3 T and (b, d) in a 1.3-T magnetic well. The upper and lower parts of the frames corre-
sponds to the σ-and π-polarization, respectively. The curves show the line profiles calculated for the corresponding magnetic fields
and polarizations.
broadening of the measured contour of the hydrogen
line. From the measured width of the Hα line, we infer
that the electric field is on the order of 10 kV/cm. The
presence of such an electric field in plasma may be
related to different mechanisms. In beam–plasma
experiments, high electric fields are usually excited due
to intense collective relaxation of the beam and are
related to the high level of Langmuir and ion-sound tur-
bulence (see, e.g., [4]). In our case, such electric fields
are also observed for some time after the end of beam
injection. This indicates that the observed electric fields
are related to the proposed mechanism for ion heating
in the low-field cell of the multimirror system.
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
5. DETECTION OF NEUTRON 
AND γ-RAY BURSTS

It follows from our previous experiments that the
heating of the plasma electrons at the edges of the mag-
netic well causes the plasma acceleration toward the
center of the well. The characteristic velocity of the
plasma flow is on the order of the ion-sound velocity
(see Section 7). This means that the energy of the rela-
tive ion motion in the counterpropagating plasma flows
can exceed 1 keV. Under the GOL-3 experimental con-
ditions, this may manifest itself in the generation of
neutron and γ-ray bursts.

Figures 6a–6c compare the neutron signal from a
polystyrene scintillator detector positioned near the
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central magnetic well to the electron-beam
bremsstrahlung signal measured behind the beam col-
lector and to the plasma-pressure signal measured by a
diamagnetic coil in the central plane of the magnetic
well. Each plot presents two successive shots made
under identical conditions (the signals differ in the line
thickness). The neutron detector has a longitudinal spa-
tial resolution of ~30 cm (which is equal to the distance
from the plasma axis to the detector); i.e., it receives
radiation directly from the region where the plasma
flows collide. The start of beam injection corresponds
to t = 0. It can be seen that, immediately after the begin-
ning of beam injection, the detector signal is almost
zero. A sharp radiation burst appears 4–5 µs later. This
instant corresponds to a sharp growth of the transverse
plasma pressure, which is measured by a diamagnetic
coil. We recall that, in the proposed model of ion heat-
ing, such an increase in the pressure is a natural conse-
quence of the collision and thermalization of two coun-
terpropagating plasma flows arriving from the two
slopes of the magnetic well.

Comparing the signals measured in two successive
shots, we see that the shape of the neutron peak varies
from shot to shot (in particular, after the first maxi-
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Fig. 6. Time delay of the neutron signal in a system with a nonuniform magnetic field: (a, d) bremsstrahlung power W measured
behind the beam collector, (b, e) signals N from the photomultipliers of the neutron detectors (Z = 5.7 and 4 m, respectively), and
(c, f) signals from diamagnetic coils (Z = 5.69 and 3.73 m, respectively). Plots (a)–(c) correspond to measurements in a configuration
with a central magnetic well (in two successive shots) and plots (d)–(f) correspond to measurements in a regular multimirror system.
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mum), although the shape of the diamagnetic signal
varies only slightly. The sensitivity of the shape of the
neutron signal to small variations in the initial parame-
ters is also an indirect argument in favor of the pro-
posed ion-heating mechanism.

The simultaneous processing of the neutron and dia-
magnetic signals allows us to verify the predictions of
our ion-heating model in experiments with magnetic
wells of different shape. In test experiments, we
switched on magnetic coils located near the center of
the well; as a result, the mirror ratio (the depth of the
magnetic well) decreased from 3.7 to 1.2. In this case,
the acceleration and motion of the counterpropagating
plasma flows should change. In the case of a shallow
magnetic well, the electrons at the center of the well are
significantly heated by the electron beam. Conse-
quently, both the local electron temperature at the cen-
ter of the well and the temperature averaged over the
well should be higher. In this case, it may be expected
that the accelerated ions will earlier arrive at the center
of the well, whereas the increase in the density there
will be less pronounced and the final ion temperature
will be some lower (the earlier appearance of neutrons
in this case is explained by the shorter distance from the
region with a high electron temperature to the region
where the counterpropagating flows collide and ther-
malize). The experiment showed that, as was expected,
the detector signals appeared as soon as the beam injec-
tion started, had substantially smaller amplitudes, and
had no sharp peaks. The signals from the radiation
detectors correlated with the signal from a diamagnetic
coil located at the center of the magnetic well, and the
pressure peak associated with the collision of the
plasma flows was also less pronounced.

It is also interesting to consider the results from sim-
ilar measurements performed in the section with a cor-
rugated field. Figures 6d–6f compare the neutron signal
from a stilbene scintillator detector located near the
region with a corrugated magnetic field to the electron-
beam bremsstrahlung signal and to the plasma-pressure
signal measured near the position of the neutron detec-
tor. The neutron signal is almost zero up to ~6 µs (i.e.,
until the maximum of the diamagnetic signal, which is
primarily determined by the electron component at this
instant). In the stage where the transverse plasma pres-
sure decreases, we observed a short intense neutron and
γ-ray burst, which then transformed into a slowly
decreasing signal (every short peak of duration ~30 ns
in the signal from this detector corresponded to one fast
particle that fell into the scintillator). The full duration
of the neutron signal was 1–1.5 ms and depended on the
experimental conditions. At the end of the first neutron
burst, some of the diamagnetic coils located near the
region of maximum neutron emission showed the pres-
ence of high-frequency MHD activity (see Fig. 6f),
which may be regarded as an indication of the mixing
of the counterpropagating plasma flows.
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
Thus, the appearance of a sharp neutron and γ-ray
burst is consistent with the expected shape of the signal
in the case of ion acceleration toward the center of the
magnetic well.

6. EXPERIMENT WITH A MAGNETIC WELL
IN THE MULTIMIRROR SECTION

In this experiment, the magnetic well was located
nearly at the center of the entrance section with a corru-
gated field. The center of the magnetic well was at Z =
213 cm. The magnetic configuration for this case is
shown in Fig. 1b. The specific features of this configu-
ration (as compared to the previous case, where the
magnetic well was located in the section with a uniform
magnetic field) were as follows: (i) the plasma in this
section had a higher temperature and lower density (for
this reason, we might expect somewhat different
plasma dynamics) and (ii) the corrugations adjacent to
the magnetic well could influence the character of
expansion of the high-temperature plasma in compari-
son to the plasma dynamics in the uniform section of
the solenoid. The minimum axial magnetic field at the
center of the magnetic well in this case was 2.1 T. The
vacuum chamber in this region was standard (10 cm in
diameter with 8-cm-diameter annular limiters). To pre-
vent the beam from falling onto the wall of the vacuum
chamber and the limiters in the magnetic-well region,
we decreased the magnetic field in the region of the
final compression of the beam by a factor of ~1.3. In
this case, the peripheral part of the electron beam was
cutoff by a special graphite limiter; as a result, the
diameter of the beam transported through the plasma
was smaller and, accordingly, the energy of the beam
injected into the plasma was lower.

Figure 7 shows typical signals from diamagnetic
coils located at different distances from the entrance
mirror (Z = 0). The detectors nearest to the minimum of
the magnetic field were located at Z = 208 and 209 cm,
where the field was ~2.7 T (i.e., at the slope of the mag-
netic well). As in the previous case with a well at the
center of the solenoid, signals from detectors located
far from the well almost coincided with those measured
in the basic magnetic configuration (without a magnetic
well). At the same time, the time evolution of the
plasma pressure measured by the detectors located at
208 and 209 cm was similar to the evolution discussed
above: first, a slow (in comparison to the surrounding
plasma) growth in the plasma pressure in the heating
stage; then, a more rapid growth when the plasma
flowed into the magnetic well from both sides; and
finally, an abrupt jump in the pressure at the end of
beam injection, when the classical electron heat con-
ductivity was restored. The leading edges of these dia-
magnetic signals had specific shapes that could be iden-
tified as a result of several passages of the compression
wave through the magnetic well with a subsequent par-
tial reflection from the region with a strong magnetic
field. We note three aspects in which this experiment
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Fig. 7. (a) Bremsstrahlung power W measured behind the beam collector and (b) typical signals from diamagnetic coils. The numer-
als by the curves indicate the detector position Z. The center of the magnetic well is located at Z = 213 cm.

(a)

(b)
differed from the previous experiment with a well
located at the center of the uniform section. First, there
was a large gradient of the efficiency of plasma heating
by the beam in the initial stage of its propagation
through the plasma (because the growth rate of the
beam instability decreased as the phase volume of the
beam gradually increased). The heating gradient is easy
to trace by comparing how the amplitudes of the dia-
magnetic signals change with distance from the
entrance mirror (see Fig. 7). Second, each cell of the
multimirror magnetic system can be regarded as a local
magnetic well with a mirror ratio of 1.5; consequently,
we might expect that the above processes of energy
transfer from the heated electrons to the thermal energy
of ions will occur within each cell. This must somewhat
change the rate of energy transfer by electrons to the
magnetic well from the far plasma regions in compari-
son to the case where the magnetic well was located in
the section with a uniform magnetic field. Third,
because of the construction of the solenoid and the coil
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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power supply, the magnetic well was asymmetric about
the plane with a minimum field. In combination with
the electron temperature gradient in the heating state,
this prevented the counterpropagating plasma flows
from a symmetric collision at the center of the magnetic
well (in contrast to the case of a magnetic well at the
center of the solenoid).

One of the goals of this experiment was to determine
the value of β by spectroscopic methods. To do this, we
used the fact that, on the time scale comparable to the
characteristic time of energy exchange in the magnetic
well, we can assume that the vacuum chamber of the
device is perfectly conducting, i.e., that the magnetic
flux within it is conserved. For this reason, the value of
β can be determined by measuring the increase in the
magnetic field in the annular gap between the high-tem-
perature plasma and the chamber wall. To determine
how the magnetic field increases in the plasma–wall
gap, we measured the splitting of a neon spectral line
excited by a cold gas discharge insulated from the hot
plasma. For this purpose, a neon lamp was inserted into
the gap between the plasma and the vacuum chamber
and a cold gas discharge was excited there. The split-
ting of the Ne I (640.23 nm) line was then observed
with the help of the spectral system.

The results from measurements of the magnetic
field from the Zeeman splitting of the neon line are
shown in Fig. 8 for different instants relative to the start
of beam injection. Experimental points were averaged
over three shots. The figure also shows the results of
measurements performed with a cold preliminary
plasma; these results correspond to the vacuum mag-
netic field. During beam injection, which started at t =
0, the spectral width of the neon line substantially
increased over the time interval of 20–25 µs. The line
width then returned approximately to the value corre-
sponding to the vacuum magnetic field. After the pas-
sage of the electron beam, the magnetic field at the
plasma periphery increased on average by ∆B = 0.13 ±
0.05 T relative to the vacuum magnetic field. A compar-
ison of the data from spectroscopic and diamagnetic
measurements showed that, over the time interval from
0 to 25 µs, the magnetic field measured from the split-
ting of the neon line near the vacuum chamber wall cor-
responded to that given by diamagnetic measurements.
Thus, taking into account the geometry of our experi-
ment (the plasma occupied almost the entire cross sec-
tion of the vacuum chamber), we find β = 12 ± 5%.

We also measured the Hα profile. Figure 9 shows the
measured contours of the Hα line. The contours of the
π- and σ-components were obtained in different shots,
the exposure time being from 8 to 14 µs from the start
of beam injection. The measurements showed that this
radiation was emitted from the region occupied by the
peripheral plasma. As in experiments with a central
magnetic well, the observed broadening of the line pro-
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file was larger than that expected for the Zeeman effect.
Most likely, the additional broadening was due to the
generation of electric fields in the plasma.
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Fig. 8. Measurements of the magnetic field in the gap
between the plasma and the wall by the Zeeman splitting of
the neon line. The solid line shows the data for the case of a
cold preliminary plasma (the vacuum field). The dashed
lines show the spread in the measured values over a series
of shots. The points correspond to experiments with the
injection of the heating beam.
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7. RESULTS OF NUMERICAL SIMULATIONS

The excitation of large-amplitude ion-sound waves
in a plasma with a uniform density and the nonuniform
plasma heating by an electron beam were also studied
by numerical simulations. The numerical model used is
briefly described in the Appendix. Let us consider the
results of simulations for the case of a central magnetic
well. The hydrodynamic approximation used to
describe the ion dynamics is valid only in the initial
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Fig. 10. Modeling of a magnetic cell: the profiles of the
magnetic field and the plasma parameters at t = 2 and 4 µs.
stage of plasma acceleration, when ion-sound perturba-
tions are excited. This approximation is then inapplica-
ble because the ion mean free path becomes compara-
ble to the length of the magnetic well. The simulations
were performed for the entire plasma system with the
actual longitudinal profile of the magnetic field. Below,
we only discuss the time behavior of the plasma for the
case of a central magnetic well with Bmax/Bmin ~ 3.7.

Figure 10 shows the longitudinal profiles of the
magnetic field and the temperature, pressure, density,
and velocity of the plasma at an intermediate instant
(t = 2 µs) and just before the collision of the plasma
flows (t = 4 µs). Since in the initial state (t = 0, T = 0,
nT = 0, n = 1.5 × 1021 m–3, and v  = 0), the plasma is uni-
form, whereas the beam density nb is proportional to the
local value of the magnetic field, plasma heating at the
bottom of the magnetic well is insignificant because the
ratio nb/n at this point at t ≤ 2 µs is lower than the
threshold value. One can see that, under the action of
the pressure gradient the perturbation of the plasma
velocity arises and the plasma begins to move toward
the bottom of the magnetic well. Direct electron
exchange between the main plasma and the plasma at
the bottom of the well (the so-called replacement wave
[27]) is suppressed by the abnormally intense scattering
of electrons in a strongly turbulent plasma.

This is confirmed by the time behavior of the dia-
magnetic signal, which shows that the plasma pressure
varies much more slowly than it might be expected
from the rate of replacement of cold electrons with hot
ones. The pressure wave continues to develop even in
the stage where the electron thermal conductivity
becomes classical (proportional to T5/2). The heating of
the cold plasma is accompanied by the redistribution of
the temperature along the system axis (t = 4 µs). As a
result, counterpropagating plasma flows with ion veloc-

ities on the order of  ~ ( /n)  arise. These
flows give rise to density perturbations with an ampli-
tude of /n ~ 0.5. The maximum ion velocity in the
wave (see Fig. 10) corresponds to a kinetic energy of
εi ~ 100 eV, which far exceeds the increase in the ion
energy due to binary electron–ion collisions over this
time interval.

The simulated evolution of the excited ion-sound
perturbation qualitatively agrees with the experimen-
tally observed longitudinal profile and time behavior of
the plasma pressure. The main simplifications of the
model are the use of a gas-dynamic approximation in
describing plasma flows (in this case, the interpenetra-
tion of the flows cannot be described correctly) and the
introduction of an artificial viscosity (this can lead to an
underestimation of the maximum ion flow velocity).
The model also ignores a further acceleration of the ion
flows after they intersect the central plane of the well
(Fig. 10). Note that, at ion velocities calculated in our
model, the ion mean free path is longer than the mag-
netic well. This means that the transit ions whose veloc-

Ṽ ñ Te/M

ñ

PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005



STUDY OF THE MECHANISM FOR FAST ION HEATING 473
ities fall within the loss cone of the confinement system
will give up their energy and become thermalized on a
spatial scale that is longer than the magnetic well. The
energy of the trapped ions will be redistributed inside
the well.

In the experiment in which the magnetic well is
located in the section with a corrugated magnetic field,
the counterpropagating ion flows arise in each cell of
the multimirror confinement system. The energy is then
redistributed over the entire length of the device. It is
important that the fast ion flows form under the action
of electron temperature gradients over a short time
interval and are then thermalized over a time on the
order of the ion–ion collision time (or even more rap-
idly in the presence of collective scattering). This
ensures energy transfer from the plasma electrons to the
ions over a time that is much shorter than the electron–
ion energy exchange time due to binary collisions.

8. DISCUSSION OF RESULTS
AND CONCLUSIONS

We carried out experimental studies of the plasma
behavior in the cells of the GOL-3 multimirror device.
The experiments were aimed primarily at clarifying the
mechanism for fast ion heating to temperatures on the
order of 1 keV in the multimirror confinement system.
For this purpose, relatively short magnetic wells with a
magnetic field reduced to 2.1 and 1.3 T were created at
distances of 213 and 659 cm from the entrance mirror,
respectively.

It was found that, during the injection of a relativis-
tic electron beam, a decrease in the local density of the
beam in a local magnetic well, which is proportional to
the decrease in the strength of the longitudinal mag-
netic field, results in the formation of a short plasma
region with a low electron temperature (several times
lower than the temperature in the adjacent regions of
the plasma column). The measured longitudinal gradi-
ent of the plasma pressure corresponds to an electron
temperature gradient of ~2–3 keV/m. This experiment
demonstrates directly the effect of strong (by several
orders of magnitude) suppression of the longitudinal
electron thermal conductivity due to collective plasma–
beam interaction in the plasma heating stage. After the
end of beam injection, this effect disappears, the
plasma pressure in the region with a reduced magnetic
field increases, and the plasma in the remaining part of
the device cools.

Our experiments and numerical simulations showed
that axially nonuniform heating of the plasma electrons
gives rise to a macroscopic motion of the plasma along
the magnetic field in each cell of the multimirror con-
finement system. The mixing of the counterpropagating
plasma flows inside each cell leads to fast ion heating.
Under our experimental conditions, the efficiency of
this heating mechanism is higher than that due to binary
electron–ion collisions.
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The mechanism for fast ion heating considered here
should lead to the excitation of large-amplitude waves
of the plasma density. At present, a special experiment
in which such density waves will be measured directly
is under way. For this purpose, we are modifying the
existing Thomson scattering system at a wavelength of
1.06 µm.

It is found that the collision and mixing of counter-
propagating plasma flows are accompanied by a neu-
tron and γ-ray burst.

The recorded profiles of the spectral lines emitted
from the regions with reduced magnetic field indicate
that the interaction of the plasma flows is also accom-
panied by the generation of strong electric fields. Spec-
tral and magnetic probe measurements show that, in our
experiments, the ratio of the plasma pressure to the vac-
uum magnetic field pressure is 0.1–0.2.
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APPENDIX

Numerical Model

The excitation of large-amplitude ion-acoustic
waves in a uniform plasma and the nonuniform plasma
heating by an electron beam were simulated using the
modified ISW two-fluid hydrodynamic code. In the ini-
tial heating stage, the ion temperature of the plasma
produced by a linear discharge in deuterium is low (on
the order of several electronvolts) and the ion mean free
path is much sorter than the cell length. For this reason,
simulations were performed in a gas-dynamic approxi-
mation. The plasma dynamics is described by the con-
tinuity equation and the equation of motion [28]:

(1)

(2)

where n and V are the plasma density and velocity, t is
time, B is the magnetic induction, z is the longitudinal
coordinate, M is the ion mass, T = Te + Ti , and µ =
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−  is the artificial viscosity introduced in

order to prevent the breaking of nonlinear and shock
waves (here, λ0 ~ 3–10 cm is the characteristic wave-
length at which viscosity begins to play an important
role).

The distributions of the electron and ion tempera-
tures, Te and Ti, are described by the heat balance equa-
tions for electrons and ions [28], which in our case take
the form

(3‡)

(3b)

where the longitudinal thermal conductivities are
defined by the formulas

(4)

(5)

Here, τe and τi are the electron and ion collision times,
m is the electron mass, Zeff is the effective ion charge
number in the presence of impurities, the factors in
expressions (4) and (5) are equal to Fe ~ 3.5 and Fi ~ 3.9
[28], ζ is the coefficient of suppression of the longitu-
dinal electron thermal conductivity (this coefficient
depends on the level of plasma turbulence during
beam–plasma interaction; to take into account its
dependence on the beam parameters, we introduce the
approximating function in the form ζ = 1 + (ζmax –
1)(P(t)/Pmax)2R(nb/n), where the value of ζmax ~ 102–
103 is determined experimentally; see [19]), P(t) is the
beam power, Pmax is the maximum beam power, and
R(nb/n) is the measured dependence of the beam energy
loss on the ratio of the beam electron density to the
plasma density [21]. When the growth rate of the beam
instability is lower than the electron collision fre-
quency, the beam energy loss is assumed to be zero.
When the mean free path of the plasma particles is on
the order of or longer than the scale length of the pres-
sure inhomogeneities, the thermal conductivity is lim-
ited by the value κ = κmax(exp(–κ/κmax) – 1), where

κmax = qmax/ |dT/dz |, qmax = 3/( )(nTVT) is the maxi-
mum possible thermal flux of the plasma particles, and
VT is their thermal velocity. The sources Qe, i on the
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right-hand side of Eqs. (3a) and (3b) describe variations
in the energies of the plasma components:

(6)

(7)

where  =  is the electron–ion collision fre-

quency; E0 = n(Te0 + Ti0) is the initial plasma energy;

Te0 = Ti0 = T0; and Eion(n, T) is the cost of ionization,
which depends on the plasma parameters. The term Q0
in expression (6) describes plasma heating by the elec-
tron beam, and the function ∂E/∂t in expression (6)
describes plasma heating due to the relaxation of the
high-energy tail of the plasma electrons:

(8)

Here, ε' = ε/Th is the energy of fast electrons normalized
to their average energy Th,  is the energy at which
the mean free path R0 = 2.5ε/(Λ/10) is equal to 〈nl 〉  =

, ξ = 〈nl 〉/R0, and ψ(ξ, ε) is the function describ-

ing electron energy absorption in the target.
The boundary conditions at the ends of the system

correspond to cold dense plasma bunches that form in
the course of an experiment at the ends of the plasma
column. First, this is a nitrogen or krypton plasma
bunch through which the current of the linear discharge
is closed when the beam is injected into the plasma col-
umn and, second, this is the dense plasma near the exit
electrodes forming the linear discharge (these elec-
trodes are located downstream from the first exit mag-
netic mirror of the device).

The initial conditions are chosen such that the sys-
tem is uniformly filled with deuterium, which is par-
tially ionized by a linear axial discharge at a tempera-
ture T0(t = 0) ~ 1 eV. Under our experimental condi-
tions, the initial plasma density is uniform and equal to
n(z) = n0 = 1.5 × 1021 m–3. The initial plasma velocity is
equal to zero.

REFERENCES

1. G. I. Budker, in Plasma Physics and the Problem of Con-
trolled Thermonuclear Reactions, Ed. by M. A. Leontov-
ich (Izd. Akad. Nauk SSSR, Moscow, 1958; Pergamon,
New York, 1959), Vol. 3.

2. A. S. Bishop, Project Sherwood: the U.S. Program in
Controlled Fusion (Addison-Wesley, Reading, 1958;
Gosatomizdat, Moscow, 1960); R. Post, Nucl. Fusion 27,
10 (1987).

3. V. S. Koidan, R. Yu. Akentjev, A. V. Arzhannikov, et al.,
Trans. Fusion Sci. Technol. 43 (1T), 30 (2003).

Qe = Q0 ∂E/∂t ∂ Eion E0–( )/∂t– nνε
e/i

T i Te–( ),+ +

Qi nνε
i/e

Te Ti–( ) ∂µ/∂z,–=

νε
e/i νε

i/e

3
2
---

∂E ξ Th t, ,( )
∂t

----------------------------
P t( )ηh

ThS ξ( )
----------------- ψ ξ Th ε', ,( ) ε'–( ) ε'.dexp

εmin'

∞

∫=

εmin'

n l( ) ld∫
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005



STUDY OF THE MECHANISM FOR FAST ION HEATING 475
4. L. N. Vyacheslavov, V. S. Burmasov, I. V. Kandaurov,
et al., Pis’ma Zh. Éksp. Teor. Fiz. 75, 44 (2002) [JETP
Lett. 75, 41 (2002)].

5. A. A. Ivanov, G. F. Abdrashitov, A. V. Anikeev, et al.,
Trans. Fusion Sci. Technol. 43 (1T), 51 (2003).

6. K. Yatsu, T. Cho, M. Higaki, et al., Trans. Fusion Sci.
Technol. 43 (1T), 10 (2003).

7. T. D. Akhmetov, V. S. Belkin, I. O. Bespamyatnov, et al.,
Trans. Fusion Sci. Technol. 43 (1T), 58 (2003).

8. M. Kwon, J. G. Bak, K. K. Choh, et al., Trans. Fusion
Sci. Technol. 43 (1T), 23 (2003).

9. M. A. Agafonov, A. V. Arzhannikov, V. T. Astrelin, et al.,
Plasma Phys. Controlled Fusion 38 (12A), A93 (1996).

10. G. I. Budker, V. V. Mirnov, and D. D. Ryutov, Pis’ma Zh.
Éksp. Teor. Fiz. 14, 320 (1971) [JETP Lett. 14, 212
(1971)].

11. A. J. Lichtenberg and V. V. Mirnov, in Reviews of Plasma
Physics, Ed. by B. B. Kadomtsev (Consultants Bureau,
New York, 1996), Vol. 19, p. 53.

12. A. V. Arzhannikov, V. B. Bobylev, V. S. Nikolaev, et al.,
in Proceedings of the 10th International Conference on
High-Power Particle Beams, San Diego, 1994, Vol. 1,
p. 136.

13. B. N. Breizman and D. D. Ryutov, Nucl. Fusion 14, 873
(1974).

14. B. N. Breizman, in Reviews of Plasma Physics, Ed. by
B. B. Kadomtsev (Énergoatomizdat, Moscow, 1985;
Consultants Bureau, New York, 1987), Vol. 15.

15. A. V. Arzhannikov, V. T. Astrelin, A. V. Burdakov, et al.,
Trans. Fusion Technol. 39 (1T), 17 (2001).

16. N. I. Arkhipov, A. M. Zhitlukhin, V. M. Safronov, and
Yu. V. Skvortsov, Fiz. Plazmy 20, 868 (1994) [Plasma
Phys. Rep. 20, 782 (1994)].

17. A. V. Burdakov, S. G. Voropaev, V. S. Koœdan, et al., Zh.
Éksp. Teor. Fiz. 109, 2078 (1996) [JETP 82, 1120
(1996)].
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
18. A. V. Burdakov and V. V. Postupaev, Preprint No. 92-9
(Budker Inst. of Nuclear Physics, Siberian Division,
Russian Acad. Sci., Novosibirsk, 1992).

19. V. T. Astrelin, A. V. Burdakov, and V. V. Postupaev, Fiz.
Plazmy 24, 450 (1998) [Plasma Phys. Rep. 24, 414
(1998)].

20. R. Yu. Akentjev, A. V. Arzhannikov, V. T. Astrelin, et al.,
in Proceedings of the 29th EPS Conference on Plasma
Physics and Controlled Fusion, Montreux, 2002,
Paper P-5.057.

21. A. V. Arzhannikov, V. T. Astrelin, A. V. Burdakov, et al.,
Trans. Fusion Sci. Technol. 43 (1), 172 (2003).

22. A. V. Burdakov, S. G. Voropaev, V. S. Koœdan, et al., Fiz.
Plazmy 20, 223 (1994) [Plasma Phys. Rep. 20, 206
(1994)].

23. R. Yu. Akent’ev, A. V. Burdakov, I. A. Ivanov, et al., Prib.
Tekh. Éksp., No. 2, 71 (2004) [Instrum. Exp. Tech. 47,
224 (2004)].

24. A. V. Burdakov, V. V. Postupaev, A. F. Rovenskikh, and
Yu. S. Sulyaev, X All-Russia Conference on the Diagnos-
tics of High-Temperature Plasmas, Troitsk, 2003,
Abstracts of Papers, p. 42.

25. A. V. Arzhannikov, V. T. Astrelin, A. V. Burdakov, et al.,
Pis’ma Zh. Éksp. Teor. Fiz. 77, 426 (2003) [JETP Lett.
77, 358 (2003)].

26. L. D. Landau and E. M. Lifshitz, Quantum Mechanics:
Non-Relativistic Theory (Nauka, Moscow, 1989; Perga-
mon, Oxford, 1977).

27. A. A. Ivanov, L. L. Kozorovitskiœ, and V. D. Rusanov,
Dokl. Akad. Nauk SSSR 184, 811 (1969) [Sov. Phys.
Dokl. 14, 126 (1969)].

28. S. I. Braginskii, in Reviews of Plasma Physics, Ed. by
M. A. Leontovich (Gosatomizdat, Moscow, 1963; Con-
sultants Bureau, New York, 1965), Vol. 1.

Translated by N.F. Larionova



  

Plasma Physics Reports, Vol. 31, No. 6, 2005, pp. 476–483. Translated from Fizika Plazmy, Vol. 31, No. 6, 2005, pp. 521–529.
Original Russian Text Copyright © 2005 by Gurchenko, Gusakov, Larionov, Novik, Selenin, Stepanov.

                                                      

PLASMA OSCILLATIONS 
AND WAVES

       
Experiments on Cross-Polarization Scattering 
in the Upper Hybrid Resonance Region

A. D. Gurchenko, E. Z. Gusakov, M. M. Larionov, K. M. Novik, 
V. L. Selenin, and A. Yu. Stepanov

Ioffe Physicotechnical Institute, Russian Academy of Sciences, 
Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia

Received May 26, 2004

Abstract—In experiments on the FT-1 tokamak, the effect is observed of the cross-polarization scattering of
microwave radiation by low-frequency plasma microturbulence in the upper hybrid resonance region. The radar
diagnostics based on this effect was used to measure the frequencies and wavenumbers of the fluctuations that
cause cross-polarization scattering. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The development of the methods for diagnosing the
magnetic component of plasma microturbulence in
tokamaks is of importance in view of the problem of
anomalous electron transport [1]. Magnetic fluctuations
are traditionally measured by probes, which can, how-
ever, be used only at the plasma periphery [2]. The level
of magnetic turbulence in hot plasmas is usually esti-
mated from the lifetime of runaway electrons. This
method provides data averaged over the duration and
cross section of the discharge and over the fluctuation
spectrum [3]. Diagnostics based on the collective scat-
tering of electromagnetic waves are difficult to apply to
magnetic fluctuations because of their low amplitude:
δB/B ≈ (10–5–10–4), which is two orders of magnitude
lower than the amplitude of density fluctuations mea-
sured by conventional scattering diagnostics. There is
yet, however, a possibility to diagnose magnetic fluctu-
ations using the effect of cross-polarization scattering
(CPS). In this method, the probing and scattered waves
propagate normally to the external magnetic field [4–
6]. Since, in this case, plasma density fluctuations do
not cause depolarizing scattering, the CPS method
makes it possible to detect lower amplitude magnetic
fluctuations.

The CPS diagnostics of magnetic fluctuations was
employed in the Tore Supra tokamak [7]. It provided
the first direct measurements of magnetic fluctuations
and their correlation with electron heat transport. In
these pioneering studies, a receiving antenna with a
high mode selectivity was protected from a direct fall of
the extraordinarily polarized probing radiation by the
cutoff surface. Nevertheless, the parasitic signal from
the small-angle scattering of the extraordinary wave by
density fluctuations still could reach the receiving
antenna after multiple depolarizing reflections from the
cutoff surface and chamber wall. Another drawback of
the experimental technique used in [7] was a question-
1063-780X/05/3106- $26.00 0476
able estimate of the localization of the CPS region by
the position of the cutoff surface for the probing wave
and, accordingly, an unreliable estimate of the fluctua-
tion wave vector (see [8, 9]).

An alternative scheme of CPS diagnostics based on
the scattering in the upper hybrid resonance (UHR)
region was proposed in [8, 9]. In this scheme, the
extraordinary probing wave is launched in the equato-
rial plane from the high-field side. As the wave propa-
gates across the magnetic field, it traverses the region of
the electron-cyclotron resonance (ECR), where it
undergoes slight damping [10] (for moderate-scale
machines with an electron temperature of Te < 4 keV).
The UHR position in the equatorial plane, RUH, is deter-
mined by the equality

(1)

where ωi is the probing frequency, ωce is the electron
cyclotron frequency, and ωpe is the plasma frequency. In
the vicinity of the UHR, the projections of the wave
vector of the probing wave ki and the wave electric field

on the gradient of the permittivity ε = 1 –  –

) (for equatorial probing, this gradient is directed
along R) increase sharply. In this region, the CPS of the
probing wave by the small-scale fluctuations [8, 9] with
a broad spectrum of radial wavenumbers ωce/c < qR ≤

 can occur (here, ρce is the electron cyclotron radius
and c is the speed of light). The ordinarily polarized
CPS signal is received from the low-field side by an
antenna that is also situated in the equatorial plane. The
opaque region, whose thickness is much larger than the
wavelength of the probing wave, protects the receiving
antenna from a direct fall of the extraordinary wave.
With this one-dimensional probing scheme, resolution
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in wavenumbers can be achieved using the time-of-
flight [11] or correlation [12] techniques.

The theory of CPS in the UHR region [9] predicts
that, contrary to the commonly accepted view [4–6],
the nonlinear ponderomotive force (which is propor-
tional to (vΩ · —) · vi + (vi · —) · vΩ) is not negligibly
small as compared to the Lorentz force (which is pro-
portional to vi × BΩ) in the electron-cyclotron fre-
quency range (here, vΩ is the low-frequency component
of the electron flow velocity, vi is the velocity perturba-
tion in the field of the probing wave, and BΩ is a low-
frequency fluctuation of the magnetic field). Moreover,
in the UHR region, the nonlinear ponderomotive force
dominates. The CPS effect, in this case, is caused by
fluctuations of the longitudinal electron current, which
are related to magnetic field fluctuations via Ampére’s
law. Simulations performed in a one-dimensional pla-
nar model under the assumption that the directional pat-
terns of the probing and receiving antennas are narrow
show that the efficiency of CPS in the UHR region is
proportional to the squared radial wavenumber of fluc-
tuations, (qRc/ωce(RUH))2. A one-dimensional analysis
performed for the case of oblique propagation also
shows that, in conventional tokamaks, the parasitic CPS
signal caused by density fluctuations in the UHR region
is substantially suppressed due to the presence of the

small factor ( )UH. An important advantage
of the proposed diagnostic scheme is that the scattering
by small-scale fluctuations in the UHR region is highly
localized.

The first experimental results on CPS in the UHR
region were reported in [13] and were also mentioned
[11], which was devoted to the application problems of
radar techniques. This study presents a detailed
description of the experiments on CPS by low-fre-
quency small-scale fluctuations in the UHR region in
the FT-1 tokamak with the use of the time-of-flight
scheme. The experimental setup is described in Section
2, and the experimental results are described and dis-
cussed in Section 3. In Section 4, the amplitude of mag-
netic fluctuations in the FT-1 tokamak is estimated
using the results of CPS measurements.

2. EXPERIMENTAL SETUP

The experiments on CPS in the UHR region were
carried out in the FT-1 tokamak [14] with the large
radius R0 = 62.5 cm and limiter radius a = 15 cm. The
measurements were performed in the quasi-steady
phase of the discharge at a plasma current of IP ≈ 30 kA,
an electron density of ne(R0) ≈ 1013 cm–3, and an elec-
tron temperature of Te(R0) ≈ 400 eV. The toroidal mag-
netic field BT at the chamber axis could be varied from
0.69 to 1.2 T. This allowed us to operate in regimes in
which the UHR surface was either accessible or inac-
cessible for the probing wave, as well as to vary the spa-
tial position of this surface.

ωpe
8

/ωce
6 ωi

2
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The probing wave was launched and the scattered
signal was received by two horn antennas installed in
front of one another in the equatorial plane of the torus.
The antenna emitting extraordinary (X) waves with a
<1% admixture of an ordinary (O) wave was set on the
high-field side. The beamwidth of this antenna at a level
of –3 dB was 16° (±8° with respect to the equatorial
plane). The round-horn receiving antenna with an aper-
ture of D = 3.6 cm was installed on the low-field side.
The O- or X-polarized scattered signal was selected
using a rotatable transition to a rectangular waveguide
operating at the fundamental mode (at a probing fre-
quency of 28 GHz). The UHR surface was always in the
Fresnel zone of this antenna. Calibration experiments
showed that the mode selectivity of this antenna was
better than 5%. Various probing and receiving schemes
were used: X  O with launching the probing wave
from the high-field side, O  X with launching the
probing wave from the low-field side, and X  X
with launching the probing wave from the high-field
side.

Resolution in the radial wavenumbers of the scatter-
ing fluctuations was achieved using the time-of-flight
technique based on the effect of the slowing down of
extraordinary waves in the UHR region. The delay time
of the signal scattered from the UHR region (in partic-
ular, the X  O CPS signal) is related to the wave-
number qR = ki(Rs) of the fluctuations that cause for-
ward scattering [15] via the following simple formula:

(2)

where Rs is the radial position of the scattering point, Ra

is the position of the probing antenna, Vg is the projec-
tion of the wave group velocity on the major radius (in
Fig. 1b, curve 3 shows the group velocity of an extraor-
dinary wave propagating toward the UHR and curve 4
shows the group velocity of a Bernstein wave propagat-
ing away from the UHR), and tw is the time delay
related to the propagation of microwave radiation in
waveguides. The time during which the scattered ordi-
nary wave propagates from the UHR region to the
receiving antenna (<0.07 ns) can be ignored compared
to the total delay in the plasma, td – tw > 10 ns. In what
follows, by the delay time td we mean the delay in
plasma, td – tw, since the waveguide delay tw can be
eliminated when calibrating the system. Curve 1 in
Fig. 1a shows the delay time as a function of the fluctu-
ation wavenumber (see formula (2)) for BT = 1 T. The
curve td(qR) deviates from the linear dependence pre-
dicted in [15] under the assumption that scattering point
lies near the UHR (Fig. 1a, curve 2) only after the prob-
ing wave is linearly converted into a strongly slowed-
down (Vg ≈ 108 cm/s) electron Bernstein wave.

The delay time of the scattered signal with respect to
the probing pulse (and, accordingly, the radial wave-

td x/Vgd

Ra

Rs qR( )

∫ tw,+=
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number qR of the scattering fluctuations) was measured
using the radar probing technique [11]. The probing
wave at a frequency of 28 GHz was modulated in
amplitude by a sequence of short pulses with a full
width at half-maximum of τ = 3.5 ns and repetition
period of T = 70 ns and then was launched into the
plasma through the horn antenna. Without modulation,
the antenna output power was no higher than 20 W. The
scattered radiation was received by the antenna placed
on the opposite side of the plasma column. Gating the
received radiation by the same sequence of pulses
allowed us to separate from the scattered signal the
component corresponding to a given delay time. The
delay time was determined from the shift between the
modulating and gating pulses. When calibrating the
system, this shift was set at zero in order to eliminate
the waveguide delay tw . The calibration was performed
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Fig. 1. (a) Delay time of the signal scattered forward from
the UHR region as a function the radial wavenumber of
scattering fluctuations in a warm plasma: (1) calculation by
formula (2) and (2) analytical estimate from [15]. (b) Group
velocity of an extraordinary wave (curve 3) and a Bernstein
wave (curve 4) vs. major radius.
with an empty chamber (without plasma). The X-polar-
ized probing radiation was received by the opposite
antenna tuned to the same polarization (X  X). After
superheterodyne reception and amplification, the fre-
quency spectra ps( fs – fi) (where fi and fs are the fre-
quencies of the probing and scattered radiation, respec-
tively) of the signal fraction cut out by the strobe gate
were analyzed using a spectrum analyzer with a 2-ms
time resolution. In calibrating, the spectrum displayed
only a narrow line at fs – fi = 0, corresponding to the
probing frequency, whereas in the presence of plasma,
the spectrum was broadened due to the scattering by
low-frequency fluctuations.

3. OBSERVATIONS OF CPS IN THE UHR REGION

The X  O CPS spectra of the radiation scattered
forward from the UHR region at BT = 1 T (xUH = RUH –
R0 ≈ 13 cm) are shown in Fig. 2a. Curve 1 shows the
spectrum measured without gating (continuous recep-
tion). This spectrum has broad wings spreading from
0.3 to 2 MHz. Within this interval, the spectral density
of the scattered signal decreases by more than 20 dB
and reaches the noise level (determined by the suprath-
ermal electron cyclotron radiation) at fs – fi = 2 MHz.
With gating, the sensitivity of the method does not
decrease because both the signal and the noise decrease
by a factor of 20, in proportion to the off-duty factor of
the probing pulses. The spectra obtained for delay times
of td = 5, 15, and 40 ns are shown in Fig. 2a by curves 2,
3, and 4, respectively. Similarly to spectrum 1, these
spectra have broad and fairly slowly decaying (quasi-
Lorentzian) wings spreading to fs – fi = 2 MHz. The
maximum amplitude of the spectrum decreases mono-
tonically with delay time to a saturation level, which is
reached at td = 30 ns. The saturation level is determined
by the scattering of the residual continuous probing
wave passing through the modulator and attenuated by
20 dB. In contrast to the maximum amplitude, the
behavior of the spectral wings is nonmonotonic. For
frequencies shifted from the probing one by more than
0.3 MHz, the scattered signal first increases and then
decreases with increasing delay time. This is illustrated
in Fig. 2b for four different spectral components of the
signal with frequencies of (1) 0.33, (2) 0.6, (3) 1.0, and
(4) 1.5 MHz. The curves were plotted using the experi-
mental points taken from the spectra obtained at differ-
ent delay times. By using curve 1 in Fig. 1a, we calcu-
lated the corresponding dependences of the power of
the same spectral components on the radial wavenum-
ber of the scattering fluctuations (Fig. 2c). It can be
seen from Fig. 2a that the spectrum width increases
with delay time. The spectrum width was determined at
a certain power level (e.g., –3 dB or –10 dB) with
respect to the maximum of the spectrum.

The CPS effect was also observed when probing
from the low-field side by the O  X scheme. The
spectra recorded at a magnetic field of 1 T (Fig. 3a,
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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xUH ≈ 13 cm) resemble the spectra shown in Fig. 2a,
whereas the spectra recorded at 1.1 T (Fig. 3b, xUH ≈
14 cm) are appreciably wider (the spectral density
remains substantial at frequency shifts of up to
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Fig. 2. (a) CPS spectra (X  O) for BT = 1 T: curve 1 cor-
responds to continuous reception, and curves 2, 3, and 4
correspond to delay times of 5, 15, and 40 ns, respectively.
The power of the CPS signal at frequencies of (1) 0.33,
(2) 0.6, (3) 1.0, and (4) 1.5 MHz as a function of (b) the
delay time and (c) the radial wavenumber of fluctuations.
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2.5 MHz). In both cases, the spectra display the same
features as those observed when probing from the high-
field side. The spectral wings for a delay time of 15 ns
(Fig. 3, curves 3) are higher by 5–10 dB than those for
a delay time of 5 ns (curves 2) or 40 ns (curves 4). The
nonmonotonic dependence of the signal power on the
delay time and, consequently, on the radial wavenum-
ber of the scattering fluctuations is illustrated in Fig. 4
for four different frequencies: (1) 0.33, (2) 0.6, (3) 1.0,
and (4) 1.5 MHz. These dependences were obtained for
three different magnetic fields (and accordingly, to dif-
ferent UHR positions): BT = 1 T (Fig. 4a, xUH ≈ 13 cm),
1.1 T (Fig. 4b, xUH ≈ 14 cm), and 0.85 T (Fig. 4c, xUH ≈
11.5 cm). At the plasma periphery, the point at which
the probing wave is linearly transformed into a Bern-
stein wave shifts toward larger wavenumbers due to the
decrease in the electron temperature. This is why the
dependences in Fig. 4b measured for delay times of up
to 50 ns extend farther (up to 450 cm–1) and reach the
level of the nondelayed signal, which corresponds to
small qR. At a magnetic field of 1 T (Figs. 2c, 4a), a
50-ns time delay was insufficient to reach the initial sig-
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nal level. For weaker magnetic fields, the frequency
spectra were narrower and the spectral wings were
lower by 3–7 dB; this is probably related to a decrease
in the relative level of fluctuations in the plasma core. A
significant feature of the above dependences is the shift
of the maximum of the scattered signal toward larger
radial wavenumbers and higher frequencies of turbu-
lent fluctuations. This effect has the form of a disper-
sion curve: ω ~ VRqR, where VR ≈ 0.7–0.9 km/s.
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Fig. 4. Spectral power of the O  X CPS signal at fre-
quencies of (1) 0.33, (2) 0.6, (3) 1.0, (4) 1.5, and
(5) 2.5 MHz as a function of the radial wavenumber of fluc-
tuations for BT = (a) 1.0, (b) 1.1, and (c) 0.85 T.
An unexpected result was that, when probing from
the high-field side, we observed a substantial signal
with an unchanged polarization from the low-field side
(X  X). Figure 5a shows the spectra recorded at a
magnetic field of 1 T for different delay times: (1) 5,
(2) 10, (3) 30, and (4) 50 ns. The peak amplitudes of the
spectra are comparable to those observed in the X 
O and O  X schemes; however, the spectra in
Fig. 5a, plotted on a log-linear scale, show a clear trian-
gular shape. This is why the spectra for delay times
lesser than 20 ns are wider than in the case of CPS. The
signal power as a function of the delay time is shown in
Fig. 5b for frequencies of 0.33 (1), 0.6 (2), 1.0 (3), and
1.5 MHz (4). In contrast to the case of CPS, the X 
X signal at frequencies lower than 1.5 MHz decreases
monotonically with delay time. At these frequencies,
the X-mode signal is higher than the CPS signal by 2–
10 dB at td < 15 ns and by 2–4 dB at td > 20 ns.

It should be noted that the wide X-mode spectra
recorded from the low-field side at large delay times
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Fig. 5. (a) X  X spectra for BT = 1 T and different delay
times: td = (1) 5, (2) 10, (3) 30, and (4) 50 ns). (b) Spectral
power of the X  X signal at frequencies (1) 0.33,
(2) 0.6, (3) 1.0, and (4) 1.5 MHz vs. delay time.
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cannot be caused by scattering in the UHR region.
Since the thickness of the opaque region between the
cutoff and UHR surfaces is ∆R ≈ 1.2 cm, which is by a
factor of 20–30 larger than the wavelength of the prob-
ing radiation in the UHR region, the slowed-down for-
ward-scattered extraordinary wave must be suppressed
by eight to thirteen orders of magnitude. The most
probable reason for the appearance of an intense
X-mode signal is depolarizing wall reflections of the
parasitic O-mode component of the probing wave. The
spectral broadening of such a signal can be caused by
the propagation of the nascent extraordinary wave
through the turbulence zone between the wall and the
cutoff surface. Similar spectra slowly decaying over
time were observed in reflectometric measurements in
[11], where the extraordinary wave turned out to be
trapped in a high-Q cavity between the horn antenna
and the cutoff surface.

At first glance, the presence of a high-power
X-mode signal at the low-field side casts some doubt on
the origin of the weaker O-mode signal due to CPS in
the UHR region. However, the antenna selectivity at the
low-field side enables the 95% suppression of the
power of the extraordinary wave falling directly into the
horn tuned to the ordinary wave. Since the intensity of
the X-mode signal exceeds the CPS signal by no more
than 2–10 dB, the high level of the CPS signal cannot
be explained by a direct fall of the extraordinary wave
into the receiving horn. A more complicated mecha-
nism involving double reflection from the wall and sin-
gle X  O depolarization is also of minor importance
because of the significant suppression of the signal
caused by the attenuation of the extraordinary wave as
it penetrates through the opaque barrier and is then
depolarized and by the subsequent double cyclotron
absorption of the ordinary wave and its strong refrac-
tion in the plasma core, where plasma density is close
to the critical one. At the same time, the most convinc-
ing argument in favor of the assumption that the CPS
signal observed in the X  O experimental scheme
comes from the UHR region is the nonmonotonic
dependence of the signal on the delay time, as well as
the shape of the spectrum, which is rather different
from that in the X  X case. The delay of the main
fraction of the CPS signal by 15–30 ns can be attributed
only to the slowing down of the probing wave in the
UHR region. It should be noted that the delay time of
the CPS signal significantly exceeds that of the signal
backscattered from the UHR region (about 10 ns [11]).
Thus, the occurrence of the X  O signal cannot also
be explained by depolarization reflections from the
tokamak wall of the extraordinary wave backscattered
from the UHR region.

To confirm the decisive role of the UHR in the onset
of the CPS signal, we performed measurements at BT =
0.69 T (RUH ≈ –14.0 cm). In this case, the cutoff surface
encloses the UHR region (Rc ≈ –14.9 cm) so that it is
inaccessible for the probing wave. The corresponding
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
X  O spectra observed from the high-field side are
shown in Fig. 6a. For the signal delayed by 2.5 ns
(curve 1), we observed a broad triangular spectrum
with a narrow line at the probing frequency, which dis-
appeared at a delay time of 5 ns (curve 2). This narrow
short-lived line presumably corresponds to the parasitic
O-mode component of the probing pulse. A further
increase in the delay time to 15 ns (curve 3) only
decreases the spectrum amplitude and does not affect
its width. The X  X spectra measured under the
same conditions for the same delay times of (1) 2.5,
(2) 5, and (3) 15 ns are shown in Fig. 6b. They resemble
the above O-mode spectra but do not have a narrow
peak at short delay times. The main feature of the spec-
tra observed at a low magnetic field is an insignificant
decrease in the amplitude of the scattered signal. This is
probably related to the electron cyclotron resonance for
the probing wave being absent in the plasma volume.
For comparison, Fig. 6b also shows (on the same scale)
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Fig. 6. (a) X  O and (b) X  X scattered spectra
observed from the low-field side for (a) BT = 0.69 T (the
UHR surface is inaccessible for the probing wave) and
(b) BT = 1 T at td = (1) 2.5, (2) 5, and (3) 15 ns. Curves 4 and
5 show the X  X spectrum for a delay time of 5 ns and
the X  O spectrum for a delay time of 15 ns, respec-
tively.
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the above X  X (5 ns, curve 4) and X  O (15 ns,
curve 5) spectra measured at BT = 1 T. It can be seen that
not only the temporal behavior of the scattered spectra
but also their width and shape change appreciably when
the UHR surface is inaccessible for the probing wave.

4. ESTIMATE OF THE LEVEL OF MAGNETIC 
FLUCTUATIONS

In the previous section, it has been shown that,
although the X  O signal is observed simulta-
neously with intense X-mode signals at both the high-
field side (enhanced scattering signal) and the low-field
side (X  X signal), the X  O signal is neverthe-
less caused by the CPS of the probing wave by small-
scale fluctuations in the UHR region. Taking into
account that the small-angle CPS by density fluctua-
tions in the UHR region is significantly suppressed [9],
we ascribe the observed CPS signal to the magnetic
component of turbulence. To estimate the level of mag-
netic fluctuations, we used the wavenumber spectrum
of fluctuations obtained by interpolating the frequency
spectra (Figs. 2a and 3) measured with resolution in
wavenumbers. The major contribution to magnetic tur-
bulence comes from low-frequency fluctuations, which
dominate in the CPS spectrum. The spectrum of low-
frequency magnetic fluctuations was described by the
approximating formula

(3)

where Ω = 2π( fs – fi) is the fluctuation frequency and
q⊥  is the transverse (with respect to the magnetic field)
component of the fluctuation wave vector. The parame-
ters V, α, and q0 describe the shape of the spectrum,

while the parameter b2  describes its amplitude.
These parameters were determined using the theoreti-
cal formula relating the spectral density of the CPS sig-
nal to the spectrum of magnetic fluctuations S(qR, Ω)
(see [9], formula (11)).

When deriving formula (3), we also used the expres-

sion for the power  of the scattered signal at the cen-
tral line ω0 of the spectrum of the amplitude-modulated
probing wave. Since, in spectral measurements, we
used only one spectral line arising due to the modula-
tion of the probing and scattered radiation, the signal
power decreased in proportion to the off-duty factor
T/τ. If we represent the waveform of the probing signal
as a sequence of Gaussian pulses, Ai(t) =

A0  – , then the central
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line of scattered spectrum can be expressed as

(4)

where the maximum delay time td is shorter than the
pulse repetition period T.

The mean values of the interpolation parameters at
which expression (3) best fits the measured spectra are
α ≈ 1.5, V ≈ 5 × 103 cm/s, and q0 ≈ 90 cm–1.

In accordance with the one-dimensional planar

model [9], the parameter b2  was determined with
account of the attenuation of the extraordinary wave
due to refraction (about 6 × 10–2) and the attenuation of
the radar signal due to amplitude modulation (see for-

mula (4)). The resulting value is b2  ≈ 70.

Extrapolating formula (3) to long scales qR < ωce/c
and assuming that fluctuations are distributed uni-
formly across the magnetic field, the relative intensity
of magnetic fluctuations can be written as

(5)

where qmin = 3 cm–1 corresponds to the maximum tur-
bulence scale, which may be assumed to be equal to the
distance between the UHR region and the diaphragm
(about 2 cm). After substituting the above approxima-
tion parameters into formula (5), we obtain a rough
estimate for the amplitude of magnetic field perturba-
tions: δB/B0 ≤ 7 × 10–4.

This value is higher than conventional estimates
obtained from magnetic measurements in the edge
plasma or from the analysis of the loss of runaway elec-
trons. The discrepancy can be attributed to the imper-
fect extrapolation procedure or the incorrect interpreta-
tion of the CPS spectra. In particular, the assumption
that the most intense central part of the CPS spectrum
is associated with the scattering by magnetic fluctua-
tions can lead to an overestimated level of magnetic tur-
bulence. Indeed, the central line did not show a non-
monotonic dependence on the delay time, which is typ-
ical of the CPS signal. Hence, this part of the spectrum
may be (at least partially) produced due to small-angle
scattering of the parasitic O-mode that is present in the
probing radiation and propagates in the cavity formed
by metal wall of the tokamak.

5. CONCLUSIONS

The CPS of the probing microwave radiation by
magnetic fluctuations in the UHR region has been
observed experimentally. The experiments have shown
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that, in accordance with theoretical predictions [4, 8, 9],
the CPS of an extraordinary probing wave excited at the
high-field side into an ordinary wave detected at the
low-field side is almost identical to the CPS of an ordi-
nary wave excited at the low-field side into an extraor-
dinary wave detected at the high-field side. The time-
of-flight technique based on the effect of the slowing
down of extraordinary waves in the UHR region was
employed for local CPS measurements of the spectra of
the magnetic component of low-frequency (below
2 MHz) small-scale (0.14–11 mm) turbulence with res-
olution in radial wavenumbers. It is shown that the
shape of the CPS spectrum and its dependence on the
delay time differ substantially from those observed in
the experiments in which the scattered radiation with an
unchanged polarization was received from the low-field
side.
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Abstract—A study was made of the nonlinear low-frequency interaction of a longitudinal ion beam with a vir-
tual cathode of a relativistic high-current electron beam injected into a cylindrical drift chamber. Cases are con-
sidered in which the electron and ion beams have the same radii and in which the radius an ion beam is greater
than that of an electron beam. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Low-frequency (LF) ion oscillations play an impor-
tant role in the dynamics of high-current long-duration
(about one microsecond or more) relativistic electron
beams (REBs). LF ion processes manifest themselves
most markedly in such devices and apparatuses as vir-
cator microwave oscillators [1], pasotrons [2–4], and
also collective ion accelerators [5–8]. In vircators with
a plasma anode [1], intense ion beams form just inside
the device. The excitation of LF ion oscillations in such
systems can lead to the LF modulation of the generated
microwave radiation and can give rise to fast ion beams.
This is also true for pasotrons, in which long-duration
electron beams are focused by means of a plasma.

In collective ion accelerators whose operation is
based the double (spatial and temporal) modulation of
an REB [5], the LF relaxation ion oscillations can affect
the electron virtual cathode (VC) so as to produce a
deep modulation of the REB current at low frequencies
(on the order of several tens of megahertz) [8]. In the
present paper, we report the results from investigations
of the nonlinear interaction of ion beams with the VC of
a high-current REB.

2. PHYSICAL MODEL 
AND BASIC EQUATIONS

We consider a drift chamber in the form of a semi-
infinite metal tube whose end at z = 0 is a perfectly con-
ducting diaphragm, through which two charged particle
beams (an REB and a nonrelativistic ion beam) are
injected. The system is placed in a uniform axial mag-
netic field. The electrons are assumed to be magnetized,
and the effect of the magnetic field on the ion motion is
ignored. Such a situation can easily be realized in
experiments [8] because of the large difference in the
masses of electrons and ions and, accordingly, in their
1063-780X/05/3106- $26.00 0484
gyroradii. The electron current is assumed to be higher
than the vacuum limiting current. For a thin-walled
annular REB in the absence of an ion beam, the vacuum
limiting current is given by the expression [9]

where IA =  = 17 kA, γ0 is the relativistic factor, a is

the radius of the drift chamber, and re is the REB radius.
When the injected ions enter the VC region, they exert
a neutralizing effect on the electron space charge. As a
result, the electron VC will evolve in both space and
time.

The nonlinear interaction of an ion beam with an
electron VC is described by the following approach.
The ions and electrons are both modeled as infinitely
thin ring-shaped macroparticles. The laws of motion of
macroparticles are treated in terms of the dependence
of the radii of the rings, ri, e = rLi, e(t, t0i, e), and the lon-
gitudinal coordinates of their centers, zi, e = zLi, e(t, t0i, e),
on time. Here, the subscripts i and e refer to the ions and
electrons, respectively; t is the running time; and t0i, e is
the time at which the corresponding macroparticle flies
into the drift chamber.

The macroparticle density is given by the expression

(1)

where r and z are the radial and longitudinal coordi-
nates and dN0e, i is the number of particles in the corre-
sponding infinitely thin ring. The number of particles in

I lim IA

γ0
2/3

1–( )
3/2

2 a/re( )ln
---------------------------,=

mc
3

e
---------

dne i, dN0e i,
δ r rLe i,–( )

2πrLe i,
--------------------------δ z zLe i,–( ),=
© 2005 Pleiades Publishing, Inc.
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a ring is related to the injection current Ie, i(t) by the
relationship

The electric potential ΦG of a system of electron and
ion ring macroparticles with density (1) satisfies the
Laplace equation

(2)

The boundary conditions for Eq. (2) imply that the
potential vanishes at the drift chamber wall,

(3)

The expression for the electric potential that satis-
fies these boundary conditions has the form

(4)

where λn are the roots of the Bessel function, J0(λn) ; 0.

The first terms in the brackets in the infinite sums
describe the potential of the image charges induced in a
perfectly conducting diaphragm and the second terms
account for the potentials of the electron and ion mac-
roparticles. The total potential of a system of an ion and
an electron beam is obtained by summing the contribu-
tions of all macroparticles (i.e., by integrating over the
injection times):
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(5)

The integration in this expression for the potential is
carried out from the times at which the first electron and
ion ring macroparticles enter the drift chamber (t0e = 0
and t0i = 0, respectively) to the running time t0e, i = t. The
annular beams of electrons and ions are described as
having infinitely thin walls. Since the electrons are
assumed to be magnetized (i.e., to execute one-dimen-
sional motion), the radius of the annular electron beam
remains unchanged, rLe(t, t0) = r0e, where r0e is the ini-
tial electron beam radius. At the same time, the radial
coordinates of the ions, rLi(t, t0i) depend on time.
Knowing the electric potential of a system of an ion and
an electron beam, we can readily find the longitudinal
and radial components of the electric field, which are
determined by the positions of all the electrons and ions
within the drift chamber at a given time:

(6)
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We then close the basic set of equations by substitut-
ing the expressions for the electric field components
into the equations of motion for electrons and ions:

(7)

Here, pLe is the longitudinal electron momentum and M
and m are the masses of an ion and an electron, respec-
tively. We introduce the dimensionless variables

where PLe and ZLe are the dimensionless momentum of
an electron and its dimensionless longitudinal coordi-
nate, T is the dimensionless running time, T0e is the
dimensionless injection time of an electron, R0e is the
dimensionless radius of the electron beam, and ZLi and
RLi are the longitudinal and radial dimensionless coor-
dinates of the ions. In terms of these variables, the equa-
tions of motion (7) take the form
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Here, for brevity, we introduce the following notation:

The dependence of the currents of electrons and ions on
the time at which they fly into the drift chamber, Ie(t0e)
and Ii(t0i), was chosen to have the form Ie(t0e) =
IeΨe(T0e) and Ii(t0i) = IiΨi(T0i), where the functions
Ψe(T0e) and Ψi (T0i ) describe the profiles of the electron
and ion current pulses.

The case Ψe, i = 1 corresponds to the constant cur-
rents of the electrons and ions injected into the drift
chamber. This is precisely the case we will be consider-
ing.

3. RESULTS OF NUMERICAL ANALYSIS

We begin with a brief description of the formation of
a VC in the absence of ions. Figure 1 shows the phase
portrait of an REB with the following parameters: the
electron energy is Ee = 280 keV, the electron current is
Ie = 5.6 kA, and the electron beam radius is 1.6 cm. The
radius of the drift chamber is a = 2.5 cm. For these val-
ues of the parameters of the REB and of the drift cham-
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Fig. 1. Phase portraits of an electron beam and longitudinal profiles of the electric potential at different times for Ie = 5.6 kA, Ee =
280 keV, r0e = 1.6 cm, Ei = 25 keV, and r0i = 1.6 cm: (a) phase portrait of an electron beam (curve 1) and longitudinal profile of the
electric potential (curve 2) for Ii = 0; (b) phase portraits of an electron beam and longitudinal profiles of the electric potential for
Ni/Ne = 1.5 at the times t = (1) 1.6, (2) 2, and (3) 2.4 ns; (c) phase portraits of an electron beam and longitudinal profiles of the
electric potential for Ni/Ne = 1.5 at the times t = (1) 4.6, (2) 6, and (3) 8 ns; and (d) phase portraits of an electron beam and longi-
tudinal profiles of the electric potential for Ni/Ne = 4.5 at the times t = (1) 4.6 and (2) 6 ns.
ber, the limiting current is equal to Ilim = 3.8 kA, which
is lower than the current of the injected electrons. The
relevant series of numerical simulations was performed
for 600 electron macroparticles and 1200 ion macro-
particles. Curve 1 in Fig. 1a shows that an electron VC
does indeed form in the drift chamber. We can readily
see that there are both transmitted and reflected elec-
trons. Within a region of radius r = r0e, which is the
region of the VC formed by the REB (Fig. 1a, curve 2),
the potential takes its minimum value close to the initial
beam energy (in voltage units).

We now turn to an analysis of the effect of the ion
beam on the formation of an electron VC in a situation
in which the ion and electron beams are injected into
the drift chamber simultaneously. We begin with a sim-
ple case in which the electron and ion beams have the
same initial radius, r0e = r0i = 1.6 cm. The ion current is
540 A, and the initial ion energy is Ei = 25 keV. To
reduce the computation time, the model electron-to-ion
mass ratio was set equal to m/M = 1/40. The ions were
assumed to be singly charged. For the above parameters
of the system, the ratio of the line densities (the number
of particles per unit beam length) of the ion and elec-
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
tron beams is equal to Ni/Ne = 1.5, where Ne, i =
Ie, i/ev 0e, i , with v 0e, i being the electron and ion initial
velocities.

Figures 1b and 1c display the phase portraits of the
electrons and the longitudinal profile of the electric
potential in the beam region r = r0e at different times.
Figure 1b provides evidence for the formation of an
electron VC in the drift chamber. We can clearly see
that there are both transmitted and reflected electrons.
In the VC region (see Fig. 1b, the lower curves 1–3), the
potential assumes its minimum value close to the initial
beam energy (in voltage units). Within the time interval
t < 4.8 ns, the ions neutralize the electron beam space
charge; as a result, the VC is displaced deep into the
chamber and disappears. The VC velocity increases
from 2.3 × 108 cm/s at t = 1.4 ns to 4.25 × 108 cm/s at
t  = 4.8 ns. The velocity of the VC is substantially lower
than that of the accelerated ions. For this reason, the
ions are not involved in the process of continuous accel-
eration by the moving potential well of the VC. That the
ions are not subject to self-synchronous acceleration
may well be associated with the smallness of the model
ion mass, M = 40m. The motion of the VC is accompa-
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Fig. 2. Phase portrait of the ions at the time t = 1.6 ns for r0e = r0i = 1.6 cm and Ni/Ne = 1.5.
nied first by the formation of one additional minimum
in the potential profile and then by the formation of a
wave structure with a length of approximately 7 cm and
with three spatial periods. From Fig. 1 we see that the
potential wave propagates in the same direction as the
VC. The excitation of the wave perturbation of the elec-
tric potential is seen in the phase portrait of the elec-
trons. Within the REB, the LF space charge wave prop-
agates. The phase velocity of the potential wave is
much higher than the VC propagation velocity and is
much lower than the mean ion velocity within the LF
wave region. Figure 2 presents the phase portrait of the
ions at the time t = 1.6 ns. The ions are seen to be accel-
erated in the space charge field of the REB. At the bot-
tom of the potential well of the VC, the energy of the
accelerated ions is approximately equal to the REB
energy. Having passed through the minimum in the VC
potential, the ions enter the potential wave structure.
Accordingly, their velocity along the system changes in
a wavelike manner. After time t = 2.8 ns, the potential
wave structure begins to be damped and, by the time
t = 4 ns, the potential profile becomes smooth. In the
radial direction, the ions execute small oscillations
because they are at the bottom of a radial potential well
created by the space charge of the REB. The state with
a VC and a smooth potential profile lasts up to the time
t = 4.6 ns, after which the VC disappears (Fig. 1c). The
ion acceleration process then terminates almost com-
pletely, resulting in the formation of an ion virtual
anode (VA) in the injection region. The potential profile
in Fig. 1c is seen to have a positive maximum, which is
formed by the ion VA just near the injection plane.
Let us consider the LF dynamics of an electron VC
for the case in which the ion beam current is three times
higher than that in the previous case, specifically, Ii =
1.62 kA. For this ion current, we have Ni /Ne = 4.5, and,
under the action of such an ion beam, the VC relaxes in
qualitatively the same way as it does in the presence of
a low-current ion beam. The increase in the ion beam
current leads to the increase in the propagation velocity
of the electron VC from 3 × 108 to 4.4 × 108 cm/s and
the increase in the propagation velocity of the first min-
imum of the wave structure (the phase velocity) from
1.6 × 109 to 2.25 × 109 cm/s. A comparison between
Fig. 1c and 1d shows that the higher the propagation
velocity of the VC, the shorter the time during which it
disappears.

Figure 3 depicts the phase portrait of the ions at t =
2 ns. We see that an ion VA forms near the injection
plane (z = 0). Some of the ions are reflected from the
VA, and the others are captured in the acceleration pro-
cess. Just near the injection plane, the electric potential
has a positive maximum, which is formed by the ion
VA. Within the VA, the ions acquire a transverse
momentum and thereby begin to oscillate in the radial
direction. The intensity of these oscillations is low and
they have no significant effect on the relaxation of the
electron VC. Figure 4 demonstrates time evolutions of
the minimum value of the electric potential in the VC
region for ion-to-electron line density ratios of 4.5 and
1.5. Although the ion currents are very different, the
electron VCs in these two cases exist for roughly the
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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same time and the electric potentials are of about the
same magnitude.

Hence, at high ion beam currents, both an electron
VC and an ion VA can exist simultaneously in the sys-
tem. The ion VA can be regarded as an ion emitter
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
whose intensity is restricted by the space charge of the
ion beam. This happens when the density of the plasma
injected into the system is high [10]. This is why the
transmitted ion current will be determined by both the
potential drop across the electron VC and by the dis-
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tance from the ion VA (i.e., from the injection plane) to
the electron VC (the Child–Langmuir law).

Let us consider the LF dynamics of the VC of an
REB when the initial radius of the injected ion beam is
larger than that of the electron beam. In this case, the
ions propagate in the two-dimensional potential well of
the space charge of the electron VC and, along with
translational motion, they execute radial oscillations.
The relevant series of numerical simulations was car-
ried our for the above parameters of the electron beam
and for the following parameters of the ion beam: the
beam current was Ii = 540 A (Ni/Ne = 1.5), the beam
radius was r0i = 2.3 cm, and the ion energy was Ei =
25 keV.

The phase portraits of the electrons and the electric
potential profiles at different times are shown in Fig. 5.
In the initial stage of the process (t < 2 ns), the VC is
displaced from the injection plane deep into the cham-
ber and then, within the time interval 2 ns < t < 3 ns, it
is displaced in the opposite direction. After the time
interval 3 ns < t < 6 ns, within which the electron VC
again moves uniformly into the chamber, it begins to
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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execute steady-state oscillations about its mean posi-
tion, whose longitudinal coordinate is approximately
equal to zVC = 1.8 cm. The first minimum in the poten-
tial of the wave structure executes large-amplitude
oscillations in the longitudinal direction and, on the
average, is displaced into the drift chamber.

Finally, we consider the ion dynamics. Figure 6
shows the radial distribution of the ions at different
times, and Fig. 7 presents the phase plane (v zi , z) of the
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
ions. The ion VA is seen to oscillate in both longitudinal
and radial directions. Because of the radial oscillations
of the ion VA, the angle of injection of the transmitted
ion beam into the drift chamber also varies periodically.
As the ions move radially in the electric field of the
space charge of the electron VC, they are focused
toward the system axis. In the focal region (zFi ≈ 2 cm),
which is behind the electron VC, the positive potential
increases considerably and a second ion VA arises
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(Fig. 7). In this case, some of the ions at the leading
edge of the ion beam are additionally accelerated in the
field of the space charge of the forming ion VA. The
energy of the accelerated ions at the leading edge of the
ion beam is 500 keV. After the leading edge of the ion
beam has passed through the drift chamber, the energy
of the accelerated ions falls to approximately the
energy of the REB electrons. In the radial direction, a
radial potential well is formed, on one side, by the REB
and, on the other, by the ions that have been accumu-
lated in the axial region of the drift chamber. In this
potential well, the ions execute radial oscillations (Fig.
8). Since the angle of injection of the transmitted ion
beam varies periodically over time, the position of the
ion focus oscillates in the longitudinal direction. As the
ion focus is displaced toward the electron VC, it
increases the electric potential there, so the VC disap-
pears. As the ion focus is displaced deep into the drift
chamber, the VC again arises. In simulations, this pro-
cess was observed to repeat itself four times. As a
result, the electron VC will eventually disappear
because of the accumulation of ions in its region.

4. CONCLUSIONS
In this paper, we have investigated the interaction of

an ion beam with the VC of a high-current REB
injected into a cylindrical drift chamber. We have con-
sidered the cases in which the electron and ion beams
have the same initial radius and in which the initial
radius of the ion beam is greater than that of the elec-
tron beam. In the first case, the relaxation of the elec-
tron VC is accompanied by the formation of an LF
wave structure. The wave perturbation is localized in
the electron VC region and persists for a finite time. In
the final stage, the LF oscillations are damped com-
pletely and the electron VC disappears. In the second
case, the relaxation of the electron VC is largely
affected by the transverse ion oscillations in the field of
the space charge of the electron–ion system. It is shown
that, in such a system, an electron VC and two ion VAs
can exist simultaneously. One ion VA forms near the
injection plane, and the other arises in the ion beam
focus, which is behind the electron VC. The position of
the ion VA in the injection region varies periodically in
both longitudinal and radial directions. The ion beam,
too, is focused periodically. As the ions approach the
electron VC, they neutralize its space charge, so the VC
disappears. As the ions move in the longitudinal direc-
tion away from the previously existing VC, a new VC
arises and then, again, disappears because of the accu-
mulation of ions in the system. As a result, a two-stream
laminar flow forms in the drift chamber.
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Abstract—Results are presented from experimental studies of fast Z-pinches produced in plasmas of high-Z
elements. An analysis of a plasma structure emitting X radiation and time-resolved measurements of the elec-
tron emission showed that a self-consistent regime of electron and ion motion is established in the plasma chan-
nel of the discharge. It was found that, in this regime, the electron component makes a negative contribution to
the net current and an electrically neutral supersonic plasma flow propagates along the discharge axis in the
direction of the net current. © 2005 Pleiades Publishing, Inc.
In [1], self-consistent electron and ion flows in a
high-current plasma channel were considered in a col-
lisionless plasma model. It was shown that, at high
plasma densities, a regime can be established in which
the electron component makes a negative contribution
to the net current, which concentrates within a thin sur-
face layer. In the central part of the channel, the elec-
trons and ions move with the same axial drift velocities
to produce an electrically neutral plasma flow propagat-
ing along the axis in the direction of the net current.

In the present paper, it is shown experimentally that
a similar regime can be established in fast Z-pinches
produced in plasmas of high-Z elements.

Experiments were carried out with a low-inductance
vacuum spark (Fig. 1). The working medium was anode
erosion products (iron). Discharges were excited in a
vacuum chamber at an initial vacuum no worse than
10-4 torr. As a current source, we used a bank of high-
voltage low-inductance capacitors (C = 12 µF) con-
nected to the discharge unit through a coaxial forming
line. The maximum current was Imax ≈ 150 kA, and the
current rise time was T/4 ≈ 2 µs. A typical oscillogram
of the time derivative of the discharge current measured
by a magnetic probe positioned between the central and
return-current electrodes of the discharge unit is shown
in Fig. 2. Near the first current maximum, we can see a
so-called “peculiarity,” which indicates the pinching of
the discharge channel.

The structure of X-ray sources in the discharge
plasma in the wavelength ranges of λ ≤ 15 Å and λ ≤
3 Å was recorded by two pinhole cameras (Figs. 3, 4).
In the range λ ≤ 15 Å, the radiation was dominated by
the L-shell emission of Fe, whose intensity far
exceeded the intensity of harder X-ray emission. In the
range λ ≤ 3 Å, most energy was emitted in the K-lines
of Fe. Radiation sources in the spectral range λ ≤ 15 Å
were usually seen as a chain of plasma objects extended
in the axial direction. The typical length of an object
was ~1 mm, and the transverse size was 0.2–0.3 mm. In
pinhole images, the objects frequently had the form of
1063-780X/05/3106- $26.00 0493
a pair of parallel or slightly diverging lines of thickness
≤0.1 mm that were extended along the discharge axis.
This may be due to the hollow structure of the plasma
channel. Radiation in the spectral range λ ≤ 3 Å was
emitted from three sources: a plasma spot (micropinch)
[2, 3], the surface of one of the electrodes, and the dis-
charge plasma located between the micropinch and the
electrode. Pinhole images showed that a directed flow
of high-energy electrons formed in every discharge.
The flow of electrons whose energy was sufficient to
excite X-ray emission in the range λ ≤ 3 Å propagated
from the micropinch region toward the anode (Fig. 4a)
or toward the cathode (Figs. 4b, 4c). The propagation
direction of the electron flow depended on the parame-
ters of the discharge circuit. When a forming line of
capacitance ~10–9 F was inserted between the discharge
unit and the capacitor bank, the discharge conditions
depended on the characteristic time τ during which the
signal propagated through the forming line. For τ ≤
10 ns, the electron flow propagated toward the anode,
whereas for τ ≥ 30 ns, it propagated toward the cathode.
When the high-energy electrons propagated toward the
cathode, they apparently moved in the axial supersonic
plasma flow that was also directed toward the cathode.
From the pattern of a standing shock wave that arose
when the flow met with a needle installed on the cath-
ode surface, we could determine the Mach number M =

1/sin , where θ is the angle of the cone formed by the

standing shock wave. Knowing the plasma temperature
in the discharge channel, we thus could determine the
axial plasma velocity [4]. Pinhole images of the stand-
ing shock wave highlighted by the flow of high-energy
electrons allowed us to conclude that the Mach number
and the axial plasma velocity in the discharge reached
M ≅  3–4 and v z ≅  (3–4) × 106 m/s, respectively. No
supersonic plasma flow of this kind was observed near
the anode surface.

When the electron flow propagated toward the cath-
ode, the plasma electrons were directly detected with

θ
2
---
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Fig. 1. Schematic of the experimental setup: (1) cathode of the discharge unit, (2) anode, (3) system for initiating a discharge,
(4) high-voltage capacitor bank, (5) insulator, (6) pinhole camera, and (7) magnetic analyzer.
the help of a magnetic analyzer [5]. The analyzer was
placed inside the vacuum chamber, at the discharge
axis, a distance of ~0.5 m from the discharge unit. The
electron beam was output from the interelectrode gap
through a channel in the outer electrode. The electrons
were preliminarily recorded with the help of a photo-
emulsion detector. The maximum of the electron spec-
trum was in the energy range of 40–60 keV. Time-
resolved measurements of electrons with these energies
were then performed with the help of a VEU-6 electron
multiplier tube (EMT). For this purpose, a part of the

8 µs

Fig. 2. Oscillogram of the time derivative of the discharge
current measured by a magnetic probe.
analyzer housing was removed and the detector was
attached directly to the analyzer.

Simultaneously with electron measurements, we
performed time-resolved measurements of X radiation
in the range λ ≤ 3 Å with the help of a scintillation
detector [6] consisting of an absorbing filter (beryl-
lium), a plastic scintillator, and a photomultiplier. Fig-
ure 5 shows synchronized signals from the (a) X-ray
detector and (b) electron detector. The first pulse from
the electron detector appeared immediately after the
first X-ray pulse and coincided with the first maximum

Cathode

Anode

6 
m

m

Fig. 3. X-ray pinhole image of the interelectrode space
recorded in the range λ ≤ 15 Å.
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of the discharge current. The high-energy electron flow
propagated in the direction of the net current; i.e., it
made a negative contribution to the net current. The
generation of the high-energy electron flow may be
attributed to the formation of a micropinch [7]. The sec-
ond pulse from the electron detector (which appeared
not in every discharge) nearly coincided with the
accompanying X-ray pulse. The second electron pulse
was observed at the instant when the current reached its
second maximum after reversal of the electrode polar-
ity. Accordingly, the electron flow in this case propa-
gated in the direction opposite to the direction of the net
current, and its generation was not related to the pinch-
ing process [8]. The last large-amplitude pulse in the
EMT signal is associated with the flow of electrically
neutral plasma penetrating into the analyzer from the
discharge.

The above interpretation of the observed EMT sig-
nals is confirmed by the following: In X-ray films and
nuclear emulsions used as electron detectors, there
were no traces revealing the presence of radiation
reflected from the components of the radiation ana-

(a)

(b)

(c)

A
no

de

C
at

ho
de

Fig. 4. X-ray pinhole images of the interelectrode space
recorded in the range λ ≤ 3Å for different configurations
of the discharge unit.
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lyzer, i.e., the radiation that might cause the appearance
of parasitic EMT signals. This is also confirmed by the
EMT signals recorded in the magnetic analyzer channel
not coinciding with the photomultiplier signals
recorded in the X-ray channel. At the same time, the
spectra of high-energy electrons in the discharge under
study were recorded many times with the help of the
magnetic analyzer and different detectors [5, 8, 9]. The
interpretation of the large-amplitude pulse in the EMT
signal is based on the results of measurements of the
spectrum of ions and neutrals emitted from the dis-
charge in the axial direction [10–12]. Moreover, there is
direct evidence in favor of our assumption concerning
the nature of the large-amplitude pulse. When a mag-
netic barrier was introduced on the beam path outside
the analyzer, the EMT signal showed the absence of
electron pulses, but the large-amplitude pulse was
always present.

High-resolution X-ray pinhole images of the
micropinch region indicate the skinning of the dis-
charge current in the so-called first compression stage,
which lasts for 20–50 ns and during which the fast
(~0.1 ns) local second compression occurs [2, 4]. The
fast implosion of the plasma constriction to a micron
size causes the generation of high-energy electrons,
whereas the first compression may be associated with a

8 µs(‡)

(b)

1

2

1

2

Fig. 5. Synchronized signals from the (1) X-ray detector
and (2) electron detector.
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current regime in which the electron component makes
a negative contribution to the net current. The role of
the forming line in the discharge circuit is to provide
the required current rise time in the micropinch decay
stage and to restore the conductivity of the plasma
channel [1].

The phenomenon observed can, however, be
explained in another way. It is well known that there are
current losses and reverse-current regions in Z-pinches
[13–15]. It is usually assumed that these effects are
caused by the formation of closed toroidal current
structures in the discharge plasma [16]. It has recently
been shown that the reverse current is not inevitably
closed in the discharge plasma [17]. Hence, the
observed electron motion can be interpreted (at least
under certain conditions) as a reverse current flowing
between the electrodes of the discharge unit.
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Abstract—Forces acting on toroidal vortices in an unbounded medium (plasma vortices in air and vortex rings
in air and water) are investigated. A solution to the equations describing such votrices is obtained. It is shown
that this solution satisfactorily agrees with experiment. Based on the experimental results and the solution
obtained, the drag coefficient Cx of such vortices is found. For the same Reynolds numbers, the value of Cx may
be much less than the drag coefficient of a drop-shaped axisymmetric body (0.045), which is known to be the
best streamlined object. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

It is only recently (since the late 1970s) that plasma
toroidal vortices (PTVs) in air have begun to be studied
[1–3]. Further investigations in this field were reported
in [4–13]. A PTV usually forms when an axisymmetric
pulsed plasma flow is ejected into air from a specially
designed plasmatron. Experiments [10] show that the
PTV in air is most stable when the plasma flow is sub-
sonic: Π < Π0 and βB ≤ 1, where Π = pΠ /p∞ and βB =
τB/∆tu are dimensionless parameters characterizing the
plasma flow, Π0 is the critical value of the dimension-
less parameter Π that separates subsonic and super-
sonic modes of plasma ejection, pΠ = p0 + bq(t) is the
gas-kinetic plasma pressure in the plasmatron dis-
charge chamber, p0 is the initial gas pressure in the dis-
charge chamber, p∞ is the pressure of the ambient gas,
q is the specific energy deposition in the discharge, b is
the proportionality factor between q and pΠ, ∆tu is the
time during which the plasma is ejected from the dis-
charge chamber, and τB is the PTV formation time. At
βB ≤ 1, a mushroom-shaped plasma cloud (similar to
that formed in nuclear or high-power conventional
explosions) arises during a discharge in a subsonic ejec-
tion mode. In the late stage of ejection (t > ∆tu), the
mushroom cap transforms into a PTV (a glowing
plasma ring) and the accompanying plasma cloud that
is not involved in vortex motion. As time elapses, the
glowing ring separates from the plasma cloud. By a sta-
ble PTV, we mean a vortex whose lifetime τL is much
longer that the plasma ejection time ∆tu (specifically,
τL/∆tu ≥ 70). Such a PTV in an unbounded medium (air)
can be regarded as a long-lived currentless plasma
object. In [1], the PTV was supposed to be one of the
possible models of ball lightning. According to data
from [8, 10], the initial Reynolds number Re = V0R0/ν
of a stable PTV is 105–107, where V0 is the initial prop-
agation velocity of the vortex, R0 is its initial radius, and
ν is the kinematic viscosity of the air.
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The distribution of the electron density ne(t) in a
PTV at t ! ∆tu was measured in [5] using the laser scat-
tering technique. At an initial working gas pressure of
p0 = 0.7 × 105 Pa, an initial discharge voltage of 20 kV,
and a discharge duration of ∆tu ≈ 200 µs, the electron
density in the PTV at the time t = 48 µs was found to be
ne ≈ 4 × 1016 cm–3 and, at t = 98 µs, it was ~1016 cm–3.
The behavior of ne(t) in a PTV at t > ∆tu has been stud-
ied very poorly because of the experimental difficulties.

One of the basic properties of the PTV is that, before
decaying, it covers a fairly large distance in the medium
(in comparison to the distance covered by a spherical
plasma cloud of the same size). The PTV path length
depends on the initial PTV parameters and can be as
large as xmax ≈ (60–150)R0 [8]. We note that toroidal
(ring) vortices in air [14–20] and water [21, 22] possess
the same property. Moreover, an analysis of the experi-
mental data [6–8, 14, 15, 17, 21, 22] has shown that
PTVs and vortex rings in air and water possess some
other identical properties. Thus, the radius R(t) of the
vortex increases and its translational velocity Vx(t)
decreases as the vortex propagates though the gas. It
has been established experimentally that the radius R(t)
of both PTVs and vortex rings in air and water increases
linearly with increasing distance x(t) covered by the
vortex:

R(t) = R0 + αx(t), (1)

where α is the expansion angle of the vortex (the ratio
of the increment in the vortex radius to the distance
x(t)). It was found that α ≈ const within measurement
errors in the initial vortex parameters. We note that, for
the PTV, formula (1) was verified only for the initial
stage of the vortex propagation (up to a time of (10–
20)∆tu [6–8]).

It follows from the above that both PTVs and vortex
rings in air and water have similar dynamic properties;
hence, we may assume that their motion can be
described by the same equations. As to the thermody-
© 2005 Pleiades Publishing, Inc.
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namic properties of PTVs and vortex rings, they differ
significantly. In this sense, vortex rings in air and water
should be classed with low-temperature toroidal vorti-
ces, while PTVs in air should be classed with high-tem-
perature vortices.

For many practical applications, it is of interest to
determine the law of motion x(t) of a toroidal vortex in
an unbounded medium. The law of motion x(t) of a vor-
tex ring was found for the first time in [14] by solving a
self-similar problem. To solve the problem, the authors
of [14] introduced the turbulent viscosity coefficient
ν∗ (t) = λVx(t)R(t) (where λ is a certain constant, which
is determined by comparing the theoretical and experi-
mental results). Assuming that turbulent gas motion in
a toroidal vortex obeys the Helmholtz equation, they
derived a set of equations for the vorticity Ω and the
stream function ψ. The equations obtained conserve the
total momentum P0. A self-similar solution to these
equations yields the following law of motion of a toroi-
dal vortex:

(2)

In [14], the results obtained in the self-similar model
were compared to the experimental data. It was shown
that the law of motion (2) of a vortex ring satisfactorily
agrees with experiment at 4αV0t/R0 ≤ 4 (i.e., in the ini-
tial stage of the vortex propagation). For 4αV0t/R0 > 4,
however, the theoretical dependence deviates from the
experimental data. This was also pointed out in [21], in
which vortex rings in water were studied experimen-
tally.

In order to determine the maximal path length of a
toroidal vortex, it is necessary to find the forces acting
on the vortex. However, in the available papers on
PTVs [1–13] and vortex rings [14–22], this problem
was not investigated. This may be attributed to the
experimental difficulties in measuring the forces (e.g.,
the drag force) acting on a toroidal vortex. Note that the
problem of determining physical mechanisms responsi-
ble for the reduction of the drag coefficient of a toroidal
vortex is of fundamental importance because the
knowledge of these mechanisms may be useful not only
in searching new methods for the reduction of the drag
coefficient of a body propagating through a gas or liq-
uid but also in studying the general features of self-
organizing systems. The goal of the present paper was
to investigate the forces acting on a PTV in air and to
determine the drag coefficient of such a vortex.

In [10], the following characteristic feature of the
PTV and the accompanying plasma cloud was pointed
out: for an energy deposited in the discharge of 20–
23 kJ and a discharge duration of ∆tu ≈ 200–250 µs, the
PTV emits IR radiation in the wavelength range of 3.2–
4.2 µm during 0.9–1.0 s, whereas the plasma cloud
emits only during 15–20 ms. Such an anomalously long
duration of the PTV glow is still poorly understood.
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From general considerations, it may be supposed that
the drag coefficient Cx of the PTV is related to its life-
time τL (or the maximal path length xmax): the lesser Cx,
the larger τL and xmax. It follows from this that the
knowledge of the drag coefficient of the PTV may shed
light on the mechanism for its anomalously long glow.

The time evolution of the charged particle density,
temperature, chemical composition, and other parame-
ters of the accompanying plasma cloud were studied in
[8, 23–25].

Another type of long-lived plasma objects is a spa-
tially localized plasma object (LPO) produced with the
help of a microwave discharge in air [26, 27]. In those
papers, LPOs were investigated experimentally both in
a quiet atmosphere and under conditions of forced con-
vection. The presence of circular (vortex) plasma
motion inside an LPO under conditions of forced con-
vection was demonstrated by evaporating thin ceramic
probes. Such a vortex was found to have the shape of a
torus. It may be said that vortex plasma motion inside
an LPO insulates it from the ambient medium [27]. The
characteristic plasma velocity inside an LPO is 0.2 m/s.
In [26, 27], the most interesting for our purposes is the
behavior of LPOs after the microwave oscillator is
switched off. Thus, the decay time of an LPO with a
temperature of 2500 K, plasma density of 2 × 1012 cm–3,
and radius of 3 cm in the presence of plasma circulation
after the pumping is switched off is longer than 0.15 s,
whereas the decay time of an LPO with almost the same
parameters but without circulation is shorter than 0.01 s.
This confirms the previously observed experimental
result [1, 4, 7–10]: when a PTV is present inside an
LPO, its lifetime (0.1–1.0 s) is much longer than the
lifetime of an LPO (plasma cloud) without vortex
plasma motion (15–20 ms).

It follows from the above that the anomalously long
lifetime and stability of both high-temperature PTVs
and low-temperature vortex rings in air and water are
related to the toroidal configuration of the vortex
motion of the plasma, gas, or liquid.

In order to avoid terminological confusion, by a tor-
oidal vortex we here mean a vortex propagating
through an unbounded medium (in contrast to similar
vortices that are generated in a liquid bounded by two
rotating cylinders and that are usually referred to as
Taylor vortices [28]).

2. EXPERIMENTAL SETUP 
AND DIAGNOSTIC TECHNIQUE

To produce a PTV in air at atmospheric pressure, we
used two pulsed plasmatrons (Fig. 1) consisting of two
metal disk electrodes 1, dielectric discharge chamber 2,
and nozzle 3. The design and operating principle of the
plasmatrons were described in detail in [8, 10]. Each
plasmatron was powered through its own discharge cir-
cuit with a capacitive energy storage. The main param-
eters of the discharge circuits and plasmatrons are given
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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5.0−15.0 m,

 tube
in the table. Methods for measuring the main parame-
ters of the high-current discharges of pulsed plasma-
trons were described in detail in [29, 30].

The block diagram of the experimental setup used to
study the time evolution of the shape and dimensions of
the PTV and the accompanying radiating plasma cloud
is shown in Fig. 1. The plasmatron discharge and three
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
SFR-2M ultrafast photorecorders (UPRs) were syn-
chronized by a specially designed electronic system. As
a result, the PTV leaving the field of view of one pho-
torecorder immediately entered the field of view of the
next photorecorder. The positions of the photorecorders
x1, x2, and x3 (see Fig. 1), the delay times of their mag-
netic detectors, and the mirror rotation velocities were
Table
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adjusted for each particular operating mode of the plas-
matron. The rotation velocity of the UPR mirrors was
varied from 2000 to 60000 rpm. The relative error in
determining the PTV coordinates by ultrafast recording
was 5–7%. Another specific features of ultrafast photo-
recording as applied to the dynamics of the PTV and
plasma cloud were described in detail in [8, 10].

In the late stage of PTV propagation, when it was
impossible to take PTV images with the help of photo-
detectors, we used an image tube with a luminophor
screen, which was installed at point x4 (Fig. 1). The
coefficient of electron multiplication of the microchan-
nel plate of the image tube was 3 × 104. A cassette with
a photofilm was attached immediately to the lumino-
phor screen. The start-up of the image tube and its
frame duration were controlled using a specially
designed generator, which was synchronized with the
operation of the entire experimental setup.

When it was impossible to take PTV images with
the help of the image tube, the PTV coordinates were
determined by small-size acoustic (pressure) detectors
(Fig. 1). A similar method for determining the coordi-
nates of a vortex ring in air was used in [31]. The sig-
nals from acoustic detectors were fed to a PC with a
built-in LabCard board, the start-up of which was
delayed by a time t4 with respect to the beginning of the
discharge.

The radial profile of the fluid velocity in a PTV was
measured using shadowgraphy technique [32] in com-
bination with ultrafast photorecording (in some

0 0.2 0.4 0.6 0.8 t, ms

1014

1015

1016

ne, cm–3

1

2

Fig. 2. Time evolution of the electron density ne in (1) the
PTV and (2) the plasma cloud in the initial stage of vortex
motion.
respects, this method turned out to be more advanta-
geous than thermal and laser Doppler animometry
[33]). In shadowgraphs, nonuniformities of the plasma
flow with a characteristic size of 2–3 mm were
observed over the entire cross section of the torus.
These nonuniformities were used to measure both the
PTV translational velocity and the radial profile of the
rotational velocity in the PTV frame of reference. The
error in measuring the plasma velocity by this method
was no larger than 7–10%. Shadowgraphs were
obtained using two 300-mm-diameter Maksutov objec-
tives and ultrafast photorecording [10]. An ÉV-45 high-
intensity radiation source with a temperature 39 000 K
was used for illumination.

The charged particle density in the PTV and in the
accompanying plasma cloud was determined by mea-
suring the relative intensities of the forbidden and
allowed spectral lines of copper [34, 35]. This method
is only slightly sensitive to the temperature; this makes
it very attractive for diagnosing nonequilibrium plas-
mas. For this reason, the plasmatron electrodes were
made of copper. For diagnostics, we used the forbidden
spectral lines with wavelengths of 401.58, 405.58, and
365.2 nm. With these forbidden transitions of copper, it
was possible to measure the electron density ne in the
range from 1014 to 1016 cm–3. It is of interest to study the
time evolution of the electron density ne(t) in both the
PTV and the plasma cloud. For this purpose, their radi-
ation spectra were measured simultaneously. The value
of ne obtained by this method is in fact the density aver-
aged over the line of sight (along the diameter of the
plasma cloud and along the major radius of the glowing
core of the toroidal vortex) and over the observational
time (40–60 µs).

The time behavior of the chemical composition in
the PTV and the plasma cloud was determined from
their emission and absorption spectra. At times t5 @ ∆tu
(when the PTV was glowing feebly), the vortex was
illuminated by an ÉV-45 high-intensity reference
source and the absorption spectrum of the vortex was
recorded by an SP-30 spectrograph. The start-up time t5
of the ÉV-45 reference source and the distance x5 at
which it was installed (Fig. 1) were adjusted for each
particular experiment.

3. EXPERIMENTAL RESULTS

3.1. Figure 2 shows the results of processing the
measured relative intensities of the forbidden and
allowed spectral lines of copper for C2 =144 µF, U2 =
20 kV, p0 = 0.7 × 105 Pa, and ∆tu ≈ 250 µs. The solid
curves show the averaged electron density in the PTV
(curve 1) and the plasma cloud (curve 2). It can be seen
that, over a time period of ~750 µs (from 250 µs to 1 ms
from the beginning of plasma ejection), the electron
density in the plasma cloud decreases by almost one
order of magnitude. Just after the termination of the dis-
charge current (t ≥ 250 µs), the electron density in the
plasma cloud drops very rapidly. However, 200–260 µs
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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later, the decay rate of ne(t) decreases substantially and
curve 2 reaches a nearly quasi-steady level of about
1014 cm–3. If the decay of the plasma cloud were gov-
erned by recombination, the quantity 1/ne(t) would
depend linearly on time, the slope of this dependence
being determined by the recombination coefficient αr.
From 90 to 450 µs after the beginning of the discharge,
the decay of the plasma cloud is recombinational in
character with a recombination coefficient of αr ≈ 4 ×
10–11 cm3/s. At t > 500 µs, the decay of the plasma cloud
substantially deviates from recombinational. In other
words, the recombination of the plasma cloud in the
late stage is substantially slowed; i.e., the lifetime of the
plasma cloud significantly exceeds the recombination
time τr = 1/(αrne) ≈ 10 µs. A possible reason for such
time behavior of the electron density in the plasma
cloud can be a change in the recombination mecha-
nism. Indeed, spectral measurements showed the pres-
ence of molecular bands in the plasma cloud radiation
at t > 350–500 µs. Naturally, in the presence of mole-
cules, mechanisms for recombination and ionization
differ substantially from those in an atomic gas (e.g.,
because dissociative recombination in the presence of
molecules plays a dominant role) [36, 37].

A comparison of curves 1 and 2 in Fig. 2 shows that
the recombination of the plasma in the PTV is slowed
down even to a greater extent than in the plasma cloud.
This is one of the main results of our study.

The correctness of the measurements of the relative
intensities of the forbidden and allowed spectral lines
of copper was verified as follows: According to [5], the
electron density in a PTV at t = 98 µs was ~1016 cm–3.
To compare our results to those obtained in [5], we used
the same plasmatron operating mode and determined ne
by the above optical method at t = 98–120 µs. The com-
parison showed that, within measurements errors, this
method yielded the same value of ne as in [5]. At t ≥
1.3 ms (t > ∆tu), the electron density ne should decrease
to ~1013 cm–3. This value of ne falls within the range of
the critical electron densities ncr for millimeter micro-
waves. For this reason, at t ≥ 1.3 ms, ne was determined
from the cutoff of the probing microwave signal. It is
known [29, 38] that, for a microwave signal in plasma
to be cut off at ne > ncr, it is necessary that (i) the elec-
tron–neutral collision frequency νen be much lower than
the frequency f of the probing microwave signal (νen !
f) and (ii) the characteristic dimensions of the plasma
object be much larger than the wavelength λ of the
probing microwave. For the given plasmatron operating
mode, the effective collision frequency was νen ≈ 5 ×
1010 s–1 and, according to the data from the UPRs, the
characteristic size of the plasma cloud at t ≥ 1.3 ms was
0.10–0.12 m. To satisfy the above requirements, we
used probing microwaves with a wavelength of λ =
8 mm, for which ncr = 1.8 × 1013 cm–3. Under these con-
ditions, the probing microwave was cut off at t ≈ 1.3 ms.

The above allows us to suppose that one of the main
reasons for the slower plasma recombination in the
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
PTV and the longer PTV glow (as compared to those in
a plasma cloud with the same initial temperature and
electron density) is the rotational motion of the plasma
in the ambient medium.

3.2. Let us introduce cylindrical coordinates (r, ϕ, x)
with the x axis directed along the propagation direction
of the PTV, the coordinate origin (x = 0, r = 0) being at
the geometric center of the vortex. Since the PTV is
nearly axisymmetric, its parameters are essentially
independent of the azimuthal angle ϕ. Figure 3 shows a
characteristic radial profile of the axial plasma velocity
ux(0, r) in the laboratory frame of reference at x = 0. It
can be seen that, within experimental errors, ux(0, r) in
the core of the PTV depends linearly on the radius; i.e.,
the plasma in the PTV core rotates as a solid body.
Beyond the core, the velocity ux(0, r) rapidly decreases
and almost vanishes at a distance of (2.0–2.5)rc from
the core boundary (here, rc is the minor radius of the
PTV core).

Our experiments show that the PTV motion begins
to differ substantially from that of the accompanying
plasma cloud only after a toroidal plasma core rotating
as a solid body has formed in the PTV. We emphasize
that this is one of the main results of our study: the PTV
exists as a self-maintained hydrodynamic structure
evolving according its own laws of motion only after a
toroidal plasma core rotating as a solid body has formed
in it. It is such toroidal vortices that are stable. Below,
we will consider just such stable toroidal vortices.

In the course of its formation, the PTV accumulates
rotational and translational kinetic energy. After the
PTV has formed, it propagates as a self-maintained
hydrodynamic structure at the expense of this accumu-
lated energy. It follows from experimental results that
the rotational kinetic energy of such a PTV is a factor
of 2.5 to 3 higher than its translational energy.
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Fig. 3. Radial profile of the axial component of the particle
velocity ux(0, r) in the PTV in the laboratory frame of refer-
ence at the end of vortex formation for a nozzle diameter of
65 mm, C2 = 144 µF, and U2 = 17 kV.



502 YUSUPALIEV
x, cm0–4–8–12 4 8 12

Ä

ë 1

B

2

r, cm

4

8

D

Fig. 4. Streamline pattern for a PTV in the comoving frame of reference at the time t = 1.5 ms after vortex formation for a nozzle
diameter of 65 mm, C2 = 144 µF, and U2 = 20 kV.
3.3. Figure 4 shows a characteristic PTV streamline
pattern in the comoving frame of reference. The pattern
was constructed by the method described in [20, 39,
40]. The streamlines in Fig. 4 correspond to the contour
lines of the stream function ψ with a step between con-
tours of ∆ψ = 0.018. The streamline pattern shown in
Fig. 4 is essentially identical to that for a vortex ring in
air (the latter was obtained for the first time with the
help of thermal animometry in [39] and then in [41]).
The PTV major radius R (the distance from the PTV
center to the minor axis of the glowing toroidal core;
see Fig. 1) was also measured using ultrafast photore-
cording. It was found that, within experimental errors,
both methods yielded the same results. In our study, the
PTV radius was usually measured by ultrafast photore-
cording because of its relative simplicity.

The streamline pattern consists of two regions: the
closed inner region (the vortex atmosphere) and the
outer region (the air flowing around the vortex). Inside
the vortex atmosphere, the plasma moves along closed
streamlines enveloping the toroidal core of the vortex.
The vortex atmosphere has the shape of an ellipsoid of
revolution and propagates as a single entity through the
ambient air with a velocity directed along the small axis
of the ellipsoid. This property of the toroidal vortex is
confirmed by the time behavior of the emission and
absorption PTV spectra: the plasma particles (ions,
atoms, and molecules) involved in vortex motion are
not lost as the PTV propagates through air.

It can be seen from Fig. 4 that the streamline pattern
is slightly asymmetric about the x = 0 plane. The asym-
metry is most pronounced at the boundary of the vortex
atmosphere. The distance from the center of the vortex
to this boundary in the positive direction along the
x axis is less than that in the negative direction by 6–
10%. The degree of asymmetry increases with increas-
ing initial vortex propagation velocity V0.

3.4. We investigated the relationship between the
major PTV radius R(t) and the distance x(t) covered by
the vortex in air. Figure 5 shows a series of frames illus-
trating the PTV dynamics. It can be seen that R(t)
increases with time, while the PTV glow intensity
decreases. At the time t ≥ (300–500)∆tu after the forma-
tion of the vortex (this time depends on the initial PTV
parameters), the PTV core begins to oscillate in the
radial and axial directions. In this case, it is hard to
unambiguously determine the geometric parameters of
the vortex. The amplitude of these oscillations
increases with time, and the vortex eventually decays.
The measurements of R(t) and x(t) have shown that for-
mula (1) remains valid until the onset of PTV oscilla-
tions.

3.5. Figure 6 shows the measured normalized dis-
tance x/R0 covered by a PTV in air as a function of the
dimensionless time 4αV0t/R0 (the law of motion) for the
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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Fig. 5. Dynamics of the PTV in air for a nozzle diameter of 12 mm, C1 = 30 µF, and U1 = 25 kV at different times after the beginning
of the plasmatron discharge: t = (a) 0.045, (b) 0.12, (c) 1.0, (d) 15, (e) 35, (f) 50, (g) 75, and (h) 120 ms. Photographs (a)–(c) were
taken with the use of an NS8 neutral filter, while photograph (h) was obtained with the help of an image tube.
following initial PTV parameters: α = 8 × 10–3, V0 =
120 m/s, and R0 = 0.15 m. The circles and crosses in
Fig. 6 show the PTV coordinates measured using UPRs
and acoustic detectors, respectively. For this initial
parameters, the PTV becomes unstable and its core
begins to oscillate in the radial and axial directions at
4αV0t/R0 ≥ 14–15.

Our experiments have shown that the maximal PTV
path length xmax depends on the expansion angle α of
the vortex: the less the angle α, the larger the path
length xmax. This means that the expansion angle is
related to the drag coefficient Cx of the vortex: the less
the angle α, the less the drag coefficient Cx. This is also
confirmed by the data from experimental studies of vor-
tex rings in air [15, 17]. This effect is still poorly under-
stood.

3.6. The chemical composition of the PTV was mea-
sured from its emission and absorption spectra. In the
stage of PTV formation (t ≤ ∆tu), the emission spectrum
turned out to be rather complicated: the continuum was
superimposed by the spectral lines of the ions and
atoms of the working gas (Xe, Kr, N2), the electrodes
(Cu, Al, Fe), and the dielectric wall of the plasmatron
discharge chamber (ε-caprolactam, whose molecule
mainly consists of C, H, and N). At t > ∆tu, the intensity
of the continuum and the ionic spectral lines decreased
substantially as the PTV plasma cooled, whereas Xe
and Kr continued to emit intense lines in the 800- to
1000-nm wavelength range and the bands of the CN,
C2, FeO, OH, AlO, and CuO diatomic molecules
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
appeared in the emission spectrum. At t @ ∆tu (when
the vortex was glowing feebly), the characteristic lines
of Xe and Kr in the 800- to 1000-nm wavelength range
and the absorption bands of the ëé2, H2O, C2N2 tri-
atomic molecules appeared in the PTV absorption
spectrum.
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Fig. 6. Measured and calculated dependences of the nor-
malized distance x/R0 covered by a PTV in air as functions
of the dimensionless time 4αV0t/R0. The symbols show the
experimental results, while curves 1 and 2 show the results
of calculations.
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PTV

 Plasma cloud

Fig. 7. Images of the PTV and the plasma cloud that is not involved in vortex motion at the time t = 5.4 ms after the beginning of
the discharge for a nozzle diameter of 12 mm, C1 = 30 µF, and U1 = 20 kV. Photograph (a) was taken in spontaneous plasma emis-
sion, while shadowgraph (b) was obtained with the help of backlighting technique.
The results of spectral measurements allow us to
conclude that the ions and atoms that were initially
involved in vortex motion are not lost as the vortex
propagates through air. The ions recombine with elec-
trons and transform into atoms. These atoms, in turn,
interact between one another, thereby giving rise to
diatomic and then triatomic molecules. The atoms of
the working gas are first detected in the emission spec-
trum. When their emission becomes too weak to be
recorded, their presence in the vortex is confirmed by
analyzing the absorption spectrum. The occurrence of
oxygen atoms in the vortex indicates that the ambient
air is involved in vortex motion in the stage of PTV for-
mation, because oxygen is initially absent in the work-
ing gas, the electrodes, and the dielectric wall of the
plasmatron discharge chamber. An analysis shows that
the presence of atomic oxygen in the cooling PTV
plasma leads to exothermic chemical reactions; as a
result, an additional thermal energy is released. In this
sense, the PTV is an open dynamic system into which
the oxidant comes from the ambient medium in the
stage of PTV formation. The additional thermal energy
released in oxidizing reactions depends on the initial
concentration of C, Fe, H, Al, and Cu and can be com-
parable to the energy deposited in the plasmatron dis-
charge. This is confirmed by estimates obtained in [25]
for a plasma cloud under the assumption that all the car-
bon and hydrogen atoms contained in the plasma jet are
oxidized to the stable ëé2 and H2O molecules.

It follows from the spectral measurements and
Fig. 6 that the ions, atoms, and molecules involved in
vortex motion are transferred by the PTV without sig-
nificant loss over a fairly great distance, one much
longer than that over which they are transferred by the
irrotational plasma cloud. For the initial PTV parame-
ters corresponding to Fig. 6, the plasma vortex covers a
distance of 13–15 m over a time of 0.6–0.7 s, whereas
the plasma cloud with the same initial parameters cov-
ers a distance of no larger than 1.2–1.5 m over a time of
15–20 ms and then decays. That the plasma cloud cov-
ers such as short distance is naturally explained by the
strong turbulization of the plasma and the ambient
medium (air) behind the cloud (see Fig. 7b).

4. QUANTITATIVE ANALYSIS OF THE VORTEX 
DYNAMICS AND THE DERIVATION 

OF ITS EQUATIONS OF MOTION

The mechanical momentum of the PTV was deter-
mined from the measurements of its propagation veloc-
ity Vx(t), radial expansion velocity Vr(t), and radius
R(t). The experiments have shown that the PTV
momentum decreases with time, which contradicts to
the basic assumption of the self-similar model of a tor-
oidal (ring) vortex [14, 15]. According to Newton’s sec-
ond law, the momentum of such a vortex changes under
the action of the forces arising in the interaction of the
vortex with the ambient medium. Thus, to describe the
propagation of a toroidal vortex, it is necessary to find
the net force acting on it.

The forces acting on a toroidal vortex can be deter-
mined by considering the interaction between the vor-
tex and the ambient medium, as well as between differ-
ent parts of the vortex. Let us first consider the stream-
line pattern shown in Fig. 4. It can be seen that the
streamline pattern of the air flow around the vortex
atmosphere resembles that of a continuous gas flow
around a solid body of the same shape. The streamlines
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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of the air flow are bent under the action of the force
exerted by the vortex on the incident flow. In turn,
according to Newton’s third law, the incident air flow
should exert the equal (but oppositely directed) drag
force on the propagating toroidal vortex. It is the action
of this drag force to which the experimentally observed
asymmetry of the streamline pattern (Fig. 4) can be
attributed.

By analogy with a solid body [28, 33, 42], we will
assume that the total drag force FC acting on a toroidal
vortex propagating through a viscous medium (gas or
liquid) is the sum the normal-stress force FF , deter-
mined by the shape of the vortex, and the viscous fric-
tion force FV , related to the shear stress near the vortex
surface:

FC = FF + FV = FF + (3)

Here, dS is the element of the area of the vortex surface,
V is the fluid velocity, η is the dynamic viscosity of the
ambient medium, and en is the unit vector directed
along the normal to the vortex surface. It can be seen
from Fig. 4 that the fluid velocity at the boundary of the
vortex atmosphere ACB varies only slightly along the
normal to the vortex surface (∇ × V ≈ 0). As a result, the
viscous friction force is absent in spite of the ellipsoid
being poorly streamlined. However, the normal-stress
force related to the shape of the vortex is nonzero.

To find the expression for the force FF , we make use
of the theory of similarity and dimensionality. An anal-
ysis of experimental data on PTVs and vortex rings
[14–22] shows that the motion of the ambient medium
around of the vortex is determined by the following
four parameters: the propagation velocity Vx of the vor-
tex, its maximum transverse cross section SM, and the
density ρ∞ and dynamic viscosity η of the ambient
medium. It follows from experimental data [1, 2, 7, 8,
10, 14, 17, 19–22] that the propagation velocity of a tor-
oidal vortex is lower than the speed of sound; therefore,
the compressibility of the medium can be ignored.
From the above four parameters, only one dimension-
less quantity can be composed: the Reynolds number of

the vortex Re = . According to the theory of

similarity and dimensionality [43], the dimensionless
quantities characterizing the mechanical motion of the
ambient medium around the vortex (in particular, the

quantity Cx = ) are functions of Re.

Therefore, the expression for the force FF can be repre-
sented in the form

(4)

η ∇ V×( ) en×( )x S.d

S

∫

ρ∞V x SM

η
-----------------------

FF

1/2( )ρ∞V x
2
SM

--------------------------------

FF Cx Re( )
ρ∞V x

2

2
------------SM.=
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By analogy with hydrodynamic flows, the dimension-
less quantity Cx can be called the drag coefficient of the
toroidal vortex.

That the drag coefficient Cx is a function of the Rey-
nolds number has been confirmed experimentally (e.g.,
by vortex shadowgraphs). Figure 7a shows a typical
photograph of the PTV and the accompanying plasma
cloud that is not involved in vortex motion for an initial
PTV propagation velocity of V0 < 140 m/s, and Fig. 7b
shows their shadowgraph. It can be seen that, at such
velocities, the air flow behind the vortex is not turbu-
lized, whereas the plasma cloud and the air flow behind
it are highly turbulized. Shadowgraphs taken at higher
initial propagation velocities (V0 ≥ 140–160 m/s) show
that, in this case, the air flow behind the vortex is
slightly turbulized. A turbulent air flow behind the vor-
tex was also observed in [2]. The appearance of such a
turbulent flow means that the gas flowing around the
vortex acquires kinetic energy and rotational moment.
The source of this kinetic energy is the rotational
motion of the toroidal vortex, because its translational
(drift) motion occurs mainly at the expense of its rota-
tional energy. In other words, the increase in the initial
PTV velocity to V0 ≥ 140–160 m/s (i.e., an increase in
the Reynolds number) leads to an increase in the force
exerted on the vortex by the air flow and, accordingly,
an increase in the drag coefficient Cx.

Thus, the equation of motion for a toroidal vortex
(treated as the single entity) along the x axis in an
unbounded medium with allowance for the condition
∇ × V ≈ 0 and formula (4) can be written in the form

(5)

where mB = ρav(4π/3)R3 is the mass of the plasma (gas)
involved in vortex motion and ρav is the average mass
density of the plasma (gas) in the vortex. The mass mB
was evaluated using the mean-value theorem, because
the measured radial profile of the plasma density inside
the vortex was monotonic.

Let us now determine the forces acting on the toroi-
dal vortex in the radial direction. For this purpose, we
consider the interaction between two diametrically
opposite vortex elements 1 and 2 (see Fig. 4) with equal
(but oppositely directed) intensities (velocity circula-
tions) ±Γ. Element 2 with intensity Γ generates around
itself a velocity field that acts on element 1. According
to Bernoulli’s law, the pressure pC at point C is higher
than the pressure pD at point D. Therefore, according to
[33], unit-length element 1 undergoes the attraction
force

(6)

which is directed to the center of the toroidal vortex;
i.e., element 2 attracts diametrically opposite element 1.
Under the action of this force, element 1 shifts along the

d
dt
----- mBV x( ) Cx

ρ∞V x
2

2
------------SM,–=

f A

ρ∞Γ 2

4πR
------------,=



506 YUSUPALIEV
x axis, i.e., it drifts in the direction perpendicular to the
attraction force fA.

The mechanism for the origin of the drift motion of
element 1 under the action of the attraction force fA is
similar to that of the drift motion of charged particles
rotating around magnetic field lines under action of a
force directed perpendicularly to the magnetic field
[44].

On the other hand, as the vortex propagates in the
axial direction, the air flowing around element 1 pro-
duces the pressure difference pD – pC > 0 between
points D and C according to Bernoulli’s law. Therefore,
element 1 undergoes the radial force exerted by the air
flow around the vortex. As a result, the toroidal vortex
expands radially. According to [33], the expansion
force per unit length of the toroidal vortex is equal

fE = ρ∝ VxΓ. (7)

For linear vortices, the forces fA and fE counterbalance
one another. With allowance for this, in [33], the prop-
agation velocity Vx of a linear vortex was found to be
Γ/4πR. For toroidal vortices, these forces do not coun-
terbalance one another. Indeed, experiments [4, 6–8,
15, 17–19, 21, 22] show that toroidal vortices expand
with time. This means that the forces fE and fA are not
counterbalanced; i.e., the vortex undergoes a nonzero
net expansion force FE – FA = 2πR( fE – fΑ). This force
can be found from the radial component of the equation
of motion:

(8)

To solve Eqs. (5) and (8), it is necessary to find the
relationship between Vx and R. Such a relationship can

be found from formula (1):  = Vr = αVx. Therefore,

with allowance for Eq. (8), we obtain

(9)

i.e., the net force is equal to

(10)

Thus, to find the law of motion of a toroidal vortex,
it is necessary to solve Eq. (5). Taking into account that
the average mass density in the vortex varies with time
more slowly than the vortex propagation velocity,
Eq. (5) can be rewritten in the form

(11)

d
dt
----- mBVr( ) FE FA.–=

dR
dt
-------

d
dt
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dt
----- mBV x( ) αCx

ρ∞V x
2

2
------------SM,–= =

FE FA– αCx

ρ∞V x
2

2
------------SM.–=

R
dV x

dt
--------- 3

2
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  3α+ V x
2

– BV x
2
.–= =
This equation is reduced to the following nonuniform
nonlinear one-variable differential equation:

(12)

with the initial conditions

x(0) = 0, R(0) = R0. (13)

We integrate Eq. (12) over time and find the constant of
integration from initial conditions (13) to obtain the law
of motion of the toroidal vortex,

(14)

and the formula describing the time evolution of the
vortex propagation velocity,

(15)

With these formulas, we find the time evolution of the
vortex radius:

(16)

If we set Cx = 0 in formulas (14)–(16) (i.e., if we
assume that the drag force is absent), these formulas
will coincide with the formulas for x(t) (see Eq. (1)),
Vx(t), and R(t) obtained using the self-similar model of
a turbulent vortex ring in air [14]:

(17)

(18)

In this sense, the self-similar model of a turbulent vor-
tex ring is a particular case of our model.

An important point is that all the quantities in for-
mulas (14)–(16) (except for the drag coefficient Cx)
may be determined experimentally. This allows one to
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calculate Cx from experimental data. Figure 6, besides
the experimental data, shows the theoretical curves cal-
culated by formula (14) (curve 1) and by the self-simi-
lar model [14] (curve 2) for the following initial PTV
parameters: α = 8 × 10–3, ρ∝ /ρav = 5, V0 = 120 m/s, and
R0 = 0.15 m. It is seen that the curve calculated by for-
mula (14), satisfactorily agrees with experimental data
at Cx ≈ 0.0012 almost until the PTV begins to decay.

From the measured quantities Vx(t ), R(t ), α, and
ρ∞ /ρav and from formulas (6), (7), and (10), we can
determine one of the main parameters of the toroidal
vortex—the velocity circulation Γ:

(19)

If we set Cx = 0 and ρ∞/ρav = 1 (a vortex ring produced
by a submerged pulsed jet) in this formula, it coincides
with the formula

(20)

obtained using the self-similar model of a turbulent vor-
tex ring [15] (here, Γ0 is the initial velocity circulation
of the vortex).

5. VORTEX RINGS IN AIR AND WATER

5.1. Vortex Ring in Air

Let us now determine the drag coefficient Cx for a
vortex ring in air. The most complete experimental
information about the law of motion of a vortex ring in
air at atmospheric pressure is given in [14, 17]. The cir-
cles in Fig. 8 shows the experimental data [14] for the
following initial vortex parameters: R0 = 0.1 m, V0 =
4.3 m/s, and α = 6 × 10–3 (Re ≈ 5 × 104). For these
parameters, the average gas mass density in the vortex
was equal to the mass density of the ambient gas: ρB ≈
ρ∝ . Curves 1 and 2 show the theoretical curves calcu-
lated for such a vortex by formulas (1) and (14), respec-
tively. It can be seen from Fig. 8 that curve 2 satisfacto-
rily agrees with experimental data at Cx ≈ 0.0042; this
is not the case, however, for curve 1, calculated using
the self-similar model [14].

Formula (14) predicts that the larger the vortex
radius R0, the longer the vortex path length xmax. Indeed,
according to [16], in which toroidal vortices generated
by explosions in air were investigated, a toroidal vortex
with an initial radius of ~2 m, initial propagation veloc-
ity of ~100 m/s, and α ≈ 6 × 10–3 covers a distance
about xmax ≈ 500 m. According to formula (14), the vor-
tex covers this distance over a time of 50–70 s at Cx ≈
0.004–0.0045.
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5.2. Vortex Ring in Water

The drag coefficient Cx of a vortex ring in water was
determined using the experimental data from [21], in
which vortex rings propagating downward along the
normal to the water surface and those propagating in
the opposite direction (toward the water surface) were
investigated. At Re < 0.5 × 104, vortices propagating
toward the water surface decelerated near this surface
and decayed. At Re = (0.5–1.0) × 104, the vortices were
reflected from the water surface and then propagated in
the opposite direction (downward). At the instant of
reflection, a bowl containing the vortex (which was
clearly seen in photographs) formed on the water sur-
face. The measurements of the vortex propagation
velocity showed that it did not change after reflection.
This means that the vortex undergoes elastic reflection
from the water surface; i.e., it behaves as a solid body
(this property of the vortices was not known earlier). At
Re > 1.3 × 104, the vortices decayed after colliding with
the water surface. If the vortex approached the water
surface at a sufficiently high velocity, its decayed in an
explosive manner and a portion of water was ejected
upward.

The law of motion of a toroidal vortex in water was
investigated at Re = (0.5–1.0) × 104. The circles in
Fig. 9 show the experimental data obtained in [21] for
the following initial vortex parameters: R0 = 0.17 m,
V0 = 0.6 m/s, and α = 10–2. The vortices were visualized
by adding a small amount of dye to water. The average
mass density of the colored water in the vortex was
close to the average mass density of the ambient water:
ρB ≈ ρ∝ . Figure 9 compares theoretical curves 1 and 2,

0
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4αV0t/R0

20
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Fig. 8. Measured and calculated dependences of the nor-
malized path x/R0 covered by a vortex ring in air as func-
tions of the dimensionless time 4αV0t/R0. The circles show
the experimental results [14], while curves 1 and 2 show the
results of calculations.
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calculated by formulas (14) and (1), respectively,
against the experimental data obtained for the above
vortex parameters. It can be seen that curve 1 (in con-
trast to curve 2) agrees satisfactorily with the experi-
mental data at Cx = 0.008.

5.3. Comparison to the PTV

A comparison of theoretical curve (14) to the exper-
imental data on PTVs and vortex rings in air and water
for another initial parameters shows that the quantity

 for PTVs is about 1.3–1.5, whereas for a

vortex ring, it is about 1.0–1.2. From this, we obtain the
following estimate for Cx:

(21)

where A ≈ 1.1–1.5; i.e., the drag coefficient Cx of a tor-
oidal vortex is directly proportional to the expansion
angle of the vortex. This explains the experimentally
observed relationship between Cx and α (see Section 3).

Thus, in spite of the shape of a toroidal vortex (an
ellipsoid of revolution with a major axis perpendicular
to the vortex propagation velocity; see Fig. 4) being
poorly streamlined, its drag coefficient for the same
Reynolds numbers turns out to be less than the drag
coefficient of an axisymmetric teardrop-shaped body
(0.045), which is known to be the best streamlined
form [42].
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Fig. 9. Measured and calculated dependences of the nor-
malized path x/R0 covered by a vortex ring in water as func-
tions of the dimensionless time 4αV0t/R0. The circles show
the experimental results [21], while curves 1 and 2 show the
results of calculations.
6. THERMAL CHARACTERISTICS
OF THE PTV

To measure the plasma temperature in localized
plasma objects (such as the PTV and the accompanying
plasma cloud) in which recombination dominates over
ionization and plasmochemical reactions occur is a
rather complicated problem [36], which deserves spe-
cial consideration. To gain a better insight in this prob-
lem, it is expedient to analyze the relation between the
thermal characteristics of a high-temperature PTV and
the law of its motion. Let us consider the spatial distri-
bution of the temperature of heavy plasma particles
within the PTV and the plasma cloud. Figure 10 shows
typical radial profiles of the rotational molecular tem-
perature in (a) the PTV and (b) the plasma cloud, which
radiate in the near UV and visible spectral regions. The
method for measuring the spatial distribution of the
rotational molecular temperature in plasma is described
in detail in [29]. According to [29, 36, 45], the rota-
tional–translational relaxation proceeds fairly rapidly;
therefore, the rotational molecular temperature is close
to the temperature of the heavy plasma particles. At t ≈
250 µs, i.e., just after the PTV and the plasma cloud has
been formed from the mushroom cap (see Fig. 5b), the
plasma temperatures in the PTV and the cloud are the
same and are equal to 8000–8500 K.

It follows from Fig. 10 that the gradient of the
plasma temperature at the boundary of the PTV glow-
ing core is much larger than that at the periphery of the
cloud. If the thermal conductivity of the plasma were
the same in the PTV and the cloud, then the heat flux at
the boundary of the PTV core would be much larger
than that at the boundary of the plasma cloud because
of the much larger temperature gradient at the PTV
boundary. As a result, the PTV would cease to glow ear-
lier than the plasma cloud. This, however, contradicts
the experimental results: for the same initial conditions,
the plasma cloud radiates in the visible region only dur-
ing 15–20 ms, whereas the PTV continues glowing up
to 100–700 ms, depending on the initial parameters.
Taking into account that air at atmospheric pressure
begins to radiate in the visible range at a temperature of
about 2000 K, this means that the plasma temperature
in the cloud decreases from 8000–8500 to 2000 K over
15–20 ms, whereas the PTV plasma cools much more
slowly (over 100–700 ms). Such a slow cooling of the
PTV plasma, whose the temperature gradient is very
large, may be explained only by a substantial decrease
in the heat flux from the rotating PTV plasma (i.e., a
decrease in the effective thermal conductivity) as com-
pared to that from the nonrotating plasma cloud. This is
confirmed by the data from [46, 47], in which it was
shown that the heat flux toward the tube wall from the
hot gas flowing through was substantially reduced
when the gas rotated along the tube axis. An analogy
can also be drawn between the decrease in the effective
thermal conductivity in the PTV and the reduction in
the transverse transport coefficients in a magnetized
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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plasma [48]. Apparently, the difference between the
transverse and longitudinal (with respect to the rotation
axis) transport coefficients is a general feature of the
rotating plasma (gas), irrespective of the means by
which this rotation is produced.

The reduction in the heat flux from the PTV can be
explained as follows: In rotating frame of reference, an
elementary volume of the gas undergoes the equivalent
gravity force (the centrifugal force) directed from the
rotation axis. As is well known, the hotter gas in a grav-
itational field moves (convects) against gravity under
the action of the buoyancy force. In our case, the hotter
plasma and, in a later stage, the hotter gas also should
move toward the rotation axis (the minor axis of the
torus) under the action of the force that is an analog of
the buoyancy force in the gravitational field. As a result,
the hotter plasma (gas) is accumulated near the rotation
axis and (according to the terminology of [27])
becomes to be insulated from the ambient medium. In
case of a low-temperature vortex ring, the outer gas lay-
ers at the boundary of the vortex core, rotating as a solid
body, lag behind the inner ones; this lead to the heating
of the gas in the boundary layer due to the viscous dis-
sipation of the rotational energy. The heated gas then
convects toward the rotation axis, as in a high-tempera-
ture PTV. The reduction of the radial heat flux in a tur-
bulent vortex ring was estimated quantitatively in [49].

In Section 4, we have considered the forces exerted
on the PTV by the air flowing around the vortex and the
interaction forces between different parts of the vortex.
With regard to the forces acting inside the vortex (such
as the Coriolis force, buoyancy force, and viscous
force), they may lead to a partial conversion of the
internal vortex energy (the thermal energy released due
to electron–ion recombination, chemical reactions, and
condensation of vapor) into rotational energy [50]. As
the thermal energy is released, the local plasma density
in the vortex decreases and the plasma with a reduced
density undergoes the buoyancy force directed to the
rotation axis. The plasma moving toward the rotation
axis under the action of this force undergoes the Corio-
lis force, which acts to accelerate plasma rotation.
Thus, under the action of the buoyancy and Coriolis
forces, the thermal energy released in the vortex is par-
tially converted into the rotational energy; i.e., the loss
of the rotational energy is reduced. In case of a low-
temperature vortex ring, thermal energy is released in
the viscous layer at the boundary of the vortex core. If
the released energy is larger than the total energy loss,
then the vortex is enhanced; otherwise, it is self-main-
tained. From this point of view, the PTV in air can be
regarded as a self-organized dynamic system. In other
words, the lifetime of the vortex as a self-maintained
hydrodynamic structure increases due to the forces
arising in it.

The above forces can lead to the suppression of the
fluid velocity fluctuations (especially low-frequency
ones) in the direction perpendicular to the axis of gas
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
rotation [51]. The stabilization of an arc discharge by
the forced rotation of the gas in the discharge chamber
may also be attributed to the action of these forces [52].
Therefore, the problem of the forces acting inside the
PTV deserves special consideration.

7. CONCLUSIONS

The above analysis shows that the long distance
covered by a PTV in air is related to the small value of
its drag coefficient Cx, whereas its anomalously long
glow is related to the suppression of both the heat flux
from the vortex into the ambient medium and the fluid
velocity fluctuations (especially low-frequency ones) in
the direction perpendicular to the rotation axis. We have
determined the power expended by a toroidal vortex on
the penetration through the ambient viscous medium.
The next problem to be addressed is determining the
losses by radiation and heat conduction. In solving this
problem, it is necessary to take into account the
decrease in the heat flux from the vortex, which
depends on the angular rotation velocity and the energy
that is initially stored in the vortex (translational and
rotational kinetic energy, plasma thermal energy,
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Fig. 10. Radial profiles of the rotational molecular temper-
ature in (a) the PTV and (b) the plasma cloud at the time t =
0.6 ms for a nozzle diameter of 65 mm, C2 = 144 µF, and
U2 = 23 kV. According to [45], the temperature at the visible
boundaries of the glowing plasma objects is taken to be
≈2000 K.
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energy of the excited plasma particles, chemical
energy, etc.).

The similarity between high-temperature PTVs in
air and low-temperature vortex rings in air and water
allows one to describe their dynamics by the same
equations.
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Abstract—The possibility of separating charges in an ordinary electric discharge was demonstrated. The lumi-
nous object formed after the end of the discharge was found to exist over a few hundred milliseconds, or six
orders of magnitude longer than the lifetime of an ideal plasma of the same volume. It is shown that the lumi-
nous object has a negative electric charge and has no free charged particles of opposite sign. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

A new type of electric discharge excited in air over
a water surface was discovered at the Konstantinov
Institute of Nuclear Physics (Gatchina) [1–3]. In such a
discharge, two phases can be distinguished: a discharge
that is initially produced around a negative electrode
(a jet ejected from the water) and a long-lived autono-
mous luminous object (LO) into which the discharge
transforms thereafter. The LO exists over a few hundred
milliseconds without external energy supply. In [2], it
was supposed that the LO had an unneutralized electric
charge localized in the thin LO shell. Studies of the
electric characteristics of such discharges [4–6] con-
firmed the presence of an unneutralized electric charge
in the LO. It was also hypothesized that the LO was a
one-component plasma consisting of only negative
charged particles [5]. An anomalously strong response
of this unneutralized system (both the jet and the LO)
to a weak harmonic action (laser radiation with a power
as low as 10–3 W) allowed the authors of [4] to suggest
that the leader of a streak lightning could be controlled
by a low-power laser. The problem of controlling light-
nings by lasers was investigated in [7–9]. Two basic
methods of laser control are usually considered: (i) the
generation of a laser spark at the top of a lightning rod
(in this case, the spark serves as an extension of the rod)
and (ii) the generation of a laser spark at a large altitude,
in the region where the thundercloud field is maximum.
Moreover, in [9], the interesting hypothesis was put for-
ward that “a cloud of charged aerosol is a self-organiz-
ing system.”

2. EXPERIMENT

The results obtained in this paper, which continues
the studies [1–6], may be of interest in developing new
methods for the laser control of lightning. For this pur-
pose, it is necessary to gain a better insight into the
1063-780X/05/3106- $26.00 0512
structure of LOs and the nature of electric charge carri-
ers in them. We believe that the leader of streak light-
ning is best modeled by the discharge investigated in
our study. When performing probe measurements, it is
necessary to have a certain, even if rough, model of the
object under study. Among the LO models considered
in [2, 3], the most preferable is that proposed in [2]. In
that model, the LO was treated as a shell structure
formed of a highly nonideal plasma.

The concept of a device for generating LOs is out-
lined in [1, 2], and its design is described in [3, 4]. The
basic component of the device is a 0.6-mF capacitor
bank, which is charged to 5.5–6.0 kV. A discharge is
excited by switching the capacitor bank to a 6-mm-
diameter graphite electrode (cathode), which projects
over 2–3 mm from the water surface. The side surface
of the electrode is insulated from the water by a quartz
tube. The annular positive electrode (anode) is
immersed in water at a depth of 15 cm. After the high
voltage is applied to the discharge gap, a slipping dis-
charge propagates over the water surface and a water jet
is ejected upward from the negative electrode. After
80 ms, the capacitor bank is disconnected (the residual
voltage being 3 kV) and the jet separates from the elec-
trode to form a LO. The LO evolution is described in
[3]. At 60–100 ms, the LO usually appears as a jellylike
body (see Fig. 1); sometimes the LO is shaped as a per-
fect sphere. If the discharge is interrupted at early times
(<80 ms), the second LO appears near the switching rod
(Fig. 2). Figure 2 shows a photograph of the first
(greater) LO, which forms near the graphite electrode,
and the second LO, which is located near the copper
rod. The emission intensities and colors of both LOs are
almost the same. The LO formed near the graphite elec-
trode exists over a longer time, and the LO colors in the
decay stage are somewhat different. This indicates that,
in essence, water plays the role of a variable resistance.
We positioned detectors near the LO, at a height of 25–
45 cm above the electrode. The minimum height of the
© 2005 Pleiades Publishing, Inc.
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detector was chosen with account of the time during
which the LO propagates to the detector: about 100 ms
after the end of the discharge. The LO rises at a velocity
of about 1 m/s, approaches the detector at 100 ms, and
leaves it at about 200 ms. When investigating the LO,
we used a Langmuir probe, a double probe, a dipole
antenna, and their various combinations.

The signals of the current of negative charge carriers
to an unbiased Langmuir probe and to a probe biased by
+300 V are shown in Figs. 3a and 3b, respectively. In
the probe signals, peaks of the probe current are clearly
seen when the leading and trailing edges of the LO
cross the probe (Fig. 3a). In Fig. 3b, the signal from the
trailing edge is less pronounced, but there is a sharp
spike of opposite (positive) polarity. Starting from a
bias of +600 V, this peak somewhat broadens, but the
shape of the signal generally remains the same. The
probe theory does not suggest the appearance of the
current of positive ions to the probe as the positive bias
increases. Estimates show that, at a bias of +300 V, the
electric field at the probe amounts to 14 kV/cm. The
observed behavior of the probe current may be attrib-
uted to electron emission; this is also evidenced by the
probe glow that is seen with the naked eye [10]. The
results obtained in [11] and probe measurements with a

Fig. 1. Photograph of an LO. The inset at the top left of the
figure shows a slipping discharge that preceded the appear-
ance of a jet and its subsequent transformation into the LO.
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negative bias down to –600 V allow us to conclude that
there are no positive ions in the LO.

Figure 4 shows a signal from a high-resistance dou-
ble probe electrically insulated from the measurement
facility. The shape of this signal shows the presence of
an electric field inside the LO; this means that the LO
interior is spatially charged. Figure 4 does not demon-
strate the presence of a shell; however, as the input
resistance of the probe is decreased, the probe signal
shows sharp jumps in the electric field [11], which indi-
cate the presence of a shell.1 In an ordinary plasma, a
double probe introduces minimal perturbations. In our
case, however, the double probe with a low input resis-
tance destroyed the LO when it contacted the shell. The
data presented in Fig. 4 were not processed with a com-
puter. Since probe measurements are hard to interpret,
we also used a dipole antenna, which interacts only
slightly with the LO.

The dipole antenna and its measurement circuit
were specially designed by S.I. Stepanov, E.A. Drob-
chenko, G.D. Shabanov, and A.I. Egorov for studying
LOs. Structurally, the dipole antenna is a double probe
with an electrode distance of 3 mm; however, in con-
trast to an ordinary double probe, the electrodes of the
dipole antenna are insulated from one another. We used
two versions of the dipole antenna: with and without a
reference electrode. In some measurements, the refer-

1 These measurements confirmed the presence of a nonluminous
layer between the shell and the interior of the LO. The nonlumi-
nous layer is free of charged particles. A similar layer with a
thickness of 0.1–0.2 mm was also detected in Avramenko’s jet.
Such a layer arises due to Coulomb repulsion between like
charges that are present in the shell and the interior of the object
[2]. In the LO, this layer is 2–3 mm thick in its upper part and
~20 mm thick in its lower part. For the lower part of the LO, this
can be seen from the probe signal shown in Fig. 3a. In the upper
part of the LO, the probe did not show the presence of this layer
because the probe size was too large. We could not use a smaller
probe because the probe conductors were melted when interact-
ing with the LO, no matter whether the conductor was grounded
or not.

Fig. 2. Generation of two LOs in the same discharge. The
second LO (on the right) is located near the copper rod.
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Fig. 3. Experiment with (a) a 0.45-mm-diameter unbiased Langmuir probe and (b) a probe biased by +300 V: the time evolution of
(1) the voltage across the discharge gap (the maximum voltage is 5.5 kV), (2) the LO intensity (arb. units), and (3) the current of neg-
atively charged particles to the probe. The peaks of the probe current correspond to the leading (5 µA) and trailing edges of the LO.
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Fig. 4. Experiment with a double probe: (1) the time evolution of the LO intensity (arb. units) and (2) the double-probe signal.
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Fig. 5. (a) Scheme of calibrating the dipole antenna: the tips of the dipole antenna are at points 1 and 2, A is a point source, and d is
the minimal distance between the source and the dipole antenna; (b) dipole-antenna signal calculated by formula (2); and (c) dipole-
antenna signal measured during the passage of a 2-cm-diameter source, to which a potential of 5.5 kV was applied.

x

–Φ, arb. units
ence electrode was used as a Langmuir probe. The
dipole antenna was calibrated in a uniform capacitor
field (in various media) and under conditions similar to
our experimental conditions. Figure 5a shows the
scheme of calibrating the dipole antenna by point
source A (the tips of the dipole antenna are at points 1
and 2). The 2-cm-diameter source, to which a voltage
of 5.5 kV was applied, was carried near the dipole
antenna along the x axis, the minimal distance d
between the source and the dipole antenna being 1 cm.

Let us derive the expressions for the potential differ-
ence between the tips of the dipole antenna ϕ1 – ϕ2 and

for the observed signal Φ(x) = . The dis-

tances from the source to the antenna tips are

.

From this, we obtain
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For a ! d, we can ignore the term  in the radicand

and to factor  out. We then find

(1)

and

Φ(x) =  =  

= –aVQ  –  

or

, (2)

where A = –aVQ and V =  is the velocity of the

source.
The curve in Fig. 5b corresponds to expression (2)

at d = 2 cm. Figure 5c shows an experimental curve
obtained for the above parameters of the antenna and
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Fig. 6. Experiment on the propagation of a LO near the dipole antenna: the time evolution of (1) the voltage across the discharge
gap, (2) the LO intensity (arb. units), and (3) the dipole-antenna signal.

–100 0 100 200 300 Time, ms

1
2

3 3

Fig. 7. Passage of the dipole antenna through the center of the LO: the time evolution of (1) the voltage across the discharge gap,
(2) the LO intensity (arb. units), and (3) the dipole-antenna signal.
the source and for a source velocity of higher than
2 m/s. The curve corresponding to expression (1) is
obtained by integrating the curve in Fig. 5b. An analysis
of expression (2) shows that the dipole-antenna signal
depends crucially on the parameter d; this agrees with
the experimental results.

Figure 6 shows the antenna signal for an experiment
in which a compact LO about 8 cm in diameter passed
by the dipole antenna with a velocity of higher than
2 m/s, the minimal distance between the LO surface
and the antenna being 2 cm. When the antenna fell into
the LO interior, the signal corresponded to the passage
of the detector through a charged plane (Fig. 7). In
Fig. 7, this corresponds to curve 3 with two oscilla-
tions, which appear when the detector passed through
the front and rear walls of the LO shell.
3. DISCUSSION

In the electric discharge under study [1–3], the mac-
roscopic separation of charges results in the generation
of a negatively charged LO. From the measurement
results, it is rather difficult to determine the absolute
values of the electric charge, field, and temperature of
the LO, even though we calibrated the detectors and
modeled different regimes of interaction between the
LO and detectors. Thus, according to calibration in air,
the shell field in some experiments was found to be
7 kV/cm, whereas the calibration in a conducting
medium (e.g., in a liquid) gave a field lower by a factor
of 2 to 3. It follows from probe measurements that the
LO has a thin shell in which the electric parameters
change by a jump and that the shell consists of nega-
tively charged particles with a high density or high
PLASMA PHYSICS REPORTS      Vol. 31      No. 6      2005
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Fig. 8. Experiment on the interaction of a propagating LO with a 0.08-mm wire: the time evolution of (1) the discharge current (the
maximum current is 52 A); (2) the voltage across the discharge gap, and (3) the LO intensity (arb. units). The plateau with an
enhanced intensity in region a corresponds to the interaction between the wire and the LO. In the course of interaction, the end of
the wire was melted to form a sphere 0.2 mm in diameter.
mobility. Signals from the dipole antenna show that an
unneutralized electric charge is mainly localized in the
shell (Fig. 7). From the experimental results presented
in Fig. 6, it follows (with allowance for the modeling
and calibration measurements) that the LO electric
charge is greater than –10–7 C. In [11], the authors
refined the model of the LO shell proposed in [2],
where it was assumed that the unneutralized electric
charge was concentrated in the shell and the charge car-
riers had short-range order. This is possible if the poten-
tial energy of Coulomb interaction between particles
exceeds their thermal kinetic energy. Shell and strati-
fied charged particle systems with both short- and long-
range orders were studied experimentally in [12, 13]. In
this context, data on the interaction of lightning with
copper rods [14] may be interpreted as the appearance
of concentric circular layers spaced by 4 µm in the fine
structure of lightning. Using results of measurements
with Langmuir probes biased from –600 to +600 V, we
may suppose that there are several closely spaced layers
of likely charged particles in the LO shell [11].

Strong Coulomb interaction between particles in
nonideal systems causes gas–liquid–solid phase transi-
tions. This can be enough for the system to be displaced
as a whole in response to a weak external action [15].
Taking this into account, the authors of [4, 5] proposed
that streak lightning be controlled with the help of a
low-power laser. In [9], a system of charged particles
was considered as being self-regulating. According to
our estimates, the coupling parameter Γ of the system
considered in [9] with parameters reported in [16] is
larger than unity; i.e., the system is nonideal. It follows
from this that the potential energy of the system is
larger than its kinetic energy; therefore, the cloud could
be self-regulating.2 

2 Many examples of the self-regulation of LOs were given in [2,
11], in particular, the recovery of the LO shell after its damage
(see Fig. 8).
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As was noted in [9], a laser spark extending a
grounded electrode is unable to initiate lightning when
the thundercloud electric field is too low; this is a seri-
ous disadvantage of this method of lightning protec-
tion. This method is efficient only when the electric
field is strong enough to initiate an upward leader even
in the absence of a laser spark [9]. The same disadvan-
tage is peculiar to the method proposed in [4, 5], where
it was suggested that the leader be subject to an exter-

Fig. 9. Interaction between the jet and the laser beam. The
laser beam propagates from right to left perpendicular to the
discharge axis at a height of 22 cm above the electrode. The
formation of the LO begins after the jet has traversed a dis-
tance of 8.5 cm across the laser beam.



518 SHABANOV, SOKOLOVSKIŒ
nal action in the final (rather than initial) stage of its
formation.

Therefore, the most promising method of lightning
protection is to initiate lightning at a high altitude,
where the field is sufficiently strong [7, 8]. This allows
thunderclouds to be discharged in sparsely populated
regions [7], far from the protected objects. To guide the
leader formed to a desired point, the method proposed
in [4, 5] can be used. The results of investigations of the
action of a low-intensity laser with a power lower than
10–3 W (see Fig. 9) on a nonideal Coulomb system of
charged particles (as well as other relevant effects [2,
11, 15]) allow us to hope that a detailed study of the
processes that occur in such systems will help to solve
the problem of lightning protection.

4. CONCLUSIONS
It has been shown that a pulsed electric discharge

produced in air over the water surface can initiate a LO,
which is a one-component plasma with no neutralizing
positive background. The LO can exist over a few hun-
dred milliseconds without external energy supply. The
LO has a rather complicated structure: it consists of a
shell formed by negative charged particles with a high
density or high mobility and the internal space filled
with negative atomic and molecular ions. Between the
shell and the internal space, there is a nonradiative layer
free of charged particles. This layer forms due to the
Coulomb repulsion between the shell and the internal
region.

The self-organization of natural Coulomb systems
(such as thunderclouds and lightning) and artificial
ones (such as charged aerosols and LOs) can be attrib-
uted to the fact that these systems are far from ideal [9].
Studies in this field could lead to the development of
new methods for protecting vulnerable objects from
lightning strikes.

Among the possible methods for the laser control of
lightning, the most promising is to initiate lightning by
a laser spark in the region where the thundercloud field
is maximum [7, 8] and then to guide the lightning by a
low-intensity laser to the required point [4, 5].
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Abstract—Results are presented from numerical simulations of the time evolution of open discharges in
helium that are excited in the presence of an anode grid and generate electron beams over a wide range of
helium pressures (up to ~104 Pa). It is shown that electron emission from the cathode is almost entirely domi-
nated by the bombardment of the cathode by heavy particles, while the contribution of photoemission is negli-
gibly small. For conditions typical of open discharges (for a helium pressure of 4 kPa and voltage amplitude of
7.4 keV), the following percentages are obtained for the partial contributions of the main processes whereby
the discharge develops: 96% for atom–electron emission, 2.3% for electron multiplication in the discharge gap,
1.7% for ion–electron emission, 2 × 10–3% for electron emission under the action of metastable atoms diffusing
from the discharge gap toward the cathode, and 2 × 10–4% for photoemission from the cathode. © 2005 Pleiades
Publishing, Inc.
1. An open discharge (OD) initiated in the presence
of a grid anode is an efficient source of electron beams
(EBs), which, in particular, are successfully used to
excite laser media [1]. In order to provide a proper
choice of the OD operating mode, it is necessary to
know the mechanism by which the discharge generates
an EB. Because of the anomalously high efficiency of
the formation of an EB in an OD, it was suggested that
the OD is a new type of discharge, namely, photoelec-
tron discharge [2] maintained by photoemission from
the cathode. This is why close attention is being given
to the mechanism for the development of an OD. The
concept of the photoelectron nature of an OD has been
criticized in a number of papers. The results presented
in them were summarized and supplemented in [3],
where it was shown that the basic ideas proposed by the
adherents of this concept, in particular, by the authors
of a review paper [2], are unjustified.

Thus, the results of numerical simulations presented
in [4] show that the electron emission intensity required
to explain the main properties of an OD is ensured by
the bombardment of the electron-emitting cathode by
fast atoms and ions; this agrees with the long-existing
established views about the glow discharge. The
numerical simulations reported in [4] were carried out
based on the known data from measurements of the
electric fields in ODs and of the coefficients of electron
emission from a cathode bombarded by helium atoms
and ions. In [5], simple noncontradictory estimates of
the energy required for a photoelectron to escape the
cathode surface in an OD were obtained. According to
those estimates, the discharge cannot be maintained by
1063-780X/05/3106- $26.000519
photoemission and the contribution of photoelectrons
to the energy efficiency of the formation of EBs should
be negligibly small.

In order to gain a deeper insight into the main pro-
cesses occurring in an OD and, in particular, into the
controversial question about the discharge mechanism,
a more careful theoretical analysis was needed. Such an
analysis was performed by one of us in [6], but only for
a particular and not quite typical case. In that paper, the
development of an OD was simulated numerically for
conditions corresponding to the experimental condi-
tions in [7], specifically, for a helium pressure of pHe =
200 Pa, a discharge gap of length d = 0.65 mm, and a
drift region (the region between the anode and the col-
lector) of length L = 19.5 mm, the maximum potential
difference between the electrodes being U0 = 3.5 kV.
The results obtained were found to agree well with the
experimental data. The simulations yielded the follow-
ing percentages for the contributions of different partic-
ular processes to the discharge dynamics: 80.6% for
atom–electron emission, 16.1% for ion–electron emis-
sion, and 3.2% for electron emission under the action of
metastable helium atoms diffusing from the discharge
gap toward the cathode (the corresponding electron
emission coefficients being γ(23S) = 0.24 and γ(21S) =
0.4). The maximum percentage for photoemission from
the cathode under the action of short-wavelength (pri-
marily resonant) radiation from the cathode–anode and
anode–collector gaps (the accepted photoelectron
emission coefficient being 3 × 10–2) was found to be
rather low (about 0.1%).
 © 2005 Pleiades Publishing, Inc.
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The objective of the present paper is to extend
numerical simulations to the entire range of working
pressures in an OD (up to ~104 Pa) and to reveal possi-
ble important changes in the dynamics of the develop-
ment of the discharge in this pressure range.

2. For simulations, we utilized the PLASER com-
puter software package [8–10] and used a time-depen-
dent kinetic model of a helium plasma that was modi-
fied to describe the formation of the discharge current.

We numerically solved a two-zone problem: zone 1
was the discharge gap between the cathode and the
anode grid, and zone 2 was the space between the anode
grid and the collector. We used a kinetic model of a
source of spontaneous emission from a He–H2 mixture.
Zone 1 was considered to contain the following plasma
components: metastable atoms He*(1S) and He*(3S),

slow atomic ions , fast atomic ions , slow and
fast helium atoms He and Hef, slow electrons e, and fast
beam electrons ef. The natural background ionization
frequency was assumed to be constant and was set
equal to νi = 4 × 10–19 s–1. The initial densities of atomic
helium ions and fast electrons could be varied over
broad ranges. The initial natural density of atomic

helium ions was set to be [ ]0 = 5 × 10–5 cm–3 (here-
after, the square brackets denote the particle densities).
When a voltage was applied across the discharge gap,
slow atomic ions were accelerated toward the cathode
and fell into the group of fast ions,

  , . (1)

Here, k1 is the characteristic inverse time of accelera-
tion (the ratio of one-half of the maximum speed of the
accelerated ions to the ion mean free path, which in turn
depends on the density of neutral atoms and the gas-
kinetic cross section σg = 1.45 × 10–15 cm2). The maxi-
mum velocity v (t) was set equal to the ion speed cor-
responding to an energy acquired by an ion under the
action of the applied voltage U(t) divided by the num-
ber of gas-kinetic collisions in the discharge gap:

v (t) = , where e is the charge of an elec-

tron and M is the mass of a helium atom.
As an ion accelerates, it collides with neutral helium

atoms to produce n fast atoms (the number n depends
on the length of the discharge gap) with energies equal
to 1/2n of the energy corresponding to the applied volt-
age (under conditions typical of ODs, the characteristic
length of charge exchange of an ion is much less than
the interelectrode distance):

n · He +   n · Hef + , k2 = σgv (t). (2)

For estimates, it is assumed here that the mean
velocity of the electrons accelerated within a time inter-
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val between collisions is twice that in the expression for
k1(t).

Fast ions and atoms then strike the cathode surface
(in this case, the ions recombine on the surface and
thereby leave the group of fast ions) and knock elec-
trons out of the cathode. These electrons fall rapidly
into the group of fast electrons (or equivalently become
the beam electrons):

  ef , (3)

Hef  ef , (4)

where 1/Λ = π/d (here, the diffusion approximation is
used for estimates because, in collisions, the ions and
atoms are deflected from their paths). The coefficients γ
are determined by the material of the cathode and the
quality of its surface. In simulations, we used the fol-
lowing dependences of the coefficients γ on the energy
ε (in eV):

(5)

(6)

At this point, we should note the following: In [11],
it was pointed out that, in numerical simulations, it is
necessary to use the emission coefficients measured
under technical-grade vacuum conditions (>10−7 torr).
If use is made of γ values measured in an ultrahigh vac-
uum (<10–9 torr), then, in the range of voltages required
for ODs, it is necessary to ignore the kinetic emission
from both fast neutrals and ions and to consider only
the potential emission from ionized atoms (for helium,
the potential emission coefficient is equal to ≈0.2). In
[12], it was shown that, under conditions in which the
potential ion–electron emission serves as the only
mechanism for secondary electron emission from the
cathode, a discharge cannot be initiated when the
applied voltage exceeds a certain critical value U0
because of the generation of runaway electrons and the
resulting decrease in the ionizing ability of the elec-
trons. For instance, in helium, the critical voltage U0 at
pd = 200 Pa cm is about 1.5 kV [12]. Essentially the
same result also follows from the curves for discharge
initiation that were calculated in [13, 14]. In those
curves, in contrast to the conventional left branch of the
Paschen curve, the calculated branch again bends to the
right to form a loop. It is only when the bombardment
of the cathode by fast neutral atoms (which make a
decisive contribution to the electron emission from the
cathode) was additionally taken into account in [13]
that the left branch of the calculated Paschen curve was
coincident with the one measured. In our simulations,
as in [6, 13], we used the γ values that were measured
under technical-grade vacuum conditions in [15].
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Fast electrons flying through the discharge gap ion-
ize and excite the gas and leave the discharge plasma:

ef + He   + e + ef , k7 = σiv e, (7)
ef + He  He* + ef , k8 = σexv e, (8)

ef  escape of a fast electron from the plasma,

k9 = κv e/d. (9)

Here, κ ≤ 1 is the adjusting parameter, which character-
izes the cutoff of the electron current due to the accu-
mulation of the electric charge behind the anode grid
(this parameter was varied in our simulations). The
main mechanism governing the κ value seems to be that
associated with the ionization of helium atoms in zone 1
by the relatively slow electrons from the Debye sheath
around the anode grid, separating zones 1 and 2.

The beam current density was estimated from the
formula

(10)

where [ef(t)] is the density of the fast electrons and
v e(t) is their velocity after they have passed through the
discharge gap.

Zone 2 was considered to contain the following
atoms, molecules, and ions: He*, , He+, ,

, H+, (v ), , H2(v ), H, HeH+, He2H+, and
He . The kinetics of the excited levels of a hydrogen
atom was modeled with allowance for the ground state
and three excited levels with n = 2–4. The kinetics of
the excited levels of a molecular hydrogen ion was
modeled with allowance for six excited levels with v  =
0–5. The kinetics of the processes occurring in zone 2
under the action of an electron beam was simulated in
the traditional manner. The energy distribution function
of the plasma electrons was assumed to be Maxwellian.
The photoelectron emission (with a coefficient of 3 ×
10–2) under the action of photons emitted in the deexci-

tation of He(1P1) atoms and the decay of  mole-
cules within the entire volume of zone 2 was taken into
account through the reaction

"ω  ef , k11 = 9 × 108L/d2. (11)

The rate of production of the secondary electrons in
the discharge gap was calculated from the formula F =
["ω] × 3 × 10–2Lc/d2, where ["ω] is the number density
of short-wavelength photons, L is the length of zone 2,
and c is the speed of light in vacuum. Note that the
product ["ω]c is the photon flux density and the quan-
tity ["ω]Lc/d has the meaning of the flux density of the
photons collected from the entire zone 2 and operating
in the discharge region. Here, we ignored the fact that a
fraction of 5/6 of the total number of photons could fly
away from the discharge volume toward the side walls.
This was done to obtain an upper estimate for the effect
of photoelectron emission. The resonant helium lines
were described with allowance for reabsorption and
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deexcitation to metastable states; in particular, we took
into account the excitation of the state He(1P1) in zone 2
under the action of a fast electron beam, the deexcita-
tion of this state to the ground and metastable states,
and the mixing of the excited states by electrons [6].

The escape coefficient θ was estimated for the Dop-
pler contour of the 58.4-nm resonant emission line [16]:

(12)

where

(13)

(14)

A1 = 1.355 × 109 s–1 is the probability of the radiative
deexcitation of the upper state, ω = 3.2 × 1016 s–1 is the
central frequency of the resonant line, vm = 1.4 ×
105 cm/s is the thermal velocity of helium atoms, and
R1 is the radius of zone 2.

The equations for zone 1, along with the equations
for zone 2, which describe the generation of short-
wavelength photons and the resonant atomic emission,
constitute a closed set of equations. We numerically
solved a set of 32 time-dependent ordinary differential
equations involving 125 reactions. A more detailed
information on the computational technique and on the
elementary processes included in simulations can be
found in [6].

In simulations, we established that, over the ranges
of helium pressures (up to ~104 Pa) and discharge volt-
ages (several kilovolts and higher) under study, the
main role in the development of an OD is played by the
emission resulting from the bombardment of the cath-
ode by helium atoms and ions, whereas the role of pho-
toemission turns out to be insignificant. At pressures
higher than 100 Pa, the governing role is played by
atom–electron emission. At lower pressures p (for the
same value of d), due to a decrease in the charge-
exchange rate, the dominant role may be played by ion–
electron emission (the number of fast atoms is small).
As the voltage decreases, the contribution of photoe-
mission becomes increasingly larger; however, experi-
ments show that, even under the conditions that are
most favorable for photoemission in normal glow dis-
charges, its contribution does not exceed 15% [17].
Note that the main properties of ODs in another gases
(e.g., in air) are qualitatively the same as those of ODs
in helium [18].

The properties of a typical OD (d = 0.5 mm, pHe =
4 kPa, and U0 = 7.4 kV) are illustrated in Fig. 1 by the
measured [19] and calculated waveforms of the voltage
and currents. Let the geometrical transparency of the
anode grid be characterized by the coefficient µ = 0.75,

θ 1

2κ1R1 π κ1R1( )ln
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and let the length of the drift region be equal to L =
25 mm (since the values of these parameter were not
presented in [19], we chose their typical values used in
our simulations). The time dependence of the discharge
voltage was approximated by the function

(15)

where a = 1.2 × 107 s–1.

It can be seen from Fig. 1 that the calculated ampli-
tude of the total current, Ic, agrees satisfactorily with the
amplitude of the measured current I (I = IeB + Ia, where
IeB is the collector current and Ia is the anode current).
The time at which the current Ic begins to increase
depends substantially on the prepulse charge density in
the discharge gap. A slower decrease in the voltage U
given by formula (15) (in comparison to the measured
voltage) manifests itself in that, at the trailing edge of
the waveform of U, the calculated current Ic exceeds the
measured current I (e.g., for an anomalous discharge,
we have I ~ U3 [3]). The most pronounced is the differ-
ence in the growth rates of the currents Ic and I; this,
however, can be explained logically.

U t( )
U0at
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-------------------------------------------------------------------------,=
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Fig. 1. Waveforms of the (1) measured [19] and (2) calcu-
lated voltages and of (3) the calculated total current, (4) the
measured collector current, and (5) the measured anode cur-
rent [19] for pHe = 4 kPa and d = 0.5 mm. The surface area

of the cathode is 0.8 cm2.
In simulations, the effect of the holes in the anode
grid on the field distribution over the discharge gap was
ignored. In the simple case of a discharge in which the
electric field is only slightly distorted by the space
charge, the holes in the anode grid make the field lines
nonparallel, because the field penetrates partially
through the holes. The ions that are most efficiently
produced in such a depressed field move along the field
lines and thereby are focused at the cathode along the
axial lines of the grid holes. This effect is utilized in
hollow-anode electron guns to produce narrow EBs
[20] with a diameter one order of magnitude less than
the diameter of the anode hole.

The same is observed in the initial phase of a pulsed
OD even when the value of the parameter pd is large. In
the case in question, the discharge current during the
period of the efficient generation of an EB is carried
mainly by the beam electrons; consequently, in the ini-
tial discharge stage, when the field is only slightly dis-
torted by the space charge, the EB passes through the
anode holes without coming into contact with the anode
grid, so the anode current is essentially zero (as is the
case in Fig. 1). As the cathode fall increases, a preanode
plasma region arises and extends in which the field is
depressed and ionization is enhanced. As a result, the
EB begins to form over the entire cathode surface and
is partially absorbed by the anode grid, giving rise to an
appreciable anode current. Since, in a typical OD, the
electric field is sufficiently strong over the entire dis-
charge gap (including the preanode plasma region [3]),
its partial penetration through the anode hole can also
influence the high-current stage of the discharge. As a
result, the discharge current density at the anode grid
turns out to be lower than that in the holes; this effect
always manifests itself in the cathode eroding the great-
est near the axial lines of the anode holes.

Hence, the electric field partially penetrates through
the holes of the anode grid and thereby becomes
depressed within them, giving rise to a region behind
the anode where ionization is enhanced and the ion flux
from which hastens the development of the discharge.
When the field penetration through the grid holes of the
anode was ignored, the simulations yielded a lower
growth rate of the discharge current.

With the above in mind, we can conclude that, on
the whole, the calculated currents agree well with the
ones measured and the discrepancies between them can
be explained quite logically and do not qualitatively
affect the balance of the processes occurring in an OD.

The contributions from different processes to the
development of a discharge was estimated from the fol-
lowing formula for the time- and volume-integrated
fluxes of reactions, which were calculated by the formula

cm–3, (16)Fij kiN j t,d

0

t

∫=
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where ki is the probability (in s–1) or the rate constant (in
cm3/s) of the process and Nj is the density of the corre-
sponding plasma component or the product of the den-
sities of the components involved in the process. For the
adopted discharge conditions, the simulations yielded
the following approximate percentages of the partial
contributions of different processes to the discharge
dynamics (see Fig. 2): 96% for atom–electron emis-
sion, 2.3% for electron production in the discharge gap,
1.7% for ion–electron emission, 2 × 10–3% for electron
emission under the action of the metastable atoms dif-
fusing from the discharge gap toward the cathode, and
2 × 10–4% for photoemission from the cathode. The last
percentage value turned out to be three orders of mag-
nitude less than that for a low-pressure discharge con-
sidered in [6]. This may be attributed to the enhance-
ment of the reabsorption of radiation and the resulting
decrease in the density of atoms in the resonant states
due to their more efficient deexcitation to the metasta-
ble states in inelastic collisions with plasma electrons.

3. The results of our simulations agree well with the
numerical results obtained earlier and are confirmed by
the available data from previous experiments on ODs,
including the experiments carried out by the adherents
of the concept of the photoelectron nature of the OD.
Our simulations have supported once again the view
that the OD is a kind of glow discharge, which, as is
generally accepted now, is maintained by the ionization
processes and by the bombardment of the cathode by

102
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Fig. 2. Time evolution of the partial contributions of the
main processes whereby the discharge develops under the
experimental conditions in [19]: (1) atom–electron emis-
sion, (2) electron production in the discharge gap, (3) ion–
electron emission, (4) electron emission under the action of
metastable atoms diffusing from the discharge gap toward
the cathode, and (5) photoemission from the cathode. The
functions F for different processes were calculated using
expression (16) for the functions Fij.
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fast heavy particles. All this leads to the following con-
clusion, which is very important from the practical
point of view: the large amount of information on ODs
that is contained in more than 100 publications, with
the corresponding corrections of the interpretations of
experiments, applies directly to the phenomenon of
glow discharges excited over the entire range of pres-
sures, first of all, at moderate pressures (from a few
torrs to atmospheric pressure [21])—a range that was
previously poorly studied in experiments on the gener-
ation of electron beams in glow discharges.
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Abstract—It was shown theoretically that the increase in the cathode emission current in a low-voltage
cesium–hydrogen discharge to ≈10 A/cm2 leads to an increase in the electron temperature in the anode plasma
to Te ≥ 1 eV. In this regime, the rate constant for the production of ç– ions via dissociative electron attachment
to vibrationally excited ç2 molecules is close to its maximum value and the density of ç– ions is maximal
(about 1013 cm–3) in the anode plasma. © 2005 Pleiades Publishing, Inc.
The possibility of achieving the high density of H–

ions (  ~ 1013 cm–3) in the plasma of a low-voltage

cesium–hydrogen discharge was theoretically pre-
dicted in [1, 2]. In such a discharge, H– ions are pro-
duced due to the dissociative attachment of the heated
plasma electrons to vibrationally excited H2 molecules

in the (v ) ground electronic state [3–5]. The dis-
charge plasma is produced via the ionization of Cs
atoms, whereas hydrogen (both molecular and atomic)
remains almost unionized. The latter stems from the
cathode potential fall ϕ1 being such that eϕ1 ≤ Ed, where
Ed ≈ 8.8 eV is the threshold energy for the direct elec-
tron-impact dissociation of H2 molecules from the

ground vibrational state (v  = 0). Since the thresh-
old excitation energies for all the other electronic
transitions from the ground state of H2 molecules or
H atoms are higher than Ed, fast electrons with energies
that are high enough to induce either direct dissociation
or stepwise ionization of hydrogen are almost absent in
the discharge.

The theory of a low-voltage discharge was devel-
oped in a number of studies (see, e.g., review [6]). The
case of a low-voltage discharge in a dense collisional
cesium–hydrogen plasma was most thoroughly consid-
ered in [2]. By dense plasma we mean a plasma in
which the mean free path of the particles and the energy
relaxation length LE = (D0τE(ε0))1/2 of the cathode beam
are much shorter than the electrode gap length L. Here,
D0 is the diffusion coefficient of the cathode electrons

in the discharge plasma, τE(ε0) = /(2πe4v 0neΛ) is the
relaxation time of their energy (ε0 = eϕ1) due to the
binary collisions with thermal plasma electrons, ne is

N
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X
1Σg

+

X
1Σg

+

ε0
2
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the density of the thermal electrons trapped in the
potential well, and v 0 = (2ε0/me)1/2. It was shown in [6]
that, for molecular hydrogen pressures of  ~ 1 torr
and an average density of Cs atoms in the gap of

 ~ 1014 cm–3, an electron temperature of Te ≈ 1 eV
(which is optimal for the dissociative attachment of
electrons to vibrationally excited molecules [4, 5]) and,
accordingly, the high density of negative hydrogen ions
(  ~ 1013 cm–3) can be achieved in the plasma.1 

In [6, 8–10], the density  in the plasma of a low-

voltage cesium–hydrogen discharge was determined
from laser absorption caused by the photodetachment
of electrons from H– ions. It was shown that the calcu-
lated H– density satisfactorily agreed with experimental
results (previously, such agreement was achieved
between theoretical and experimental results on the
electric potential ϕ, electron temperature Te, and elec-
tron density ne). It should be noted, however, that under
conditions in which theory and experiment were com-
pared to one another [10], the electron temperature
Te(x) decreases substantially from the cathode to the
anode. In this case, the relatively high electron temper-
ature (Te ≈ 0.7–0.8 eV) corresponding to the large rate
constants for dissociative attachment occurred only in
the cathode region. It is in this region where the high H–

1 For parameters typical of a low-voltage discharge (eϕ1 ≤ Ed and

ne/  > 10–3), the plasma electrons are heated to the required

temperature in spite of the relatively low power of such a dis-
charge because almost the entire energy of the accelerated cath-
ode beam is spent on the heating of thermal electrons, whereas
the remaining energy losses are insignificant [7].
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density (  ≈ (0.4–0.6) × 1013 cm–3) was observed in

both experiments and simulations. In the anode region,
the electron temperature was Te ≈ 0.3–0.5 eV, which
was appreciably lower than the temperature optimal for
dissociative attachment. Accordingly, the rate constants
for dissociative attachment were small within the range
of the vibrational spectrum of H2 molecules (v  ≈ 4–8;
see Section 4) that is most promising for the production
of H– ions. Therefore, the effective (averaged over
vibrational levels) rate constant 〈KDA〉  = 

for the production of H– ions was small and, accord-
ingly, the density of H– ions in the anode region was
low:  ≈ (0.05–0.15) × 1013 cm–3. Here, fv = Nv /

is the normalized to unity vibrational distribution func-
tion (VDF) of H2 molecules,  is the total density of
H2 molecules, Nv is the density of molecules excited to
the v th vibrational level, and Kv (Te) is the rate constant
for the dissociative attachment of electrons to mole-
cules at the v th vibrational level.

Our purpose here is to show that an increase in the
power jesU deposited in a low-voltage discharge (actu-
ally, an increase in the density of the cathode emission
current jes) leads to a discharge mode in which the elec-
tron temperature only slightly varies along the dis-
charge gap. In this case, Te in the anode region is fairly
high and the rate constant Kv (Te) is close to its optimal
value within the range of the vibrational spectrum of H2
molecules that is most promising for the production of
H– ions. As a result,  in the anode region increases

substantially (cf. [10]). Note that the achievement of
high  values in the anode region is of particular

interest from the standpoint of using the low-voltage
cesium–hydrogen discharge as a volume source of
intense narrow beams of H– ions, extracted from the
anode plasma through an opening in the anode.

We performed calculations for a high-temperature
cathode with a relatively high density of the cathode
emission current, jes ≈ 10 A/cm2 (such an emission cur-
rent density is characteristic of a LaB6 cathode at a tem-
perature of T1 = 2000 K). The anode temperature T2 was
assumed to be 600 K.

When calculating the parameters of a low-voltage
discharge, the voltage drop ϕ1 across cathode sheath
was assumed to be ϕ1 ≈ Ed/e ≈ 9 V. The distributions of
the plasma parameters along the discharge gap, as well
as the discharge voltage, the decelerating (for electrons)
potential barrier ϕ2 in the anode sheath, and the total
density of the discharge current j (under the given con-
ditions, it is very close to the density of the cathode
emission current jes), were determined by solving the
set of transport equations for the discharge plasma [2].
The results of calculations are shown in Figs. 1 and 2.
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Fig. 1. (a) Longitudinal profiles of the main plasma param-
eters in a cesium–hydrogen discharge: (1) 10Tg, (2) Te, (3)

0.1ϕ, (4) ne (5) 0.01 , (6) 10 , (7) 0.1NH, and (8)

NCs; (b) VDFs of H2 molecules at different distances from
the cathode, x/L = (1) 0.1, (2) 0.5, and (3) 0.9. The electrode
gap length is L = 0.6 cm, T1 = 2000 K, T2 = 600 K,  =

0.75 torr,  = 0.92 × 1014 cm–3,  jes = 10 A/cm2, U =

6.42 V, and j = 9.43 A/cm2.
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Figures 1a and 2a show the longitudinal profiles of
the main parameters of the quasineutral plasma, includ-
ing the densities of molecular and atomic hydrogen
( (x) and NH(x)), the density of cesium atoms NCs(x),NH2
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Fig. 2. The same as in Fig. 1, but for L = 0.3 cm, T1 = 2000 K,

T2 = 600 K,  = 1 torr,  = 0.93 × 1014 cm–3, jes =

10 A/cm2, U = 5.9 V, and j = 9.49 A/cm2.

pH2
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0( )
the gas temperature Tg(x), and the density of H– ions for
two electrode gap length: L = 0.6 and 0.3 cm. The elec-
trode sheaths are not shown because their lengths are
small compared to the gap length L. Only the potential
drops ϕ1 and ϕ2 across the sheaths are indicated. Note
that the potential drop ϕ1 in Figs. 1a and 2a is equal to
ϕ(0) because, in our calculations, the potential of the
cathode surface is assumed to be zero.

In our calculations, along with ϕ1, L, jes, T1, and T2,
we also specified the pressure  of molecular hydro-
gen and the average (over the gap) density of cesium

atoms . The two latter quantities were not chosen
arbitrarily (as was done in [2]) but were rather deter-
mined in the course of discharge optimization in terms
of maximizing the density (L) of negative hydro-

gen ions at the anode boundary of the quasineutral
plasma. It can be seen from Figs. 1a and 2a that a char-
acteristic feature of such an optimized discharge is the
presence of the maximum of (x) at the anode

boundary of the plasma.
Figures 1b and 2b show the VDF of H2 molecules at

three characteristic points: near the cathode, near the
anode, and in the middle of the gap. The VDFs were
calculated taking into account the following processes:

(i) Electronic–vibrational (EV) exchange was calcu-
lated by the method used in [5]. All the parameters of
the one-quantum EV exchange, which greatly prevails
over multiquantum transitions, were expressed via the
cross section σ01 for the electron-impact excitation of
the v  = 0  v  = 1 transition. The value of σ01 was
taken from [11]. 

(ii) The vibrational–vibrational (VV) and vibra-
tional–translational (VT) exchange between H2 mole-
cules were calculated by the method used in [12]. The

relevant rate constants  and P10 were taken from
[13, 14]. 

(iii) VT exchange between hydrogen molecules and
atoms was calculated by the method proposed in [15, 16]. 

(iv) We also took into account the dissociative attach-
ment of electrons, which destroys vibrationally excited
H2 molecules, and another processes with the participa-
tion of vibrationally excited molecules (see [17]). 

It can be seen from Figs. 1b and 2b that the calcu-
lated VDFs fv vary only slightly along the discharge
gap. The reason for this is that, under the given condi-
tions, the major role in the VDF formation is played by
EV exchange. In this case, the electron density ne and
the rate constant for the electron-impact excitation of
the v  = 0  v  = 1 transition (see, e.g., [18]) vary insig-
nificantly along the discharge gap.

Figure 3 shows the energy dependence of the quan-
tity Γv = fv Kv (Te)/ , which characterizes
the relative contribution from different vibrational lev-
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els v  to the total production rate of H– ions via dissocia-
tive attachment. It can be seen that the levels v  ≈ 4–8
make the main contribution to dissociative association.
Note that, for optimized discharge modes, the tempera-
ture Te in the anode plasma is such that the rate con-
stants Kv (Te) for dissociative attachment are close to
their maximum values Kv m. For example, for curve 3 in
Fig. 3, the Kv /Kv m ratio lies in the range 0.85 ≤
Kv /Kv m ≤ 1 for v  = 4–8.

A comparison between Figs. 1a and 2a shows that,
as the gap length L decreases, the drop in Te across the
gap decreases and the electron temperature in the anode
plasma increases. The temperature equalizes because of
the increased role of electron heat conduction in the
equation for electron energy transfer. In the electron
temperature range under study (Te in the anode plasma
is close to 1 eV), the equalization of the temperature
leads to an increase in the rate constant Kv (Te) in the
anode plasma and the corresponding increase in the
density of H– ions.

Thus, our simulations have shown that the use of a
hot cathode with an emission current density of jes ≈
10 A/cm2 allows one to achieve operating regimes of a
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Fig. 3. Relative contribution from different vibrational lev-
els v  to the total production rate of H– ions via the dissocia-
tive attachment of electrons to vibrationally excited ç2
molecules. The discharge parameters and the numeration of
the curves are the same as in Fig. 2b.
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low-voltage cesium–hydrogen discharge in which the
density of negative hydrogen ions is maximal (  ≈
1013 cm–3) in the anode plasma.
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