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Abstract—A review is given of the main ideas regarding self-organization of atokamak plasma. The analysis
begins with asimple model of canonical profiles that was proposed by Kadomtsev for a plasma column with a
circular cross section. Kadomtsev’'s model is then generalized to atokamak plasmawith an arbitrary cross sec-
tion in toroidal geometry. In the generalized model, the canonical profiles are determined by the minimum of
the plasma energy functional under the additional condition that the total current is conserved. The Euler equa-
tion for the energy functional leads to a second-order differential equation for the canonical profile of the func-
tion w = 1/q. Transport models are constructed on the basis of a concept of critical gradients defined in terms of
the canonical profiles. The structures of the heat and particle fluxes in the Ohmic heating regime and in the con-
ventiona L-mode are discussed. Examples of plasma self-organization in experiments are presented and are
illustrated by the results of calculations based on the transport models developed. The expressions for the heat
and particle fluxes are then generalized to regimes with improved confinement and with transport barriers. L-H
transitions and approximate formulas for the transport barrier parameters are discussed in detail. Some unre-
solved problems are also discussed, namely, those concerning a description of the formation of internal trans-
port barriers in terms of the canonical profile model. In the Appendix, the ranges of variations in the plasma
parameters within which the temperature profiles remain stiff are considered. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The strange property of plasma to conserve the
shape of the spatial profiles of thetemperature and pres-
surein response to external actions has been known for
alongtime. B. Coppi [1] was apparently thefirst to pre-
cisely formulate the idea of optimal, or “canonical,”
profiles of the plasma parameters. Now that amuch bet-
ter knowledge of plasma behavior has been gained, we
can reformulate the profile consistency principle
(PCP), proposed by Coppi [1], in thefollowing manner:
the spatial distributions of some plasma parametersin
many regimes tend to have their shapes close to certain
specific profiles, which are called canonical profiles.
The evolution of the plasmafrom arbitrary initial distri-
butions to canonical profiles is usually called relax-
ation. The physical meaning of the PCP is that the
plasmabehavesasif it “remembers’ acanonical profile
and “directs’ the relaxation process in the “desired”
way by appropriately changing the transport coeffi-
cients.

Adopting the PCP, we rule out many conventional
concepts of the energy and particle transport. The
energy and particle fluxes can be nonlinear functions of
the gradients. Thetransport coefficients can be nonlocal
functions of the plasma parameters and can depend on
the distribution of the sources. Moreover, in the above
formulation, the PCP itself raises more questions than
it can answer, e.g.: What are the plasma parameters that
obey the PCP? What is the shape of the canonical pro-
files? And what are the mechanisms that govern the
relaxation rate?

It is often assumed that canonical profiles are deter-
mined by the extremum of a certain functional, such as
the plasma energy [2-5], or the rate of entropy genera-
tion [6—7]. Another assumption is that canonical pro-
files can be determined from the instability conditions
for different drift modes, such as the ion temperature
gradient (ITG) mode, the el ectron temperature gradient
(ETG) mode, and the trapped el ectron mode (TEM) [8—
10]. It is not quite clear, however, what type the func-
tiona or the drift mode should be. But even if the type
of the functional is chosen, there is no unique way to
find the shape of the canonical profile. As a rule, the
number of unknown functions involved is larger than
the number of Euler eguations, consequently, the
canonical profile can only be determined uniquely by
making additional assumptions.

The physical interpretation of the PCP also remains
fairly uncertain. It is impossible to single out only one
physical mechanism that governs the canonical profile
shape and relaxation rate. It can only be supposed that
the feedbacks between the instabilities occurring at dif-
ferent radii play an important role. Recently, J. Taylor
[11] originated the new ideathat the current filamenta-
tion, being a statistical process, can lead to the estab-
lishment of canonical profiles. The process of directed
relaxation controlled by stochastic fluctuations is usu-
ally called self-organization.

In this study, we develop the ideas of B.B. Kadomt-
sev [3, 12] and of other authors[4-5] that the canonical
profiles are determined by the minimum of the plasma
energy functional under the additional condition that
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the total current is conserved. This formulation of the
problem implies that there are two unknown functions:
one describing the poloidal magnetic field and one
describing the plasma pressure. The problem is closed
by the additional assumption that the canonical profiles
of the plasma current and plasma pressure coincide. In
this case, a unique solution to the problem of canonical
profiles can be constructed by imposing reasonable
boundary conditions.

A transport model based on canonical profiles was
developed in our earlier papers [13—19]. In this model,
canonical profilesare used to determinethecritical gra-
dients in the structure of the heat and particle fluxes
under the assumption that the canonical profiles of the
ion and electron temperatures are the same. If the tem-
perature gradient exceeds a certain critical value, then
the corresponding term in the expression for the heat
flux islarge. If the temperature gradient is less than its
critical value, then this term equals zero. The particle
flux is described in terms of the canonical pressure pro-
file. The problem so formulated is suitable for describ-
ing Ohmically heated discharges and L-mode dis-
charges.

In order to describe regimes of improved confine-
ment, we introduce the concept of the second critical
gradient. In Ohmic or L-mode discharges, the tempera-
ture gradient is usually larger than the first critical gra-
dient but is smaller than the second critical gradient. If
the temperature gradient in a certain region becomes
larger than the second critical gradient, then the plasma
in this region “forgets’ the canonical profile and the
corresponding term in the expressions for the heat and
particle fluxes vanishes. This indicates that a transport
barrier appears there. Within the remaining part of the
cross section of the column, the plasma continues to
remember the canonical profile and the structure of the
heat and particle fluxes there does not change.

Note that the forgetting effect is analogous to the
nonlinear Hooke's law of elasticity. When a solid body
is stretched, the elastic force is proportional to exten-
sion until the plastic limit is overcome. When this hap-
pens, the elastic force decreases and the solid body for-
getsitsorigina shape.

Since the transport model under consideration is
phenomenological in essence, it does not unambigu-
ously dictate the choice of the structure of the heat and
particle fluxes. This choice can bejustified a posteriori,
by comparing the calculated results with the experi-
mental data. However, there are a number of favorable
factorsthat reduce possible large errors due to the poor
choice of the structure of the fluxes. Thus, the final
results of calculations do not depend radically on the
shape of the canonical profile in the L-mode. The rea-
son is that, in the L-mode, the temperature profile dif-
fers markedly from the canonical one. In addition, the
transport model chosen for analysisis stiff because the
transport coefficient in front of the difference between
the temperature gradients and the critical gradient is
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large. Therefore, a twofold change in this transport
coefficient leads merely to a20-30% changein the glo-
bal plasma parameters (such as the energy confinement
time).

Our goal here is to construct the ssimplest possible
model, i.e., amodel that involves the minimum number
of empirical parameters. An additional requirement is
that, for a conventional L-mode discharge, the model
should be linear in the temperature and density gradi-
ents.

At this point, we should say a few words about the
use of other variational principles. In [6, 7], it was
assumed that, in the relaxed state, the magnetic entropy
Sistime-independent, dS/dt = 0. The condition for this
assumption to be consistent with the equilibrium Grad—
Shafranov equation leads to a second-order differential
equation that describes the toroidal current density and
contains two arbitrary functions. The solution to this
equation supplemented with Ohm’s law determines the
canonical profiles of the plasma current and electron
temperature. For a fixed magnetic configuration, the
pressure profile depends only on one parameter. In [6],
the peakedness of the experimental profiles of the elec-
tron temperature T, in the TCV tokamak was compared
to that calculated numerically for a steady-state Ohmic
regime. In [7], a comparison was made between the
measured and calculated T, profiles in an ECRH dis-
charge. Note that the condition that the magnetic
entropy be steady-state naturally leads to the PCP.

Tamano et al. [20] analyzed dischargesin which the
kinetic energy of toroidal plasma rotation is compared
to the plasma thermal energy. They assumed that, dur-
ing relaxation, the total energy of the plasma is con-
served and only the relationship between its thermal
and Kinetic energies changes. Another assumption was
that, in the relaxed state, the thermal energy of the
plasmais minimum, i.e., the kinetic energy of its rota-
tion is maximum. They constructed the Euler equation
for the maximum Kinetic energy under the condition
that the total angular momentum of toroidal rotation
and the number of particles are conserved. An analytic
two-parameter solution to this equation relates the pro-
files of the plasma density and rotation velocity. When
applied to the steady-state regimes with an internal
transport barrier (ITB) in the DIII-D and JT-60U toka-
maks, the formul as obtained in [20] produce reasonable
results. Note that, in [6, 7], as well as in [20], nho
attempts were made to construct a transport model and
to trace the evolution of the discharge parameters.

In the present paper, we review the main ideas about
the self-organization of tokamak plasmas. In Section 2,
we consider Kadomtsev's model of canonical profiles
for a plasma cylinder with a circular cross section. In
Section 3, we generalize the idea of canonical profiles
to atokamak plasma with an arbitrary cross section in
toroidal geometry. In particular, we derive a second-
order differential equation for the canonical profile of
the function p = 1/g. In Section 4, we construct trans-
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port models on the basis of the concept of critical gra-
dients defined in terms of the canonical profiles. We
analyze the structures of the heat and particle fluxesin
Ohmic discharges and in conventional L-mode dis-
charges. We al so present examples of plasma self-orga-
nization in experiments and illustrate them by the cal-
culations based on the set of transport equations
obtained. In Section 5, we examine regimes with
improved confinement and with transport barriers and
discuss in detail the L—-H transition, the conditions
under which thistransition occurs, and the approximate
formulas for the parameters of the transport barrier. At
the end of the section, we discuss some unresolved
problems concerning a description of the ITB forma
tion in terms of the canonical profile model. Finally, in
Section 6, we summarize the main results of applying
the idea of plasma self-organization to the description
of transport processes. In the Appendix, we analyze the
ranges of variations in the plasma parameters within
which the temperature profiles remain stiff.

2. CANONICAL PROFILES FOR A CIRCULAR
PLASMA CYLINDER

2.1. Euler Equation

Our main hypothesisisthat, under the action of dif-
ferent instabilities, the plasma parameters will slowly
and steadily relax to canonical profiles. Since the driv-
ing forcefor instabilitiesisthe plasmaenergy, the shape
of the canonical profilesis determined by the minimum
of the plasma energy functional under the condition
that the total current is conserved. If this condition is
not imposed, then the minimum of the energy func-
tiona will be zero.

The toroidal magnetic field in a tokamak stabilizes
large-scale MHD instabilities, which develop on char-
acteristic time scales much shorter than the relaxation
time. The plasmain turn has an insignificant impact on
the toroidal magnetic field. Consequently, the energy of
this field can be excluded from the energy reservoir of
the transport processes in the plasma. As a result, the
energy functional for a plasma column with a circular
Cross section assumes, in cylindrical geometry, the fol-
lowing form:

a

F = 2T[J'[B§/8T[+ p/(y—1) + Aj]rdr. (1)
0

Here, r and 0 are the radial and poloidal coordinates,
aisthe minor plasmaradius, By = By(r) is the poloidal
magnetic field, p = p(r) is the plasma pressure, | = j(r)
isthe current density, A isthe Lagrange multiplier, and
yisthe adiabatic index.

We assume that, in the vicinity of the minimum of
the functional F, the functions By/r, p, and j are mutu-
ally interdependent, so the function p = 1/g can be used
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as an independent variable. This assumption implies
that

P=p), j=jM), Be/r=(BJ/RW, 2
where B, is the toroidal magnetic field and R is the
major radius of the plasma column. For aplasmacylin-
der with acircular cross section, we have q = rB,/RBy.

For convenience in varying the functiona F, we
introduce the magnetic field potential Y = Y(r) through
the relationship By = (1/21R))dy/dr. We denote the
variation of Y by oy and assume that di(0) = 0 and
oy(a) = 0. We also set

op = (dp/du)dy, & = (dj/du)dp,
3p = (1/(2mByr))d/dr (3Y).

We can now vary the functional F and determine its
minimum by equating the variation to zero:

a

5F = ~2mR/Bo[5y(d®ldr)dr = 0, @)
0

3)

where
@ = BXr’u/(4mR%) + 1/(y — 1)dp/dp + Adj/dp. (5)
Formula (4) yields the Euler equation for the func-
tional F:
dd/dr = 0. (6)
We also take into account the fact that the functions |
and u arerelated by Maxwell’s equation
j = Bo/(HooR 1/rd/dr (r2p), (7

where L, is the vacuum magnetic permeability. As a
result, we have arrived at a set of two equations
(Egs. (6) and (7)) for the three functions , j, and p. As
the third equation, we will use the profile consistency
principle; in other words, we assume that the current
and pressure profiles are the same:

(W) Jo = p(W)/Pos  Jo = J(Ho)»
Po = P(Ho):, Mo = K(0).

Using Eg. (7) and relationships (8), we eliminate the
current density and pressure in Eq. (6) and obtain the
Euler equation for the function p

d/dr[(BoHoo/4TR) (r/p)d/dr (u* + A, dp/d(r?))]
=0, ©)

where W' = du/dr and A, is the renormalized Lagrange
multiplier. In what follows, the solutionsto Eq. (9) will
be called canonical profiles and will be denoted by .=

He(h).

®)

2.2. Boundary Conditions

Equation (9) is a third-order differential equation
and contains the parameter A,. Consequently, in order
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to single out the unique solution to this equation, we
need four boundary conditions. The symmetry condi-
tion at the magnetic axisr = 0 implies that p;(0) = 0.
The requirement for the total current to be conserved
gives (@) = Y, = 0.2IR/(a’B,). These conditions are
written in practical units: the current is in MA, the
lengthisin m, and the magnetic field isin T. In a paper
by Kadomtsev [3], the remaining two conditions were
chosento be U (0) = o~ 1 and p(r) — 0 asr —» oo,
This set of four boundary conditions can thus be writ-
ten as

M (0) =0,
He(0) = po 01,
) (10)
He(a) = Ha = 0.2IR/(a"By),

Hr) —= 0 as

r — oo,
Integrating Eq. (9) yields
(r/W)d/dr[p2 + A, dp/d(r2)] = C,. (11)

In order to determine the constant C,, we consider how
the solution to Eq. (11) behaves in the vicinity of the
magnetic axis r = 0. The first two of conditions (10)
lead usto the following representation of the solutionin
thisvicinity:

U= Ho(1 +0,r2 + o, + ..0). (12)

With solutions of type (12), the left-hand side of
Eq. (11) approacheszero asr — 0. ThisgivesC, = 0.
Hence, the Euler equation for p(r) hasthe form

d/dr[p? + A, du/d(r»)] = 0. (13)

For the solutions to Eq. (13), the first of boundary con-
ditions (10) is satisfied automatically. We are thus | eft
with the remaining three conditions, which play an
essential rolein further analysis:

HC(O) = “‘0 ~ 1’
H(@) = Mo = 0.2IR/(&°By),
H(r) —= 0 as

The solution to Eq. (13) that satisfies boundary condi-
tions (14) was obtained by Kadomtsev in[3]. Hereafter,
we will denote this solution by the superscript K:

Mo = Ho/(1 +rY/a)),

(14)

[ —— 00,

(15)
where
a, = a[Ma/(Ko— a1 %,
M= Hod = Haa (1— o)

Function (15) is usually called the Kadomtsev canoni-
cal profile. Using Maxwell’s equation (7) and relation-

(16)
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ships (8), one can easily find the Kadomtsev canonical
profiles of the current and pressure:

. . 2 2
is = Jo(Ms/t)’s pe = PolMello).  (17)

Using the obtained solution to Eq. (13) with boundary
conditions (14), we can now easily reformulate the last
of these boundary conditions by replacing it with a
boundary condition at the plasma surface. To do this, it
is convenient to introduce the surface impedance

X =1i,/2Ug, (18)

where the dimensionless current i is given by Eq. (7)
and has the form

i =1/rd/dr(r’p), i,=i(a). (19)

Using expressions (15) and (19), we can readily find the
impedance for the Kadomtsev canonical profile:

XK = Ua/Ho- (20)

Hence, in the Kadomtsev problem, we can use the fol-
lowing boundary conditions, which are equivalent to
conditions (14):

He(0) = Ho ~ 1,
H(@) = Mo = 0.2IR/(&°By),

Xe= XK = Ha/ty.

Boundary conditions (14), one of which isimposed
at infinity, can naturaly be called “soft,” since they
incompletely reflect the physical processes at the
plasma surface. Now, we consider a plasma exposed to
astrong external action that changes its boundary tem-
perature, density, and edge radiation loss. Such action
can be provided, e.g., by pulsed gas puffing, impurity
seeding, peripheral injection of hydrogen pellets, and
surface current drive. It is obvious that boundary condi-
tions (14) or (21) do not reflect such processes. On the
other hand, many experiments show that the plasma
responds rapidly over its entire cross section to the
peripheral action. It is apparent that the boundary con-
ditions for the canonical profiles should be somehow
related to the boundary conditions for the actual
plasma parameters. As an example of such arelation,
we can mention the “rigid” boundary conditions pro-
posed in [21]:

1)

H(a) = H(a),
He () = H'(a),

He (8) = W'(@).

Here, u(r) is the solution to the set of transport equa-
tions for the actual (rather than canonical) profiles of
the temperature, density, and poloidal magnetic field.
All boundary conditions (22), in contrast to conditions
(21), areimposed at the plasmasurface. Such aproblem
isusually called the Cauchy problem. Boundary condi-
tions (22) have the following physical meaning: it is
actually assumed that the canonical profiles pg(r) in a

(22)
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thin boundary layer satisfy both Maxwell’s equation (7)
and Ohm’slaw. Thisfollowsfrom the fact that the func-
tion p(r) satisfies the equation and the law over the
entire plasma cross section and from the fact that the
first and the second derivatives of p(r) and u(r) at the
plasma boundary are equal.

It is an easy matter to determine how the parame-
ter A, isrelated to the function i and its derivatives at
the plasma boundary. To do this, we consider Eqg. (13)
at the boundary. It islegitimate to do so because bound-
ary conditions (22) contain the second derivative of this
function. After simple manipulations, we obtain

Ay = 4P (1 - ap" @)/ (@) (23)

Like conditions (21), boundary conditions (22) can
be written in terms of the surface impedances:

”’C(a) = Ha
Xe=X,
Y.=Y.

Here, the impedance X is determined by formula (18)
and Y is the second-order surface impedance, which is
defined as

(24)

Y = il (25)

For the Kadomtsev problem, we have YX = p,/u,.

The third of boundary conditions (24) contains the
second derivative of thefunction pi(r), i.e., thethird spa-
tial derivative of the function Yi(r) at the boundary of
the plasma column. In transport models, however, the
function  is usually described by a second-order para-
bolic differential equation, so it isincorrect to solve for
the third derivative of thisfunction. The problem can be
made regular by using Ohm'’s law

j=oE (26)
(where o is the plasma conductivity) and the assump-

tion that the current diffusion in the edge plasma is
guasi-steadly,

dE/dr(r=a)=0 (27)

(where E isthetoroidal electric field). This assumption
isvalid for alow edge electron temperature and slow
variationsinthetotal current. By virtue of Egs. (26) and
(27), we have

JalJa = 1ali3= 040y,

which leads to the following approximate expression
for the second-order impedance:

Y = 0o/ (41,) = (04/00) (1a/415). (28)

Thisexpression does not contain third-order derivatives
and can be used in boundary conditions (24).

The question naturally arises about the ranges of
applicability of soft boundary conditions (21) and rigid
boundary conditions (24). A comparison with the
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experimental data [21] shows that the applicability

ranges are distinguished by the inequality

Y < YK =t /H,. (29)

Using approximate expression (28), we can rewrite this
inequality as

(02/0,) (12/415) < HalHo- (30)

Hence, the rigid boundary conditions should be used

when the electron temperature gradient in the edge

plasmais sufficiently small, o,/c, 03/2(T,/T,).

3. CANONICAL PROFILES FOR A TOROIDAL
PLASMA WITH AN ARBITRARY
CROSS SECTION

3.1. Euler Equation

We assume that the equilibrium problem (i.e., the
Grad-Shafranov equation for the poloidal magnetic
flux function ) with prescribed boundary conditions
has been solved for given distributions of the currents
and pressure in atoroidal plasma column with an arbi-
trary cross section. The solution Y = const to this prob-
lem determines the magnetic surfaces.

We denote by r, z, and ¢ polar coordinates whose
axis coincides with the symmetry axis of the torus. We
also introduce the natural coordinates p, 8, and { such
that p isthe coordinate of the magnetic surfacein terms
of the toroidal magnetic field flux @,

MpB, = ®, & = J'BdS, 31)
S

with B, being the vacuum toroidal magnetic field at the
center of the chamber, 0 is the poloidal angle, and { =
r¢. The plasma surface is determined by the equation
P = Pmax = &y Where a, isthe effective plasmaradius.
For a low pressure and large aspect ratio A = R/a, we

havea,; = +/ka, whereaistheminor plasmaradiusand
k= b/aistheéllipticity (elongation) of the plasmacross
section (the ratio between its major and minor semi-
axes). We denote by the angle brackets Ll..Cthe opera-
tion of averaging over a magnetic surface,

2n

00 = 2n/V'I[gfde, (32)
0

where V' isthe plasmavolume and g is the determinant
of the metric tensor in the polar coordinates,
D(r, 2)
Jg ==z (33)
97 "D(p,9)
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We assume that, as in the case of acircular plasma cyl-
inder, the canonical profiles are determined by the min-
imum of the free energy functional,

F = I(B§/8n+ p/(y—l))dV+)\J‘j¢dS, (34)
\Y S

where the last term refl ects the conservation of the tota
plasma current |, = Isj¢d8.

In order to reduce the problem of minimizing func-
tiona (34) to a one-dimensional one, we utilize profile
consistency conditions (8), where

H = OY/od = 1/(21B,p)oY/dp. (35)

The equation 1 = const determines the magnetic sur-
faces. Conditions (8) should be satisfied for the whole
class of functionsin which functional (34) isto be min-
imized, but they are of course not necessary for the
actual current and pressure profiles.

Functional (34) can now be represented as a sum of
one-dimensional integrals,

F=Fg+F,+F. (36)
Here, [22]
Fg = J’Bé/zandv
\%
Prmax (37)
= 1/(8T®TI’R’) J‘ V' (dW/dp)>Gdp,
0
pmax
Fo = [ V'PIy—1)dp, (38)
0
Prmax
Fi=An I V'jydp, (39)
0
where A, isthe renormalized Lagrange multiplier,
21
(40)

V'(p) = dV/dp = 2T[I Jgds,
0

By = (|[P| /210)0/ap, j, isthe averaged current density,
V' and
G=RUp ] G,=GV' (41)

are the metric coefficients, and G is a dimensionless
coefficient. From Maxwell’s equation we obtain

Jo = (Bo/(HooV'R)0/0p(V'GpR). (42)

For acircular plasma cylinder, we have V — 2T2Rp?,
V' — 412Rp, G —~ 1, and G, — 4TERp.

DNESTROVSKIJ et al.

We vary the functional F with respect to the poten-
tial g, treating the latter as an independent variable. As
aresult, we obtain

Prmax

OF = — J’ 3Yalap{ V'/p(BZp’/(4TIR)GH @)
0

+0p/op/(y —1) +Ay;0j,/0u)} dp = 0.

This yields the following Euler equation for func-
tional (34):

0/0p{ V'/(p')[p"GOW"/0p )

+(A1/2)0/0p((1/V")0/0p(GpH)) 1} = 0.
In deriving this equation, we used Eq. (42), introduced
the notation Y' = du/dp, and again renormalized the
Lagrange multiplier. Asin the case of acircular plasma
cylinder, Euler equation (44) is a third-order differen-
tial equation containing the parameter A,. Integrating
Eqg. (44) yields a second-order equation with an arbi-
trary constant C:

pZGauzlap (45)

+(A/2)0/0p((1/V")0/0p(G,pl)) = Cpl'/V'.
Equation (45) was first derived in [18]. It corresponds
to Eg. (11) for a circular plasma cylinder. Conse-
guently, the constant C can be found in essentialy the
same manner, by using expansion (12) for the solution
near the magnetic axis p = 0 and by comparing the
termsin Eq. (45). It is also necessary to use the expan-
sions of the metric coefficients V' and G:

V' = V'(0)p(L+0O(p%)),

, (46)
G(p) = 1+G'(0)p +1/2G"(0)p".
Substituting expansions (12) and (46) into Eq. (45) and
equating the coefficients of the same powers of p, we
obtain

3G(0)=0 (PY, (47)

(p")- (48)

For acircular plasma cylinder, we have G = const = 1,
which gives G'(0) = 0 and G"(0) = 0. Numerical calcu-
lations show that these equalities remain also valid for
atoroidal plasmacolumn. Asaresult, Eq. (47) issatis-
fied automatically and Eq. (48) is homogeneousin a,.
The value of the constant C should be chosen so as to
satisfy the condition a, # 0. This requires that the fol-
lowing equality be met:

C=4(\,/2)G(0)V"(0).

(A1/2)(8a,G(0) + G"(0)) = 2a,C/V"(0)

(49)

PLASMA PHYSICS REPORTS Vol. 31  No. 7 2005



SELF-ORGANIZATION OF PLASMA IN TOKAMAKS

We substitute this equality into Eq. (45) and take
into account expansions (46) to arrive at the final equa
tion for the canonical profile[18]:

L[l =p°Gon’/op
+(A,/2)0/0p((1/V")al0p(V'Gpp))
-4\, /2)V"(0)pu'/V' = 0.
For acircular plasma cylinder, Eq. (50) takes the form
p?op*1ap + (A ,/2) (= dp/dp + pd°p/ap?) = 0, (51)
which is equivalent to Eq. (13).

(50)

3.2. Boundary Conditions

Let us consider whether Kadomtsev boundary con-
ditions (14) can be applied to atoroidal plasmawith an
arbitrary cross section. In this case, the plasma region
with closed magnetic surfaces is bounded by a separa-
trix, so the radial coordinate p cannot be defined on a
semi-infiniteinterval. Thisiswhy the third of boundary
conditions (14) should be reformulated to refer to the
plasma surface. Asin the case of acircular plasma cyl-
inder, this can be conveniently done by introducing the
first-order surface impedance for atoroidal plasma col-
umn:

X = ig/(2Ggly), (52)
wherei = i(p) isthe dimensionless current,
i = (1/V)0/0p(V'Gpp), (53)

and the subscript S stands for the values of the quanti-
ties at the plasma surface.

We assume that the boundary conditions for atoroi-
dal plasma column with an arbitrary cross section have
the same form as boundary conditions (21), which sin-
gle out the special Kadomtsev solutions for a circular
cylindrical plasma:

l’lC(O) = l’lo ~ 17
p'c(pmax) =Hs
Xc = Us/llo’

where s is the value of the function p at the plasma
surface S that was obtained from the solution to the
equilibrium problem.

In order to determine the Lagrange multiplier A, we
rewrite Eg. (50) in terms of dimensionless current (53),

p°GAP’Iap + (A/2)i' — 4(A/2)V"(0)p'/V' = 0. (55)

Taking thelimit p — p,.. iN EQ. (55), we arrive at the
following expression relating the parameter A, to the
boundary values of thefunctions it and i and their deriv-
atives:

(54)

G
A=M(Prakd) = £y (56)
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Fig. 1. Canonical profile u(p) for atoroidal plasmawith the
aspect ratio A = 1.5 for qg = 7, the elongation and triangu-
larity being k = 1.6 and & = 0.3, respectively. The dashed

curve shows the Kadomtsev canonical profile u'é P).

where
Y = ig/(4&Hs)

is the second-order impedance and & = p,,,,V"(0)/Vs,

&=1.

Let us say a few words about the numerical ago-
rithm for solving the problem given by Egs. (50) and
(54). With soft boundary conditions (54), theright-hand
side of relationship (56) is undefined because the quan-
tity Y is unknown. Accordingly, the quantity A is
unknown too. Boundary conditions (54), however,
determine the values s and (0u./0p)s. Consequently,
the boundary-value problem for Eq. (50) can be solved
by applying ashooting method that assumesintegration
from the plasma surface to the plasma center and by
adjusting the parameter A, so asto fit thefirst of bound-
ary conditions (54). Figure 1 shows the canonical pro-
file p(p) calculated for a small-aspect-ratio tokamak

(A= 1.5) and the Kadomtsev canonical profile u('f P)
calculated for gg= 7. We can see that the canonical pro-
file u(p) ismarkedly wider than the Kadomtsev profile

(57)

ug (p). Asthe aspect ratio increases, the canonical pro-

file becomes narrower and approaches the Kadomtsev
profile, which isindependent of A.

With rigid boundary conditions (24), namely,
He(Pmax) = Hs
XdPma) = X
Ye(Prmay) = Ys

(58)
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Fig. 2. Profiles of the critical temperature gradient Q. =
—(R/Ty)dT./dp (solid curve) and the Kadomtsev critical gra-

dient QTKC = —(R/TCK )de /dp (dashed curve) for a toka
mak plasma with the same parametersasin Fig. 1.

the quantity Y is known and the parameter A, is deter-
mined from formula (56). In this case, Eqg. (50) is
defined and thus can be readily solved by direct numer-
ical integration, because the functions p.sand (OU./0p)s
are given in boundary conditions (58).

3.3. Difficultiesin Numerical Solution
of the Above Problems

If the plasma surface S coincides with the separatrix,
then the value of q at this surface is formally equal to
infinity and the value pg vanishes there, so a question
arises about the physical meaning of boundary condi-
tions (54) and (58) and, accordingly, about the neces-
sity of their regularization. Note, however, that expres-
sions(42) and (53) for the current density and definition
(52) of theimpedance contain not the function 1 but the
product G, which isregular and does not vanish at the
separatrix. Consequently, the second of boundary con-
ditions (54) and the first of boundary conditions (58)
should be regularized by equating to its boundary value
the product Gp rather than the function L. In practice,
however, the required regularization is performed in
solving the equilibrium equation. If the Grad—Shafra-
nov equation is solved in finite differences, then the
separatrix containing corner points is approximated by
a smooth closed curve at which the value of g is
bounded. In the ASTRA code, the Grad-Shafranov
equation is solved by the method of moments, in which
the plasma boundary, too, is approximated by a smooth
curve. Thisnumerical regularization turns out to be suf-
ficient for boundary conditions (54) and (58) to be used
without any corrections.
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Real difficulties associated with Eq. (50) arisein the
vicinity of the magnetic axis p = 0. The reason is that
the functions V'(p) and G(p), as well as their deriva-
tives, are calculated by solving the two-dimensional
equilibrium equation and thereby inevitably contain
errors. We determined the constant C in Eq. (45) by
using the condition G"(0) = 0. In differentiating the
function G(p) numerically, however, this condition can
be violated. As a result, in numerical integration of
Eq. (50) from the surface of the plasmato its center, the
boundary symmetry condition at the magnetic axis,
H:(0) = 0, may fail to hold.

In order to overcomethisdifficulty, it isnecessary to
return from Eg. (50) to Eg. (45), which contains two
parameters, A, and C, and to supplement boundary con-
ditions (54) with the condition i (0) = 0. The problem
in question can then be solved by employing a shooting
method that assumes integration from the plasma sur-
faceinward and by adjusting thesetwo parameters so as
to satisfy two boundary conditions at the magnetic axis,
H(0) = Yy and p (0) = 0. In thisway, formula (49) can
be used asan initial approximation. Of course, errorsin
calculating the function G"(p) aso will show up in the
solution obtained by using a two-parameter algorithm.
For instance, the function i (p) can fasely change
sign in the vicinity of the magnetic axis p = 0. In this
case, the function p(p) hasto be smoothed to a greater
extent by additional numerical procedures.

3.4. Temperature and Density Canonical Profiles
and Critical Gradients
Knowing the canonical profile pu(p), we can con-
struct the canonical profile of the temperature T«(p) in
the following way: In a relaxed quasi-steady state, the

profiles of the current and electron temperature are
closeto their canonical profiles,

jo(P) =jcP),  Te(P) = Te(p). (59)

On the other hand, the profiles j,(p) and T(p) are
related by Ohm's law,

@~ T (). (60)

By virtue of the consistency of profiles(8), aswell as of
profiles (59) and (60), we have

312 312

pc(p) = nc(p)Tc(p) ~ Jc(p) ~ Te Tc s
which yields the relationships

(61)

T.0i%, nO T 2 (62)

We introduce the dimensionless critical gradients of the
temperature, density, and pressure through the formulas

Q. = —RT;/ITC, an‘ = —Rn./n,, 63)
Q.. = -Rp/p, (f'=0f/ap),
PLASMA PHYSICS REPORTS Vol.31 No.7 2005
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and, by virtue of relationships (62), obtain
Qr.=2/3Q;, Q=1/3Q;, Q,=9Q,
where

(64)

Q; = Rjdje (65)

Figure 2 shows the profile of the critical temperature
gradient Q. for a small-aspect-ratio tokamak (A = 1.5)
and also the Kadomtsev canonical profile of the critical

temperature gradient QTKC for gs= 7, which can be cal-

culated from solution (15)—17). We can see that, in the
gradient zone 0.2 < p/pmx < 0.8, these two profiles
deviate substantially from one another. Figure 3 shows
the profiles of the critical temperature gradient calcu-
lated for three different values of the aspect ratio, A =
15,3, and 5, and fork=1.6,5=0.3,and qs=7. It is
seen that, in the gradient zone, the critical gradients
computed for A = 1.5 and 5 differ by afactor of 8-10.
Figure 4 presents the values of the critical temperature
gradient Q. a mid-radius, p/p,,.x = 0.5, calculated for
many shots on seven different tokamaks. The parame-
ters of the shots were chosen from the ITER database
[23]. As an independent argument, we use the value of

Qﬁc at mid-radius divided by the vertical elongation k

of the plasma; the argument so defined is equa to
Ag/(k(q + 4)). We can see that the values of the critical
temperature gradient at mid-radius vary over a wide
range, 1 < Q. < 12. In subseguent sections, the critical
gradients are used in the expressions for the heat and
particle fluxes in the transport equations.

4. SET OF TRANSPORT EQUATIONS
4.1. Transport Equations

To simplify the analysis, we assume that the vac-
uum toroidal magnetic field does not change with time.
Under this assumption, the set of transport equations
for the plasmadensity n, the electron and ion tempera-
tures T, and T;, and the potential Y of the poloidal mag-
netic field in the above natural coordinates has the
form [22]

onjot + divy (G, = S, (66)
3/20(NTY/0t + div,(G,T) = Py, (67)
0,0W/0t = 1/(1oBop)0/0p(V'GAY/0p). (68)

Here, I isthe particleflux, ', (k= g, i) arethe electron
and ion heat fluxes, S, isthe particle sourceterm, P, are
the heat source terms and the ion—electron energy
exchange terms,

divy(.) = (1/V)9/0p(V'(.) (69)
isthe radial component of the operator of divergence,

0) is the longitudinal plasma conductivity, and G, =

[P )>Listhe metric coefficient. The metric coefficients
V' and G were defined above by formulas (40) and (41).
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Fig. 3. Profiles of the critical temperature gradient for three
different values of the aspect ratio, A=1.5, 3, and 5, and for
k=1.6,0=0.3,andqg=7.
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Fig. 4. Critica temperature gradient at mid-radius, p =
Pmax/2, calculated for aset of shots on seven different toka-
maks. The straight line is the approximating linear function
that is determined by the Kadomtsev canonical profile and
is divided by the elongation k of the plasma cross section.

Equations (66) and (67) describe the conservation of
the number of particles and heat conservation, respec-
tively. Equation (68) represents Ohm’s law. In order to
close the set of equations (66)—68), it is hecessary to
determine the relationships between the fluxes and the
unknown functions n, T,, and (.

4.2. Heat and Particle Fluxesin Ohmic
and L-mode Discharges

The structures of the heat and particle fluxes were
chosen based on the following experimental facts:
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(i) In Ohmic and L-mode discharges, the profiles of
the electron and ion temperatures T, and T;, as well as
the profiles of the plasma pressure p = n(T, + T;), are
conserved when the plasma is exposed to external
actions. The profile of the plasmadensity nismore sen-
sitive to the experimental conditions.

(i) In asteady state, the profiles of the temperatures
and pressure are close to their canonical profiles.

(iii) The heat pinch, if it ever exists, is very small.

Hence, the structure of the fluxes should be such that
the dominant terms in the expressions for the fluxes
lead to the relaxation of the electron and ion tempera
tures and plasma pressure to canonical profiles. This
can be conveniently achieved by using critical gradients
(63). If the relative temperature and pressure gradients
are larger than the critical gradients, then the fluxes
should increase considerably; in this case, the profiles
will be closeto the canonical ones. If the relative gradi-
ents are smaller than the critical gradients, then the flux
associated with the canonical profiles should vanish by
virtue of the smallness of the heat pinch. Supplement-
ing these conditions with the requirement for the fluxes
to depend linearly on the temperature and density gra-
dients, we can almost unambiguously determine the
structure of the heat fluxes. As aresult, the electron and
ion heat fluxes (which will be denoted by the subscripts
eand i, respectively) have the form

_re,i = _Ke,i(Te,i/R)(QTe, Ti _QTC) (70)
x H(QTe, Ti _QTC) + KOe, OiaTe,i/ap _3/2Te,irnv

where H(X) is the Heaviside step function, defined as
H(x) = 1 for x>0 and H(x) = 0 for x<O.

An unambiguous expression for the particle flux is
still lacking. The steady states, as well astransient pro-
cesses occurring during pulsed gas puffing or during
the injection of hydrogen pellets, can be described by
using the following simple expression for the particle
flux:

I, =—=I,,+Dydn/op—nV ,

(71a)
rnn = _Dnn/R(Qn - an)!

where Q,, = —R(dn/dp)/n and nv,, is the Ware pinch.
However, in order to describe the transient processes
that occur during plasma heating, it is necessary to uti-
lize an additional “off-diagonal” term. The form of this
term can be chosen with allowance for the conservation
of the pressure profile,

Ty = ~DVRQ, — Qp0), (71b)

SO we can write

— ==y + M) + DedN/0p. (71c)
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Here,
Qre1i = —R(0T¢i/0p)/Te i,
Q, = -R(p/OP)/p, Q, = Q,+Q,
Qr = -R(O(Te+T)/0p)/(Te+ Ti)),

and Qr,, Q. and Q,,; arethe critical gradients given by
formulas (63). Expressions (71a)—(71c) for the particle
flux do not contain the Heaviside function. This indi-
cates that, under the condition Q, < Q.. or Q, < Q. a
particle pinch appears. The second term in expres-
sion (70) accounts for the *“background” heat flux. It
contains both neoclassical fluxes and possibl e turbulent
fluxes, which are independent of the canonical profiles.
Thethird term in expression (70) accounts for the con-
vective heat flux driven by the particle flux. Expres-
sions (71a)—71c) for the particle flux have a similar
structure.

Note that Egs. (66)—(68) and expressions (70) and
(71) for the fluxes have a paradoxical property. In the
previous sections, the canonical profiles to which the
plasma relaxes were obtained for the parameters of the
poloidal magnetic field |, and j.. At the same time,
transport equation (68) for Y does not contain canonical
profiles and the conductivity ) isnorma (i.e., classical
or neoclassical). In contrast, expressions (70) and (71)
for the heat and particlefluxes arelargely dominated by
the terms with the turbulent fluxes, i.e., those contain-
ing the critical gradients Q. and Q.. Consequently,
during the evolution of the temperatures and density,
the functions p and j relax to their canonical profiles i
and j. through the influence of the normal conductivity,
which depends on the electron temperature.

(72)

4.3. Transport Coefficients

The heat transport coefficients, K, ; and Ko i, and
particle transport coefficients, D,, , and D, determine
the relaxation rate; they have to be found from a com-
parison of calculations with experiment. The ratio
Ke i/Koe oi 1S usualy large and lies in the range
Ke i/Koe oi = 6-15. This indicates that the set of equa-
tions (66)—(68) is stiff because the parameter in front of
the difference Q1 — Q. islarge. The diffusion coef-
ficients D,, , are usualy several times lower than the
coefficients K, ;, and little is yet known about the coef-
ficient D,,.

We will describe the coefficientsk by the expression
adopted in [16, 19]:

3/4

Kei = ae,i/M(]'/A) Q(pmaxlz)qcyl(pmax)
X T2 (Ol 4) N/ B(3/R) ™.

Here, it is assumed that the coefficients K, ; are inde-
pendent of p. Expression (73) iswrittenin thefollowing
practical units: Ke; arein 10" m*s?, a,= 3.5, a; =5,

(73)
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M is the relative mass of an ion, the temperatures T ;
are in keV, the chord-averaged plasma density n isin
10" m3, the magnetic field B isin T, and the major
plasma radius R is in m. For moderate-aspect-ratio
tokamaks, we have A = R/a = 3-5 and K, ; ~ 5-15. For
devices with a small aspect ratio A and weak magnetic
field B (spherical tokamaks), we have K ; ~ 20-30.

The coefficients K, can be estimated from the
expression

Koeoi = CoTa:(P)N/(BR™), (74)

where C, = 2-3. Finaly, the approximate values of the
coefficients D,, , can be deduced from the estimate

Dy = (0.1-0.2)Ke; Dyp=(0.05-0.DKe;,  (75)

where the coefficients K, ; are given by formula (73).
Notethat formulas (73)—(75) satisfy theinvariance con-
ditions for a quasineutral plasma[24].

For discharges with on-axis heating, the dominant
termin expression (70) for the heat flux isthefirst term,
which contains the product K ; (Qqe 11 — Qo). It isthis
term that is responsible for the conservation (stiffness)
of the temperature profile under changes of the total
deposited power, plasmadensity, and boundary temper-
ature. When the power is mainly deposited in the edge
plasma (and, accordingly, the deposited power profileis
hollow), the temperature profile may lose its stiffness
because of the presence of the Heaviside functionin the
expression for the heat flux. In the Appendix, this point
will be considered in more detail.

4.4. Sructure of the Complete Transport Model

The structure of a complete model for describing
transport processesin atokamak isillustrated in Fig. 5.
The model consists of three parts. The first part is rep-
resented by the set of transport equations for the elec-
tron and ion temperatures T, and T;, plasma density n,
function 4, and current density j. If the values of these
parameters and the shape of the plasmacolumn at acer-
tain time are prescribed, then the geometry of the mag-
netic surfaces and the values of the coordinate p and of
the required metric coefficients V', G, and G, are deter-
mined by solving the Grad—Shafranov equation in the
second part of the model. Finally, inthethird part of the
model, the functions p. and j. and the critical gradients
are found by solving Egs. (45) or (50) for the canonical
profiles. The evolution of the plasma parametersis cal-
culated by repeating this procedure as many times as
necessary.

We stress that, in this model, the canonica profiles
(i.e., the final profiles to which the plasma tends to
relax) change during relaxation. The relaxation rate,
however, is much faster than the rate of change of the
canonical profiles; consequently, the actua profiles of
the plasma parameters sooner or later will approach
their canonical profiles. Because of the presence of
2005
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Fig. 6. Experimental and calculated profiles of the (a) elec-
tron and (b) ion temperatures for DIII-D shot no. 71 384
with ahigh density (0 = 9.6 x 101° m™3), ahigh NBI power
(Png = 14 MW), amoderate boundary value of g (gg = 3),
and alow triangularity (8 = 0.16). Also shown are the cal cu-

lated profiles of the power deposited in the electrons ( PEB)

and theions ( PiNB).

energy and particle sources, and because of the differ-
encein the boundary conditions, the actual profileswill
not exactly coincide with the canonical profiles.
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Fig. 7. Thesameasin Fig. 6, but for DI11-D shot no. 78 283
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Fig. 8. Profiles of the effective thermal diffusivity of the
electrons and ions, Xe and ¥;, for the shots illustrated in

Figs.6and 7.
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4.5. Examples

The next four figures exemplify the results obtained
by numerically solving Egs. (67) and (68) with heat
fluxes (70). In order to simplify the problem, we did not
integrate Eqg. (66) for the plasma density but instead
used experimental density profiles. The calculated
results were compared to the ITER database [25]. Fig-
ures 6a and 6b show the measured and calculated pro-

files of the electron and ion temperatures, T, ; and To;

for DIII-D shot no. 71384. The characteristic features
of this shot are a high chord-averaged plasma density,
n = 9.6; ahigh power of neutral beam injection (NBI),
Png ~ 14 MW, and a moderate boundary value of the
parameter q, gs = 3.7, the elongation and triangularity
also being moderate (k= 1.6 and & = 0.16). The profiles
of the power deposited in the electrons and ionsthat are
shown in Figs. 6aand 6b were also taken fromthe ITER
database. Since the plasma density is high, the neutral
beam does not penetrate deep into the plasma, so the
profile of the power deposited in the electronsis peaked
at the plasma edge.

Figures 7a and 7b show the same profiles but for
DIl1-D shot no. 78 283. In this shot, the plasma density

and NBI power are both low, 1 = 1.2 and Py ~
0.46 MW, whilethe gs value and triangularity arelarge,
gs~ 12 and &~ 0.6. From Figs. 6 and 7, we can see that,
although the parameters of the two shots are very dif-
ferent, the model reliably describes the experiment. It
should be emphasized that the model does not contain
any adjustable parameters. In order to make better esti-
mates of the reliability of the simulation results, it is
also necessary to take into account the following fac-
tors:

(i) The experimental errors in measuring the elec-
tron and ion temperatures are difficult to estimate from
the ITER database because it typically contains
smoothed data and does not provide direct information
about the measurement errors.

(i) In the ITER database, the profiles of the NBI
power deposited in the plasma were obtained from
complicated computations carried out by the investiga-
tors of the discharges with alowance for the geometry
of neutral beams, the tokamak geometry, a large num-
ber of beamsin tokamaks (e.g., more than ten beamsin
the JT-60U device), multispecies composition of the
beams, losses of hot ions that follow “bad” trgjectories
and their losses due to the secondary charge exchange
with cold neutrals, etc. Since the error in such involved
calculations of the deposited power is difficult to esti-
mate, it is not, as arule, included in the database. In
addition, it isimpossible to check the calculated results
because the required information is lacking.

It has become common practice to quantitatively
characterize heat transport in terms of the so-called

PLASMA PHYSICS REPORTS Vol. 31  No. 7 2005



SELF-ORGANIZATION OF PLASMA IN TOKAMAKS

effective thermal diffusivity,

Xei = —T¢./(ndT,/0p). (76)

Figure 8 shows the profiles of xg fl for both of the shots

in question. We can see that, for both shots, x°f ~ 0.4—
0.6 m?/s in the central plasma region (p/Pm., < 0.3). In
the gradient zone (0.3 < p/p,.x < 0.8), the effective ther-
mal conductivity X" increases monotonically toward
the plasma edge, where it reaches values of x°ff ~ 4—
8 m?/s at alow plasma density and values of x°ff ~ 2—
4 m?/s at a high density. In other tokamaks, the thermal
conductivity x°" in the L-mode discharges is observed
to exhibit similar behavior.

Up to this point, we have compared calculation and
experiment only for one tokamak. A comparison made
for many devices with different plasma geometries is
illustrated in Fig. 9, which presentsthe measured and cdl -
culated values of the relative electron temperature gradi-

ent, Q7e =—(R/T")0Te " /op and Qre=—~(RT)AT./p,
at mid-radius, p = p,,./2. For one of the ASDEX-U

shots, atypical experimental error is shown [26]. This
error is seen to be fairly large because, in calculating

Q7F, we had to differentiate the experimental data.

Nevertheless, Fig. 9 shows that the calculated tempera:
ture gradients, too, satisfactorily agree with the mea-
sured ones.

5. SET OF TRANSPORT EQUATIONS
FOR IMPROVED CONFINEMENT REGIMES

5.1. Regimes of Improved Confinement

By improved confinement regimes we will mean
those during which transport barriers form. A regime
with atransport barrier in the edge plasma—a so-called
edge transport barrier (ETB)—is usually referred to as
the H-mode. During the L—H transition, transport coef-
ficients inside the barrier decrease by a factor of 5-10
and, outside the barrier, they decrease by a factor of
1.5-2. A transport barrier can form in the plasma inte-
rior (ITB formation). A special name for the regime
with an ITB is still lacking. Inside the ITB, transport
coefficients usually decrease severalfold.

In order to describe regimes of improved confine-
ment in the canonical profile model, we introduce the
concept of the second critical gradient. Experiments
show that this gradient exists for the plasma pressure
profile. If the pressure gradient in a certain plasma
region is larger than the second critical gradient, then
the plasma in this region undergoes a bifurcation to a
new state, which is accompanied by the formation of
transport barriers. In this case, the plasma behaves as if
it has forgotten the canonical profile within the barrier.

During the discharge evolution, a barrier forms not
immediately after the required power is switched on but
with a certain time delay, when the pressure gradient
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Fig. 9. Comparison between the experimental and calcu-
lated values of the relative electron temperature gradient at
midradius for a set of shots on seven different tokamaks.
The vertical bar showsthe measurement error for one of the
shots.

has become |larger than the second critical gradient. The
time delay depends on the extent to which the deposited
power exceeds a certain threshold power. If this extent
issmall, the barrier can build up after a significant time
delay.

In the H-mode, ETBs form simultaneously for the
electron and ion temperatures and plasma density, pre-
sumably because of a strong coupling between theions
and electrons when the latter have a low temperature.
Asfor ITBs, they develop differently in different toka-
maks. For instance, inthe TFTR tokamak, the existence
of an ITB was confirmed only for the ion temperature
and plasma density (ilITB and nITB, respectively),
whereas the electron ITB (el TB) was not revealed. In
other tokamaks, an ITB for the electron temperature
also formed. When the heating power is sufficiently
high, ITBs can build up for al three main transport
parameters. the electron and ion temperatures and
plasma density. It was established that the il TB, el TB,
and nlTB occur in the same place, which, however, can
vary with time. In some cases, two ITBs for the ion
temperature were observed. It was aso found that an
internal and an edge transport barrier may exist simul-
taneoudly. In this case, it is common to speak of the
H-mode with an ITB.

5.2. Heat and Particle Fluxesin Improved Confinement
Regimes

The fact that barriers can exist separately for the
electron and ion heat transport channels necessitates a
proper reformulation of the transport model. We
assume that the second critical gradients exist sepa-
rately for the electron and ion pressures, p, = nT, and
p; = nT,. We also assume that the canonical profiles of
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Fig. 10. Dependence of the heat fluxes I'pe, My, and I =
I"pc + g On the deviation z; of the temperature profile from
the critical one. Therangel” > I, corresponds to the L—
H transition, and therange I" < I ,;;, corresponds to the H—
L back transition.

the partial electron and ion pressures, pg. and p;., Coin-
cide with canonical profile (61) of the total pressure p..

We introduce the deviations of the partial pressure
profiles from the canonical profiles through the rela
tionship

Zy = (Prax/ (AP Q= Qo) (k=8 1),
where

(77)

Qo =—Rpy /Py (78)

and the critical gradient Q,; isdefined in formulas (63).
In relationship (77), we use the normalizing factor
Pmax/P IN order for the deviations z, not to vanish at the
magnetic axis p = 0. We suppose that atransport barrier
forms in a certain plasma region where deviation (77)
exceeds the second critical gradient z,,

|Zok| > Zok. (79)
Here, 7, = Z,(p) are positive functions that should be
determined by comparing the calculated results to the
experimental data. The functions z,(p) may be related
to the profile of the function g(p), but this relationship
has not yet been established. Below, we will say afew
words about this point.

Let usintroduce the “forgetting” factor,

(80)

We note that F, = 1 inside the region in which the
plasma forgets the canonical pressure profile (below,
such aregion will be referred to as the forgetting zone,
for brevity) and F, < 1 outside this region. Inside the
forgetting zone, the first terms in expressions (70),
(71a), and (71c) for the fluxes should be small. This

Fr= CXP(—Z;z)k/ZZSk )-
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indicates that the electron and ion heat fluxes and the
particle flux can now be written as

_re,i = _Ke, i(Te, i/R)(QTe, Ti — QTc)
X H(Qve i — Qre)Fe i + Koe 0i0Te i/0P
+ 3/2Te’i|_n,
T h=-Tm+ rnp)FeFi + Dy0n/0p — NV e (82)

Here, in accordance with experiment, we assume that
the transport barrier for the density appears together
with barriers for the electron and/or ion heat transport.

Let us consider how expression (81) for the heat
fluxes depends on the temperature gradients. For sim-
plicity, we omit the subscripts e and i, as well as the
convective term, and denote the first and second terms
in expression (81) by I (with the subscript PC being
an abbreviation of “profile consistency”) and I,

Moc = K(T/R)(Qr = Qro)H(Qr — Qro)F, (83)

We also assume that the density profile coincides with
its canonical profile. As aresult, we obtain

Zp = ZT = (pmax/p)(QT - QTC)/A’ (85)
and arrive at the following expression for the heat flux:

M =Tpec*To = K(T/R)(P/Pra)Zr

(81)

T (86)
x eXp(=zr/2Z5)H(zr) + Ko(Cyzr + Cy),

where the functions C, = pT/(p,,.xR) and C, = T T /T,
are independent of the temperature gradient. As an
example, Fig. 10 shows the dependence of the fluxesT,
Iec, and I, on the deviation z; at the plasma boundary
P = Ppax- Ve can see that the flux I depends on z; non-
monotonically: it has a maximum near the point z; = z,
and aminimum in the range z; > Z,. Within the interval
between the maximum and minimum, the derivative
dr/dz; is negative, so the corresponding quasi-steady
solution to heat conduction equation (67) isunstable. In
the initial stage, when the total deposited power islow
(zr < Z), the flux T is less than I'(z) = I, and the
plasma evolves aong the left branch, corresponding to
the L-mode. If the total deposited power P, increases,
then, at a certain time at which it becomes equal to the
threshold power (P, = Py,,), the flux I' reaches its max-
imumvaluel .. Atthistime, the solution makes adis-
continuous transition from the left to the right branch
(Fig. 10), the deviation z; increases in ajumplike man-
ner from z, to avalue z; > z,, and the temperature gra-
dient in the vicinity of the magnetic surface p,.x
increases sharply. Thiscorrespondsto atransitionto the
H-mode and to the formation of atemperature pedestal
at the plasma edge. We aso see that, in the model
adopted, the plasma exhibits a hysteresis effect with
respect to H-L and L—H transitions. As the deposited
PLASMA PHYSICS REPORTS  Vol. 31
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power decreases, the transition from the H-mode back
to the L-mode occurs at a power lower than its thresh-
old value, P, < Py,, when the flux decreasesto its min-
imum value, I' = I, (Fig. 10). The formation of an
ITB isaccompanied by asimilar process.

5.3. Approximate Analytic Criterion
for the L-H Transition

Hence, during the L—H transition, atransport barrier
appears at the plasma edge. The qualitative behavior of
the temperature profiles and effective thermal diffusiv-
ity (76) (in which the electron and ion heat fluxes are
denoted by I') in the L- and H-modes is illustrated in
Figs. 11aand 11b, where T, and T, are the temperature
profilesin the L- and H-modes, T, isthe canonical tem-

perature profile, and xfﬁ and xﬂf arethe effective ther-
mal diffusivitiesin the L- and H-modes. In the L-mode,
the deviation z; (see expression (85)) of T, from T, in
the outer part of plasma column is large because the
profile T(p) is more peaked than the canonical profile
TJ(p) and the boundary temperature T(p,.. in the
experiment is low. Because of the large deviation z; in
the outer part of plasma column, the flux 'p¢ is large
there and the effective thermal diffusivity x®" is high.
During the L-H transition, a narrow transport barrier
(the forgetting zone) builds up near the plasma bound-
ary and, in the remaining region of plasma column, the
temperature profile T(p) approaches the canonical pro-
file T(p) and the deviation z; decreases. As aresult, the
effective thermal diffusivity decreases both inside and
outside the transport barrier. Inside the barrier, the ther-

mal diffusivity xﬁf is four to ten times lower than xf”
and I = 0. On the temperature profile T(p), thereisa
pedestal with the temperature T4, Which takes on very

different values depending on the discharge conditions:
it variesfrom T .4 ~ 150 €V in MAST to 7 keV in JET.

In the plasma core, theratio )(fﬁ/)(ﬁf istypically equal
to 1.5-2.

Since the transport barrier appears nearby the
plasma boundary, the condition for its onset at z, >0
has the form

Zy(Pmax) > Z- 87)

Here, we omit the e and i subscriptsfor the el ectron and
ion temperatures because, near the plasma boundary,
the electrons and ions are strongly coupled, T,=T, =T,
and, accordingly, the transport barriers develop simul-
taneously for all the transport parameters. By virtue of
definition (77) for z, condition (87) can be rewritten as

—aT/T> )+ (Que— Q/A (88)

In the L-mode, the temperature profile at the edge dif-
fers strongly from the canonical one (Q > Q. see
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Fig. 11. Behavior of the profiles of (a) the electron temper-
ature and (b) the effective thermal diffusivity in the L- and
H-modes (T .4 is the pedestal temperature).

Fig. 11a), so heat flux (70) can be approximately repre-
sented as

[ =2K(T/R)Qr = = 2KT'(Prar) = Piat/S (89)

Here, P, isthe total deposited power and Sisthe area
of the plasma surface. Resolving relationship (89) with
respect to T' and substituting the resultsinto inequality
(88), we obtain the following condition for the transi-
tion to the H-mode:

Prot > Pt (90)

where
P = 2KTs(§a)(Z) + (Qpe — Qn)/A)s On

The subscript S implies that al the quantities on the
right-hand side of formula (91) should be treated in
terms of their values at the plasma boundary p = P,
In the practical units adopted in the ITER project, for-
mula (91) reads

Pine = 0.0032kTs(§a)(Z + (Qpc — Q)/A)s, - (O1a)
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where P, isinMW, k isin 10" mts?, TisinkeV, Sis

inm?, and aisin m. Since the parameter k defined by

expression (73) isindependent of radius, we have
3/4-1/2

Pir IN[A(Pmax/2) (A/ B)I{ R™ T (Pradd4)}
XTo(Zo+ (Qpe— Q) A)(I/2110),

where Tgisthe boundary temperature and | isthe length
of the boundary of the meridional plasma cross section.
This relationship does not contradict the ITER scaling
[23]

(92)

P, = 0.7n5 " BOSR:12, (93)

because the powers of the density in scalings (92) and
(93) are essentially the same, the factor in the square
brackets of scaling (92) increases with magnetic field,
and the factor in parentheses increases sharply with the
geometric dimensions of the device. Scaling (92), how-
ever, aso involves dependence on the boundary tem-
perature, the density gradient at the plasma edge
(through the critical gradient Q,g), and the shape of the
plasma cross section (through the ratio |/2ma). In scal-
ing (93), the symbol n,, denotes the mean plasma den-

sity in units of 10%° m-3.

5.4. Estimates of the Transport Barrier Parameters
in the H-Mode

For H-mode discharges, we can distinguish between
two regions of plasma column:

(1) the main inner plasmaregion, 0 < p < Ppax — A,
inwhichF; =1, and

(1) the ETB zone, P — A < P < Pmaxs 1N Which
Foi<<l

Here, A is the width of the transport barrier. At the
edge, wehave T, ~ T, = T. To simplify the estimates, we
assumethat, at the edge, the electron and ion heat fluxes
are also the same, K, = K; = K. In the expression for the
forgetting factor, we use the quantity z, in place of z
and ignore specific features of the density profilein the
H-mode. Asaresult, expression (70) for the heat flux at
the periphery of region (1), i.e., near the transport bar-
rier, takes the form

[~ =—KTo/0pIn(T/T) = 1/2P/S T=T,s (94)
Here, the numerical factor 1/2 stands for the power
deposited in the electrons or in the ions. Within the
transport barrier, the heat fluxes are as follows:

M=K 0T/0p=1/2P,/S T+*=T-=I.  (95)
At the boundary between regions (1) and (I1), we have
Zr=27Zyg/2, or -—ad/dpln(T/T,) = Zy/2, (96)

where 7,5 is the value of the function z, at the plasma
boundary. Substituting relationships (96) into formula
(94), we obtain

Tped = aPtol/(S<ZOS)’ (97)
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or, in practical units,
Thea [keV] = 16P,, [MW](2T/1)/(RKZ)g). (98)

Note that the pedestal temperature does not depend on
how the temperature behaves inside the barrier. Inte-
grating formula (95) over the transport barrier taking
into account the inequality Ts/T .4 < 1yields

KoTpea = 1/28P, /S 99)
Using expression (97), wefind
Aa = 2Ky/(KZy9). (100)

Formulas (98) and (100) give upper estimates for the
pedestal temperature and barrier width in a steady-state
discharge. For discharges with edge localized modes
(ELMs), the pedestal temperature T, Will be lower.

In some experimental situations, the pressure or
temperature gradient within the barrier can be some-
how restricted, e.g., by balooning instabilities. If the
absolute value of the temperature gradient is restricted
by the value T, > 0, then we should distinguish
between two possible cases.

(i) The temperature gradient inside the barrier is

smaller in absolute valuethan T ; i.e.,
M/Ko< Tp. (101)

In this case, formulas (95) and (100) remain valid.
(i) The inequality opposite to inequality (101)
holds,

MKo> Th. (102)

In this case, formulas (95) and (100) fail to hold, but
formula (97) for T, remains valid. Consequently, the
barrier width A should be described by the obvious
expression

Aa= Tped/(aTE) ) = P /(KZsTp). (103)

We thus see that the width of the transport barrier is
proportional to the deposited power. This behavior of
the barrier parameters was observed in Alcator C-Mod

[27].

5.5. Some Remarks about the Second Critical
Gradient z,

In our model, the first critical temperature gradient
Q. is determined in terms of the canonical pressure
profile in accordance with formulas (63)—(65), specifi-
caly, Q. = 2/3Q,.. We have derived differential equa-
tion (50) for the canonical profiles and have formulated
boundary conditions (54). Hence, the first critical gra-
dient is determined by means of a closed theory. Noth-
ing of this kind has been done for the second critical
gradient. Even the general question of whether it ispos-
sible to describe the physics of the complex process of
transport barrier formation by arelatively simple phe-
nomenological model with forgetting remains open.
PLASMA PHYSICS REPORTS  Vol. 31
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We will discuss this issue in two steps. First, we con-
sider the problem of finding the two functions z,(p)
and z, (p) by comparing the calculated results to the
experimental data. To do this, we parameterize these
functions and then determine their parameters by simu-
lating discharges with improved confinement. Second,
knowing how the functions z,(p) and z; (p) behave in
space, we compare their behavior to the spatial behav-
ior of different parameters of the poloidal magnetic
field in order to establish whether there is a relation
between these functions and the poloidal field.

We begin by considering whether the functions z,
and z,,; at the very edge of the plasma can be determined
by analyzing the L—H transition. Since the transport
barrier is narrow and occurs near the boundary, its for-
mation is described in the model only by the quantities
Zoe(Prmax) AN Zy (P,a)- SiNce the electrons and ions at
the edge are strongly coupled, it is natural to assume
that Z)e(Pmax) = Zi(Pmay)- FOr brevity, the quantities on
both sides of this equality have been denoted by z
Consequently, in our model, the L—H transition is
described in terms of only one quantity, which hasto be
determined by comparing the calculations to experi-
ment. This comparison was carried out in[15], where it
was shown that z,s = 8-9 for DIII-D and z,5 = 67 for
JET. Our simulations for the MAST small-aspect-ratio
tokamak (A~ 1.5), yielded the values z,s = 5-6. We thus
can conclude that the quantity z,s liesin the range 6 <
Z)s < 8, within which it probably increases dightly with
increasing aspect ratio.

The behavior of the functions z)«(p) and z,; (p) inthe
plasma core and in the gradient zone can be determined
by analyzing discharges with ITBs. Such an analysis
was carried out in [15] for JET and in [28, 29] for
JT-60U. It was shown that the functions z(p) and
Z,i(p) within the plasma column are markedly smaller
than z,s this especially concerns the ion component.
The results of the analysis can conveniently be repre-
sented in the form of a continuous piecewise linear
function of radius:

Oy
Zok(P) = Qyq + (Ao —yq) (P —P1)/(P2—P1)
for p;<p<p,,
for P, <P <Pma:

for 0<p<p,,
(104)

Oy2

where
20e(0) = 0 =45, 7(0) = o, = 2-3,

Og = Ojp = Zyg= 6-8,
P1/Pmax = 0.5-0.6,  P2/Prmax = 0.8-0.9.

Examples of the functions z,.(p) and z,(p) for JET are
presented in Figs. 12aand 12b.
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ature gradient and (b) ion temperature gradient from the
second critical gradients z, and 7, and profiles of the func-

tions(a) Co+sand (b) C; +s.

Let us compare the conditions for the formation of
an ITB and an ETB. Genera condition (79) for the
build-up of abarrier can be rewritten in the form

APrma! P| P P — Pel Pd > Zgy. (105)

This condition implies the following three require-
ments for the development of the transport barrier:

(i) the peak in deposited power profile should be
sharp enough,

(ii) the power deposited within an ITB should
exceed a certain threshold value, and

(iii) the increase in the plasma density gradient
inside the barrier favors a decrease in the threshold
power.

For the L—H transition, as well as for the buildup of
an ETB, the first condition is not necessary. The fact
that the pressures p, at the plasma boundary are rela
tively low and remain essentially unchanged makes
condition (ii) easier to satisfy. However, the threshold
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gradient at the boundary, z,g, istwo to threetimeslarger
than the gradients z,, in the gradient zone. Thisis why
the onset of an ITB is not necessarily accompanied by
the onset of an ETB, and vice versa. Of course, in some
discharges, both of the barriers (ITB and ETB) can
arise simultaneously.

Now, we discuss the physical mechanisms that can
govern the behavior of the functions z,(p) (k= g, i). At
the present stage of research, most attention is focused
on the following two effects. first, the toroidal and
poloidal plasma rotation in a narrow zone inside the
barrier and, second, a negative or asmall positive mag-
netic shear s= (p/q)dg/dp in the plasmainterior.

In order to find out how plasmarotation isrelated to
transport processes, we consider the force balance
equation for the ion component, ignoring the viscosity
and omitting the term proportional to the velocity
squared:

apl/ap = enEp + en/C(Viqu) - Vi¢Be), (106)
where p; = nT; isthe ion pressure, E, isthe radial elec-
tric field, By and By, are the poloidal and toroidal mag-
netic-field components, and v;g and v;,, are the poloidal
and toroidal ion velocities. Equation (106) isarelation-
ship between the four unknown functions (p;, E,, Vie,
Viy) and therefore can only be used for a qualitative
description. From this equation we see that the large
pressure gradient inside the barrier inevitably produces
a strong radial electric field and can force the plasma
ionsto move with high velocities vig and v;; the strong
radial electric field, in turn, can set the plasmainto drift
motion with the velocity vy = ¢(E x B)/B?, which gen-
erates a highly sheared poloidal flow. This poloidal
rotation is usually thought to be the magjor cause of the
suppression of turbulence and of the associated reduc-
tion in anomalous transport.

In this connection, many experiments were aimed at
revealing the internal mechanisms for the L—H transi-
tion. The underlying logic behind such investigations
was quite simple: if one event occurs before the other,
then this first event was thought to be a cause, and the
other, a consequence. However, there is no unique
answer to the question of what happens earlier—the L—
H transition or the onset of the poloidal plasmarotation.
The strong coupling between the L—H transition and the
radial electric field was confirmed in biasing experi-
ments, in which charged electrodes were inserted into
the plasma to a depth of 1-2 cm. In such experiments,
observations reveal ed effects resembling the L—H tran-
sition. The L—H transitions, however, can also be artifi-
cidly triggered by other means, provided that the
plasma (in the parameter space) is near the threshold for
the transition. For instance, a transition to the H-mode
can be initiated by a low-intensity pulsed hydrogen
puffing (as in Tuman-3M) or even by displacing the
plasma column toward the high-field side (asin T-10).
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At this point, we focus attention on what is impor-
tant for the modeling of the L—H transition. The exper-
iments have not yet revealed any immediate cause of
the transition. The complex processes whereby the
plasma parameters changes during the transition pro-
ceed almost simultaneoudly. The experimental criterion
for the transition, P,,, > P, contains only one parame-
ter, P, and coincides in structure with criterion (90).
We thus can conclude that, although the canonical pro-
file model does not involve the parameters of the
plasma motions, it is likely to provide a consistent
description of the L—H transition.

The problem of ITB formation is more complicated.
Already in the early stage of research (1993-1995), it
was shown that the criterion for ITB formation depends
on the profile g(p) and on the magnetic shear s. When
the shear in the plasma core is negative, s< 0, an ITB
forms at a lower deposited power. Moreover, such an
ITB is a strong boxlike narrow barrier with very low
transport coefficients. The strength of the barrier is usu-
aly characterized by the relative temperature gradient
(72), i.e., by the value of theratio R/L; = -RT'/T = Qq,
within it. For astrong barrier, we have Q; = 30-40.

When the shear in the plasma core is positive but
low, 0 <s< 0.2, an ITB can form too, but presumably
at ahigher level of the deposited power. In this case, the
ITB is, asarule, weak and wide, the characteristic rel-
ative temperature gradient being smaller, Q; = 20-25.

There is evidence that ITBs develop near the reso-
nant magnetic surfaces = nynwithsmall nand m(q =
1,3/2,2,3). Thisisclear fromavery elegant JET exper-
iment inwhich, during the evolution of anonmonotonic
current profile, the g = 2 magnetic surface was split into
two resonant surfaces, and asingle ITB, which wasini-
tially close to the g = 2 surface, was split into two bar-
riers, each confined to its own g = 2 surface. Measure-
ments of the plasmarotation velocity near I TBs showed
the presence of zonal plasma flows. After the transport
barrier has appeared, it can be somewhat displaced
toward the edge, but, as arule, it stops moving in the
vicinity of the magnetic surface p/p,.x ~ 0.65-0.7.

Summarizing the above remarks, we can draw the
following conclusions:

(i) At the plasma boundary, the magnetic shear is
large. At the edge of a plasma column with a large
aspect ratio, A = 5, and a circular cross section (asin
T-10), the shear isequal to s= 2. For A= 1.5 and an
elongation of k ~ 2 (as in MAST), the shear at the
plasma edge is s = 5-6. For such a large shear, the
details of its behavior, as well as the presence of reso-
nant magnetic surfacesin the edge plasma, are likely to
be of secondary importance. A key roleintheformation
of an ETB is played by the radial electric field and by
the zonal flow nearby the plasmaboundary. With all ow-
ance for these factors, the canonical profile model
developed above can provide a reliable description of
the L—H transition and the radial electric field can be
estimated from Eq. (106), provided that the ion pres-
PLASMA PHYSICS REPORTS  Vol. 31
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sure gradient dp;/dp is known. In order to close the
model, it is necessary to determine only one parameter,
Z,s, by comparing the calculations with experiment.
This parameter can depend on the plasma geometry.

(ii) The development of an ITB within the plasma
column and its position there are governed by the mag-
nitude and sign of the magnetic shear s, the positions of
the resonant magnetic surfaces (g, rgp, ry, -..), and
also by the magnitude and profile of the deposited
power. In our model, the criterion for the onset of an
ITB is given by inequality (105). The magnitude and
profile of the deposited power are contained on the left-
hand side of this inequality. The remaining depen-
dences should enter the right-hand side of inequality
(205); i.e., they should be taken into account in choos-
ing the functions z,(p) (k= e, i) for the plasmacore. In
doing so, it is expedient to compare the behavior of the
functions z,(p) with that of the shear s of the poloidal
magnetic field. Figures 12a and 12b show the behavior
of the function s(p) for one of the JET operating modes.
We can see that both of the functions, z,(p) and s(p),
increase sharply in the same region. This allows the
function z,(p) to be approximated by

ZydP) = G+ Dys(p). (107)

Function (107) contains four parameters, which are to
be determined from experiment. Good approximations
to these parameters are provided by the estimates pro-
posed above:

Ce=4-5, C;=2-3, D.=D;=1-2. (108)

Modéd function (107), in particular, reliably describes
the possible displacement of a fully developed ITB.
From Fig. 12 it is seen that, in the vicinity of the mag-
netic surface p/p,..x ~ 0.7, the shear increases abruptly
and thereby stops the motion of the barrier.

Let us estimate the difference between the first and
the second critical gradients. The first critical gradient
isgiven by the formula Q, = Q1. (see Egs. (64), (65)).
The second critical gradient isdetermined by inequality
(79) and approximate expression (85) for z,

QTk - QTC > (p/pmax)AZOk'
Asaresult, we obtain

Q> Qp, = Qy + (P/Prmax) AZok (110)

We thus see that the difference between the second and
the first critica gradients, Q, and Qq,, is equa to
(P/Pma)AZy. For instance, for anilTB (z, = 3) formed
at mid-radiusin JET (with A=3), we have Q1, — Qp, =
4.5. From Figs. 3 and 4 it follows that Q, = 5; conse-
quently, Q, = 9.5, 0 Qp,/Q ~ 1.9. In this case, the
second critical gradient is almost two times larger than
the first one.

It is expedient to compare the above estimates with
the empirical criterion for ITB formationin JET [30]:

po/Lr=0.014, L;=-T/T, (111)

(109)
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Fig. 15. Measured and cal cul ated profiles of (a) the electron
and ion temperatures and plasma density and of (b) the
effective diffusivities for JT-60U shot no. E27 302 with
anITB.

where, in practical units,
ps=0.0046 /T /B,.

Criterion (111) can be rewrittenin the form
JET

Qr=-R/L>Qq, ,

(112)

(113)

where Q75 = 3RBy/./T..

Substituting the typical values of the JET parame-
ters(T.=9keV, B, =3T) into criterion (113) yieldsthe
following experimental estimate for the second critical

JET

gradient: Q, = 9. Our model gives Qr, = 9.5; this
value deviates from the experimental value by lessthan
10%. Up to this point, we have assumed that the func-
tions z,, are independent of the plasma parameters. The
JET experiments, however, show that the functions z;,

can be proportional to By/,/T..

The question then arises. how can the model pro-
posed (the set of equations (66)—(68) with fluxes (81)
and (82)) be generally capable of reliably describing
discharge modes with a nonmonotonic current profile

DNESTROVSKIJ et al.

(a negative magnetic shear), especialy in view of our
assumption that profile consistency principle (8) is sat-
isfied for the canonical profile problem?

In Section 3.1, we have already shown, however,
that only the canonical profiles of the current and pres-
sure (targets of relaxation) should coincide. As for the
actual current and pressure profiles, they can differ
appreciably from one another. Equation (68), which
describes the evolution of the current profile, does not
contain the parameters of the canonical profiles. On the
other hand, the actual current profile is incorporated in
the equilibrium Grad—Shafranov equation and thereby
is taken into account through the plasma geometry and
metric coefficients. The canonical profiles are included
only in the expressions for the heat and particle fluxes
through the critical gradients. The discharge modes
with a nonmonotonic current profile are unstable, but
the plasma of such discharges relaxes toward canonical
profiles; however, the current relaxes very slowly.

5.6. Examples

Here, we present the results obtained by numerically
solving the set of transport equations (67) and (68) with
heat fluxes (81) for H-mode discharges and discharges
with ITBs. The calculated results were tested against
discharges from the ITER database [25]. All simula-
tions were carried out for z)s = 6.

Figures 13aand 13b show the experimental and cal-
culated profiles of the electron and ion temperatures for
JET shot no. 26087 with moderate parameter values:
n =32, Py =128 MW, and g5 ~ 4.1. Unfortunately,
the ITER database contains no information about the
temperature within the ETB and about the barrier
width. From Fig. 13 we can see that the calculated and
experimental values of the pedestal temperature are
nearly the same and are approximately equal to 2 keV.
The calculated and experimental central temperatures
are also close to one another.

In Fig. 14, we compare the cal culated and measured
pedestal temperatures in a steady state for four DIII-D
shots and for two JET shots. The parameters of these
six shotsare very different. We can see that the pedestal
temperatures differ by no more than 10%. It should be
emphasized that the relevant model calculations were
carried out without any adjustable parameters.

Figure 15 illustrates the results of calculating all the
three main parameters (the electron and ion tempera-
tures and plasma density) for JT-60U shot no. E27302
with an ITB. In this shot, the NBI power deposited in

the electrons was Pyg = 4 MW and that deposited in

the ions was Pyz = 9 MW. Figure 15a shows the
numerical and experimental steady-state profiles of T,
T;, and n, and Fig. 15b shows the calculated profiles of
the transport coefficients. The calculations were per-
formed using the complete model given by Egs. (66)—68),
PLASMA PHYSICS REPORTS  Vol. 31
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including the equation for the plasma density, and by
formula (104) for z,. We can seethat, on the whole, the
model reasonably well describes the position of the
inner side of the ITB (the foot point), as well as the
behavior of the electron and ion temperature profiles
and the central electron and ion temperatures. Within

the barrier, the effective diffusivities xg: and Dt

decrease by a factor of more than 10. The experimen-
tally measured barrier width, however, is markedly less
than the calculated one. A possiblereason for thisisthat
formula (104) istoo rough: it does not reflect such fea-
tures of the magnetic field as nonmonotonic behavior of
q(p), negative shear s(p) in the plasma core, and the
positions of resonant magnetic surfaces q(p) = nyn.

6. CONCLUSIONS

About 25 years ago, it became clear that a tokamak
plasmais well self-organized in the sense that the tem-
perature and pressure profiles are conserved when the
deposited power or the plasma density changes,
whereas the profile shape itself depends on the q value
at the plasmaboundary. The greater the q value and the
plasma density, the stiffer the shape of the profiles.
Such plasmabehavior, which isoften called the“profile
consistency,” has been confirmed experimentally in
many tokamaks.

Self-organization processes are attributed to the
plasma turbulence. In the present study, transitions to
different turbulent regimes are described by means of
such a control parameter as the relative temperature
gradient Q; = —RT'/T. When this parameter exceeds a
certain critical value, the mode of transport changes.
For low values of Q; (flat temperature profiles), such

that Q; < Qp, (Where Q, = -RT./T. is the first critical

gradient), the plasmaisin alow-transport mode, which
usually takes place in the plasma core during off-axis
heating. For Q; > Q,, the discharge isin the L-mode,
in which the profile self-consistency is very pro-
nounced and the plasma s subject to self-organization.
Consequently, it is the discharges with enhanced trans-
port of energy and particlesthat are well self-organized.
As the parameter Q further increases and becomes
greater than the second critical gradient Q-,, the dis-
charge undergoes a transition to an improved confine-
ment regime. In this case, a barrier in which the trans-
port is reduced forms in a certain layer within the
plasmaor at the plasma edge, while the transport in the
remaining part of the plasma is still as large as that
before the transition.

In order to describe self-organization of the plasma,
different variational principles have been repeatedly
offered in the literature. Among these are the principle
of minimum magnetic or free energy [2-5], the princi-
ple of the stationarity of entropy [6—7], and the princi-
ple of maximum kinetic energy [20]. The most highly
developed of them is the principle of minimum free
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energy, which has been discussed in the present paper.
Studies in thisway succeeded in constructing the Euler
equation for the canonical profiles that minimize the
free energy functional provided that the total current is
conserved (see Section 3), as well asin developing the
relevant transport model. For a fully self-organized
plasma (in the L-mode), the model containscritical gra-
dients calculated in terms of the canonical profiles
(Section 4). Many calculations carried out on the basis
of this model [16-19, 21] have confirmed its predict-
ability.

In Section 5, a mathematical apparatus has been
worked out for describing the partial violation of the
profile consistency principle and the transition to a
regime of improved energy confinement. The transport
model constructed in that section contains the second
critical gradient. It provides areasonable description of
the L—H transition in terms of bifurcationin anonlinear
system and also in terms of ETB formation. However,
the attempt to describe the formation of I TBs with this
model encounters difficulties. The second critical gra-
dient in the inner plasmalayersis obtained by compar-
ing the calculated results to the experimental data. The
model seems to be of limited predictability. Its further
development requires considering the dependence of
the second critical gradient on the profilesq(p) and s(p)
and on the position of the resonant magnetic surfaces

q(pmn) =mn.
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APPENDIX

STIFFNESS OF THE TEMPERATURE
PROFILE IN A TOKAMAK

It was noted above that, in experiment, the tempera-
ture profiles are conserved in spite of changes in the
external influence on the plasma. This property is often
called the stiffness of the temperature profiles. Now, we
consider in more detail how this property manifests
itself in the temperature profiles that are solutions to
Eqg. (67) with heat fluxes (70).

In order to give amore exact definition of the profile
stiffness, we introduce the peakedness coefficient

S= (T(0-4pmax) - Ta)/(T(ngmax) - Ta)’ (A 1)
where T is the electron or ion temperature and T, =
T(Pumaw) 1S the value of this temperature at the plasma

boundary. The temperature profile is called stiff if ratio
(A.1) depends weakly on the plasmadensity n, thetotal
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deposited power P,,, and the boundary temperature T..
Of course, the temperature profile can depend on the
profile of the deposited power.

We begin by performing analytic estimates. As an
example, we consider how aplasma cylinder with acir-
cular cross section of radius a is described by Eq. (67),
in which the heat flux I' is given by simplified expres-
sion (70) withH=1andI,,=0:

T =K[dT/dr — (dT/d0)T/TJ] + K dT/dr.  (A.2)

Coallecting the terms with the derivative dT/dr, we
obtain

T = ((K + Ko)/a)[dT/dp + AT]. (A.3)

Here,

A= (KIK+K)Agy Ao = QJA (A <Ag), (Ad)

where p = r/a and A = R/a is the aspect ratio. The
parameter A describes the rate of exponential growth of
the solution from the boundary of the plasmatoward its
center.

We will assume that the functions K, K,, and A are
constant over the cross section of the plasma cylinder
and are independent of T. Under this assumption, the
temperatures are described by a linear time-indepen-
dent equation

—(1/p)d/dp{p(K + Ko)/&’[dT/dp + AT]} =P,  (A.5)

which can be solved analytically. In this equation, P =
P(p) = P,f(p) is the density of the deposited power,
f(p) isadimensionless function, P, = P,,/(2VF(1)),

p

F(p) = J’f(p‘)p'dp', (A.6)
0

and P, isthetotal deposited power. Integrating Eq. (A.5)

onceyields
dT/dp + AT =-T*, (A.7)

where
T* = T*(p) = Tig(p),
T¥ = Pol(R(K +Ko)(2M)%),
ad(p) = Pu(P)/(PPw), (9(0) =0,9(1) =1), (A.8)

Pu(p) = J'PdV = PuF(p)/F(1).
Vp

The last of these relationships is the power deposited
within a magnetic surface of radius p.

We consider the boundary-value problem for
Eq. (A.7) with the boundary condition

Tp=1)=T, (A9)
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Since Eq. (A.7) islinear, the solution to the boundary-
value problem can be represented as the sum

T=T,+T, (A.10)
where
T, = T.exp(A\(1 — p)) (A.11)
T, = TXG(p),
! (A.12)

G(p) = J‘eXp(A(p' -p))g(p)dp' 2 0.
P

The solution T, depends linearly on the boundary tem-
perature and its profile nearly (to within the replace-
ment of K + K, by K) coincides with the canonical tem-
perature profile T, = exp(Ao(1 — p)). That this solution
increases toward the plasma center is attributed to the
presence of the heat pinch. The solution T, depends on
the magnitude and profile of the deposited power andis
independent of the boundary temperature.

Substituting relationships  (A.10)«(A.12) into
expression (A.1), we obtain the peakedness parameter:
S=exp(0.4N)S,, (A.13)
where
S = {1-—exp(-0.6A)
+yG(0.4)exp(-0.6A)}/{1—exp(-0.2\) (A.14)
+yG(0.8)exp(—0.2A)},
y = T3/T, = 15.6P,/(R(K +K,))/T,.  (A.15)

Formula (A.15) is written in practical units. Expres-
sions (A.13) and (A.14) for S contain two independent
physical parameters, A and y. Thefirst of them, A, given
by formulas (A.4), depends on the plasma geometry
and on the parameter g. The second parameter, v,
depends on the total deposited power, on the boundary
temperature, and on the plasma density (through the
thermal conductivity). By the definition of stiffness, the
temperature profileis stiff if the parameter Sisindepen-
dent of y. Since the numerator and denominator in
expression (A.14) are linear in the parameter vy, the y
dependence of the parameter Sis, generaly speaking,
weak. In the L-mode, the boundary temperature is low,
sowe havey> 1. Inthiscase, the parameter y drops out
of the expression for S For the H-mode, the parameter
y may decrease to values on the order of unity or even
less, provided that by the boundary temperature is
meant the pedestal temperature. In this case, the heat
flux should be described by an expression more general
than expression (A.2). To do this, we write expression
(A.2) interms of the Heaviside step function:

- = k[dT/dr = (dT/dr)T/T ] A6
x H(-[(dT/dr)/T = (dT /dr)/T]) + ko dT/dr. )
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This expression for the heat flux is strongly nonlinear.
However, in the region where H = 1, Eq. (A.7) remains
linear. In what follows, we denote the normalized argu-
ment of the Heaviside function by A = [Q;— Q.].

If we everywhere have
A>0, (A.17)

then the Heaviside function H in expression (A.16) is
equal to unity over the entire plasma column. If ine-
quality (A.17) failsto hold in acertain region, Q< Q,,
then, in this region, the temperature profile is not stiff
becauseit isflatter than the canonical profile. Using the
definitions of Q; and Q. we can reduce inequality
(A.17) to

T*(P)/T(P) > A/B, (A.18)

where
B=K/Ky> 1. (A.19)

We substitute expressions (A.8) and (A.10)—(A.12)
for T* and T into inequality (A.18) and resolve it in
terms of the parameter y. We thus arrive at a new ine-
quality that is equivalent to inequality (A.17):

y > ymin(p), (A.20)

where

y""(p) = Aexp(A(1 - P)/[9(P)B - AG(P)].  (A.21)

At the plasmaboundary (p = 1), wehaveg=1, G =
0, and y™in(1) = A/B, so inequality (A.20) takestheform

y> A/B. (A.22)

Thisinequality isusually satisfied for the H-mode. This
indicates that, at the edge, the temperature gradient
exceeds its critical value and the Heaviside function in
thisregion is equal to unity.

For sufficiently large values A > 1, the function
y™in(p) increases exponentially toward the plasma cen-
ter; therefore, within a certain magnetic surface of
radius p = p,, inequality (A.20) should fail to hold. In
the region p < p,, the Heaviside function is equal to
zero, H = 0, and the temperature profile becomes flatter.
It is obvious that, for this effect to be pronounced, the
magnetic surface p, should occur in the gradient zone
(typically, at p =0.5). Thisiswhy we consider the value
of y™in(p) precisely at thisradius:

ymi"(O.S) = ymin
= Aexp(A/2)/[g(0.5)B — AG(0.5)].

For y < y™in, the temperature profile fails to be stiff.
Hence, the stiffness condition for the profileis given by
the inequality

(A.23)

y > ymin, (A.24)

The values of the parameters S, given by formula
(A.13), and y™i», given by formula (A.23), depend on
the deposited power profile through the functions g(p)
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Fig. 16. Dependence of y™" on the parameter £ for the
adopted valuesf=6and A = 1.5.

and G(p). We consider four characteristic types of pro-
files: alocalized profile,

f=%f=1 (p<po),

(A.25)
f,=0 (p>py), PoU01<1,
and three power-law profiles,
f=f=pi-2 (0<p<l,j=1,23). (A.26)

The corresponding functions g(p) have the form

P<py), GP=1/p (P>Ppy,
O<p<l1,j=1,2,3).

9(p) = p/po
gJ = pJ -1
Note that the dimensionless parameter

& =2P(1)V/P,, (A.27)

characterizes the deposited power profile and is equal
to zero for a localized profile and to j for power-law
profiles.

Formula (A.23) contains the parameter (3. Here, we
assumethat the coefficient 3 is constant over the plasma
cross section and isequal to 3 = K/K, = 6. Note that this
assumption does not contradict the experimental data.
The value of A can be estimated with the help of Fig. 4.
For JET discharges, we have Q. ~ 4, A ~ 3, and, conse-
quently, A ~ 1.5. The dependence of y™" on the param-
eter & for the B and A values chosen above is shown in
Fig. 16, in which the range y > y™" corresponds to stiff
temperature profiles. Accordingly, the rangey < y™ is
that of “flexible” profiles. In this case, in the plasma
core, the Heaviside function is equal to zero and
thereby nullifies the term with the critical gradient, so
the profilesin thisregion are flat.
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Fig. 17. Measured and cal culated electron temperature pro-

files and profile of the density of the power Pﬁ,B deposited
in the electrons for JET shot no. 52022.
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Fig. 18. Profiles of the relative gradients Q e, Qey, and Q¢
for the same shot asin Fig. 17.

Now, we describe the results obtained by numeri-
caly solving Egs. (67) and (68) with heat fluxes (70).
The central value of the plasma density and its profile
were assumed to be known from experiment. The
results of calculating an H-mode JET discharge (specif-
icaly, shot no. 52 022 with | = 2.48 MA, density of
n = 8.93 x 10" M3, and Pyg = 14.2 MW at the time
t =60.44 s [25]) are illustrated in the subsequent fig-
ures. Figure 17 shows the calculated and experimental
electron temperature profiles and the profile of the spe-

cific power Py deposited in the electrons. We can see

DNESTROVSKIJ et al.

that the deposited power profile Pyg is peaked at the

plasma edge, because the high pedestal in the plasma
density, n,.q ~ 5.5 x 10" m~, prevents the neutral beam
from penetrating into the plasmacore. Figure 18 shows
the profiles of the relative gradients Qq,, Qqe,, and Q.
It can be seen that, in the region p < p, ~ 0.6, Q, and
Q. lie below that of the critical gradient Q. In this
region, the Heaviside function is equal to zero and the
temperature profileis not stiff.

Hence, experiments confirm the formation of flexi-
ble temperature profiles when the pedestal temperature
is sufficiently high and when the deposited power pro-
filesareeither flat or peaked at the plasmaedge. Inturn,
the existence of flexible profiles confirms that there is
no substantial heat pinch.
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Abstract—Results are presented from measurements of the plasma rotation velocity and plasma density fluctu-
ationsinthe L-2M stellarator by the method of Doppler reflectometry. Specific problems that arise when apply-
ing this diagnostics to the stellarator are revealed. The poloidal plasma velocity at the periphery of the plasma
column is determined. The results of measurements are well reproducible. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

In recent years, increased interest in anomalous
transport mechanisms in tokamaks and stellarators has
stimulated the development of Doppler [1-5] and cor-
relation [6-8] reflectometry for measuring the plasma
rotation velocity and plasma density fluctuations. In
this paper, we present results from experiments on the
use of Doppler reflectometry in the L-2M stellarator in
the ohmic heating (OH) and electron cyclotron reso-
nance heating (ECRH) regimes. The results of mea-
surements in these two regimes were found to differ
qualitatively. In the course of experiments, some gen-
eral physics and engineering problems, aswell asthose

L-2M chamber
Plasma H
L
H
L

related to the specific stellarator geometry, were
revealed.

2. LAYOUT OF THE DIAGNOSTICS
AND THE SPECIFIC FEATURES
OF THE STELLARATOR PLASMA GEOMETRY

The geometry and parameters of the L-2M stellara-
tor were described, e.g., in[9, 10]. The diagnostic facil-
ity was mounted in the standard diagnostic cross sec-
tion, where the plasma column was turned by certain
angles with respect to the major and minor axes of the
vacuum chamber (see Fig. 1). The quadrature scheme
of signal detection [1, 11] employed in our experiments
included an 8-mm microwave oscillator (MO) with an

F pc1 pcz 3 @
-

Fig. 1. Schematic of the reflectometry diagnosticsin the L-2M stellarator.
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output power of 5 mW, awaveguide transmission line,
two directiona couplers (DC1, DC2) with short-cir-
cuited plugs (SCP1, SCP2), two 3-dB attenuators (A1,
A?2), and two detector units (D1, D2). Three ferriteiso-
lators (FI1, FI2, FI3) served to suppress standing waves
in the measuring system. The probing microwave beam
was launched into the plasma by a horn antenna (H)
through ateflon lens (L) mounted on the diagnostic port
of the stellarator. The horn-ens system formed a
dightly converging Gaussian beam with a diameter (at
the half-height of the radial power profile) of about
3 cm; the waist of the beam lay at a distance of 20 cm
from the lens. The scattering region was located at a
distance of 6-10 cm from the lens. Provision was made
for linear and angular displacements of the antenna
horninthetoroidal and poloidal directions; for thisrea-
son, the transmission line was ended near the horn with
aflexible (annealed copper) waveguide (FW). The horn
was displaced so that its axis always passed through the
center of the diagnostic window. For this purpose, a
laser pointer was used. The microwave beam was inci-
dent normally onto the plasma when the horn axis was
inclined at an angle of about 12° to the horizontal plane
and its projection onto this plane was inclined at an
angle of 12° to the mgjor radius. To suppress the stray
signal from the heating gyrotron radiation, awaveguide
resonance filter (F) with an attenuation of 30 dB at a
frequency of 75.3 GHz was used. The polarization of
the probing radiation in the plasma corresponded to an
ordinary wave. The signas from microwave diodes
were fed to wideband amplifiers (WA 1, WA2) with an
amplification factor of 10 and were recorded by a10-bit
analog-to-digital converter (ADC) with asampling rate
of 2.5 MHz. The time resolution of the diagnostic sys-
tem was 400 ns.

The use of this diagnostics in the stellarator is ham-
pered by the complicate shape of the stellarator mag-
netic surfaces. It can be seen from Fig. 1 that the pro-
jection of the wave vector of the probing radiation onto
a stellarator magnetic surface depends on both the
poloidal and toroidal tilt angles of the antenna and also
on the radia position of the scattering region. This
makesit rather difficult to determine the components of
the wave vector and complicates the interpretation of
the experiment.

3. MEASUREMENT TECHNIQUES

The diagnostics operated during several experimen-
tal campaigns in the L-2M stellarator under OH and
ECRH conditions. The radial plasma density profile
was measured by an HCN interferometer [12]. Using
the interferometric data, we calculated the location of
the critical plasma density (Fig. 2). The radial and
angular resolutions of the diagnostics were estimated
from the average magnitudes of the plasma parameters
and the widths of their distributions along the ray tra-
jectories calculated with the help of acode developed in
[13]. The microwave beam was modeled by a set
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Fig. 2. Radia profiles of the electron density in the quasi-
steady phase of an OH discharge and an ECRH discharge.
The circles show the positions of the critical density n, for

probing frequencies of (1) 30.2 and (2) 34.6 GHz and for an
angle of incidence of the microwave beam of 4°.

(bunch) of elementary beams. When averaging over the
trgjectory of an elementary beam, the quantity

1/4/ 1—(wpe/w0)2, approximately proportional to the
local beam intensity, was used as a weighting function
(here, wy, isthe electron plasmafrequency and wy, isthe
probing frequency). Assuming that the spatial distribu-
tion of the magnitudes of plasma density fluctuations
was uniform, this function approximated the intensity
of radiation scattered from an elementary plasma vol-
ume on the beam path. For each trajectory, we also
introduced an additional weighting factor correspond-
ing to the fraction of the incident power carried by an
elementary beam. Estimates showed that the spread in
the poloidal wavenumbers of the probing radiation (i.e.,
the resolution in poloida wavenumbers) was
(0.15...0.3)k,, depending on the radial plasma density
profile and the angle of incidence of the microwave
beam. The radial size of the scattering region was 0.2—
1 cm. The angular resolution was also estimated exper-
imentally from a change in the reflectometer signal
when varying the antenna tilt angle. Thus, the wave-
form of the recorded signals and their spectrum
changed appreciably when the tilt angle was changed
by 1°-2°. However, the low-frequency spectral compo-
nent corresponding to the radiation reflected from the
plasma disappeared completely only when the devia-
tion of the antenna from its normal position exceeded
8°-12° (depending on the stellarator operating regime).
This is consistent with the above theoretical estimate
for the resolution in poloidal wavenumbers.

The poloidal velocity was calculated by the formula
ve = Af/(2kg),
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Fig. 3. Scattered spectra for an average plasmadensity of 1.6 x 10'3 cm™ and probing frequencies of (a) 34.6 and (b) 30.2 GHz in
the OH regime with a plasma current of 21 kA (shot nos. 57 078-57 098). The angle is counted from the normal to the magnetic
surface. The frequency of the complex signal (the difference between the frequency of the scattered signal and the probing fre-

quency) is plotted on the abscissa.

where Af is the Doppler shift and kg is the average
(along the ray trajectory) poloidal component of the
wave vector of the probing wave.

The Doppler shift Af was determined from the shift
of the Fourier spectrum of the complex signal [1, 11]

Z = X+iy,

where x and y are the readings of the first and second
channels of the reflectometer (Fig. 1) and i isthe imag-
inary unit.

The Doppler shift was also determined from the rate
of change of the phase of the complex signal:

Af = Ad/(2mA),

where A¢ is the increment in the argument of z over a
time At.

4. OH REGIME

Experimentsin the OH regimewere performed at an
average plasmadensity of 1.6 x 10'3 cm~ and aplasma
current of 21 kA. We used three probing frequencies:
30.2, 34.6, and 35.9 GHz, which corresponded to the

critical plasma densities of 1.1 x 10'3, 1.5 x 10'3, and
1.6 x 103 cm~3, respectively.

The scattered spectrawere rather simplein structure
and had only one pronounced peak (Fig. 3). The spec-
trum was similar in shape to a Gaussian. When the
antennawas inclined at a small angle with respect to its
normal position, the spectrum also contained an intense
low-frequency component. As the deviation of the
antenna from its normal position increased, the spec-
trum broadened and shifted over frequency nearly in
proportion to the deviation angle. From this shift and
also from therate of change of the phase of the complex
signal (Fig. 4), we determined the poloidal plasma
velocity (seetable). Positive velocities in the table cor-
respond to the drift in an electric field directed toward
the axis of the plasma column.

It can be seen from the tabl e that the poloidal plasma
velocity deduced from the spectral shift differs quanti-
tatively from that deduced from the rate of change of
the phase of the complex signal but has asimilar depen-
dence on the antenna tilt angle. The reason for this
guantitative difference is that the spectra are asymmet-
ric and that the location of the scattering region depends
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 4. Phase of the complex signal normalized to the doubled wavenumber of the probing wave in vacuum for probing frequencies
of (a) 34.6 and (b) 30.2 GHz in the OH regime (shot nos. 57078-57098). The time is counted from the beginning of the discharge.

on the tilt angle. The spread in velocities for different
tilt angles characterizes the measurement accuracy and
the spatial resolution of the diagnostics. Judging from
this spread, the calcul ation of the poloidal velocity from
the spectral shift is more reliable. The monotonic vari-
ation in the phase during adischarge (Fig. 4), aswell as
an amost linear dependence of its growth rate on the
antenna tilt angel, indicates the correct and rather reli-
able operation of the diagnostics and allows arelatively
simple interpretation of the results obtained. This is
also confirmed by the change in the sign of the phase at
acertaintilt angle. Since the shape of astellarator mag-
netic surface depends on itsaverageradius, thisangleis
different for different probing frequencies (different
probing radii). Thus, for afrequency of 34.6 GHz, this
angle is 0°-1°, whereas for 30.2 GHz it lies within the
interval from —2° to —1°.

5. ECRH REGIME

ECRH experiments were performed at average
plasma densities of 1.6 x 103 and 2.5 x 10'* cm~ and
heating powers of 190 and 300 kW, respectively.

Typical spectraof the complex signals are shown in
Fig. 5. These spectra differ markedly from those
observed in the OH regime. Typically, the spectrum has
three local maxima (peaks): one lies near the zero fre-
guency, and two others are shifted almost symmetri-
cally from the zero frequency by 100-200 kHz. As the
antenna tilt angle varies within £4°, only the magni-
tudes of these three peaks change, whereas their posi-
tions vary only dlightly. At large deviations of the
antenna from its normal position, a considerable frac-
tion of the spectrum falls in the high-frequency range.
Only the two side peaks shift over frequency (the shift
not being proportional to the angle of incidence of the

Poloidal plasma velocities calculated from the growth rate of the phase of the complex signal and from the shift of the scat-
tered spectrum in the OH regime for an average plasma density of 1.6 x 102 cm™ and a plasma current of 21 kA (shot

nos. 57078-57098)

34.62-GHz probing frequency

30.20-GHz probing frequency

antennattilt angle poloidal velocity, 10° crm/s antennatilt angle poloidal velocity, 10° crm/s
degree from phase from spectrum degree from phase from spectrum
12 3.7 50 12 50 84
1.9 5.0 52 7.0
2 0.87 4.3 2 7.2 9.4
0 0.49 - 0 11 15
—2 1.59 3.8 -2 0.27 -
Vg =(4.5+0.6) x 10° cm/s Ve =(8.3% 1.0) x 10° cm/s
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Fig. 5. Scattered spectrain the ECRH regime for aradiation frequency of 34.6 GHz, i = 1.6 x 1013 cm3, Pecrn = 190 kW, and
different antennatilt angles (shot nos. 57 371-57 396). The spectrawere measured over the timeinterval 58-59 ms after the begin-

ning of the discharge.

probing beam onto the plasma), while the central (low-
frequency) component of the spectrum changes only
dlightly. Thisindicates that the formation of the central
component is apparently unrelated to the backscatter-
ing of the microwave beam by small-scale fluctuations
drifting in the poloidal direction. The presence of this
component may be attributed to the finite width of the
directional pattern of the horn antenna and the large
curvature of the magnetic flux surfaces. Under these
conditions, afraction of the probing radiation is always
reflected backward to the antenna. This is also con-
firmed by ray-tracing calculations. Thus, the central
component is merely stray radiation and must be
ignored when calculating the poloidal plasma velocity
from the shift of the spectrum. For the same reason, we
failed to determine the poloidal plasma velocity from
the growth rate of the phase of the complex signa
because its time behavior was irregular. To eliminate
the stray component, the spectrawere approximated by
asum of Lorentzian functions (see Fig. 6) and only the
satellites were taken into account in calculating the
shift of the spectrum. We analyzed various versions of
calculating this shift. The most reliable (stable) results

were obtained when the Doppler shift was calculated
by the formula

fo2 fJ2
Af = [ fA%(f)df/ [ A’(f)df,
oy

wherefs= 2.5 MHz isthe ADC sampling rate and A(f)
is the absolute value of the Fourier component (in our
case, the value of the approximating Lorentzian func-
tion). Figure 7 shows the frequency shifts calculated in
this way for several instants during a stellarator dis-
charge. It can be seen from Fig. 7 that the frequency
shift varies over awide rage with time and that the Dop-
pler shift is not proportional to the antenna tilt angle.
The radial location of the scattering region was esti-
mated using the ray-tracing method. The estimates
show that, when the axis of the probing beam is
inclined at an angle of 12°-18° with respect to the nor-
mal to the magnetic surface, thereflection regionisdis-
placed by 3-5 mm toward the plasma boundary. The
change in the frequency from 34.6 to 30.2 GHz corre-
spondsto adisplacement of 10-12 mm. Figure 8 shows
the velocities calculated for small (+4°-5°) and large
(12°-18°) antenna tilt angles for two probing frequen-
cies. It can be seen that the velocity decreases toward
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 6. Approximation of the spectrum by a sum of Lorentzian functions. The solid polygonal line shows the Fourier spectrum of
the recorded signal, the dotted lines show the summands of the approximating function, and the dashed line shows their sum. The
part of the Fourier spectrum used to calculate the Doppler shift is shown by the heavy solid line.

the plasmaboundary. Figure 9 showsthetime evolution
of the radius of the critical surface for the same shots as
in Fig. 8. The relative position of the critical surface
was determined with the help of the reflectometer at
small angles of incidence of the probing beam, whereas
the absolute position was determined with the help of
an HCN laser interferometer. A comparison of Figs. 8

Shift A7, kHz

180
160
140
120

L \ 7
- | | TEnd qf the ECRH pulse |

56 58 60 62 64 66 68 70
t, ms

Fig. 7. Doppler shift of the scattered spectra for different
antenna tilt angles for a probing frequency of 34.62 GHz,
A= 16 x 10" em™, and Pgcry = 190 kW (shot
nos. 57390-57396). The shift is averaged over two shots
for each angle.
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and 9 shows that the poloidal plasma velocity varies
both when the density profileis quasi-steady (theveloc-
ity increases by the end of the heating pulse) and when
it varies. Thelatter may berelated to theradial displace-
ment of the scattering region. Figure 10 shows thetime
evolution of the poloidal plasmavelocity in astellarator
discharge with ahigher plasmadensity and higher heat-

Poloidal velocity, cm/s

4 %10

3x10°

2% 10°

10°

-10°

+/-4°,34.6 GHz

12°,34.6 GH

+/-4°,30.2 GHz

-

TNl N

ECRH 12°,30.2 GHz

56 58 60 62 64 66 68 70
t, ms

Fig. 8. Poloidal plasmavel ocities measured at four different
radii for A = 1.6 x 10! cm™ and Pgcry = 190 kW (shot

nos. 57 371-57 396). The position of the scattered region is
varied by varying the probing frequency and the antennartilt

angle.
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Fig. 9. Time evolution of the radia position of the critical surface calculated from the interferometric (squares) and reflectometric
datafor two probing frequencies (shot nos. 57371-57396). The reflectometric data are normalized to the interferometric dataat t =

60 ms; rgis the radius of the last closed magnetic surface.

ing power. It can be seen that, in this case, the spa-
tiotemporal behavior of the poloidal velocity remains
gualitatively the same asin the previous case.

Unfortunately, the very large plasma density gradi-
ent in the edge plasma and an insufficiently high accu-

Poloidal velocity, cm/s
3x10° -

2x10°

10°

ECRH
1 1 ] I I I I I

56 58 60 62 64 66 68 70
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-1x10°

Fig. 10. Poloidal plasmavelocities measured at three differ-
ent radii for i =2.5 x 10'3 cm > and Pgcryy = 300 kW (shot
nos. 57 498-57 520). The position of the scattered region is
varied by varying the probing frequency and the antennartilt
angle.

racy of measurements of the plasmadensity profile (see
Fig. 9) did not allow us to exactly determine the loca-
tion of the scattering region and the corresponding
poloidal wavenumbers of the scattered radiation. The
measured poloidal velocities, aswell as probe measure-
ments, show the presence of astrongly inhomogeneous
radial electric field (i.e., a large velocity shear) in the
edge plasma. It is interesting that, according to our
measurements, the sign of the velocity shear isdifferent
in the OH and ECRH regimes. Another problem
(already mentioned in this paper) isthat the mechanism
for the formation of the recorded spectrum is not yet
completely understood. It is likely that the antenna
receives not only the backscattered radiation, but also
the radiation repeatedly reflected from the plasma and
the construction elements of the stellarator chamber.
Note that the reflected radiation provides information
about radial plasma fluctuations (in particular, fluctua-
tions of the critical surface).

6. CONCLUSIONS

Our experiments have demonstrated the possibility
of using Doppler reflectometry in the L-2M stellarator.
The time evolution of the poloidal velocity in the edge
plasma has been measured in the OH and ECRH
regimes at severa different radii. An analysis of the
scattered spectra has shown that the plasma density
fluctuations and theradia profile of the poloidal plasma
velocity in these two regimes differ qualitatively.
PLASMA PHYSICS REPORTS  Vol. 31
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The experiments have revealed that the use of this
diagnostics in L-2M is hampered by the complicated
topology of the stellarator magnetic field and by the
presence of strong spatial inhomogeneities of the elec-
tric field and plasma density in the edge plasma.
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Abstract—Conditions are considered under which quasi-two-dimensional extended structures are formed con-
sisting of charged dust grainsthat are suspended in agravitational field by an external electric field. Formulasare
derived that describe the rel ationships between the parameters of the intergrain interaction potential, the number
of dust grains, and the gradients of the linear dectric field of the device. A criterion is proposed that determines
the onset of anew dust layer in a quasi-two-dimensional dust system. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Laboratory plasma, with its unique features, is an
excellent experimental model for studying the proper-
ties of a strongly nonideal plasma and for providing a
deeper understanding of the processes of the self-orga-
nization of matter in nature. Most of the experimentson
the properties of dusty plasmas are carried out with dis-
chargesin gases (usually, in noble gases) at pressures P
of 0.03-3 torr [1-7]. Such a plasmais a partially ion-
ized gas in which the ion temperature (T, ~ 0.03 eV) is
much lower than the electron temperature (T, ~ 1-7 €V)
and the ion and electron densities, n; and n,, are on the

order of 108-10° cm. Theradii of the dust grains that
areusually usedinterrestrial laboratory experimentslie
intherange ay = 0.5-5 um, and theradii of the polymer
or glass spherical grains are ay = 3040 um. Owing to
the high electron mobility, nonemitting dust grains
introduced into a gas-discharge plasma acquire a sub-
stantial negative charge of Z; = (2-4)ayT./€* (about
10°~10° times the elementary charge €) and can form
liquid-like or solid-like quasi-steady dust structures
with adust number density ny of 10°-10° cm. Depend-
ing on the experimental conditions, such structures
either can be nearly uniform three-dimensional config-
urations or can be strongly ani sotropic one-dimensional
or gquasi-two-dimensional configurations similar, e.g.,
to the chains of dust grains observed in a dc glow dis-
charge plasma [6, 7] or to individual dust layers (usu-
ally, from one to ten layers) observed in the electrode
region of an rf discharge [1-4, 8]. (For fixed discharge
parameters, the maximum number of dust layers
depends on the number of grains introduced into the
discharge and on their equilibrium density within the
layer.) The formation of such one-dimensiona or
guasi-two-dimensional structures is largely governed
by the anisotropic nature of the distribution of electric
fieldsin a (usualy cylindrical) gas-discharge chamber.

Gas-discharge chambers are widely used to study
the properties of a dusty plasma because the electric
fields in them are capable of suspending negatively
charged grains in the Earth’s gravitational field and of
confining grains in the radial direction (perpendicular
to the gravitationa field). Since discharges in noble
gases are usualy dominated by ambipolar diffusion
processes, the gas-discharge plasma has a small excess
of positive charge (dn = (n; — ny) > 0, dn/n; =1072),
which balances the repulsion between negatively
charged grains [9]. In dc discharges, a radia electric
trap confining a cloud of dust grainsin a direction per-
pendicular to the Earth’s gravitational field isformed at
the expense of the space charge distribution of plasma
electrons and ionsthat is established as aresult of their
ambipolar diffusion toward the wall of the gas-dis-
charge chamber. In gas-discharge chambers for initiat-
ing rf capacitive discharges, the rf electrodes are often
positioned at fairly large distances from the chamber
wall; this is why, in such discharges, a radia trap is
formed by using alower electrode that has adip on its
surface or is equipped with a metal ring several milli-
meters in height [1-4]. Experimental investigations
show that, in the axial region of a gas-discharge cham-
ber, r < 0.6R*, the radial electric field strength E(r)
depends amost linearly on the distancer from the axis,
whereas, at shorter distances from the chamber wall, it
obeysthe dependence E(r) O r3 [10] (here, R* isachar-
acteristic spatial scale of the device, e.g., the radius of
the electrode above which the dust grains are sus-
pended or the radius of the gas-discharge tube). The
grains are suspended in the positive space charge sheath
just above the lower electrode (in an rf capacitive dis-
charge plasma) or inthe electric field of astriation (in a
dc glow discharge plasma), mainly at the expense of the
balance between the gravitational and electric forces.
The role of other forces (namely, the thermophoretic
force and the ion drag force) in the formation of atrap
for negatively charged dust grains was considered in a

1063-780X/05/3107-0562$26.00 © 2005 Pleiades Publishing, Inc.
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number of theoretical papers, where it was shown that,
in most terrestrial laboratory experiments with dusty
plasmas, the balance of forces acting in the system is
almost completely governed by the electric field of the
space charge of the surrounding plasma and by the
gravitational force myg [10, 11].

It is now generally accepted that the dust grainsin a
plasma interact through a screened Coulomb potential
U = (eZy)%exp(-I/M)/I (where | is the distance and A is
the screening length). This suggestion iswell supported
by the data from measurements of the radial interaction
forces between two dust grainsin an rf discharge cham-
ber [12] and also by the results of numerical calcula
tions of the structure of the screening cloud [13] at
small distances from the grain, | < 4-5\p (Where Ap is
the Debye length). The larger the distance | from the
grain, the weaker the screening effect; at distances| >
Ap, the potential U(l) behaves as a power function, U [
|-2 [14]. Existing studies deal with solitary grainsin a
plasma. For extended plasma—dust structures, the pair
additivity principle, which implies that the interaction
potential in a system of particles is the sum of the
potentials of interaction between two particles in iso-
lated pairs, can fail to hold because of the processes that
affect the spatiotemporal distribution of the grain den-
sity, i.e., various collective effects, perturbations of the
external fields, etc. There is as yet no final explanation
of how the shape of the intergrain interaction potential
U(l) is affected by the presence of other particlesin a
dust cloud, ionization processes in the surrounding
plasma, collisions of electrons and ionswith the neutral
gas particles, and a host of other factors. The only way
to solve this problem is to use model interaction poten-
tials that should be modified to best fit those under
actual experimental conditions (and, accordingly, can
be checked experimentally by comparing theoretical
predictions with the measurement data).

Based on an analytic model, Hebner et al. [15] con-
structed the equation of state for a quasi-two-dimen-
siona crystal of dust grains interacting by means of a
screened Coulomb potentia in the linear electric field
of aradial trap. The model proposed in that paper made
it possible to determine the relationship between the
gradient of the radial electric field, the number of dust
grains, and the parameters of the intergrain interaction
potential and to achieve good agreement between the
calculated parameters of a dust layer forming in the
electrode sheath of an rf discharge and the experimental
data. This model has a number of drawbacks, however.
Thus, its predictions are in rather poor agreement with
the results of numerical simulations of systems in
which the dust grainsinteract through a screened poten-
tial (Yukawasystems) suchthatk <1, wherek =I4/A is
the screening parameter and |4 is the characteristic dis-
tance between the grains [16]. This model is also inca-
pable of predicting the onset of a new dust layer in the
system under analysis.
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Fig. 1. Schematic illustration of (a) avertical and (b) a hor-
izontal configuration of two grainsin the field of atrap.

The processes of the formation of extended layers of
dust grainsinteracting through a screened potential in a
gravitational field and a one-dimensional linear electric
field were investigated by Totsuji et al. [17]. They
found that anew dust layer formswhen the dust density
(the number of grains) in the original layer grows, the
electric field gradient becomes gentler, and the screen-
ing length and dust charge increase. However, they did
not propose an analytic condition that would combine
these parameters into a criterion for the formation of a
new dust layer.

2. TWO GRAINS

Before proceeding to an analysis of the formation of
extended dust structures, we consider the problem
about a horizontal or a vertical stable position of a pair
of interacting dust grains of equal mass my and equal
negative charge Q = —eZ,, staying in acylindrical trap a
distance | from one another, in a gravitational field and
inalinear electric field E(r, z) with aradial component

E, = ar and a vertical component E, = ES + Bz (see
Fig. 1). Here, r = (x> + y?)'”2 isthe radial coordinate,

z isthevertical coordinatein the direction of the grav-
itational field, a and B are the electric field gradients,

and the field Ef is determined by the balance of the

forces acting in the system. Analogous investigations
were carried out by Vladimirov and Samarian [18],
who, however, gave no insight into some important
aspects of the stability of a vertical and a horizontal
configuration of two grains.
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We denote by U,, the potential of the force exerted
on the first grain by the second one (the potential of the
force exerted on the latter by the former being U,,,
accordingly), so this force is equal to F,; = —dU,,/dl
(the force acting on the second grain being F,, =
—dU,,/dl). For an isotropic pair interaction, we have
U,, =U,, and F,, = F,,; in the case of attractive inter-
action, the forces F,, and F,, are positive. The pair
interaction can be anisotropic (F,; # F,,) in a vertica
configuration of two grainsin the el ectrode sheath of an
rf discharge because of the attractive forces associated
with ion focusing effects [19, 20].

We assume that, in the field of the trap, a vertical
configuration of two dust grains separated by adistance
| from one another is stable (Fig. 1a). Under this
assumption, we consider the response of the system to
small deviations (r,, z,) and (r,, z,) of grains 1 and 2
from their equilibrium positionsin the z direction,

mddzzlldt2 = —myvqdz,/dt —eZ, Bz,
+(2,-2)dF,/dl,

(1a)

myd’z,/dt® = —myv, dz,/dt —eZ,Bz,
+(z,—z)dF,/dl,
and in the radial direction,

(1b)

mddzrlldt2 = —myvydr,/dt—ezZyar, (2a)
+(ry=ry)Fall,
2 2
myd°r,/dt” = —myv; dr,/dt —eZ ar, (2b)

Here, v;, isthe grain friction coefficient. The equations
describing the response of ahorizontal configuration of
two grains to their deviations from equilibrium posi-
tions can be written in a similar form. (To do this, in
Egs. (1a) and (1b), the derivatives dF,,/dl and dF,,/dI
should be replaced by the ratios F,,/I and F,,/I and,
accordingly, in Egs. (2a) and (2b), the ratios F,,/I and
F,,/ should be replaced by the derivatives dF,,/dl and
dF,,/dl.) Thereby, the investigation of the stability of
the two (vertical and horizontal) configurations of a
pair of grains can be reduced to an analysis of the sta-
bility problem given by the following set of ordinary
differential equations:

d’r,/dt? = —vdr,/dt + a,,r, + a;,r,, 3)
dzrz/dtz = _Vtrdrz/dt + a.22r2 + 8.21r1, (4)

where a; are the corresponding coefficients of theterms
describing the radia (r,, r,) and vertical (z, z,) dis-
placements of the grains. Note that a number of prob-
lems about the stable position of grainsin an extended
dust cloud can be reduced to differential equations sim-
ilar to Egs. (3) and (4) [21]. A dust system described by
Egs. (3) and (4) can become unstable because of the
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onset of dissipative or dispersive instabilities, whose
development depends on the sign of the quantity

O = (ay—ay)* +4a,a,,. (5)

The condition for the onset of a dissipative instability
(6 > 0) can be written as

@y +ayy) + {(an — a;))* + 4a,a, 1> > 0. 6)

A dispersiveinstability developswhen & < 0, or, equiv-
aently, under the condition

—2(ay, + all)vfzr + (ay —ay))* + 4a,a, <0. (7

L et us examine the stability of avertical and a hori-
zontal configuration of two grains by substituting the
values of the corresponding coefficients g; into condi-
tions (6) and (7). Since, in the problem in question, the
guantity & is aways positive, the dispersive instability
can be excluded from consideration. As for the origi-
nally equilibrium vertical grain configuration described
by Egs. (1a) and (1b) (see Fig. 1a), it may be subject to
adissipative instability under the condition

eZB —d(F,, + F,)/dl <0. ®)

This condition implies that, being dightly displaced
(Az <) fromitsequilibrium position in the z direction,
the grain does not experience a restoring force. In the
problem given by Egs. (28) and (2b), the condition for
the onset of adissipative instability can bewritteninthe
form

eZo — (F,, + F o)/l <O. (9a)

Under this condition, a charged grain that undergoes
radial displacement does not experience a restoring
force; accordingly, a vertical configuration of dust
grains changesinto aqualitatively new one—ahorizon-
tal stable configuration. With allowance for the fact
that, according to the balance equations for the electric
forces in a gravitational field, the distance between the
grainsin avertically oriented configuration is equal to
I =(F, + F,)/(BleZy]), condition (9a) takes the form
a<p. (9b)
An analysis of the above relationships shows that
two dust grains experiencing an attractive force, F,, +
F,, <0, can form a vertical configuration only for 3 <
0. Such asituation is unlikely to occur in the electrode
region of an rf discharge, but it can take place in adc
discharge. Since the gas-discharge plasma in this case
is usually electropasitive (dnh=(n,—ny) >0,V - E > 0),
we can readily see that, for a cylindrical trap, the fol-
lowing inequality should hold:

20 +pB>0. (10)

For aninitially equilibrium horizontal configuration
of dust grains (see Fig. 1b), the conditions for the onset
of adissipative instability have the form

eZ40 — d(F,; + Fp)/dl <0,
eZyB — (Fy + Fip)/l <0.

(11)
(12a)

PLASMA PHYSICS REPORTS Vol. 31  No. 7 2005



FORMATION OF QUASI-TWO-DIMENSIONAL DUST STRUCTURES

Since, for such a configuration, the distance between
two grains can be expressed as | = (F,, + F,))/(a|eZy)),
condition (12a) can be rewritten as

a>B. (12b)

Condition (11) implies that agrain that is displaced
from its equilibrium position in the radial direction
(Ar < ) does not experience a restoring force. Condi-
tion (12a) describes a qualitative change of a horizontal
configuration of dust grainsinto a new (vertical) stable
configuration. In the presence of an attractive force
betweentwo grains, F,, + F,, <0, the configuration can
be horizontal only when a < 0. This indicates that the
radial electric field is negative, which isimpossible in
discharges dominated by ambipolar plasma diffusion.

Hence, the conditions for the existence of a certain
equilibrium configuration of two interacting dust grains
are independent of the shape of the potential of pair
interaction between them. The stability criterion for a
vertical configuration of two grains can be written as
B < a; the opposite inequality, 3 > o, isthe stability cri-
terion for a horizontal configuration. These consider-
ations are confirmed by numerical simulations. When
the linear field gradients are the same, a = 3, the two
configurations in question are neutrally stable. Numer-
ical simulations with a = 3 show that the system will
not reach a steady state but rather will undergo a con-
tinuous sequence of bifurcations.

3. FORMATION
OF A QUASI-TWO-DIMENSIONAL
DUST LAYER IN A LINEAR ELECTRIC FIELD

It was pointed out above that, in numerical and lab-
oratory experiments, a new dust layer forms when the
vertical electric field gradient becomes gentler, the dust
density grows, and the screening length and dust charge
increase. Hence, when these parameters change, the
configuration of a dust cloud can lose its stahility and
can evolve into anew stable configuration having adif-
ferent number of dust layers. The stability problem for
a uniform dust layer in a linear electric field can be
solved in much the same way as the problem of the sta-
bility of a horizontal configuration of two dust grains.
For a system with an isotropic pair interaction, the con-
dition for the position of an individual grain 1in asin-
gle dust layer to become unstable can be written in a
form analogous to condition (12a):

Ng

eZdB_ZZ[Fi(Ii)/li] <0, (13)

where F; is the force of interaction between two dust
grains separated by distancel; (i = 1-Ng, with N4 being
the total number of grains).

Let us consider a discrete problem for a plane
extended crystalline system of dust grains interacting
PLASMA PHYSICS REPORTS  Vol. 31
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by means of a screened Coulomb potential. We assume
that the system is axisymmetric and that the probability
for asecond grain to occur at the distance |; = jl4 from
afirst oneisequal to 21jl4/N, where |l isthe character-
istic distance between two neighboring grains and N =
R/lg O (Ng/m'? is the number of characteristic dis-
tances along the radius R of the dust layer. Such asys-
tem can be regarded as being extended if N > 2 or,
accordingly, if Ny = 471t In this case, the second termin
condition (13) can be written approximately as

2 (RN
i=1 (14)

N
=4n(eZy)" S [(1+ ) exp(—)/i1/(4213),
i=1
wherek = l4/A isthe characteristic value of the screen-

ing parameter, j = 1-N, and the coefficient 1/./2
accounts for the probability for the grains to be dis-
placed from the position of the center of mass of the
dust layer. Since the sum of the series in relationship
(14) cannot be represented by a single analytic expres-
sion, we introduce the notation

N
TN = Y [(L+jK)exp(=))/j7],
j=1
and rewrite condition (13) for the formation of a new
(second) dust layer in the form

B < 4TeZ Z(N, K)/(A/219). (15)

Note that condition (15) aso holds for a nonlinear
electric field distribution E,, provided that the quantity
B is understood as the gradient of thisfield at the posi-
tion where the dust layer is suspended. For a linear
dependence of the field E, on the z coordinate, condi-
tion (15) can easily be rewritten in a form suitable for
describing the onset of any new layer of dust grains
regardless of the initial number of dust layers. For
instance, the criterion for the formation of athird layer
in an equilibrium configuration consisting of two dust
layers can be obtained by taking the sum of the gradient
B in inequadity (15) and the quantity (Bl./A) =
—-(2dF./dl.)/|eZy|. Here I, is the distance between the
neighboring layers and F, is the force exerted by one
dust layer on the dust grains of another layer. For auni-
form extended layer of dust grains interacting through
a Yukawa potential, this force can be written as F, =
2m(eZy/19)*exp(-I/N); in this case, the distance
between the layers can be obtained from the relation-
ship | = 2F¢/(BleZq).

For the values of the screening parameter such that
K > 2-3, which are typical of most terrestrial experi-
ments with dusty plasmas, it is sufficient to take into
account only the first term in the sum Z(N, K). In this
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case, condition (15) can be rewritten in a simple ana-
Iytic form,

B < 4TeZy(1 + K)exp(—K)/(/213). (16)

For afairly extended, radially bounded, equilibrium
dust layer in the form of a disk, the relationship
between the radia gradient a of the external electric
field and the parameters of the intergrain interaction
potential can be obtained from the equation of state of
the layer,

Ng Ng

Zarflz = 2N T, + Ndz[FiIi] /4. (17)
i=1 i=1

The left-hand side of this equation is a virial
describing the action of the external forces on the ith
grain at theradia position r;, and the right-hand sideis
the sum of the kinetic energy of a two-dimensional
grain system and the viria of the intergrain interaction
forces.

For a circularly symmetric crystalline dust layer in
which the grains do not execute thermal motion (T —~
0), this equation has the form

N
2mnaeZ, Z i’z

= (18)

N
=(mNeZy)" 3 [(1+ jk)exp(—))] /.
j=1
Using analytic expressions for the sums in this equa
tion, we can write the radial charge gradient as

2meZ, E1_[1 + (N —1)K] exp(=NK)
(N=1)430 1-exp()

(19a)

+ Kexp(x)[1—exp(=(N=1)K)] _1%

[1-exp(—)]? 0

If we then introduce the notation %,(N, K) for the factor
that depends on the parameters N and K, we obtain

o = 21eZ,5 (N, K)/I5. (19b)

For a system of grains interacting by means of a Cou-
lomb potential (k —» 0), relationship (19a) reduces to

2mneZ,
o= —-,
(N-1)l4
and, for Nk > 1, it becomes
. _2meZy pxp(K)(1+K) -1
(N-1)%13Y [exp(x)-1° "

If the characteristic distance |4 is approximately equal
to the most probable distance |,,, between the neighbor-

(20)

21)
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ing grains at the points of a hexagonal lattice, |4 = |,
[21RY/(Ny+/3)1'2, then we have (N — 1)2 = RY/IZ

fiNd /(2m) and formula (21) corresponds to the rela-

tionship that was proposed in [15] for the radial charge
gradient in a disk-shaped dust cloud. If the characteris-

tic distanceliscloseto the mean intergrain distance (I
(lq = MO= (YNy "2, where S= iR is the area of the
structure), then we have (N — 1)> = Ny/t In both these
cases, expression (21) has a singularity at kK — 0.

Accordingly, when thisformulaisused for small values
of the screening parameter, kK < 0.1, it produces signifi-

cant errors and leads to a deviation, 0, from the results
of solving the problem numerically (for k — 0.02, the
deviation is as large as & — 50-100%) [16]. Hence,

for small values of the screening parameter (k <0.1), it

is necessary to utilize amore exact formula (19a).

As a result, for a uniform guasi-two-dimensional
system, condition (15) for the formation of a new dust
layer can be represented as

B<a2Z(N, K)/Zw(N, K) O a/Ny. (22)
For the range k > 2-3, the rapid convergence of the
above series expansions alows this condition to be
rewritten in the form

B < a./2TUN,.

We conclude this section with the following remark.
Numerical simulations of quasi-two-dimensional
finite-size dust structuresin alinear electric field show
that the mean distance between the grains changes
(increases) intheradial direction (from the center of the
dust disk toward its edge) [16]. A similar situation is
observed in laboratory experiments [15]. Hence, crite-
rion (22) for the formation of a new dust layer should
be modified to include the nonuniformity of the dust
density distribution within the system. This can be done
with the help of numerical ssimulations.

(23)

4. SSIMULATION OF THE DYNAMICS
OF THE FORMATION
OF QUASI-TWO-DIMENSIONAL
DUST STRUCTURES

The conditions for the formation of quasi-two-
dimensional dust structures were investigated by the
molecular dynamics method based on solving a set of
ordinary differential equationsthat consists of N, equa-
tions of motion (where Ny is the number of grains) and
takes into account the Langevin force Fy,, which drives
the grains into stochastic (thermal) motion with agiven
kinetic temperature Ty In numerica simulations,
account was taken of the pair intergrain interaction
forceF,,,, the external electric forcesF.,, = eZ,E(r, 2) of
a cylindrically symmetric trap, and the gravitational
PLASMA PHYSICS REPORTS  Vol. 31
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force |[Fy| = myg acting on the grainsin adust cloud in
the z direction,

d |
k - ZFlm(l)h \'k-'\|l |

dI
- defrd_tk + Fext + Fg + l:bri

(24)

where | = [, — L] is the intergrain distance, F;,(l) =
-eZ,04/0l, and ¢ = eZyexp(—I/A)/I isthe screened Cou-
lomb potential.

The problem given by Egs. (24) was solved numer-
ically for two different cases: (i) for a system bounded
in the radial direction by the linear electric field E, =
ar # 0 and (ii) for a uniform extended dust layer with
periodic boundary conditions in the x and y directions
(E; = 0). In both cases, the grains were assumed to be
suspended in a gravitational field Fy = myg by alinear

dectric field E,= EC + Bz (where E. = myg/(eZ,)) and
the kinetic temperature of the grain was chosen so that
the coupling parameter of the system satisfied the ine-

quality T = (eZ)%(1 + K + K2/2)exp(—K)/(I; Ty > ¥,

where 'Y =106 is the melting point of athree-dimen-
sional Yukawa system [22].

Inthefirst series of simulations (E, # 0), the number
of grains Ny was varied from 125 to 2500, the screening
parameter was varied from 0 to about 9, and the exter-
nal electric field gradients a and 3 were varied from
~100 V/cm? to ~10* V/cm?. The formation of a new
layer in afinite-size dust system isillustrated in Fig. 2,
which shows the positions of the grains calculated for

B = B. = 4meZZ(N, K)/(/2 ID5) (see condition (15)),
B=0.8B and = 0.450.. We can seethat the formation
of a new layer begins with the separation of grainsin
the central region of the structure. As the parameter 3
further decreases, the structure evolves into two para-
bolic layers consisting of approximately the same num-
ber of grains.

An analysis of the numerical results shows that, in
this case, the condition for the formation of a new dust
layer is close to condition (15) and the best agreement
between the analytical and numerical results is
achieved when the characteristic distance between the
grainsis chosen to be equal to the mean intergrain dis-
tance, |4 = 0= (TR/Ny)'? (see Fig. 3). It was also
found that formula (19a) describeswell the relationship
between the number of grains in the system and the
radial eectric field gradient; in this case, however, the
characteristic distance between the grainsin thelayer is
determined by the most probable distance between

them, |4 = |, = [21RY(Ny~/3)]"? (see Fig. 4). The fact
that approximating formulas (15) and (19a) should be
used with different characteristic intergrain distances
stems primarily from the aforementioned nonunifor-
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Fig. 2. Schematic illustration of the formation of a new
layer in afinite-size system of grainsfor Ny = 125 and K =
0: (a) the top view of the grain system for 3 = 3, and across
section of the system along its axis for (b) B = B, (c) B=
0.8B¢, and (d) B = 0.45p..
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Fig. 3. The ratio of the vertical electric field gradient 3 on
the line of the formation of anew dust layer in afinite-size
dust system to the analytic parameter (3. defined by B =

4meZ 2 (N, K)/(fZEIID3) (circles), according to condition

(15), and by B, = 4TEZ4(1 + K)exp(—K)/(20F) (trian-
gles), according to condition (16), as a function of the
screening parameter K = [MIJA.

mity of the dust density in the linear electric field of a
cylindrical trap. This is why the relationship between
the electric field gradients that corresponds to the con-
ditions for the formation of a new layer in a quasi-two-
dimensional dust system bounded by externa radial
electric fields differs from condition (22) and can be
written as

B < a.25(N = (Ng/m)™ o5)
K = OOA)/Z(N = (JV3Ng/2m)% Kk = 1,/7).

For k > 2-3, we can take into account only the interac-
tion between the nearest neighboring grains (see
Figs. 3, 4) and reduce condition (25) to

B<a2.J/2m(1+ OON)

(26)
x exp(=OA)/(J/3BNg(L+ 1A exp(~I /A)).
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Fig. 4. Theratio of theradial electric field gradient a on the
line of the formation of anew dust layer in afinite-size dust
system to the analytic parameter a. defined by o =
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Fig. 5. Schematic illustration of the formation of a new
layer inauniform system of grainsfor Ny =100 and k = 0.6:

(a) the top view of the grain system for = 3. and a cross
section of the system along its axis for (b) B = B, (c) B =
0.8B¢, and (d) B = 0.45p..
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Fig. 6. The ratio of the vertical electric field gradient 3 on
the line of the formation of a new dust layer in a uniform
extended dust system to the analytic parameter (3 defined

by B = 41€Z45((N, K)/(J200F) (circles), according to

condition (15), and by B = 4TeZ4(1 + K)exp(—K)/(J/200)
(triangles), according to condition (16) as a function of the
screening parameter K = [IJA.
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The equilibrium processes occurring in one-dimen-
sional and three-dimensional extended dust systemsare
modeled by imposing periodic boundary conditionsin
the x, y, and z directions. In this case, the intergrain
interaction potential is often cut off at adistancel =1,
which is determined by the condition for an electrically
neutral system to be perturbed only slightly. Such asys-
tem has an excess of positive energy and the relevant
problem is equivalent to that of the confinement of dust
grainsin atrap created by external electric fields or by
other forces ensuring that a constant number of grains
are trapped within avolume V at a pressure P [23], in
accordance with the virial equation for the external
forces.

Recall that we simulated a uniform extended dust
layer by imposing periodic boundary conditionsonly in
the x and y directions and by assuming that a gravita-
tional force myg acting on the grains in the z direction
is balanced by the electric field force. The number of
independent grains Ny in a computational cell was var-
ied from 50 to 1000, the screening parameter K wasvar-
ied from about 0.6 to about 6, the cutoff distancefor the
interaction potential I ,, was varied from 50[to 25010)
and the external electric field gradient 3 was varied
from about 100 V/cm? to about 10-2 V/cm?. In contrast
to the formation of quasi-two-dimensional dust struc-
tures in a radial electric field, the characteristic inter-
grain distance was found to be the same for al grains
(the crystalline grain structure corresponds to aregular
hexagonal lattice) and the separation of one dust layer
into two similar layers (with aregular hexagonal struc-
ture) was found to occur simultaneously over the entire
area of the computational cell (seeFig. 5). Therelation-
ship between the parameters of the system under the
conditions of the formation of anew dust layer isshown
in Fig. 6. The results obtained agree with those calcu-
lated for a nonuniform dust layer bounded by a radial
electric field. Hence, in both cases, the criterion for the
formation of a new dust layer is represented by condi-
tion (15) in which the characteristic distance between
the grainsis close to the mean distance between them:
Iy = CE (YNy'?, where Sis the area of the computa-
tional cell in the case of an extended system or S= niR?
is the area of a disk-shaped structure with a finite
radius R.

5. CONCLUSIONS

We have considered the conditions for the existence
of avertical and a horizontal equilibrium configuration
of apair of interacting dust grains in the Earth’s gravi-
tational field and in the external electric field of atrap
and have found that these conditions are independent of
the shape of the potentia of pair interaction between
the grains and are governed exclusively by the relation-
ship between the gradients of the external electric field.
We have shown that it is the onset of dissipative insta-
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bility that causes one configuration of two grains to
change into another configuration.

We have analyzed the conditions for the formation
of quasi-two-dimensional extended layers of charged
dust grainsthat are suspended in agravitational field by
an external electric field and have determined the rela-
tionships between the parameters of the intergrain
interaction potential, the number of grains, and the gra-
dients of the linear electric field in the trap. We have
also proposed a criterion for the onset of a new dust
layer in aquasi-two-dimensional system of dust grains.
The results obtained can readily be generalized to any
modified analytic pair interaction potential and may be
useful for passive diagnostics of the intergrain interac-
tion parameters in quasi-two-dimensional structures
forming in the electrode sheath of an rf discharge.
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Abstract—Results are presented from experimental and theoretical investigations of the behavior of dust grains
in atrack plasma produced by a beam of accelerated protons. The dynamic ordered dust structuresin a proton-
beam-produced plasmaare obtained for the first time. The processes|eading to the formation of such structures
are simulated numerically. The experimentally obtained dynamic vortex dust structuresin atrack plasma of a
proton beam are explained theoretically, and the theoretical model developed to describe such aplasmais ver-
ified experimentally. Numerical investigations carried out by the method of Brownian dynamics made it possi-
ble to qualitatively explain the characteristic features of the formation of vortex dust structures. © 2005 Pleia-

des Publishing, Inc.

1. INTRODUCTION

A fundamental property of a plasma produced by
accelerated ions is its track structure [1-3]. When
charged particles with initial velocities much higher
than the Bohr velocity vg = 2.18 x 10® cm/s pass
through matter, they create electron—ion pairsin avery
narrow region around their trgjectories. The energy of
an ion during its deceleration decreases in an essen-
tially continuous fashion because, every time the ion
collides with an atom, it loses a small fraction of its
energy. As aresult, the intensity of a beam of monoen-
ergetic ions remains essentially unchanged aong their
entire path length. The production of plasma by ion
beams from accelerators provides radically new exper-
imental conditions. in this case, the divergence of a
beam of ionizing particles due solely to their numerous
collisionswith atomsis small and the beam current can
be made high enough for the ion tracks to overlap sub-
stantially during their lifetime and thereby to produce a
guasi-homogeneous plasma.

The objective of the present paper is to experimen-
tally investigate the behavior of dust grains in a track
plasma created by a beam of accelerated protons, to
obtain dynamic ordered dust structures in a proton-
beam-produced plasma, and to numerically simulate
the processes leading to the formation of such struc-
tures.

The results of these investigations made it possible
to reveal for the first time new effects related to collec-
tive phenomena in plasma—dust structures. Studying
these phenomenamay be of interest not only for funda-
mental science but also for their practical applications
in rapidly developing plasma and beam technol ogies.

The experimentally obtained dynamic vortex dust
structuresin atrack plasma produced by aproton beam
are explained theoretically, and the theoretical model of
such a plasma is verified experimentally. Numerical
investigations carried out by the method of Brownian
dynamics make it possible to explain the characteristic
features of the formation of vortex dust structures. The
results of calculations agree qualitatively with the
experimental data.

2. EXPERIMENTAL INVESTIGATIONS

The experiments were performed on the EG-2.5
accelerator at the Leipunskii Research Ingtitute for
Physics and Power Engineering (Obninsk, Russia). A
schematic of the experimental setup is shownin Fig. 1.
A 2-MeV proton beam was injected into the experi-
mental cell along a horizontal path through a 1.2-cm-
diameter window, which was covered by a 10-um tita-
nium foil and served aso as a diaphragm and as a ref-
erence electrode. The beam current was | = 1 pgA. In
passing through thefoil, the protonslost about 0.5 MeV
of their energy and heated the foil to a temperature of
150°C.

The experimental cell had the form of a rectangular
parallelepiped with a base of 8 cm and a height of
12 cm. The side faces of the cell were made of glass.
Thecell wasirradiated by aplanar laser ray with awaist
of width from 100 to 200 um. The laser light scattered
by the grains was recorded by a charge-coupled device
(CCD) camera and was converted into video images.

Insidethe experimental cell, therewasa3-cm-diam-
eter high-voltage electrode, positioned a distance of
7 cm from the reference electrode. The high-voltage

1063-780X/05/3107-0570$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic of the experimental device: (1) servomotor, (2) proton beam, (3) ground, (4) laser, (5) container with dust grains,
(6) container with a plasma-producing gas, (7) vacuum pump, (8) dc power supply, (9) voltmeter, (10) ammeter, (11) negative elec-
trode, (12) experimental cell, (13) CCD camera, (14) video recorder, and (15) titanium foail.

electrode had three main functions. First, when a con-
stant (positive or negative) potential was applied to the
electrode, it created the electric field in the experimen-
tal cell. Second, it was used to measure the proton cur-
rent in the evacuated cell. Finally, it was used asaprobe
to estimate the plasma floating potential in the gas-
filled cell. For the gases under investigation (He, Kr,
and Xe), the floating potential U; in the absence of the
applied external electric field was found to lie within
the range from —0.5 to —0.4 V. The charge q of a dust
grain was estimated from the formula

q = CUy, (D

where Cisthegrain capacitance. The experimentswere
carried out with polydisperse cerium dioxide grains

Fig. 2. Formation of avoid in a dust structure. The experi-
mental parameters and conditions are as follows: the work-
ing gas is krypton at a pressure of 870 torr, the dust grains
are made of CeO,, the electrode potential is —300 V, the
energy of the beam protonsis 2 MeV, and the beam current
is1pA.

PLASMA PHYSICS REPORTS Vol. 31  No. 7 2005

having a mean diameter of 1 um. The negative grain
charges calculated for the mean diameter from for-
mula (1) were found to range from 140 to 170 units of
the electron charge.

The gas—dust mixture was created by apulsed injec-
tion of a gas jet from a fixed-volume injector into a
metal-grid-bottomed container precontaminated with
dust grains.

The results of experiments with krypton at two dif-
ferent pressures are illustrated in Figs. 2 and 3. In the
first case (Fig. 2), the pressure (870 torr) was chosen so
that the protons in their decelerated motion did not fly
to the high-voltage electrode, which produced the
external electric field. In Fig. 2, we clearly see the vol-

Fig. 3. Vortex in a dust structure. The experimental param-
etersand conditions are asfollows: the working gasiskryp-
ton at a pressure of 128 torr, the dust grains are made of
CeO,, the electrode potential is —200 V, the energy of the

beam protonsis 2 MeV, and the beam current is 1 pA.
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Fig. 4. Dust grain cloud. The experimental parameters and
conditions are as follows: the working gas is helium at a
pressure of 523 torr, the dust grains are made of CeO,, the
electrode potential is —200 V, the energy of the beam pro-
tonsis 2 MeV, and the beam current is 1 pA.

ume occupied by the recombining track plasma, which
emits radiation characteristic of krypton. When the
high-voltage electrode is held at a negative potential of
severa hundred volts (from —100 to -500 V), an
extended void is seen to form, which is more pro-
nounced at a higher negative potential. When the elec-
trode potential is zero or when the electrodeisheld at a
positive potential, the void is seen to become contami-
nated with dust grains.

At lower pressures (100400 torr), protonsreach the
high-voltage electrode. In this case, after the injection
of a gas—dust mixture, dust grains form a vortex near
the high-voltage electrode and below the proton beam
(Fig. 3); the higher the absolute value of the applied
potential, the greater the rotation velocity of the vortex.
At higher dust densities, the dust grains group together
into acloud with sharp boundaries (Fig. 4); this process
takes several minutes. The cloud has a smooth, stream-
lined shape; the instabilities that occur periodically
within the cloud change its shape and again restore it.
An important point is that the grains in the vortex and
those in the cloud do not strike the electrode but rather
flow around it a distance of several millimeters near the
plane part of its surface and move away from its ends.
All the structures persist for several tens of minutes; in
the absence of an external electricfield, the dust plasma
component becomes stratified, aswas mentioned in [4].

In a low-temperature plasma with a relatively low
degree of ionization, such as, for example, a nuclear-
track plasmaor atrack plasma, the main mechanism for
neutralizing charged particles is dissociative recombi-
nation. During atime interval on the order of 1 ns, the
atomic ions of inert gases become molecular ions, and
the recombination proceeds viathe reaction

e+A, — A+ A¥, )
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whereA isthe atom of anoble gas, A, isits molecular
ion, and A* is the atom in an excited state. Under
steady-state conditions, the number of electron-ion
pairs produced by protons is equa to the number of
recombination events. Thisleadsto the following equa-
tion for the electron and ion densities:

IE _
VA an_n,, 3)

where | is the proton current, E is the proton energy,
eisthe charge of a proton, w is the energy required for
afast ion to produce an electron—ion pair (for all gases,
this energy is approximately equal to 30 eV), a isthe
dissociative recombination coefficient, n, are the elec-
tron and ion densities (which were set at equal magni-
tude), and V is the volume occupied by the plasma. In
the experimental cell, this plasma volume was observed
visually because the electron-on recombination
excites the emission of radiation characteristic of the
gas under investigation. Estimates of the electron and
ion densitiesfrom Eq. (3) given, =n_= 10! cm™. The
electron temperature was estimated from the magnitude
of the floating potential using the relationship [5]

Te (eV) = e|Us|/10. @)

The ion temperature was set equal to the room temper-
ature. We numerically solved thefollowing equation for
the charging of dust grains.

dg _ | _
5 = el )

The currents of positive ions and electrons to a
grain, I, and |_, were calculated in the same way asin
[6]. The grain charges calculated for the mean grain
diameter were found to lie in the range from 130 to 160
units of the electron charge, which correlates well with
the estimate obtained from formula (1).

In order to explain the behavior of dust grainsin a
track plasma, the following circumstances should be
kept in mind. First, protons deposit energy in the exper-
imental cell at arate of about 2 J/s; second, the convec-
tive gas flow drags the dust grains upward; and finally,
the ions accelerated by the electric field transfer their
momentum to the gas atoms in numerous collisions
with them and thereby cause the gasto move toward the
negative electrode [7, 8]. In addition, each of the grains
is penetrated by a proton within atime of about 10 s,
in this case, two to five secondary electrons with an
energy of ~2 eV are knocked out of it, and each proton
can pass through several grains. This grain charging
mechanism plays arole at low gas pressures, whereas,
under actual experimental conditions, the main mecha-
nism for grain charging is that described by Eq. (5).

Estimates show that, in experiment, the external
electric field near the high-voltage electrode can be as
strong as several thousands of V/m. The electric field
PLASMA PHYSICS REPORTS  Vol. 31

No. 7 2005



VORTEX DUST STRUCTURES IN THE TRACK PLASMA OF A PROTON BEAM

produced by the high-voltage electrode in its function
asaprobewhenitisheld at a negative potential expels
negatively charged dust grains from the axial region of
the experimental cell (Fig. 2). When the grains come
into the proton beam, they are moved upward by con-
vection. If the proton beam occupies the entire axial
region of the experimental cell, then, far from the high-
voltage electrode, the main mechanisms that cause the
dust grain to move (together with the gas) toward the
electrode are the acceleration of the gas by ions and the
drag of the grains. Thisis evidenced by theincreasein
the velocity of the grains as the negative potential is
increased in absolute value. Near the high-voltage elec-
trode, however, the field becomes strong enough to
repel the grains, which is confirmed by the presence of
a grain-free layer near the electrode; the width of the
layer is maximum near the electrode ends, where the
field is the strongest. In the external electric field, the
convective flows put the grains into vertical motion.

Hence, our experiments made it possible to revedl
for the first time a new effect: the collective motion of
cerium dioxide dust grainsin aplasmaproduced during
the deceleration of a proton beam from an accelerator.
We observed compact vortex structures consisting of
many dust grains and rotating about their axes. We also
observed evolving dense dust clouds with sharp bound-
aries. Under fixed conditions, both types of dust struc-
tures were found to persist for several tens of minutes.
The behavior of the dust grains was found to depend
substantially on the strength of the external electric
field.

3. COMPUTER SIMULATIONS
OF THE FORMATION OF DYNAMIC DUST
STRUCTURES

In the present paper, we make the first attempt to
describe the formation of vortex dust structures in a
track plasma produced by a proton beam. This is why
the theoretical approach adopted for these purposes
cannot pretend to compl etely describe the dust behavior
under the conditions of our experiments. Our main aim
here isto choose a reasonable model for describing the
most characteristic features of the behavior of dust
grainsin atrack plasmaand to reveal the main physical
mechanisms that ensure the levitation of the grains.
Therefore, it is expedient to carry out computer simula-
tions for the experimental conditions under which vor-
tex structures in the gases under investigation (such as
Kr) at the pressures of interest to us (e.g., at 128 torr)
are stable. Such structures are shown in Fig. 3.

In order to investigate the levitation of dust grains
and their mutual interactions, it is necessary not only to
establish the mechanism for their charging but also to
reveal the nature of the forces acting upon them. At
present, several different mechanisms are being dis-
cussed in the literature that affect both the balance
between the gravitational and electrostatic forces expe-
rienced by the levitated dust grains and the interactions
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between them (see[9-11] for details). Here, because of
the complexity of the dynamic problem in question, we
utilize a smplified approach that makes it possible to
trace the formation of dynamic vortex structures and
their evolution using a reasonable amount of computer
time.

Dust grain motion was described by a set of Lan-
gevin equations that involve a stochastic force and take
into account random collisions of plasma particleswith
dust grains. We al so account for such factors as regular
forces of interaction among the grains, the interaction
of grains with the electrode bombarded by the beam
protons, the ion drag force, the heat-convection-driven
force, and the gravitational force. The resulting set of
Langevin equations has the form

ag S Fuldhc—a) + Fi(a)
dt2 : int k j k k

d r
(ay) + myg— mdvfric—dgt_k + FE )

convec

d
+F, (a0 + Fy

where my isthe mass of adust grain, F;, (|gx— q;|) isthe
force of the pair interaction between the grains, vy, is

the characteristic friction rate, F,f' isthe force of inter-

convec

action of the grains with the electrode, F, is the

force exerted on the grains by heat convection, FE "is

the stochastic Langevin force originating from colli-
sions of plasma particles with a dust grain, and myg is
the gravitational force.

Although the negative charge of dust grainsisrela-
tively small and the characteristic distances between
them are comparatively large, the coupling between the
grains through a Coulomb screened potential was com-
pletely taken into account in solving the equations of
their motion because the intergrain interaction parame-
ter under the conditions of our experiments was on the
order of unity. Aswas mentioned above, the grains also
interacted with the electrode bombarded by the beam
protons; in our simulations, this electrode was at a neg-
ative potential and thus repelled the oncoming dust
grains.

Since the power of the proton beam was sufficiently
high and since the degree of ionization of the plasma
produced by it was low, we took into account the drag
force F*™® exerted on dust grains by drift ion flows and
by the flows of neutrals dragged by theions. According

to [12], the drag force F™ is described by the expres-
sion

aag 4]2°€"
F agDé—znmivT_UA/ann/\,
T, '

where z is the charge number of a dust grain, T is the
ion temperature, M isthe mass of anion, nisthe unper-



574

* x| X
ak* o
* %
* % K¥
* ¥
** *
* |
*
% *
*

Fig. 5. Initial configuration (t = 0) of adust cloud beforethe
formation of avortex.

turbed ion density, V. istheion thermal velocity, U is
theion drift velocity, InA =In(A/R.) isthe Coulomb log-
arithm, A isthe ion Debye radius, and R, = |Z2e?/mv?,
is the Coulomb length. Because of the closed (finite)

volume of the experimental cell and the continuity of
the neutral fluxes within it, the lines of the force field

F® are closed: inside the beam, they are predomi-

nantly directed toward the electrode and, outside the
beam (at distances on the order of several beam diame-
ters from it), they point in the opposite direction. The

force field F*™ is axisymmetric about the axis of the

proton beam. In numerical simulations, we used thefol-
lowing approximating formula:

Fo™ = F'™[exp(~(p/ap)?)

y k
—a(1-exp(~(p/an)")) exp(~(p/ac) )],
where gy, is the beam radius; p is the distance from a
grain to the beam axisin aperpendicular plane; o, isthe

sum of the beam and vortex radii; Fi® = FZ® = 0;

a = (0./0,,) is the coefficient of attenuation of the
reverseflow; and theindicesx, y, and z stand for the cor-
responding projections of the force F¥® on the coordi-
nate axes.

Recall that the heat released from the proton beam
gives rise to heat convection, which is described in our

model by the vector field F*"*. By virtue of the

closed volume of the experimental cell and the continu-
ity of neutral fluxes, the stream lines of this vector field
are also closed. Thelines of the heat-convection-driven
drag force are directed upward in the middle (axial)
region of the horizontally passed proton beam; in the
peripheral region (near the vertical side walls of the
experimental cell and near the electrode surface), they
are directed downward. For numerical simulations, the

characteristic magnitude of the force F*"" was

FORTOV et al.

adjusted in such amanner that, in an infinite free space,
the grains of a given weight moved upward with the
experimentally observed characteristic velocity (on the
order of 1 cm/s). The vector field of the convective

force F™ in the closed experimental cell was
described by the approximating formula

Fo™ = FO™ L exp[—((x/0y)° + (05— y/L)")]

—B(1-exp[—((X/T,)” + (05— yIL)*) )}
x exp(—(Z/0)"),

where x and z are the corresponding distances from a
grain to the beam axisin a perpendicular plane, y isthe
coordinate of the grain on the beam axis, (3 is the coef-
ficient of attenuation of the reverse flow,  is a numeri-

convec convec

cal coefficient on the order of unity, F,” =F,~ " =

0, and L isthe distance from the diaphragm to the elec-
trode.

The set of Langevin eguations describing the motion
of dust grains was solved numericaly by the standard
Brownian dynamics method. This method usually
assumes calculations for afinite number N of particles
inacomputational cell of size L with periodic boundary
conditions. In order for the computations to take a rea-
sonable amount of time on the available computers, we
restricted our simulations to N = 200-1000. Note that,
for asmadller size L, aswell as for a smaller number of
dust grainsin comparison to that in the experiments, the
requirements on computational resources can be sub-
stantialy reduced; this made it possible to reduce the
run time of the code to about ten hours. Theinitial spa
tial distribution of dust grainsand their initial velocities
were specified with the help of a random-number gen-
erator.

4. DISCUSSION
OF THE CALCULATED RESULTS

Here, we discussthe results from numerical simula
tions carried out by the standard method of Brownian
dynamics. Figures 5-9 show the configurations of dust
grains inside a thin planar vertical axia layer, calcu-
lated for three successive times.

Initially, the grains are distributed uniformly over
the computational cell and move chaotically within it.
As time elapses, the forces considered above, first,
cause the motion of the grains to become more regular
and then gradually put them into vortex circulation just
below the proton beam. This vortex motion entrains a
progressively larger number of grains that come down
from the upper part of the cell to itslower part, where a
stable vortex forms. Let us consider the motion of dust
grains and the forces acting on them in more detail.

In Figs. 5-9, the proton beam propagates from left
to right in the immediate vicinity of a horizontal axis.
Recall that, in this region, the grains are subject to a
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 6. Intermediate stage (t = 0.5 s) of the developing dust
cloud during the formation of avortex.

Fig. 8. Evolution of adust vortex (t=1.55).

drag force, which drives them into rapid rightward
motion. Simultaneously, the dust grains in the central
region of the cell experience an upward-directed heat
convection force, which, however, does not have
enough time to considerably affect the dust grains in
their rapid rightward motion through this central
region. As the grains approach the electrode (which is
positioned perpendicularly to the beam axis in the
peripheral region on theright side of the cell andisheld
at a negative potential), they are decelerated and begin
moving downward under the action of three equidirec-
tional forces, namely, the gravitational force, the pro-
ton-beam-driven drag force, and the heat convection
force (which is directed downward in the cell’s periph-
era region in question). The grains that have come
down to the lower part of the cell begin to experience
the leftward-directed proton-beam-driven drag force.
Under the action of this force, the dust grains continue
moving downward and simultaneously they begin mov-
ing leftward and escape from the peripheral region of
the cell. In the central part of the cell, the convection
forceisdirected from bottom to top and causes the dust
No. 7
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Fig. 9. Evolution of adust vortex (t=2).

grains to rise upward. As the upwardly moving grains
enter the proton beam region, they rapidly begin mov-
ing from left to right under the action of the drag force.
This cycle of the grain’s motion then repeats itself,
resulting in the formation of a dust vortex. The grains
that occur initially in the upper part of the cell are sub-
ject to forces similar to those described above. How-
ever, when these grains come into the region near the
electrode (on theright side of the cell), they begin mov-
ing downward because the upward-directed proton-
beam-driven drag forceis not strong enough to counter-
balance the downward-directed gravity and heat con-
vection forces. Asaresult, aimost all of the grains from
the upper part of the cell fall progressively into itslower
part and are entrained in the formation of the vortex.

It should be emphasized that, in numerical simula-
tions, such dust motion results from solving the set of
Langevin equations with allowance for the transfer of
kinetic energy between grains and plasma particles.
The mean kinetic energy of dust grains is determined
by their mass and size, as well as by the proton beam
intensity and the plasma viscosity. When the beam is
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Fig. 10. (a) Time evolution of the kinetic (K), potential (U),
and total (E) energies (in units of KT) of the dust plasma
component for T =300 K. (b) Pair correlation function asa
function of the distancer between the grains.

absent, the mean kinetic energy of the grains is deter-
mined by the kinetic energy of the plasma particlesand
isequal to 3kT/2. However, under the action of the drag
force in the proton beam, the kinetic energy of the
grains increases appreciably. With increasing distance
from the beam-dominated region, the drag force acting
on agrain that has escaped from this region decreases
abruptly, and the total force exerted on the grain aso
decreases. As a result, the grain is decelerated by the
plasma viscosity and its kinetic energy decreases. Fig-
ure 10a shows how the kinetic, potential, and total ener-
gies depend on time (which is given in seconds). The
temporal variationsin the kinetic and potential energies
provide evidence for the presence of irregular oscilla
tions. Figure 10b shows the pair correlation functions
for the dust grains. The shape of the correlation func-

FORTOV et al.

tions indicates that, despite the vortex motion, dust
grains have short-range order in their spatial positions.
In Fig. 10, the distances are given in millimeters.
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Abstract—A closed set of reduced dynamic equations is derived that describe nonlinear low-frequency flute
MHD convection and resulting nondiffusive transport processes in weakly dissipative plasmas with closed or
open magnetic field lines. The equations obtained make it possible to self-consistently simulate transport pro-
cesses and the establishment of the self-consistent plasma temperature and density profiles for alarge class of
axisymmetric nonparaxial shearless magnetic devices: levitated dipole configurations, mirror systems, compact
tori, etc. Reduced equations that are suitable for modeling the long-term evolution of the plasma on time scales
comparable to the plasma lifetime are derived by the method of the adiabatic separation of fast and slow

motions. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The problem of anomaloustransport of particlesand
energy is one of the central concerns of research on the
magnetic confinement of high-temperature plasmas. In
most theoretical papers on the subject, anomalous
transport processes are attributed to the plasma temper-
ature and density fluctuations driven by different types
of driftinstabilities (see, e.g., [1, 2]). Inview of thefact
that the transverse scales of such fluctuations are small,
the anomalous transport problem is traditionally dis-
cussed in terms of the diffusion approximation with
local transport coefficients. Numerous recent experi-
ments have shown, however, that anomalous transport
may often be of a different physical nature, which can-
not in principle be described in the diffusion approxi-
mation.

In speaking about nondiffusive transport, note first
of al that low-frequency plasmaoscillations and result-
ing transport fluxes observed in many magnetic sys-
tems with very different magnetic field topol ogies and
plasma parameters share fairly general regular features
[3]. Thus, in tokamaks [4], stellarators [5, 6], tandem
mirror systems [7], straight systems with a uniform
magnetic field [8-10], and others, the spectra of the
low-frequency fluctuations of the electric field and
plasma density contain not only individual peaks asso-
ciated with drift instabilities but also the so-called
broadband component—a stochastically irregular spec-
tral component that extendsto very low frequencies and
decreases according to a power law at higher frequen-
cies. The spectra of this type are characteristic of a
strong turbulence dominated by nonlinear structures
(e.g., vortices) arising stochastically in the plasma.
Accordingly, such turbulence is often called structural
turbulence[5, 6, 8]. Fairly long radial and poloidal cor-

relation lengths of the turbulence [4, 6], which are
sometimes even comparabl e to the plasmaradius (espe-
cialy, for the low-frequency part of the broadband
component), indicate that the expected nonlinear struc-
tures are large-scale and, accordingly, the resulting
transport processes are nonlocal and nondiffusive in
character.

The statistical properties of fluctuations observed in
different magnetic systems (except for some specific
details) are al so rather similar [5, 6, 8]. For instance, the
probability distribution functions (PDFs) that describe
the increments of fluctuations and that were obtained
by processing experimental datafrom different devices
turn out to be non-Gaussian and to have heavy tails.
This circumstance indicates that large-amplitude fluc-
tuations make an enhanced contribution to the PDF and
provides additional evidence for the nondiffusive
nature of the transport processes.

Finally, in connection with the devel opment of more
sophisticated diagnostics, it became possible to clearly
detect the presence of relatively long-lived macro-
scopic structures in some experiments. A striking
example of such structuresisthe so-called blobs, which
were first discovered in the scrape-off-layer (SOL)
plasma in the DIII-D tokamak [11] and later in many
other devices. Moving ballistically or semi-ballistically
across the magnetic field, the blobs can carry the bulk
of the global particle and energy flux in the SOL.

Hence, nondiffusive transport processes associated
with the onset of one or another type of structural tur-
bulence are fairly typical phenomena in the physics of
magnetic plasma confinement; hence, they should be
thoroughly studied both experimentally and theoreti-
cally. Thedifficulties standing in the way of experimen-
tal investigations of structural turbulence are quite

1063-780X/05/3107-0577$26.00 © 2005 Pleiades Publishing, Inc.
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obvious. Of course, they will be overcome step by step
with the devel opment of more advanced diagnostics. At
the same time, in research on such complicated turbu-
lent phenomena, an important task isto provide an ade-
guate theoretical basis, which would makeit possible to
reveal the fundamental features of the expected turbu-
lence and to develop specific recommendations con-
cerning the ways of controlling this turbulence and the
resulting nondiffusive transport.

The presence (and even predominance) of large-
scale structures in low-frequency turbulence in various
magnetic systems presumably stems from the fact that
the structures in a magnetized plasma should be highly
stretched out along the magnetic field (as follows from
theory and is confirmed by experiment [5-11]). As a
result, the turbulence turns out to be two-dimensional
(2D) or guasi-two-dimensional and is thereby charac-
terized by both direct and inverse cascade processes, in
which the energy is redistributed over the spectrum
toward both small and large transverse scales. When
dissipation is weak, the strong 2D turbulence should
lead to the establishment of fairly universal spectrathat
decrease according to a power law toward the small
scales and are almost independent of the spatial scale of
the instability supplying them.

In view of the relatively large-scale and low-fre-
quency nature of the expected dominating structures, a
very fruitful approach to the theoretical study of 2D tur-
bulence in a magnetized plasma seems to be that based
on direct simulation of the nonlinear plasma dynamics
in terms of the hydrodynamic moment equations
(namely, the continuity equations, the equations of
motion, the energy transport equations, etc.). These
equations are afinite set of integral consequences of the
basi ¢ kinetic equations, supplemented with certain con-
ditionsthat makethe set closed. Although this approach
requires smaller amounts of computer time than does
the kinetic approach, it is expected to provide a fairly
compl ete self-consistent description of the evolution of
the main macroscopic plasma parameters (such as the
plasma density, the plasma velocity, and the tempera
tures of different plasma components). At the same
time, it will lead to a better qualitative understanding of
the dynamic processes under investigation and will
greatly simplify their numerical simulation.

It should be emphasized that, with thisapproach, the
dynamic modeling of the low-frequency turbulence can
be further simplified. The reason is that even the afore-
mentioned moment equations describe too many col-
lective degrees of freedom, including stable fast (high-
frequency) collective degrees of freedom (such as mag-
netosonic waves). Since these fast degrees of freedom
have very high characteristic frequencies, they are not
excited by the low-frequency turbulence under analysis
and can be excluded from consideration by appropri-
ately reducing the basic set of moment equations.

The reduced MHD equations for describing the
plasmadynamicsin tokamakswere originally proposed
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by B.B. Kadomtsev and O.P. Pogutse[12, 13]. Later on,
thisidea was developed in [14-16] and in many subse-
guent papers associated mostly with the name of
H. Strauss. In all these papers, the magnetosonic waves
were eliminated in one way or another from the equa-
tions of the nonlinear low-frequency plasma dynamics
in tokamaks and stellarators with the help of the small
parameter B,,/By (theratio of the poloidal to the toroidal
magnetic field). Later, in my papers [17, 18], a varia-
tional method for the adiabatic separation of fast and
slow motions in continuous Lagrangian systems was
developed. This method makes it possible to remove
from consideration fast stable collective degrees of
freedom of a dynamic system by using various small
parameters and without violating the kinematic and
dynamic conservation laws of the basic (unreduced) set
of equations. This latter circumstance is important for
simulating the long-term dynamic plasma evolution on
time scales comparable to the plasma lifetime. This
method will serve as abasis for the present study.

That the adiabatically reduced equations hold prom-
ise for modeling the nonlinear plasma dynamics was
demonstrated in [19, 20], which were devoted to ssmu-
lating the nonlinear 2D plasma convection that devel-
ops near the margina stability of the plasma against a
flute MHD mode in a simple cylindrical nonparaxial
magnetic system (an equilibrium Z-pinch configuration
with an internal levitated conductor). It was shown that
the auxiliary heating and the local transport processes
initially present in the plasma can modify the margin-
aly stable plasma pressure profile to make it dlightly
unstable and to give rise to low-frequency turbulent
convection and resulting nondiffusive transport pro-
cesses. The frequency and spatial spectra of the nascent
turbulent convection, aswell asits statistical properties,
were found to be similar to those observed experimen-
tally [4-10]. In addition, the resulting nondiffusive
transport processes calculated in terms of the model
proposed in [19, 20] have exhibited some properties
that are caled, in different experiments, the internal
transport barrier, L—H transitions, and impurity pinch.

The magnetic configuration that was discussed in
[19, 20] is a simple model of a fairly wide class of
highly nonparaxial magnetic confinement systems
based on an alternative approach to the problem of
MHD plasma stability [19]. This alternative approach
utilizes plasma self-organization and assumes neither
an absolute nor average minimum B in the plasma con-
finement region. Typical examples of the class of sys-
tems in question are levitated dipole configurations
with an internal levitated current-carrying ring [21-23]
(see Fig. 1) and straight [24] or toroidally linked [25]
systems of mirror cells with so-called “divertor stabili-
zation” (see Fig. 2). Although these two types of mag-
netic systems are different in appearance, the plasmain
them is confined on the basis of the same principles,
namely, those associated with the existence of a mar-
ginally stable pressure profile that drops to zero at the
external separatrix [19]. Because of a growing interest
PLASMA PHYSICS REPORTS  Vol. 31
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in such systems and with regard to a number of planned
experiments, it is desirable that the dynamic model of
nonlinear convection developed in [19, 20] be general-
ized in order to adequately take into account the high
nonuniformity of the magnetic field configurations in
actual devices.

In the present work, the method of the adiabatic sep-
aration of fast and slow motions [18] is used to con-
struct reduced equations for describing the nonlinear
convection and resulting transport processes in weakly
dissipative plasmas of magnetic systems based on an
alternative principle of MHD plasma stabilization. By
analogy with [19, 20], as well as with most of the
papers on the equilibrium and MHD stability of toroi-
dal plasmas, the analysis is carried out in terms of a
simple one-fluid MHD model with an isotropic plasma
pressure. The eguations derived make it possible to
simulate the low-frequency flutelike plasma dynamics
in arbitrary axisymmetric shearless magnetic systems
with closed or open magnetic field lines. It can be
expected that the results obtained by means of this gen-
eralized dynamic model will provide a more detailed
comparison with the experimental data from various
magnetic systems and will contribute to the develop-
ment of the genera theory of nondiffusive transport
processes in a magnetized plasma.

This paper is organized as follows. The questions of
the equilibrium and MHD stability of a plasmain the
class of magnetic systems under consideration are dis-
cussed in Section 2. The adiabatically reduced equa-
tions of motion are derived in Section 3 in terms of the
one-fluid MHD model with an isotropic plasma pres-
sure. The reduced equations for the plasma density and
plasma temperature are obtained in Section 4. In Sec-
tion 5, the complete set of reduced equations is trans-
formed into a final form consisting of two subsets of
equations describing slow transport processes and rela-
tively faster turbulent fluctuations. The main results of
the work are briefly summarized in Section 6.

2. EQUILIBRIUM AND MHD PLASMA
STABILITY IN AXISYMMETRIC SHEARLESS
MAGNETIC SYSTEMS

The first stage of the analysis of any magnetic sys-
tem consists in the investigation of the equilibrium and
MHD stability of the plasma. For the magnetic systems
under consideration, the discussion of these problems
will enable us to correctly determine the basic plasma
state near which the dynamic and transport processes of
interest to us develop. As was mentioned above, the
well-known one-fluid MHD model with an isotropic
plasma pressure will serve as the basic dynamic plasma
model. Being relatively simple and highly illustrative,
this model can be conveniently used as a first step in
investigating the self-consistent plasma dynamics. At
the same time, it should be noted that a more adequate
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Fig. 1. Configuration of the magnetic field lines in a con-
finement system with an internal levitated ring: (1) internal
ring, (2) externa field coils, and (3) separatrix.

2L

Fig. 2. Configuration of the magnetic field linesin amirror
cell with divertor stabilization.

bounce-averaged Kruskal—-Oberman model leads to
more optimistic marginally stable pressure profiles[26,
27].

Under the assumptions that the magnetic systemsin
guestion are axisymmetric and the plasma pressure is
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isotropic, we can describe the plasma equilibrium with
the Grad—Shafranov equation

Ay +4amip(p) = 0, A=y DVr—;“E, (1)

wherer, @, and zare cylindrical coordinates and (r, 2)
is the poloidal magnetic flux function. It is convenient
to relate this flux function to the system axis for mirror
devices (Fig. 2) and to the toroidal magnetic axis for
tokamaks and for systems with an internal conductor
(Fig. 1). The purely poloida (and, accordingly, shear-
less) magnetic field of the system can be represented as

B=D xX¢p . 2

The class of systems under analysis alows equilibrium
plasma states with 3 = 8p/B? ~ 1 [28, 29].

It is convenient to analyze the stability of the static
equilibrium plasma states by using a variational mini-
mum-energy principle [30, 31], according to which
arbitrary plasma displacements & from equilibrium
should satisfy the condition

W = Ioﬁr %%{[V x (&% B)]*+yp(V [E)

1
— 7218 % (VxB)] OV x (§, % B)] 3)

+ (&0 IVP)(V [E.) §> 0:

where vy is the adiabatic index, the subscript [ refers to
adirection perpendicular to the magnetic field, and the
rest of the notation is standard. By minimizing the
expression for &W with allowance for the fact that the
first two terms in this expression are positive definite,
we can single out two families of the most dangerous
modes. The first family is characterized by the condi-
tion 6B = V x (&, x B) = 0, which corresponds to flute
interchange modes, and the second family is character-
ized by the condition V - § = 0, which corresponds to
incompressible Alfvén modes.

In the shearless magnetic systems under consider-
ation, the condition for plasmastability against flutelike
modesiseasily satisfied for any 3 value and leadsto the
following expression for &.:

g,xB = Vaa(y, ¢) = & = é—z(vaaa). @)
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In this case, the second, positive definite, term in
expression (3) can be minimized with respect to §; to
yield the relationship

(VE)pn = OV [E = U‘lj(v [E.)dI/B,
- (5)

+

U(W) = [die.

Here and below, the angle brackets [.. [denote averag-
ing over the specific volume U of a magnetic flux tube.
The integration in relationship (5) is carried out over
the entire closed magnetic field line or along the entire
length of the magnetic field line within the plasma
region in an open system.

With expressions (4) and (5), condition (3) givesthe
following criterion for plasma stability against flute
modes [31]:

U'(w)(p'(p) +ypu'/u) >0, (6)

which implies that, in the absence of an average mag-
netic well (i.e., for U'(Y) > 0), the plasmais stable only
when its pressure decreases sufficiently gradually with
radius. The marginally stable pressure profile has the
form

S=pU' = congt, (7)

where Sis asingle-valued function of the entropy den-
sity of amagnetized plasma[19, 20]. In contrast to the
flute modes, incompressible Alfvén modes in typical
shearless systems are unstable only for 3 > B ~ 1 (see
[19, 32-34]).

The existence of amarginally stable pressure profile
creates conditions for relatively quiescent confinement
based on the self-organization of the plasma according
to the following scenario: the auxiliary heating and the
initial (e.g., classical) heat conduction distort the origi-
nal pressure profile to make it weakly unstable, and the
resulting instability excites and maintains the nonlinear
MHD convection, which tendsto restore the marginally
stable pressure profile and gives rise to an anomalous
nondiffusive transport of heat and plasma particles. In
accordance with the above analysis of the MHD plasma
stability, it can be concluded that, in shearless magnetic
systemswith 3 < 3,, the most dangerous type of plasma
motions that is responsible for nondiffusive transport
processes is represented by nonlinear flute modes
developing near their margina stability. Due to the
closenessto theinstahility threshold, the frequencies of
these modes should be relatively low. In this case,
higher-frequency stable modes, such as magnetosonic
and Alfvén waves, can be excluded from consideration
in further analysis.
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3. DERIVATION OF ADIABATICALLY REDUCED
EQUATIONS OF MOTION

In accordance with the conclusions reached in the
previous section, the task now is to study the nonlinear
plasma convection driven by a flute MHD mode near a
plasma state with a marginally stable pressure profile
S= const. We assume that < B, ~ 1; in this case,
Alfvén modes are stable. We also assume that, during
the development of self-consistent convection, the
deviation from the marginally stable pressure profileis
on the order of the small parameter €2 < 1. In other
words, we assume a|V S| ~ €2S, where aisthe character-
istic transverse plasma size. In this case, the character-
istic frequencies of the nonlinear flute convection are
on the order of w~ ekyc,, where ¢, isthe speed of sound.
These frequencies are much lower than the characteris-
tic frequencies of the stable magnetosonic (w ~ K-Ca)
and incompressible Alfven (w ~ kca) waves. It is rea-
sonable to expect that the kinetic energy of this self-
consistent convection should saturate at a level of the
free potential plasmaenergy, which inturnisrelated to
the deviation from the marginally stable pressure pro-
file. For thisreason, the kinetic energy should be on the
order of €2.

In order to exclude from consideration the fast
(high-frequency) collective degrees of freedom of the
basic set of dynamic equations, we use the variational
method of the adiabatic separation of fast and slow
motions (the ASM method) [18]. To do this, we repre-
sent the variation of the Lagrangian of the ideal one-
fluid MHD model in the form

0 = J’d r[pv[5v+—6p+ 1§—S
(®)
GBIV (& xB) + IV E

where, unlikein condition (3), & isthe plasmadisplace-
ment from an arbitrary dynamic state.

The ASM method begins with searching for an adi-
abatic transformation & (r, t) that leavesthe Lagrangian
unchanged to within terms on the order of €2. Accord-
ing to [18], this transformation has the meaning of an
approximate relabeling symmetry transformation with
respect to fast motions. In accordance with the above
order-of-magnitude estimates, the first three terms in
representation (8) for 6% are on the order of €2, while
for arbitrary displacements &, the last two terms are on
the order of unity. Consequently, the transformation
that converts 3 into 5,& ~ O(e?) should satisfy the
conditions

Vx[&n*xB] =0, VIE/U) = 0. ®
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The first of these conditions requires that the magnetic
field be unperturbed and makes it possible to exclude
from analysis magnetosonic and Alfvén modes. The
second imposes additional restrictions on the displace-
ment &, and, as can be readily seen, enables us to
exclude from consideration stable longitudinal acoustic
waves with characteristic frequencies of w ~ ks It is
easy to see that these two conditions are equivaent to
conditions (4) and (5), which determine the functional
structure of the most unstable flute perturbations.

In order to write an explicit expression for &,, it is
convenient to supplement the coordinates Y and ¢ with
the third independent flux coordinate ¢ satisfying the
following two conditions. (i) the Jacobian should be
nondegenerate (J= (VY x Vé) - VT # 0), and (ii) the
increment in ¢ aong the entire magnetic field line
should not depend on Y and ¢ ({, — {_ = const). For sys-
tems with closed magnetic field lines, these two condi-
tions imply that the role of { can be played by any
monotonically varying poloidal angular function; in
this case, we have , — {_ =21t For mirror systems, itis
convenient to choose { = z, so we have J = B,. In terms
of the three new coordinates, the integration over the
flux tube volume becomes

[dIB = [dTI]y, .

and the adiabatic transformation &(r, t) satisfying con-
ditions (9) can be represented as

g, = BiZ(B x V3a(et, P, 0)) + BAd,3a(et, ¥, ¢),

(10)
dZ VllJ DVZ

A =Uod .
“’I r’B2J

Hereafter, we assume for simplicity that the system is
symmetric with respect to = 0, so the functions B, J,
andr areevenin (. Thegeneralization to an asymmetric
system is a smple matter but leads to more involved
expressions. The dependence on time in the form et
symbolizes the slow variation in the corresponding
functions in comparison to the characteristic time
scales of the fast stable oscillations.

One of the most important principles of the ASM
method is the following: the “adiabatic” velocity field
v, that does not perturb fast stable degrees of freedom
and makes it possible to describe the relatively slow
(reduced) dynamics of the system should have the same
functional structure as the adiabatic transformation &,
specifically,

Va = S(BxVO(et, , §))
B (11)

+ BA0,P(et, U, ¢) Uec,.



582

It should be stressed that, according to relationship (11),
the three-dimensional vector field v, is completely
described by one 2D scalar function ®(et, Y, ¢), which
coincides with the electric field potential to within a
constant factor.

In accordance with the logic of the ASM method, it
is natura to dlightly extend and generalize the notions
of the adiabatic transformation and adiabatic velocity
by adding to expressions (10) and (11) a complemen-
tary small displacement &, ~ €2&, and complementary
low velocity vg ~ €2v,. In particular, the displacement &
can be represented in the following general form:

&= S(Mu(BX V) + 1,(BX V) +gEy, (12

wheref,, f,, and &y are arbitrary functions on the order

of €2. Inthis case, the variation of the Lagrangian 8% is
small only due to the smallness of &; this circumstance
does not impose any restriction on the coordinate
dependence of the functionsf,,, f,, and &g, On the other
hand, in deriving the sought reduced equations of
motion, we can use the smallness of the functions &
and v to ignore all inertial terms associated with them.
In essence, it isin the ignoring of such inertial terms
that the reduced equations of motion differ from the
basic complete equations.

Allowance for the inertialess velocity field v, indi-
cates that, in the basic equations, we eliminate fast sta-
ble oscillations, while keeping slow variationsin quasi-
steady plasma parameters, associated mainly with dis-
sipative processes. Since the adiabatic velocity field v,
does not perturb the magnetic field, we can take into
account the finite resistivity to reduce the well-known
frozen-in equation to the form

8B = V x((v;xB)-D(V xB)), (13)
where D = c?/4mo is the classical resistive diffusion
coefficient. From Eq. (13) we see that the velocity v,
should vary on time scales characteristic of the dissipa-
tive processes. At this point, it is appropriate to note
that, according to theresults of [ 19, 20], the value of the
small parameter €2, determining the order of magnitude
of the plasma deviation from a marginally stable equi-
librium state, also resultsfrom the competition between
the ideal convection and the dissipative processes,
which are characterized by the thermal diffusivity ¥,
the viscosity coefficient n, and the resistive diffusion
coefficient D. Consequently, in accordance with [19,
20], we set

€ D()(/acs)ll3 <1,

which leads to the estimate 0,v ~ €’kcyvs.

In the previous section, the equilibrium magnetic
field was represented as B = VU x V. The form of the
function ®(et, Y, ¢) impliesin fact that this representa-
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tion is conserved throughout the magnetic field evolu-
tion. For thisto be the case, it is necessary to introduce
the functions Y(t) and ¢(t) in an appropriate manner.
The plasma should evolve in away that does not break
the axial symmetry of the magnetic field. It is, there-
fore, reasonable to assume that the ¢ coordinate does
not change with time,

o9 = ~(vs[V9) =0,

and to satisfy Eq. (13) only at the expense of temporal
variationsin (t),
O = —(vo (W) + DI(VI(VW/rY)).  (14)

In this case, the velocity v, can be represented as

Vs = Uy(€t W, VU +uy(€’t, ¥, 1)B

Moreover, it is also convenient to choose the { coordi-
nate to be time-independent, 9, = 0. With representa-
tion (15), Eq. (14) takesthe form

(15)

oW = —r’B’u, + DV OQVyIr?). (16)

It should be stressed that Eg. (16) in essence determines
the function uy(€’t, Y, {) because the function Yi(t, r) is
determined by the quasi-equilibrium condition, as will
be shown below. The function uy(€’t, Y, {) in represen-
tation (15) will be determined when discussing the
reduced eguation for the plasma density.

Let us now proceed immediately to the derivation of
the reduced equations of motion. The basic equation of
motion in ideal one-fluid magnetohydrodynamics can
be obtained from Hamilton's principle of least action
written in the form

3 = Idtage O J’dtd3r(§ HEoM}) =0, (17)

where the variation of the Lagrangian 8 is given by
formula (8) and the symbol {EoM} stands for the
expression resulting from the integration of 3% by
parts. Since § isan arbitrary function of t and r, the cor-
responding equation of motion has the form { EoM} = 0.

In applying the ASM method to derive the reduced
equations, we must switch from an arbitrary displace-
ment &(t, r) to a displacement of the form § = &, + &;
with arbitrary functionsfy, f,, &, and da(et, U, ¢); sub-
stitute the latter displacement into Hamilton's principle
(17); and equate to zero the expressionsin front of these
functions, keeping in mind that &~ O(e?). Conse-
quently, in the expressions in front of the functions f,
fy, and &, we canretain only theterms of the zero order
in the small parameter €. In accordance with relation-
ship (11), theinertial terms should be on the order of €.
For states close to amarginally stable state, we can rep-
resent the entropy density function S as a sum of the
main (quasi-equilibrium) and fluctuating components,
PLASMA PHYSICS REPORTS  Vol. 31
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S=+ é, where the fluctuations are on the order of

S ~ €2S,. Hence, we must omit the inertial terms and
the terms with the entropy fluctuations in the expres-
sionsin front of the functionsf,, f,, and & to obtain the
equations determining the balance of the main forcesto
zero order in €2. As aresult, we arrive at the following
equations, which have the meaning of the quasi-equi-
librium conditions:

0yPo = 0, B[Vpy, =0,
5 (18)
A%+ 4109, po(t, ) = O,

where py(t, ¥) is the main quasi-equilibrium plasma
pressure component. These equations coincide in struc-
ture with Grad—Shafranov equation (1), the only differ-
ence being that the pressure component p, = Sy(t, P)/UY
can vary dowly with time in accordance with the trans-
port equations that will be derived below. From
Egs. (18) we see that, in this case, the flux function Y
can aso vary slowly with time.

The main equation for the low-frequency (reduced)
plasma dynamics is obtained by equating to zero the
expression in front of the function da(et, Y, ¢) in
Hamilton's principle (17). Since the function da(et, Y, ¢)
enters the expression for &, through the term Voa and
isindependent of ¢, the sought equation can be derived
from Hamilton’s principle (17) by integrating by part,
by expressing the volume element in terms of the flux
coordinates (d°r = dyd¢d{/Jd), and by averaging over
the specific volume of the flux tube. As aresult of these
manipulations, the reduced equation of motion, which
has the meaning of the Euler—L agrange equation corre-
sponding to the generalized coordinate a(et, Y, ¢) of
the adiabatic motion, takes the form

R{ EoM}
EJ'dJ_Z@V 5@—%0\5 { EoM} )E =0

This equation is an exact consequence of the basic
equation of motion { EoOM} = 0. In order to completethe
procedure of derivation of the reduced adiabatic equa-
tion of motion in ideal magnetohydrodynamics, we
must substitute the sum of the velocities v, + v, for the
velocity v in EQ. (19) and retain the terms of the zero
and first ordersin v. In accordance with the derivation
procedure described in [18, 19], the generalized
reduced equation of motion with allowance for dissipa-
tive processes can be obtained from Eq. (19) by substi-
tuting into it the expression for { EoM}, which includes
the corresponding dissipative terms, such as the viscos-
ity tensor, the external momentum source term (associ-
ated, e.g., with the charge exchange of a fast neutral
beam), etc. It is also necessary to take into account the
resistive term in Eq. (16) for u, and the dissipative
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terms (in particular, the source terms) in the eguation
for the plasma density.

The reduction procedure, specified by the operator
R{EoM} in Eq. (19), leads to an equation for the quan-
tity W, which can be called the specific dynamic vortic-
ity of amagnetic flux tube. This quantity has the form

W(et, @, §) = U W]

d 0 (o)
_ ITZEV [EB%VCI%+6¢(p)\ZBZG¢¢)E

and, to within a sign, coincides with the generalized
momentum P, =—W, which is canonically conjugate to
the adiabatic coordinate a(et, Y, ¢). In Section 4, it will
be shown that, in the case under analysis, the plasma
density can be assumed to be uniform along the mag-
netic field lines and can be represented asp = p/U =
[P0 This alows us to explicitly perform the procedure
of averaging over the specific volume of theflux tubein
expression (20) in order to convert it into the form

n" A2 1 2.2
W = aw(p 0o qJCD) + a¢85<r2—82 +A°B >a¢q% (21)
The procedure of calculating the remaining termsin
Eqg. (19) consistsin carrying out fairly involved identity
transformations with allowance for the relationship p =
p /U and the useful formulas presented in the Appen-

dix. Asaresult, these transformations put Eg. (19) into
the form

- " ~ [V, 1 od

= {DT}.

The left-hand side of this equation contains the terms
describing the ideal plasma dynamics and the symbol
{DT} on the right-hand side stands for the dissipative
terms. In what follows, the symbol 9,|,, which denotes
the partial time derivative at fixed Y and ¢, and the sym-
bol

(22)

[, 1] 20,0, f —0,®d, f

will be used as standard symbolic notations.

Equation (22) isan essentially 2D equation, although
it describes convection with 3D velocity fidd (11).
Moreover, the flux coordinates P and ¢ in Eq. (11) are
Eulerian ones, even though the coordinate g in actual
space can depend on time. These properties of the equa-
tion obtained substantially simplify numerical simula-
tion of the low-frequency turbulent convection. In
accordance with the ordering of the quantitiesthat were
introduced above, al theterms on theright-hand side of
Eg. (22) are on the order of €2. The order of the dissipa
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tive terms on the right-hand side of this equation is
higher, {DT} ~ O(e*). However, since these terms can
contain higher order spatial derivatives, they should be
retained in order to provide a description of the sup-
pression of small-scale vortices. The explicit form of
the dissipative terms in question will be determined
below, after the discussion of the reduced equations for
the plasma density and temperature.

4. EQUATIONS FOR THE DENSITY
AND TEMPERATURE

Thebasic equation for the plasmadensity isan exact
zeroth moment of the kinetic equation, namely, the con-
tinuity equation with a local mass source term Q.
Inserting the velocity field v = v, + v, into this equation
putsit in the form

0,p+ U IH va) + O uy[W )+ I (puy) = Q.

Averaging this equation over the specific volume of the
flux tube converts it into a 2D equation similar to
Eqg. (22),

3| ,0 + [, Bl = 4119,(p T *DB , po(W)) + Q5 U. 03

Here, the term Q’g involves the volume plasma source

aswell aslongitudinal plasmalosses (for open confine-
ment systems),

Q) = M -puyS/U = QI+ M;[dn/dt],

where M; is the mass of an ion. The magnitude of the
longitudinal plasmalosses [dn/dt]; in different types of
open devices was discussed in detail in [35]. The quan-
tity p = [P isthe plasmamasswithin the specific flux
tube volume and, in the set of reduced eguations pro-
posed here, it plays the same role as the Lagrangian
density function introduced in [19].

Equation (23) describes the 2D function p (or [B0),
averaged over the flux tube volume. Expression (20) for
W, however, contains the local (unaveraged) density,
which should be determined from the basi ¢ unaveraged
equation for the plasma density. The local density can

be representEd as p = p (t’ lp’ ¢)/U + pl(t’ lIJ’ q)’ Z)a
where [, = 0. The form of the functions p, and u; is
generally governed by the transport processes along the
magnetic field lines. It should be noted, however, that
we are primarily interested in the case in which the col-
lision frequencies of the plasma particles and the char-
acteristic frequencies of the processes under consider-
ation are much lower than the bounce frequencies of the
particles in their longitudinal motion. In this case, the
kinetic approach implies that, in the isotropic-pressure
plasma model considered here, the plasma density
should be uniform along the magnetic field lines (i.e.,
p, = 0). Actualy, in considering the difference between

PASTUKHOV

the basic unaveraged equation for the density and
Eqg. (23), we can show that the solvability condition for
the function u(€’t, g, ¢, {) can be satisfied when p, =
0. In other words, the function u”(e3t, W, ¢, ) inrepre-
sentation (15) is determined by the condition for the
plasma density to be smoothed out along the magnetic
field lines; in the case in question, this smoothing-out
condition is satisfied not only for the equilibrium state
but also for states with a developed low-frequency tur-
bulent convection. The essential point is that the func-
tion uy(e’t, ¥, ¢, {), aswell asthe other auxiliary func-
tion uy(e’t, Y, ¢, ), which isdefined by Eq. (16), drops
out of the final set of equations.

Since the plasma density is longitudinally uniform
(p= p/U = [P, 2D equation (23) hasthe meaning of a
reduced mass transport equation. Recall that the assump-
tion of the longitudina uniformity of p has aready
enabled us to substantially simplify expression (20) for
W and to reduce it to expression (21), which should
now be regarded as an equation with which thefunction
& can be reconstructed from the given functions W and

. Inturn, thefunctions W and p are determined from
Egs. (22) and (23). It is essential that the problem of
determining the specific character of a particular non-
uniform magnetic configuration has been reduced to
that of calculating the form factors [?Oand M2B2 +
A?B?Liwhich enter into Eq. (21) and depend on (et) and
Y. A rather interesting point isthat, in nonparaxial mag-
netic systems, theinertia of the radial plasmamotionis
larger because of the inertia of the longitudinal plasma
redistribution, i.e., at the expense of the form factor
A2B%Lin Eq. (21).

It should be noted that the resistive diffusion termon
theright-hand side of Eq. (23) is somewhat incomplete,
because the one-fluid MHD model traditionally makes
use of asimplified form of Ohm’'slaw, j = oE. In order
to provide a more adequate description of the dissipa-
tive processes, the transport equations for the plasma
density should be supplemented with the generalized
Ohm’slaw that follows from the two-fluid MHD model
and accounts for the Hall effect and electron pressure
gradient. The two-fluid description of the plasma is,
however, beyond the scope of the present study. The
corresponding generalization is supposed to be donein
subsequent papers.

The continuity equation and the equation of motion
are, respectively, the zeroth and first moments of the
kinetic equation. The next (third) equation to be
obtained should correspond to the second moment.
This equation is usualy derived under additional
assumptionsthat would makeit possible to close the set
of moment equations. In the case under discussion, one
such assumption is that the pressure is isotropic, which
reduces the second moment of the distribution function
to the scalar pressure. Another assumption is that the
third moments, corresponding to the heat fluxes, can be
PLASMA PHYSICS REPORTS  Vol. 31
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expressed in terms of the zeroth, first, and second
moments; this makes it possible to close the set of
moment equations. In accordance with the classic
review by Braginskii [36], the basic equation for the
plasma pressure in the one-fluid MHD model can be
represented as

0p+vVp+ypV IV = —(y-1)VIg+(y-1)Qg,

where Qg is the energy density source term. The trans-
verse heat flux qg in this equation is determined by the
initial local thermal diffusivity X (e.g., by the classical
ion thermal diffusivity in amagnetized plasma). On the
other hand, in thelow-collisional limit, thelongitudinal
heat flux g, remains afree function, asisthe function
in the basic equation for p.

In deriving the reduced heat transport equation, it is
reasonable to suppose that, in the isotropic-pressure
plasmamodel, the temperature T, aswell as the density
p, should be constant along the magnetic field lines not
only in the equilibrium state but also in states with a
developed low-frequency turbulent convection. It is
easy to show that the conditions for the temperature T
to be constant along the magnetic field lines and the
same condition for the entropy density function S
S= [Hare consistent with the solvability condition for
the function qy(t, @, ¢, Q). In this case, the condition
S= [E_determinesthe form of the function q,(t, W, ¢, {)

in the same way as the constancy of p determines the
form of the function u. Asaresult, instead of the basic
equation describing the plasma pressure variations, we
can use the corresponding equation averaged over the
specific volume of the flux tube. In doing so, it is con-
venient, following [19], to switch to the function S
which plays the role of the Lagrangian pressure func-
tion. After substituting v = v, + v into the above equa-
tion for the plasma pressure, we arrive at the following
resulting equation for S, which is similar in form to
Eq. (23):

0,|,S+[®. S = (y-1)U'(-Ua,(Uf VYD)
yo1 (24)
—0, [ IV$0+ Q) +4myS ¥ 9,(S" 1°Did ,py).-

The left-hand side of this equation contains the terms
describing the ideal convection, while the terms on the
right-hand side describe various dissipative processes.

The effective energy source term Qg is given by the
expression

+

Qt = - GH+gpuf = 00-Qul,

which accounts for both the volume energy source and
the longitudinal energy losses (see[35]).

Under the assumption that the electron-to-ion tem-
perature ratio is constant over the entire plasma vol-
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ume, T./T; = const, the components of the classica
transverse heat flux have the form

g (VyO= ~<r2|32pxmaqJ %%E>

1/2
- _prZDrzmw%

EqDV(I)D=_<DX56(I)DF)D> XMp< >a¢q)[|ﬂ2

Here, Xy, isaconstant having the meaning of the renor-
malized thermal diffusivity,

2
BM EPMDUZD 4Ti DJJZ
Xy = —_— T = const,
M XMPM Cpy O+ T,

where the subscript M labelsthe values of the quantities
at acertain arbitrarily chosen point (e.g., at the point of
intersection of the axis with the midplane of the mirror
cell) that is convenient for the subsequent transforma-
tion of the set of equations under analysisinto adimen-
sionless form. By analogy with the thermal diffusivity,
the classical resistive diffusion coefficient D, which is
proportional only to T;3/2 and, therefore, is constant
along the magnetic field lines, can a so be conveniently
renormalized by introducing a constant coefficient dy:

3/2 32

D = du(po/Po) dy = Du(pum/Py)” " = const.

Itiseasy to seethat the classical heat flux is propor-
tiona to V(p/p) = V(§p UY-1). Recall that, for small
deviations from the marginally stable pressure profile,
the function S can be represented as S = Sy(€’t, P) +

S(et, W, ¢), where the term S, = | Sdo/2m is the

quasi-steady part of Sand the term S ~ €2S, describes
small but relatively fast fluctuations. The function p
can be represented in asimilar manner: p = Py (€3, Y) +
D(et, W, §), where p ~ €2, . Since the functions S and

p are small, the expression for the classical heat flux
can belinearized in them. However, the linearization of
the classical heat flux with respect to p leadsto a“neg-

ative-diffusion” term, which may lead to certain diffi-
culties in numerical modeling. In order to avoid them,

weintroduce anew function T = §p , which, in analogy

to p, has the meaning of the Lagrangian temperature
function and isrelated to the actual eectron and ion tem-

peratures by the relationship T = (T, + T,)UY-D/M.
Representing this function as a sum of the main (quasi-
steady) and fluctuating components, T = T (e3t ) +

T(et W, ¢), we can linearize theratio p/plnT ~eTo,
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instead of linearizing it separately in S and in p. In
terms of the function T, Eq. (24) reads

O, T+[®, T]
“y-n¥ 5 Lo, g VD) + 0,0 Vo
u’ (v- 1) 3/2 (25)
Q* +41dy (0, T)Df 04 Po
(y- 1) 3/2
+4mdy (Y - 1)T6¢%] E%J quq%,

where, for convenience, we have introduced the effec-
tive temperature source term

et = (y-nreo [FGH]
_Uj_l 0 Mi[%]ﬁ.

5. FAST AND SLOW SUBSETS
OF THE REDUCED EQUATIONS

Equations (23) and (25) describe both the main
(dowly varying) components of the density and tem-
perature and relatively fast fluctuations of these plasma
parameters. Thisiswhy it is natural to separate the set
of Egs. (23) and (25) into a“slow” and a“fast” subset.
By virtue of the axial symmetry of the magnetic config-
urations under discussion, the main density and temper-
ature components are independent of the angle ¢; this
allows us to separate the equations by averaging them
over ¢. In addition, keeping in mind further applica
tions of the resulting reduced equationsto practical cal-
culations, we set the adiabatic index equal toy = 5/3.

Averaging Eqg. (23) over ¢ yields the 1D equation

0, Po—0y(pdy P
t|yPo w(P0,®P) 26)
53

= 411dy0,,(Po F E(U/To )an(pOTo/U )+ QU

which describes the evol ution of the main density com-
ponent P, (€3, P). According to the traditional termi-
nology, this equation should be called the density trans-
port equation. The second term on the right-hand side
of Eg. (26) accounts for fluctuations of the radial
plasma velocity and plasma density and describes the
mean convective density flux, which isjust the nondif-
fusive turbulent transport flux whose fundamental role
was discussed in the Introduction. Heresfter, a bar
above one or another expression indicates its average
over ¢. In accordance with the above ordering of the
guantities, all the terms on both sides of Eq. (26) areon
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the order of €3. Interms of thefunctions p and T intro-
duced above, the main quasi-equilibrium plasma pres-
sure component has the form p, = poTo/UY, provided
that the terms on the order of €* areignored.
Subtracting from Eq. (23) its component that is uni-

formin ¢ (i.e., Eq. (26)), we obtain the equation for the
plasma density fluctuations,

at|¢6+[q)v Pl +0w(56¢¢)—6¢¢6wﬁ0 o7
53

= 41y 0, (P HFU/T59)0, (PeTo/U™)) + QU

Asin Eq. (26), al the terms on the left-hand side of
Eqg. (27) are on the order of €*. The resistive diffusion
term on the right-hand side of Eqg. (27) is on the order
of € (because D ~ € and p ~ €2) and contains the spa-
tial derivativesof p of an order no higher than one. The
latter circumstance results from the use of the simpli-
fied Ohm'’slaw and isadrawback of the one-fluid MHD
model applied here; as a result, the suppression of
small-scale density fluctuations by dissipation in the
model will be weaker than in actuality.

Averaging Eq. (25) over ¢, we arrive at the 1D heat
transport equation,

) =~ 2uZ co. O/

5/3 A T
— 8T[dM EPOTq:D
+9_Of + 0, U9, o,
R) 3 /_To ‘“DU513D]

(28)

in which the quantity q5 has been substituted by the
expression for the classical heat flux and the rest of the
notation was introduced above. Asin Eq. (26), al the
termsin Eq. (28) are on the order of €*. The second term
on the left-hand side of Eq. (28) describes the convec-
tive heat flux, which may be turbulent and nondiffusive,
asisthe case with the convective density flux.

Subtracting from Eq. (25) its averaged component
yields the following equation for the fluctuations of the
temperature function:

0t|ﬁ+[¢, T] +0,(Ty®) -0, 3, To
D N
el Eb o ”:J_ i
XMﬁO

U5/3
Yo = e

where é# is the component of the effective tempera-
ture source Q7 that isnonuniformin ¢. Asin Eq. (27),

=X
M3po (29)
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al the terms on the right-hand side of Eq. (29) are on
the order of €3. The first term on the right-hand side of
Eq. (29) accountsfor the classical thermal conductivity.
Although this term is on the order of € (by virtue of

X ~ € and T~ €?), it plays an important role because it

contains second-order spatial derivatives of T and
describes the suppression of the small-scale fluctua-
tions of the temperature function. In Eq. (29), theresis-

tive diffusion termsthat involve spatial derivatives of T
of an order no higher than one are omitted, in contrast
to the term with the thermal conductivity.

Transport equations (26) and (28), supplemented
with quasi-equilibrium equation (18), constitute a sub-
set of slow reduced equations describing the evolution
of the main macroscopic plasma parameters. Equa-
tions (26) and (28) contain the averaged convective
fluxes, which are determined by the fluctuations of the
plasma density, temperature, and radia velocity. These
fluctuations are in turn determined from 2D nonlinear
equations (22), (27), and (29), which, together with
Eqg. (21), constitute a subset of fast reduced equations,
whose solution depends substantially on the magnetic
field configuration and also on the profiles of the mac-
roscopic plasmaparameters. In particul ar, thelast terms
on the right-hand sides of Egs. (22), (27), and (29) are
responsible for the development of flute instability.
These subsets of slow and fast equations constitute a
compl ete set of the adiabatically reduced equations for
describing low-frequency MHD plasma convection. In
order to accomplish the derivation of the full set of
reduced equations, we are left with the problem of find-
ing an explicit form of the dissipative termsin Eq. (22).

The dissipative terms on the right-hand side of
Eq. (22) originate from the divergence of the viscous

stresstensor, V - &, and theterm p((v, - V)vs+ (v - V)V,)
in the basic equation of motion aswell asfrom the dis-
sipative right-hand side of Eq. (23). Recall that al the
terms on the left-hand side of Eq. (22) are on the order
of €2, while the dissipative terms on the right-hand side
of this equation are on the order of €*. In other words,
the dissipative termsin Eq. (22) are of ahigher order of
magnitude than the “ideal” termson itsright-hand side,
asin Egs. (27) and (29) for the density and temperature
fluctuations. It is therefore necessary to preferentially
retain those dissipative terms that include the higher
spatial derivatives. In particular, such terms are con-
tained in the viscous stress tensor.

The contribution of the viscous stress tensor to

Eq. (22) comes through the operation R{V - =},
which leadsto avery involved and complicated expres-
sion containing various combinations of the spatia
derivatives of @ from the first to the fourth order. How-
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ever, proceeding in a manner analogous to that in [19]
and using the classical expression for the viscous stress
tensor that was obtained in [36], we can write the fol-

lowing approximate representation for R{V - x }:

0. a® .
R{V 'R} =3 ,pIF0,HnB° v\%
(V0 =0, WHN ryers

a2 1 2\ 42
+—( —5—)(NB")d4e W,
D2|:<r282> Lo}

(30)

which has the same divergence form as the basic repre-
sentation for this operation and in which we explicitly
keep al the termswith the highest spatial derivatives of
® and retain the terms with the lower spatial derivatives
in such a way that the potential ® enters only into the
function W, defined by expression (21). In representa-
tion (30), we have also introduced the characteristic
spatial scalea’(Y) = [A*[A?Cand the classical kinematic
viscosity coefficient n = 3x/20. Representation (30)
was derived with allowance for the fact that the product
nB? is constant along the magnetic field lines. In
Eq. (22), viscous term (30) plays the same role as the
viscous term in the Navier—Stokes equation in conven-
tiona hydrodynamics. In particular, itisresponsiblefor
the dissipation of small-scale vortices generated in
flows with a high Reynolds number.

It can be shown that the remaining dissipative terms
on the right-hand side of Eq. (22) contain spatial deriv-
atives of ® of an order no higher than two. These terms
can be discarded because, in contrast to viscous term
(30), their contribution is small both for long and short

gpatial scales. Also, inexpressing thefunction é, which
stands on the left-hand side of Eq. (22), in terms of the

functions p and T, it is sufficient to take into account
only linear terms: S = poT + Top.

It is easy to see that Eq. (22) without dissipative
terms implies the conservation law for the dynamic
plasma vorticity. Therefore, even a relatively weak
source of the transverse momentum of the plasma can
significantly change the nonuniform profile of the
plasma rotation velocity and thereby can have a strong
impact on the development of plasma turbulence. In
experiments, the momentum source can be provided,
e.g., by the charge exchange and ionization of the
injected neutral beams or by controlling theradial elec-
tric field with the help of end-platesin open devices.

With alowance for the above estimates and
remarks, we arrive at the following fina form of
Eqg. (22):
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0y -+ [, 0] —[p<§>}

+Uiya¢ua¢(ﬁof+fof>) = UQ

Xui+ T, O 5 O 1 g2 M GD
+ ML ey P 1D | W]
20H2m U0~ Y T,n0 m

2 A~

a 1 p
+— =—=\—=——04 W[
Dz$r282>uza T ] 0
where QJ is the effective source of the specific
dynamic vorticity, which is calculated according to the

same rules as the above source terms Q7 and Qf . For
completeness, we also present an explicit expression

for D/ED,
= Erzt(awq>)2+<2i2+>\282>(a¢q>)2.
r'B

Hence, we have completed the derivation of the
closed set of reduced dynamic equations under discus-
sion. The equations have been represented in a form
convenient for designing appropriate computer codes
for simulations of the self-consistent nonlinear plasma
dynamics and resulting transport processes.

6. CONCLUSIONS

In the present paper, the ASM method has been used
to derive a closed set of adiabatically reduced dynamic
equations for describing nonlinear low-frequency
MHD plasma convection and resulting transport pro-
cesses in weakly dissipative plasmas of axisymmetric
shearless magnetic systems with closed or open mag-
netic field lines. The equations have been obtained on
the assumption that the plasma is maintained near a
marginally stable state against pressure-gradient-driven
flute interchange modes. It has aso been assumed that
the plasma pressure is below the instability threshold
for Alfvén modes (B < B, ~ 1). Under these assump-
tions, the ASM method makes it possible to exclude
from consideration relatively high-frequency stable
collective degrees of freedom corresponding to magne-
tosonic, Alfvén, and longitudinal acoustic modes of
oscillations. The remaining nonlinear low-frequency
convection can be self-consistently generated as a
result of the devel opment of afluteinterchangeinstabil-
ity (similar to the Rayleigh-Taylor instability) and also
of a secondary instability associated with the presence
of nonuniform plasma flows (similar to the Kelvin—
Helmholtz instability). The ASM method preserves the
invariant properties of the basic ideal MHD equations,
thereby making it possible to use the resulting set of
reduced equations to simulate the long-term evolution
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of the plasma on time scales comparable to its lifetime
or even longer.

The final set of reduced equations consists of two
subsets of equations: slow and fast. The subset of slow
equations, which is represented by quasi-equilibrium
equation (18) and transport equations (26) and (28),
describes a relatively slow evolution of the main mac-
roscopic plasma parameters. In the quasi-steady (or
guasi-Eulerian) flux coordinates {{, ¢, (}, transport
equations (26) and (28) have atraditional 1D form, the
only difference from traditional equations being that
they contain the averaged convective flux terms
accounting for the plasma density, temperature, and
radial velocity fluctuations. These fluctuations are in
turn described by 2D nonlinear equations (22), (27),
and (29), which, together with Eqg. (21), congtitute the
subset of fast equations.

The set of equations constructed here is a generali-
zation of the set of reduced equations obtained in [19]
for a ssimpler model magnetic configuration. The pro-
posed equations make it possible to simulate transport
processes and establishment of the self-consistent
plasma temperature and density profiles for a broad
class of axisymmetric nonparaxial shearless magnetic
systems, such as levitated dipole configurations, mirror
devices, and compact tori. The essential point isthat the
specific character of a particular magnetic system is
fully described by a finite number of functions that
depend on the Y coordinate and either vary only slowly
with time or do not vary at all, namely, the functions U,
(?0) 0] -2B-2Lland A ?B*L]which play therole of form
factors in the final reduced equations. In the approach
developed here, quasi-equilibrium equation (18) should
be solved only for sufficiently high 8 values, such that
the magnetic configuration differs substantially from a
vacuum one. For lower plasma pressures, it can be
assumed that B < 1 and the form factors just indicated
can be calculated for a vacuum magnetic field configu-
ration, because quasi-equilibrium equation (18) has
already been taken into account in deriving the trans-
port equations and the equations for the fluctuations of
plasma parameters.

That the adiabatically reduced MHD equations pro-
vide an efficient tool for modeling the nonlinear low-
frequency MHD convection and resulting transport
processes in a weakly dissipative plasma was demon-
strated in [19, 20]. It was shown that the resulting trans-
port fluxes are turbulent, nonlocal, and nondiffusive.
Computer simulations reveal ed that transport processes
possess specific propertiesthat are qualitatively similar
to those of some experimentally observed phenomena,
such as the internal transport barrier, L—H transition,
and impurity pinch. A generalized dynamic transport
model based on the above set of reduced equations is
expected to provide a more adequate simulation of the
low-frequency plasma turbulence and resulting trans-
port processes, to yield the results that can then be used
for a detailed comparison with the experimental data
PLASMA PHYSICS REPORTS  Vol. 31

No. 7 2005



EQUATIONS FOR NONLINEAR MHD CONVECTION

obtained from various magnetic systems, and also to
contribute to the development of the general theory of
nondiffusive transport processes in a magnetized
plasma.

As was mentioned above, the use of the simplest
MHD model with isotropic plasma pressure may be
considered merely as afirst step in simulating the self-
consistent low-frequency plasma dynamics. In further
investigations, it is proposed to utilize a more adequate
bounce-averaged collisionless  Kruskal-Oberman
model. Neverthel ess, the results obtained in the present
study, together with the results of computer simulations
carried out in [19, 20], suggest that the set of adiabati-
caly reduced equations in the Kruskal—Oberman
model should yield qualitatively the same basic proper-
ties of the nonlinear low-frequency plasma dynamics.
Thus, the conclusion that the plasma tends to maintain
amarginally stable state should remain valid, aswell as
the conclusion that fast stable degrees of freedom can
be removed from consideration. The main quantitative
difference from the above results will be associated
with the two new adiabatic functions that will charac-
terize the longitudinal and transverse plasma pressures
and will appear in the equations in place of the entropy
density function defined by Eq. (7). Thiswill lead to the
corresponding modification of the marginally stable
pressure profile aswell as of the form factors describing
the specific character of amagnetic system. At the same
time, the Kruskal-Oberman model should give approx-
imately the same spatial scales of the self-consistent
fluctuations and of the resulting transport processes as
those in the model with isotropic plasma pressure.
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APPENDIX

Here, anumber of useful formulas are presented that
are required to carry out the averaging over the specific
flux tube volume in deriving Egs. (22), (23), and (25)
and in performing some other manipulations. The time
derivatives of the quantities related to the flux coordi-
nates are as follows:

0 = V(o.0) Ve x VL) = J9,(d. ),

1_ &

at|wj - _awE@tTUfE’ Oy U = _awjjatw-
The operation of divergence in the flux coordinates is
given by the relationship

- d Vv, 5 Ven, 5 f IVam
VI = Iy 50 %3 0t
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Finally, the expressions related to the averaging of the
fluxes associated with adiabatic velocity field (11) have
the form

Vv, /U) =0, VOv,F)O= U [, (ULCFD].
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PLASMA

DYNAMICS

A Simple Criterion for the Snowplowing Efficiency
of the Working Gasin a kJ Plasma Focus
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Abstract—Correlation between the appearance of the second peculiarity in the current-derivative signal and
the drop in the neutron yield is observed experimentally in a plasmafocus discharge. The time-resolved photo-
graphs of the current sheath lead to the conclusion that, at the instant of maximum compression, the main cur-
rent is shunted by the second current sheath, which is formed from the rest of the gas after the passage of the
first one. It isalso suggested that the generation of the second current sheath is a consequence of two competing
processes. filamentation of the first sheath, which thus becomes transparent to the working gas, and magneti-
zation of theresidual plasmaby the field of the main discharge current. © 2005 Pleiades Publishing, Inc.

1. INTODUCTION

It has been found experimentally that the neutron
yield from a plasma focus (PF) is proportional to the
square of the stored energy only in the energy range of
1-100 kJ. For MJ devices, the neutron yield remains at
alevel of 10''-10'? n/pulse instead of the expected
10" n/pulse.

It is commonly accepted that reduced neutron yield
is related to the shunting of the current by the residual
plasma surrounding the discharge column or by the
low-density plasma at the periphery of the discharge.
The first effect is peculiar to all high-power Z-pinch
discharges and is of fundamenta importance for
plasma physics [1], whereas the second is typical of
plasma focus discharges and is directly related to the
efficiency of gas snowplowing by the current sheath
moving from the insulator.

In the present paper, based on an analysis of the cur-
rent-derivative signal, electron-optical photographs of
the discharge, and the data on the neutron yield, wefor-
mulated a criterion for determining the snowplowing
efficiency. With this criterion, the effect of the parasitic
shunting of the discharge current by the residual plasma
at the periphery of the discharge may be easily esti-
mated from the behavior of the current-derivative sig-
nal.

2. EXPERIMENTAL SETUP

Experiments were carried out in a PF device with
hemispheric electrodes 25 and 50 mm in diameter
(Fig. 1) [2, 3]. The €electrodes were powered from a
20-uF capacitor bank up to 12-16 kV, which corre-
sponded to a stored energy of 1.5-2.5 kJ. The current
rise time was 1.6 us, and the current amplitude was
|« 03 % 10° A. The working gas was deuterium at a
pressure of P [01-3 torr.

In each shot, we recorded the current-derivative sig-
nal with a Tektronix TDS210 oscillograph, measured
the total neutron yield using the neutron-activation
technique (paraffin + In + Geiger counter), and took
photographs of the current sheath using an image con-
verter operating in the single-frame mode with a time
resolution of 3-10 ns and spatial resolution of 0.1—
0.2 mm. Theimageswere recorded by a Nikon Cool pix
700 digital camera and then were stored in a PC. The
image converter was placed perpendicular or parallel to
the PF axisat adistance of 15-20 cm from the electrode
ends.

3. EXPERIMENTAL RESULTS

Figure 2 shows typical oscilloscope traces of the
current-derivative signal measured during theinitial ten
to twenty shots before stable operation of the device is

\
| \ \ \
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Fig. 1. Photograph of a PF with hemispheric electrodes.

1063-780X/05/3107-0591$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 2. Evolution of the current-derivative signal at the course of training shots. Thetime scaleis 1 us/divisioninthefirst oscillogram

and 0.5 pg/division in the other.

achieved. In these shots, peculiarities in the current-
derivative signal initially appear in the third half-period
of the discharge current, then in the second half-period,
and finally in the first one. Thereafter, the peculiarities
in the second and third half-periods disappear, whereas
the peculiarity in the first half-period becomes more
pronounced. After the peculiarity amplitude exceeds
the amplitude of the current-derivative signal, the first
neutrons (~10% neutrons per shot) appear. A further
increase in the amplitude of the peculiarities is accom-
panied by an increase in the neutron yield to 107.
Finally, there remains only one large-amplitude pecu-
liarity with an acute peak, and the neutron yield
increases to 108.

Figure 3 shows photographs taken across the cham-
ber axis near the instant at which a peculiarity in the

current-derivative signal appears. The time is counted
from the appearance of the peculiarity. It isclearly seen
that the current sheath dlips along the anode surface.
Before the sheath collapses on the chamber axis, its
radial velocity reaches avalue on the order of 107 cm/s.
As a result, a cumulative plasma jet is produced that
propagates along the chamber axis with a velocity of
2 x 10" cm/s.

Pinch objects are rather difficult to reveal in visible-
light photographs because the optical electronic levels
inthefully ionized deuterium plasmahave already been
depleted almost completely (according to [4], aplasma
with adensity of ~4 x 10'* cm™3 at atemperature of sev-
era electronvolts has the maximum brightness in this
spectral region). However, in some shots, millimeter-
PLASMA PHYSICS REPORTS  Vol. 31
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—100 ns

+40 ns
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+100 ns

1cm

Fig. 3. Typical discharge photographs taken acrossthe chamber axis. Thetimeis counted from the appearance of thefirst peculiarity.

-70 ns

10 ns

Fig. 4. Filamentation of the current sheath at different stages of the discharge. The photographs were taken along the discharge axis.

size pinches (or more precisely, their “coats’) can be
seen near the anode.

Figure 4 showstypical discharge photographs taken
from the end of the PF at different times. A filamentary
structure of the sheath is clearly seen. It wasfound that,
when this structure is asymmetric, the peculiarity in the
current-derivative signal is usually small and the neu-
tronyield islow.

4. DISCUSSION OF THE RESULTS

Itiswell known that the amplitude of the peculiarity
in the current-derivative signal correlates with the neu-
tron yield. The new result is that the appearance of the
second peculiarity in thefirst half-period of adischarge
(or in other half-periods) usualy correlates with a
decrease in the amplitude of the first peculiarity and
with a substantial decrease in the neutron yield. A com-
parison of oscilloscope traces with discharge photo-

PLASMA PHYSICS REPORTS  Vol. 31
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graphs shows that the appearance of the second pecu-
liarity inthefirst half-period correlates with the appear-
ance of the second current sheath (rather than with the
time evolution of the plasma column, as in large
devices). In this case, the sheaths resemble nested hats
(seeFig. 5). Itisinteresting that even three peculiarities
are sometimes observed in the first half-period.

Itisevident that considering (even roughly) the pro-
cess of the formation of the first sheath [4, 5] can fur-
nish insight into the mechanism for the formation of the
second sheath. After the voltage is applied to the elec-
trodes, the following processes occur: (i) the working
gas in the chamber is ionized; (ii) the skinning of the
current near the insulator leads to the formation of a
current sheath and its subsequent filamentation;
(iii) and, finally, the sheath separates from theinsulator.
The merging of the filaments into a continuous current
sheath begins after the separation of the sheath [4, 6]
and continues up to the pinch compression phase [ 7-9].
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(a) 100 ns (b)
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600 ns

Fig. 5. Discharges with (@) one, (b) two, and () three current sheaths.

In our experiments, the filamentary structure was
observed in each shot throughout thefirst half-period of
the discharge current until the produced cumulative jet
obstructed thefield of view of the electron-optical shut-
ter 300500 ns after thefirst peculiarity.

The material for the formation of the secondary cur-
rent structure was probably the gas remaining after the
passage of the first sheath, because other possible
sources, namely, the gas expelled upward by the current
sheath and the gas evaporated from the insulator have
no timeto fill the discharge gap (their velocity ison the
order of the therma velocity, i.e., 10°~10° cm/s,
whereas the characteristic time of the process is 10—
107 9).

It is known [4] that a 1-cm-thick homogeneous
(without filaments) current sheath with adensity of 3 x
10'* cm3 plowsthe neutral gas almost completely; i.e.,
the sheath becomes “opague”’ in an early stage of the
discharge, when the degree of ionization is as low as
102. However, when the sheath separates from the
insulator, there remains an undragged gas layer with a
thickness comparable to the sheath thickness. Another
(probably more important) cause of the existence of the
residual gas is the filamentary structure of the current
sheath, which leads to an incomplete snowplowing of
the working gas. The characteristic diameter of the fil-
amentsislimited from above by the skin depth [4]. It is
clear that, in a thin layer, filaments are located more
closely to one another and a smaller amount of gas
passes through the sheath. In any case, the contributions
from these two gas sources are proportiona to the
thickness of the current sheath.

For the second current sheath to form, it isnecessary
that the shunting current flow through the residual
plasma in the magnetic field of the main current. The
current in theresidual plasma flows without substantial
losses when this plasma is weakly magnetized, i.e.,
when vy > Wy, For simplicity, we assumethat the resid-
ual plasmais fully ionized and its temperature T is no

higher than 10 eV. Substituting the electron—-ion colli-
sion frequency v = 2 x 10°n/T32 [10] (where nisthe
electron density of the residual plasma) and the mag-
netic field of the axial current B = 0.21/Rinto the above
inequality, we abtain

n> 10"I/R,

where R is the average radius of the discharge gap
(incm) and | isthe discharge current (in A). When this
condition is satisfied, the residual plasma density is
high enough to shunt the axial current.

In our experiments, the threshold valuefor the resid-
ual plasma density at a current of 10° A and discharge
gap radius of ~1 cm is ~10' cm3, which corresponds
to nearly 10% of the initial density of the working gas
in the discharge chamber. Hence, in order to efficiently
shunt the discharge current, no less than 10% of the
working gas should penetrate through the first current
sheath. Note, that this lower estimate is obtained under
the assumption that the residual plasmaisfully ionized.

The snowplow model assumes that the current
sheath is impenetrable; this is confirmed by the large
cross section for the ion—neutral resonance charge
exchange [4, 10]. According to this model, the time at
which the sheath arrives at the axis depends slightly on
the initial gas density (it is proportional to the fourth
root of theinitial gas density). For this reason, although
the 10% transparency of the sheath has little effect on
itsmotion, it hasasubstantial effect onthe degree of the
current shunting in the stage of maximum compression.

The working gas most easily penetrates through the
sheath when the current filaments are distributed non-
uniformly in the azimuthal direction. Such anonunifor-
mity may by caused by two effects: the overhesting of
the sheath and the presence in it of impurities arriving
from the constructional elements of the discharge
chamber. The impurities decrease the conductivity of
the sheath and enlarge and loosen its skin layer; this
leadsto the onset of large-scal e instabilities. The sheath
PLASMA PHYSICS REPORTS  Vol. 31
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overheating means that the ratio of the energy stored in
the capacitor bank to the initial area of the plasma
sheath surface (which coincides with the working area
of the insulator surface) exceeds the threshold value
above which instabilities develop and the sheath
breaks. For the Speed-2 device (300 kV, 180 kJ), this
threshold was estimated experimentally at ~100 Jcm?
[11]. Therefore, a substantial decrease in the insulator
radius with the aim of improving magnetic insulation
can lead not only to an increase in the inductance and a
decrease in the total current, but also to the destruction
of the current sheath aready in the initial phase of the
discharge.

The above considerations allow us to explain why
the peculiarity in the current-derivative signal passes
from the third and second half-periods of the discharge
current to the first half-period as the number of shots
increases. In thefirst discharges, a considerable amount
of impurities is evaporated from the insulator surface;
this leads to the formation of the subsequent sheaths.
Each subsequent sheath carries away a portion of gas
from the discharge gap until the residual plasmadensity
decreasesto avalue satisfying the condition for plasma
magnetization. Thereafter, the current flowing through
the sheath is no longer shunted and the plasma column
is even compressed tightly; this is accompanied by a
sharp increase in the discharge inductance and the
appearance of a peculiarity in the current-derivative
signal. The number of sheaths arising during one shot
depends on their transparency, which is determined by
the content of impurities affecting the sheath filamenta-
tion. The impurity concentration in the sheath
decreases from shot to shot; therefore, starting from a
certain shot, the working gas can be efficiently snow-
plowed by the first sheath and a peculiarity in the cur-
rent-derivative signal appears aready in the first half-
period of the discharge current.

5. CONCLUSIONS

Based on the experimental data, a criterion for the
snowplowing efficiency of theworking gasin aplasma-
focus discharge can be formulated asfollows: The pres-
ence of the second peculiarity in the current-derivative
signal indicates that the snowplowing of the gas by the
current sheath is inefficient. This leads to the shunting
of the discharge current by the residual plasmaandto a
decrease in the neutron yield. The criterion is formu-
lated based on the results from experiments with 1- to
2-kJ plasma focus discharges, in which the current-
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derivative signal has the shape of a damping sinusoid.
In large devices with a stored energy of higher than
100 kJ, the current-derivative signal ismuch more com-
plicated and the peculiarity in the current-derivative
signa lasts over a few hundred nanoseconds. In this
case, the effect of shunting by the residua plasmais
less pronounced.
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Abstract—A study is made of the dispersion properties of waveguides filled with a magnetized plasma. It is
shown that the eigenmodes of the waveguides filled with alow-density magnetized plasmafall into two fami-
lies, which are weakly coupled to one another at al frequencies, in particular, in the cyclotron resonance fre-
guency range. These families differ in transverse wavenumbers and the modes in them have hybrid polarization.
Attention isfocused on the study of the modes that have predominantly TE polarization at frequencies close to
the cutoff frequency. The dependence of the critical frequencies of the TE modes on the plasma frequency, as
well as the influence of the plasma on the energy flux and energy density of these modes, is investigated. The
effect of mode crowding (the existence of an arbitrarily large number of dispersion curvesin afinite frequency
range between the cyclotron frequency and the upper hybrid frequency) is examined in detail. The results
obtained are used to analyze how the plasma affects the el ectromagnetic properties of the cavity of the 1-MW
140-GHz continuous-wave gyrotron developed at the Ingtitute of Pulsed and Microwave Technology of the
Research Center in Karlsruhe, Germany (Institut fir Hochleistungsimpuls- und Mikrowellentechnik Fors-
chungszentrum Karlsruhe) for plasma heating in the W7-X stellarator, which is being constructed in Greif-

swald, Germany. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Investigation of the electromagnetic properties of
plasma waveguide structures is very important for a
number of technological applications, such as the gen-
eration of high-power electromagnetic radiation, the
transport of high-current charged particle beams, and
the development of efficient methods for charged parti-
cle acceleration. The waveguide structures that are
most widely used in such applications are those based
on circular plasma-filled waveguides with constant or
periodically varying radii in a longitudinal magnetic
field.

To efficiently use plasma waveguide structures in
various applications, it is necessary to have reliable
information about the spectra of their eigenmodes and
the details of the field distributions in them.

Most theoretical studies of plasma waveguides are
carried out by assuming that the magnetic field is infi-
nitely strong; this makes it possible to substantialy
simplify the analysis. In some cases, however, thissim-
plification is undesirable and even inappropriate. In
particular, this concerns the description of such topics
as cyclotron modes of a plasma waveguide, electro-
magnetic modes of plasma waveguides at frequencies
close to the cyclotron frequency, and cyclotron mecha-
nismsfor theinteraction of abeam with the eigenmodes
of a plasma waveguide structure. The dispersion prop-
erties of plasma-filled waveguide structures in afinite
magnetic field have received insufficient study, even in
their ssimplest form and for the simplest plasmamodels.

The key problem in investigating plasma waveguide
structures in afinite magnetic field is that of a cylindri-
cal waveguide filled with a homogeneous cold colli-
sionless plasma and placed in alongitudinal magnetic
field. A detailed and comprehensive analysis of thiside-
alized problem is necessary, because it provides basic
knowledge and facilitates the examination of morereal -
istic (and, accordingly, more complicated) problems
about the influence of the finite magnetic field on the
electromagnetic properties of periodic plasma
waveguide structures, about waveguide structuresfilled
with an inhomogeneous plasma, etc. By now, however,
despite numerous efforts[1-5], even thissimplest prob-
lem has not been investigated in full measure. It is
known (see, e.g., [1]) that, in a finite magnetic field,
modes with different polarizations are mutually cou-
pled and there are hybrid waves whose el ectromagnetic
field has all six nonzero components. In this case, the
spatial field distribution, as well as the dispersion rela-
tion, becomes far more complicated. The transverse
field structure is described by two terms containing dif-
ferent transverse wavenumbers. The rel evant dispersion
relation was obtained in anaytic form rather a long
timeago (see, eg., [1, 2]); however, it isso complicated
that many its properties till remains unclear. At
present, the best studied cases are those in which the
wave fields can be approximately divided according to
their polarization into TE- and TM-type fields [3-5],
i.e., thosein which the effects related to the finite mag-
netic field are weak and can be considered using pertur-
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(b)

1

1 1 1
2 3 4

Fig. 1. Dispersion curves for a waveguide filled with a magnetized plasma: (a) the dispersion curves for the first (EH) and second
(HE) mode families, D; »(w, ky) =0, and (b) the dispersion curves described by the simplified dispersion relation (7).

bation theory. For thisto be the case, it is necessary that
the plasmadensity be sufficiently low and the perturba-
tion frequency be sufficiently different from the elec-
tron-cyclotron frequency,

oof,/(ooz—oof') <1, (1)

where w, = (41e’n/m)'”? is the electron plasma fre-
guency, wy, = eH/mc is the cyclotron frequency of the
plasma electrons, e and mare the charge and mass of an
electron, n is the electron plasma density, and c is the
speed of light in vacuum.

In the case of an arbitrary plasma density, too, the
modes with different polarizations can be approxi-
mately divided into two families provided that the lon-
gitudinal wavenumber k, is small, (k,c/w)*> < 1. For
k, = 0, the modes can be divided into two completely
different families and it is possible to obtain analytic
expressionsfor the cutoff frequenciesof the TEand TM
modes. In this case, in the frequency range wy, < w <

(ooﬁ + wf. )12 there are an infinite number of cutoff fre-

guencies for the TE modes and, accordingly, there are
an infinite number of dispersion curves. The effect of
the crowding of dispersion curves has received insuffi-
cient study, so its physical nature and essence are not
quite clear as yet. Since the dispersion relation in the
general caseis rather complicated and can be analyzed
only numerically and since numerical methods cannot
provide an exhaustive description of the crowding of
2005
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dispersion curves, new results can be obtained only by
applying novel analytic techniques.

It should be noted that the dispersion curves at fre-
guencies sufficiently different from the electron cyclo-
tron frequency w ~ wy were investigated numerically
by Kuzelev et al. [6]. They found that, unlike in vacuum
waveguides, the dispersion curves of waveguides filled
with a magnetized plasma have unusual, meandering
shapes, which are rather difficult to interpret. In [4], it
was shown that such an unusual shape of the dispersion
curves is attributed to the existence of an opague
region, which expands with increasing plasma density
and hasthe effect of expelling the dispersion curvesand
of deforming them (see, e.g., [4], Fig. 3). Onishchenko
and Sotnikov [7], however, showed that, within these
opaque regions, there also may be dispersion curves.
On the other hand, at low plasmadensities, such that an
opaque region is essentidly absent, the dispersion
curves are nonetheless appreciably deformed in com-
parison to those for a vacuum waveguide. Therefore,
the mechanism for the formation of dispersion curves
that was proposed in [4] is not unique.

In what follows, based on analytical and numerical
investigations, we obtain some new results on the dis-
persion properties of plasmafilled waveguides in a
finite magnetic field. In contrast to earlier studies, in
which the main attention was paid to slow TM waves,
we focus on fast TE modes. In particular, we show that
the expressions for the cutoff frequencies of the TE
modes differ from those obtained earlier and depend on
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Fig. 2. Critical frequencies of the TE modes of awaveguide
filled with a magnetized plasma vs. plasma density for B =

5.56 T and R=2.045 cm.

the sign of the azimuthal mode number. We qualita-
tively investigate the effect of the crowding of disper-
sion curves and also the mechanism by which the dis-
persion curves of the waveguides filled with a magne-
tized plasma are deformed. We concentrate primarily
on the case of a plasma of comparatively low density,

oo§ /o < 1. However, we do not rule out the possibility

(a)

ZAGINAYLOV et al.

that inequality (1) may fail to hold, i.e., that the waves
under consideration may be, in essence, hybrid waves
that comprise strongly coupled perturbations of the TE
and TM types. We will show that, in this case, the anal-
ysis of the dispersion relation can be significantly sim-
plified. The solutionsto the dispersion rel ation describe
two families of hybrid modes that are weakly coupled
to one another at al frequencies, in particular, in the
cyclotron resonance frequency range w = . The only
exception is the immediate vicinities of the points
where the dispersion curves of one family intersect
those of the other family (the dispersion curves of the
same family are nonintersecting). In other words, these
are points of “reconnection” of the dispersion curves. It
is this reconnection that acts as a mechanism for the
deformation of the dispersion curves, in addition to the
mechanisms that were proposed earlier (see, e.g., [4]).
The higher the plasma density, the larger the reconnec-
tion regions and the more conditional the division of the
modesinto two families. Note, however, that the hydro-
dynamic description developed here remains qualita-
tively valid for arbitrary plasma densities; its applica-

bility is limited by the condition kZv3 /(0 — ty)? < 1
(where v+ is the thermal velocity of the plasma elec-

trons), which is routinely used in studies of a magne-
tized plasma.

Our paper is organized as follows. In Section 2, we
describe the method for simplifying the dispersionrela-
tion for a cylindrical waveguide filled with a homoge-

neous low-density (u),f /o’ < 1) cold plasmain alongi-
tudinal magnetic field of finite amplitude. We show that

(b)

w=99.8 GHz
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Fig. 3. Digtribution of thefields of the TE; 5 mode at different plasma densities for k, = 0.1 em!, @y =107 GHz, and R=4.1 cm.
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the dispersion relation refers to two families of modes
that are weakly coupled to one another and are
described by simpler dispersion relations, which admit
thorough and illustrative investigations by analytical
and numerical methods. In Section 3, we analyze the
two families of hybrid modes and give insight into the
mechanism for the formation of the dispersion curves
that reconnect at the intersection points and are thus
common to both families. In Section 4, we examine the
influence of the plasma on the redistribution of the
fields over the waveguide cross section. We show that,
in the case of TE maodes, the plasma acts to reduce heat
loads to the waveguide wall and to increase the energy
of microwave perturbations in comparison to that in a
vacuum waveguide with the same heat |oads to thewall.
In the Conclusions, we summarize and discussthe main
results of our study.

2. DISPERSION RELATION
FOR A CYLINDRICAL WAVEGUIDE FILLED
WITH A MAGNETIZED PLASMA AND ITS
SIMPLIFICATION IN THE CASE OF A LOW-
DENSITY PLASMA

The general dispersion relation for a cylindrical
waveguide filled with a magnetized plasma and placed
in alongitudinal magnetic field of arbitrary amplitude
has the form (seg, e.g., [1-7])

31(koR) 3, (ky R)kof koke, —ix b

— 1R (R, koke, ~ iy @
+§E51(k 2)J|(k1R)J|(k2R) =0,
where
2 2 2 i 2 2
=k, —¢e,k, by, = ——(&3X +¢.kyi ),
X 2~ & 1,2 kkzsz( 3X 1K1 2)
Zslki2 = —(sl+83)x2—kzs§io,

0 = ’\/[(81 —83)X2 + k2€§] 24 4k228§k283,

W’ W0 oo2

— p - p™H _
& =1~ 2 7 €27 2 2’ s=1 2’
W — Wy w(w —wy) ()

k = w/c is the wave vector in free space, and R is the
waveguide radius.

In deriving this dispersion relation, it was assumed
that the fields are described by the expressions

A(r,t) = A(r)exp(—iwt +ik,z+ild),

[=0,+1,%2, ....

However, because of its complexity, dispersionrela
tion (2) is very difficult to analyze (both analytically
and numerically), especialy in the frequency range
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w~ wy. Even when the plasma frequency is much
lower than the perturbation frequency, wf, /o <1,

numerous terms proportiona to wf, cannot be dis-
carded, because some of them have the resonant

denominators w’ — wﬁ and the others are proportional

to kZ, so they, too, can increase resonantly as w —»
wy. Moreover, the rate of increase of k, is not known a
priori and can only be determined after dispersion rela
tion (2) has been solved. Hence, even with the above
small parameter, it is not obvious how the terms of this
dispersion relation should be grouped according to
their orders of smallness. Thisis why we will utilize a
comparatively simple analytic technique, which will
make dispersion relation (2) far simpler and, accord-
ingly, far easier to analyze.

In thisway, we begin by presenting afew exact rela-
tionships between the elements of the plasmadielectric
tensor:

sf—z-:; =g —€3+€.E;, €& -85 = —sz%. A3)

With these relationships, which can be readily veri-
fied by direct substitution, the expression for o can be
transformed to

2
0 = (3-8 (K —K) +akKCe, 2
Wy

[l
= (es—eﬁJ(k +10) + 4k kz%’— n.
0 wi O

For wf, < oo,i , the second term under the square

root symbol is much less than the first term, provided
that any of the following three conditions is satisfied:

K<k, K>k,

Under conditions (4), this second term can be
ignored in the zeroth approximation, so the expressions
for the transverse wavenumbersk, , can be greatly sim-
plified:

|m2—wﬁ|/mf. <1l “4)

2 2 2

kl = €3k _kZ1

2 _ 81—83+8183 2 83 2 (5)
k2= 23 P2 Z32

€1 €1

Dispersion relation (2), too, can be converted into a
much simpler form that makes its properties far easier
to investigate:

Dy(w, k) Da(w, k) +a(w, k) = 0, (6)
where
Dy(w, k) = Ji(kR),
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_ k]2. ' I 82
D,(w k,) = mJl(szH@E—lJ'(kZR)’
KikoK; .
a(w, k) = 555 Ji(k2R)Ji(k;R).
k™(k; +K%)

In the limit a(w, k) < 1, dispersion relation (6)
describes two families of waves that are weakly cou-
pled to one another and whose dispersion curves satisfy
the dispersion relations D, (w, k,) = 0 and D,(w, k) =0,
the transverse wavenumbers k; and k, being given by

expressions (5). Thisistrue for the range kf < k?> and
alsofor k, ~ k. Intherangek, > k, the function D,(w, k)
cannot vanish because the wavenumber k; is purely
imaginary and only the second wave family can exist.
However, for k, > k, the dispersion curves of the second
family approach those described by the equation a(w,
k) = 0, or equivalently J,(k;R) = 0, and, in the limit
k, — oo, they become the dispersion curves of the
potential TM waves that were considered earlier in [3].

Hence, the properties of dispersion relation (6) are
mainly governed by the properties of the two simpler
dispersion relations D, (w, k,) = 0 and D,(w, k,) =0 and
the dispersion curves of relation (6) are close to those
of these two relations, except for the vicinities of the
points where the dispersion curves of one family inter-
sect those of the other, i.e, where the functions
D, »(w, k,) vanish simultaneously.

The dispersion curves of both families can be inves-
tigated in exhaustive detail, both anaytically and
numerically.

In the case under consideration, the dispersion
curves of the first family differ insignificantly from
those of the TM modes of a vacuum waveguide and are
very close to the dispersion curves of the TM modesin
a plasma-filled waveguide in an infinitely strong mag-
netic field. The dispersion properties of the last modes
have been studied in sufficient detail (see, e.g., [8] and
the literature cited therein).

The dispersion relation for the waves from the sec-
ond family can be conveniently represented as

Ji(x) + b(w, k;)xJi(x) = 0, )

where X = k,R and the function b(w, k) is equal to
kf &
K+ K>Eel

approaches zero for k, > k.

It is known [9] that, for an arbitrary finite value of
the function b(w, k,), al positive roots of dispersion
relation (7) regarded as an equation for x are ssimple
(unrepeated) and lie betweentherootsy, , (n=1,2, ...)
of the Ith-order Bessel function. In terms of these sm-
ple positive roots, which will be denoted by v; (w, k),
the equation determining the dispersion curves can be

b(w, k) = for k, < k and for k, ~ k and
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rewritten intheform k,R=v, ,(w, k), whose analysisis
far easier and much more convenient than the direct
analysis of dispersion relation (7) because the roots
V| n(w, k) increase monotonically with n and none of
them is a crowding point. On the other hand, in accor-
dance with [8] and with the examination to follow, the
dispersion curves described by Eq. (7) are subject to
crowding in the (w, k,) plane; this considerably compli-
catestheir analysis. Using formulas (5), we can express
the wavenumber k, in terms of the roots v, (w, ky):

= «/kz(e1 —Eg+€185) — £,V (W, K )/R
VA - .
&3

®)

The qualitative shape of the dispersion curves from
both families is illustrated in Fig. 1la. By comparing
Fig. 1ato Fig. 1b, which presents the dispersion curves
of Eq. (7), we arrive at the following obvious conclu-
sion: the dispersion curves of Eq. (7) are formed by
both of the two families of dispersion curves, which
reconnect at the intersection points. A comparison of
the dispersion curves of the simplified dispersion rela-
tion (7) with those of the exact dispersion relation (2)
shows that, for the parameter values under consider-
ation, they are essentially identical.

In the frequency range wy < w < w, (Wwhere w, =

A/oo,'i + wi is the upper hybrid frequency), there is an
infinite number of dispersion curves from the second
family. This fact can be inferred by analyzing expres-
sion (8). As the frequency approaches wy, from below,

the wavenumbers k'z'n increase without bound. The

number of branches that asymptotically approach the
straight line w = wy is determined by the condition

KA (e — &5 +€€3) — 81V|2,n (W, kz)/R2|w - ak - >0.By
virtue of the relationship v, ,(wy, ©) = |, this condi-
tion can be transformed to

W0 < (2-wp/wh) oy Ric. ©)

All the dispersion curves HE, , of the modes from
the second family (see Fig. 1a) for which | and n satisfy
this condition have two branches, one of which lies
bel ow the frequency wy, and the other liesabovethefre-
guency w,. The number of these modesis alwaysfinite.

For (2 — wi/wf. )20y R/c < Yo, 1, none of the curveslie
below the frequency w,. The number of modes from
the second family for which the inequality opposite to
inequality (9) is satisfied is always infinite. The disper-
sion curves of such modes, too, have two branches. One
of them lies above the frequency w, and essentially
coincides with the corresponding branch for a vacuum
waveguide. The other branch lies within the frequency
range wy < W < w, and is characterized by an anoma-
lous dispersion. For the case illustrated in Fig. 1, we

havep, 4 < (2 - ooﬁ/oof, 2wy R/c < Y, 7; consequently,
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all the dispersion curves HE, ,, with n greater than 6 lie
within the range wy, < w < w,. In Fig. 1, we plot only
some of these dispersion curves.

Hence, we have clearly demonstrated that, in the
frequency range in question, there is an infinite number
of dispersion curveswith the numbers| and n for which
inequality (9) failsto hold.

Let usconsider in more detail the cutoff frequencies
of the modes from the second family. Setting k, =0 in
dispersion relation (7), we see that the cutoff frequen-
cies satisfy the equation

J.(x(w>)+§—21|x(w)af(x(w)> = 0, (10)

2 2,2 2 2
(W —wp) —WHW' R

where x(w) = k2R|kZ:0 = A/ > > FR—
W — W, — Wy

In contrast to EQ. (7), dispersion relation (10) is
exact and is valid for any value of the plasma density.
From dispersion relation (10), we see that the cutoff fre-
guencies of the right-polarized (I > 0) modes differ
from those of the left-polarized (I < 0) modes—the
result that was not mentioned earlier.

The dependence of the cutoff frequencies of the TE
modes on the plasma density is illustrated in Fig. 2,
which shows the results of calculations carried out for
the resonant cavity of the 1-MW TE,q ¢-mode-based
continuous-wave gyrotron developed in Karlsruhe
(Germany) for plasma heating in the W7-X stellarator.
A possible reason for a reduction in the operating fre-
guency of the gyrotron may be the appearance of
plasmain the cavity [10].

As the plasma density increases in the range of its
low values such that wy 6y > 2, the cutoff frequencies
of both the right- and left-polarized modes decrease. As
the plasma density increases further, the critical fre-
guencies stop decreasing and beginto increase. For | =0,
dispersion relation (10) coincides with the correspond-
ing dispersion relation presented earlier in [4].

3. POLARIZATION, FIELD DISTRIBUTIONS,
ENERGY DENSITY, AND ENERGY FLUX
OF THE ELECTROMAGNETIC WAVES
IN A PLASMA-FILLED WAVEGUIDE
IN A FINITE MAGNETIC FIELD

In thelimit of an infinitely low plasma density, elec-
tromagnetic waves from thefirst family tend to become
TM waves of a vacuum waveguide. According to the
classification proposed by Liu et al. [11], such waves
should be treated as EH waves. In the same limit, elec-
tromagnetic waves from the second family tend to
become TE modes; consequently, in accordance with
[11], they should be classified as HE waves. It is neces-
sary to note, however, that, for an arbitrarily low (but
finite) plasma density, the second family contains slow
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waves, which disappear completely (in ajumplike man-
ner) only at w, = 0.

In studying the effect of the plasma on thefield dis-
tributionsin aplasma-filled waveguide, we restrict our-
selvesto considering as an example HE modeswith fre-

guencies close to the cutoff frequency (kz2 <k)ina

waveguide filled with a low-density plasma (wi Jo? <
1/2). The HE modesin question are polarized in essen-
tialy the same manner asthe TE waves and thereby can
be conveniently called TE modes of a plasmafilled
waveguide. It is this case that is of primary interest in
studying the effect of the plasma on the operation of
high-power gyrotrons [10] and also in analyzing such
issues as the generation of microwave radiation and the
development of plasmafilled microwave devices
whose operation is based on the cyclotron instability of
an electron beam. It should be emphasized that, in com-
parison to the TM modes of a vacuum waveguide, the
TE modes of a plasma-filled waveguide have a number
of qualitatively new properties. These properties, which
manifest themselves even in the case of a very low
plasma density, can be important for the above applica
tions. Specifically, the frequencies of theright- and left-
polarized modes are different and the dispersion curve
of each of the TE modes splits into two branches with
different cutoff frequencies. The second cutoff fre-
guency is attributed to the presence of plasma and has
no analogue in vacuum waveguides: it exists at an arbi-
trarily low (but finite) plasma density and disappears
completely (in a jumplike manner) only at w, = 0. Its
other properties are as follows: it depends weakly on
the radia and axia numbers of the TE modes and
approaches the electron cyclotron frequency wy, as the
plasma density decreases.

When the plasma density islow, the plasmadoes not
significantly affect the polarization of the fields of TE
modes at frequencies close to the cutoff frequencies, as
well as the distribution of these fields over the
waveguide cross section (see Figs. 3a, 3c¢). Thisis, how-
ever, true only for those TE modes whose cutoff fre-
guencies are not close to the cutoff frequencies of the
TM modes with the same azimuthal number. Other-
wise, the polarization and distribution of the fields of
the TE modes can be appreciably distorted even by a
very low-density plasma (see Fig. 3b).

It is of great interest to investigate the effect of the
plasma on the energy density of the TE modes and on
the energy flux in them. Using the general formula for
the density and flux of the electromagnetic energy in an
anisotropic dispersive medium [12],

- %{S}(wggw))'EiE: +[HIH,
(11)
- C *
S = 8nEx H*,
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Fig. 4. Normalized line energy density vs. plasma density
for B=5.56 T and R = 2.045 cm. Here, Wp is the line

energy density in a plasma-filled waveguide and W\, isthe
line energy density in a vacuum waveguide.
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Fig. 5. Normalized line energy flux vs. plasma density for
B=15.56T and R = 2.045 cm. Here, Sp isthe line energy

flux in a plasmafilled waveguide and S, isthe line energy
flux in a vacuum waveguide.

we can obtain analytic representations for the line
energy density (i.e., the energy density per unit length

of the waveguide) W = ISWdS and the energy flux
through the waveguide cross section, S, = J’SSst, in
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the case kz2 < K. Itisexpedient to express these param-

eters in terms of the tangential magnetic field at the
waveguide wall because thisfield characterizesthe heat
loads to it. For illustrative purposes, we present the
expressions obtained for the case of a low-density

plasmawith allowance for the terms on the order of 85 :
1 0 10

+=[
€10

L @p(@ + @i YT

(W-wi)’ M (12
x|H (R (ks R° = 1%),

g, = S (R

R kgsi1

[2(CR =17 + 2g6,] . (13)

Figures 4 and 5 illustrate the difference between the
line energy density and energy flux in a plasmafilled
waveguide and those in a vacuum waveguide with the
same heat loads to the wall.

4. CONCLUSIONS

The investigation of the dispersion properties of
waveguide structuresisthefirst, the most natural, and a
fairly important step in the analysis of their electromag-
netic properties and their possible practica applica
tions. The mathematical technique for a description of
the waveguide's dispersion properties has already been
well developed; however, because of the complexity of
the dispersion relation for a waveguide filled with a
magnetized plasma, the properties of its solutions have
received insufficient study. In  plasmadfilled
waveguides, a number of new effects are possible in
comparison to vacuum waveguides, in particular, the
effect of mode crowding (the existence of an arbitrarily
large number of dispersion curvesin afinite frequency
range). The investigation of the dispersion properties of
waveguides filled with a magnetized plasma is aso
complicated becauseit is necessary to take into account
the coupling between the TM and TE waves and the
appearance of hybrid modes. Moreover, this coupling,
which is attributed to the anisotropy of the dielectric
tensor of acold magnetized plasma, can befairly strong
even when the plasma density islow. Thisisthe casein
the cyclotron resonance frequency range w ~ wy, in
which the elements of the plasma dielectric tensor
increase resonantly, and in the vicinities of the points
where the branches of the dispersion curves of the TE
modes intersect those of the TM modes.

In the present paper, we have proposed to classify
the modes in terms of their transverse wavenumber
(rather than according to polarization). We have shown

that, for oo[z) < oo,i , the solutions to the general disper-

sion relation for the modes over the entire range of fre-
guencies, including those close to the cyclotron reso-
nance frequency, w ~ wy, can be divided into two
PLASMA PHYSICS REPORTS  Vol. 31
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weakly coupled families. The modes from these fami-
lies do not necessarily have the same polarization asthe
TM or TE maodes but they tend to become TM and TE
modes in the limit of an infinitely low plasma density.
According to the classification adopted in [11], the
modes of the first and second families should be treated
as EH and HE modes, respectively. At the points of
their intersection, the dispersion curves of these two
families reconnect to become wavy and more compli-
cated structurally (a situation typical of magnetized
plasma waveguides). We have also rigorously proved

that, in the frequency range wy, < w< A/oof{ + u)f) , there
are an infinite number of dispersion curves.

We have investigated the dependence of the critical
frequencies of TE modes on the plasma density and
have shown that these critical frequencies depend on
the sign of the azimuthal mode number and, as func-
tions of plasma density, have aminimum at w, 0J0.5wy
regardless of the radial and azimuthal mode numbers.
We have studied the effect of the plasma on the struc-
ture and distribution of thefields of TE modeswith fre-
guenciescloseto the cutoff frequenciesand have shown
that a plasmaof low density (such that w, < 0.5w,,) does
not significantly affect the distribution and structure of
the fields of the TE modes, except when the cutoff fre-
guencies of the TE modes are close to those of the TM
modes (Fig. 3b). The line energy density of the TE
modes in a plasma-filled waveguide can be substan-
tially higher than that in a vacuum waveguide with the
same radius and with the same heat |oads to the wall.
On the other hand, the energy flux in a plasmafilled
waveguide is less intense than that in a vacuum
waveguide with the same parameters. At low plasma
densities, however, this difference in the energy flux
intensitiesis not large.

Theresults of our investigations can be of interest in
connection with the development of devicesfor plasma
electronics and interpretation of the operating modes of
high-power gyrotrons that are being developed for use
in fusion devices[10].

PLASMA PHYSICS REPORTS Vol. 31 No. 7 2005

603

ACKNOWLEDGMENTS

We are grateful to Prof. M. Thumm, the director of
the Institute of Pulsed and Microwave Technology of
the Research Center in Karlsruhe, Germany (Institut fr
Hochleistungsimpuls- und Mikrowellentechnik Fors-
chungszentrum Karlsruhe), for hisinterest in thiswork
and fruitful discussions. One of the authors
(V.1. Shcherbinin) expresses his gratitude to the Ger-
man Academic Exchange Service for the award of
Euler’'s research studentship.

REFERENCES

1. W. P Allis, S. J. Buchsbaum, and A. Bers, Waves in
Anisotropic Plasmas (MIT Press, Cambridge, Mass,,
1963; Atomizdat, Moscow, 1966).

2. R. E. Vanderplas, Electron Waves and Resonances in
Bounded Plasmas (Wiley, New York, 1968).

3. A. N. Kondratenko, Plasma Waveguides (Atomizdat,
Moscow, 1976).

4. N. S. Erokhin, N. V. Kuzelev, S. S. Moiseev, et al., Non-
equilibrium and Equilibrium Processes in Plasma
Radiophysics (Nauka, Moscow, 1982).

5. A. A. Rukhadze, A. S. Bogdankevich, S. E. Rosinskif,
andV. G. Ruhlin, in Physics of High-Current Relativistic
Electron Beams (Atomizdat, Moscow, 1980).

6. M.V.Kuzelev, E. V. Liperovskaya, and A. A. Rukhadze,
Fiz. Plazmy 4, 433 (1978) [Sov. J. Plasma Phys. 4, 242
(2978)].

7. 1. N. Onishchenko and G. V. Sotnikov, Fiz. Plazmy 18,
335 (1992) [Sov. J. Plasma Phys. 18, 175 (1992)].

8. Encyclopedia of Low-Temperature Plasma, Ed. by
V. E. Fortov (Nauka, Moscow, 2000), Vol. 4.

9. E. Jahnke, F. Emde, and F. Losch, Tables of Higher
Functions (McGraw-Hill, New York, 1960; Nauka, Mos-
cow, 1977).

10. G. Dammertz, S. Alberti, A. Arnold, et al., IEEE Trans.
Plasma Sci. 30, 808 (2002).

11. S Liu, R. J. Barker, D. Zhu, et al., IEEE Trans. Plasma
Sci. 28, 2135 (2000).

12. L. D. Landau and E. M. Lifshitz, Electrodynamics of
Continuous Media (Fizmatgiz, Moscow, 1959; Perga-
mon, Oxford, 1960).

Trandated by O.E. Khadin



Plasma Physics Reports, Vol. 31, No. 7, 2005, pp. 604-615. Translated from Fizika Plazmy, \Vol. 31, No. 7, 2005, pp. 655-666.

Original Russian Text Copyright © 2005 by Gavrilenko, Sorokin, G. Jandieri, V. Jandieri.

PLASMA OSCILLATIONS

AND WAVES

Some Properties of the Angular Power Distribution
of Electromagnetic Waves M ultiply Scattered
in a Collisional Magnetized Turbulent Plasma

V. G. Gavrilenko*, A. V. Sorokin*, G. V. Jandieri**, and V. G. Jandieri**
* Lobachevsky Sate University, pr. Gagarina 23, Nizhni Novgorod, 630950 Russia
** Georgian Technical University, M. Kostaz str. 77, Thilisi, 380075 Georgia
Received November 19, 2003; in final form, October 15, 2004

Abstract—A study is made of oblique incidence of a small-amplitude plane electromagnetic wave on a semi-
infinite slab of acollisional turbulent plasmain an external uniform magnetic field. In the small-angl e scattering
approximation, the condition for neutralizing the effects of oblique incidence and plasma anisotropy on the sta-
tistical properties of radiation multiply scattered in the absorbing plasma medium is determined by using the
methods of geometrical optics. The validity of this condition was confirmed by numerical calculations based
on the statistical modeling technique. The effect of the shape of the spectrum of the electron density fluctuations
on the shape of the angular power distribution of amultiply scattered radiation isinvestigated. © 2005 Pleiades

Publishing, Inc.

1. INTRODUCTION

The analysis of the statistical properties of small-
amplitude electromagnetic waves that have passed
through a plane turbulent plasmaslab is very important
in many practical applications associated with both nat-
ural and laboratory plasmas [1-4]. It has been recently
established that the energy loss due to collisions
between plasma particles can lead not only to a
decrease in the amplitude of the electromagnetic waves
with distance from the slab boundary but also to an
appreciable distortion of the angular spectrum of radia-
tion in the events of multiple scattering by random
smooth inhomogeneities of the medium.

In [5-9], it was shown that, when a plane wave is
incident at a small angle on the interface between an
isotropic collisional turbulent plasma and vacuum, the
width of the angular spectrum of the scattered radiation
increases monotonically with distance from the plasma
boundary and approaches a certain asymptotic value
(the so-called deep-penetration regime). Subsequent
papers demonstrated that, at sufficiently large angles of
incidence of radiation, some new effects appear. In[10—
13], it wasfound that the maximum in the angular spec-
trum shifts monotonically toward the normal to the
plasma boundary, as in the case of small incidence
angles. However, as the distance from the boundary
increases, the spectrum width changes nonmonotoni-
cally. When the absorption is sufficiently strong, there
existsan interval of distances from the boundary within
which the spectrum width substantially exceeds its
asymptotic value. Within this interval, as well as near
the plasmaboundary, the width of the angular spectrum
increases with the absorption coefficient, all other con-
ditions being the same (the so-called anomal ous broad-

ening). Moreover, within thisinterval of distancesfrom
the plasma boundary, the angular spectrum is highly
asymmetric with respect to its maximum (the third cen-
tral moment is essentially nonzero). These effectsare a
consequence of the asymmetry of the problem. Such an
asymmetry occurs not only in the case of oblique inci-
dence of radiation on aplasma—vacuum interface; it can
alsobeanintrinsic property of the plasmain an externa
magnetic field. The multiple scattering of waves in a
magnetized plasma has been studied |ess than the wave
scattering in chaotic isotropic media.

In [14-18], it was shown that, for afixed collision
frequency between particles, the degree to which the
absorption influences the angular spectrum of the scat-
tered waves depends strongly on the propagation direc-
tion of the original incident wave with respect to the
plasma boundary and also on the strength of the exter-
nal magnetic field, as well as on its inclination angle
(i.e., the angle it makes with the plasma boundary).
Those five papers were aimed mainly at considering
particular examples (for different directions of thewave
vector of the incident wave and the external magnetic
field) in which absorption qualitatively changed the
angular spectrum of the scattered waves in comparison
to that in acollisionless plasma.

In the present work, using the complex geometrical-
optics approximation, we construct ageneral algorithm
that alows one to estimate the efficiency with which
collisions between the particles in a turbulent plasma
affect the angular spectrum of multiply scattered short
waves at arbitrary angles of refraction at the plasma
boundary and arbitrary angles of inclination of the
magnetic field. In order to confirm the predictions made
in the geometrical-optics approximation, we have car-
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ried out Monte Carlo (MC) simulations for the interval
of distances from the plasma boundary within which
the small-angle scattering approximation does not
work.

The numerical method devel oped here also makesiit
possible to investigate the influence of the shape of the
spectrum of turbulent fluctuations of the plasmadensity
on the shape of the angular spectrum of the scattered
radiation for those values of the plasma parameters at
which the wave absorption is significant. In the above-
cited papers [14-18], no such investigation was per-
formed: the fluctuations of the plasma density were
described either by a Gaussian spectrum or by a power-
law spectrum with a certain value of the spectral index.

2. GEOMETRY OF THE PROBLEM
AND THE NOTATION ADOPTED

Let a plane electromagnetic wave with frequency w
be incident from vacuum on a semi-infinite slab of a
collisional magnetized turbulent plasma. We choose a
Cartesian coordinate system such that the xy plane is
the plasma—vacuum interface, the z axisis directed into
the plasma dab, and the xz plane is generated by the
external magnetic field vector B, and the wave vector k
of the refracted wave. For the angles, we introduce the
following notation (see Fig. 1):

0, is the angle between the magnetic field and the
zaxis, and

0 isthe angle between the vectors B, and k.

The electron density in the plasma dlab is repre-
sented as the sum N(r) = N, + N,(r), where N, is a con-
stant density component and N,(r) is a coordinate-
dependent random function describing the electron
density fluctuations. The parameters of the scattered
radiation within the plasma are searched for as func-
tions of the distance H from the plasma boundary.

For the characteristic frequencies of the processes
occurring in the plasma, we introduce the following
notation:

w, = &(41N/m)'2 is the electron plasma frequency,
wg = eB,/mc is the electron gyrofrequency, and
V¢ 1S the effective electron collision.

In these formulas, e and m are the charge and mass
of an electron, cisthe speed of light in vacuum, and B,
isthe induction of the external magnetic field.

In addition, we assume that the characteristic spatial
scale on which the plasma density varies is much
greater than the wavelength A; this assumption will
enable us to utilize the methods of geometrical optics
for determining the parameters of the scattered field in
the plasma at relatively small distances z from its
boundary and to ignore the interaction between the nor-
mal waves.
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Fig. 1. Geometry of the problem.

3.ANALY SISOF THE EFFECTS OF ABSORPTION
IN THE PLASMA AND THE PLASMA
ANISOTROPY ON THE STATISTICAL
PROPERTIES OF THE SCATTERED RADIATION
BY THE METHODS OF COMPLEX
GEOMETRICAL OPTICS

Let us calculate the electric field E in the xz plane
(here and below, the tilde identifies complex quantities
and the asterisk denotes the complex conjugate). A nor-
mal electromagnetic wave propagating in a smoothly
inhomogeneous plasma can be described by the eikonal
equation [1]

n’, ey

where Em = ¢ is the complex wave vector at a
given spatial point, § is the complex wave phase, and
N isthe complex index of refraction.

The wave vector of an origina plane wave incident
from vacuum on a plasma slab has purely real x and z
components. After refraction at the plasma—vacuum
interface, the wave becomes nonuniform; i.e., accord-
ing to the boundary conditions, the x component k, of

its wave vector remains real while the zcomponent k.
becomes complex,
~ W 2
kz = _2n
c

—k;. )

If the random smooth inhomogeneities of the
plasmaareignored (N, = 0), then, in the zeroth approx-
imation, itisonly thisrefracted wave that contributesto
theresulting field. Recall that the refracted wave is non-
uniform. An important point for further analysisis that
the only parameter that changes with changing the
angle of incidence of the wave on the plasma—vacuum
interface (i.e., the wave vector component k,) or the
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angle of inclination of the external magnetic field (al
other conditions being the same) is the imaginary part

of the wave vector component k, i.e., the rate of
decrease of the wave amplitude with distance from
plasma boundary.

The chagtic variations of the electron density in the
plasmaslab giveriseto thewavefield fluctuations at the
observation point. In the case of small-angle scattering,
the statistical parameters of the wave field are mostly

determined by the fluctuations of the complex phase ¢
of anonuniform plane wave [19].

The eikonal equation can be rewritten as

Vh WG = % , 3)

where 72 = A2 (N(r), w, K).

Assuming that the electron density fluctuations are
sufficiently small,

N = Ng+ Ny(r), N; <N 4)

we can use the following series expansions for the
phase and for the wave vector:

k = ko+ka(r)+...,
¢ = o+, +
Formula(2) describes the zcomponent of the unper-

turbed wave vector Ko. The fluctuati ng terms k: and

$, are proportional to the dimensionless small param-
eter N,/N,. Substituting expansions (5) into eikonal
equation (3) and taking into account only first-order
terms, we obtain

(&)

. won w R
2Voo [V, = ==—N; + == |:k ,
¢0 ¢1 Cza o C ako 1
w’ on’ w’~ 0N
—2ko [N, = ==—N, - 2=n—= [Vb,, 6
0 q)l CzaNO 1 CZ ako ¢l ( )
W'~ R[] o 5 10’ 0’
%O_cznaﬁoﬂ b= SNy

Differentiating the expression ko with respect to the

vector ko - Ko = ooz(lzo)crzﬁz, we arrive at the follow-
ing familiar relationship, generalized to the case of an
absorbing medium:

~ W n W ~
k —-—n = —n —=. 7
° c ako ¢
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With allowance for relationship (7), Eq. (6) in its fina
form reads
0w .~ _ w on
agom 17 9(Rw)dN,
ow

®)

For a transparent medium, this is clearly the equation
describing the transport of the wave phase perturba-
tions with the group velocity. In our case (i.e., for an
unperturbed wave propagating in the xz plane, which
contains the magnetic field vector), Eq. (8) can be writ-
tenintheform
aq)l ow/ok 6(])1 _ W on
3z dwlok, 0X  9(Nw)dwaN, *
0w gk,
Here and bel ow, the superscript 0 in the components of
the wave vector ko isomitted for brevity.

Using the condition that the wave frequency in asta
tionary medium is constant,

)

W[ kK,, Rz(kx, w)] = congt, (10)
we can generalize another familiar relationship to the
case of an absorbing medium. Differentiation of equal-

ity (10) gives dw/ok, + dwydk, - dk./dk, = 0, so Eq. (9)
becomes

08, 0k _ __ w 0R
5z "ok, 0x _ (nw)dwoN, * (1n
0w ok,

We expand the function ¢, in atwo-dimensional Fou-
rier integral, substitute the expansion into Eqg. (11), and
solvetheresulting differential equation with the bound-

ary condition ¢,|,_, = 0. After these manipulations,
we obtain

+00 +00 zZ

(T) _ & einx+iKyydedK N (va K 1E)
] e
ok,

0 0
X eXp&IKxak (Z—E)gdé,

(12)

where the el ectron density fluctuations are expressed in
terms of their two-dimensional Fourier transform,

+00+00

MWJ£)=IINdmmwae

—00 —00

and the following notation is introduced:

KX+ iKYy

dk,dk, (13)

e a
3(7w) 0wdNy
0w gk,

a = (14)
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Let us now calculate the transverse correl ation func-
tion of the phase. In the definition of this function,

Ry = [B1(x, ¥, 2)87 (x+p, y+py, 2)0

+00 +00
_ ~2 iK (X +Py) =KX +iK (Y +py) —iK}y
=a e
I]
zZZ N s (15)
[ Na(Ky Ky, EIN (K} K}y €00
00

x exp{—iKy(B +iy)(z-¢)
+iky(B—iy)(z—&')} dk,dk,dk,dk,dEdE’,
we switch to the new variables,
E+¢&
2 b
and integrate over them with allowance for the correla
tion scalelength of the parameters of the medium being

much less than the penetration depth z of radiation into
the plasma. As aresult, we obtain

p,=¢&-&, n= (16)

+00 +00

Rs(Px Py, 2) = ZH&ZJ'J'e

—00 —co

_ . 2K, Yz
|prx+|Kypye

2ny (17)

x[1- eZKXyﬁCD (K Ky, —BK,)dK,dKy,

where ®(K,, Ky, Ky) is the three-dimensional spatial
power spectrum of the statistically uniform electron

density fluctuations and dk; /dk, = 3 + iy. In thelimit of
weak damping of the field over one wavelength, this
expression iscloseto that for the correlation function of
the real phase. We are interested, however, in the case
in which the wave damping over the entire penetration
distance z is sufficiently strong and the function
exp(2K,yz) appreciably exceeds unity for those values
of K, at which the spectrum ®(k,, K, —BK,) of the elec-
tron density fluctuations is essentially nonzero. For
y — 0, expression (17) yields the familiar result [20],
namely, alinear increase in the wave phase dispersion
with distance from the plasma—vacuum interface. It
should also be kept in mind that this expression was
derived by the method of expansion in small perturba-
tions in the small-angle scattering approximation,
which is valid only for finite distances z from the
plasma boundary.

By definition, the correlation function of the com-
plex field (the spatial coherence function) can be writ-
ten as

Re

[E(X, Y, 2)E* (X+ Py Y + Py, 2)0
ESexp{—ZzIm(Rz) +ik.pg
x [exp{id.(x,y,2) =1 (X + P Y+ py, 2} O

(18)
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Taking into account the fact that the field is damped
insignificantly over one wavelength, we can ignore the

imaginary part of the perturbed wave phase (¢, = ¢,
a = a). Inthis case, it should be kept in mind that the

imaginary part of the derivative dk,/dk,, equal to vy,
plays an important role because it enters into expres-
sions (12) and (17) through the argument of the expo-
nentials and its contribution to the statistical parameters
of the phase fluctuations increases with distance zfrom
the plasma boundary.

In the most interesting case of multiple scattering,
the fluctuations of the phase are strong, [§,$70 > 1,

so we can as usual [20] assume that they obey anormal
distribution. Since, in this case, the correlation function
decreases sharply as p, and p, increase, the argument of
the second exponential in expression (18) can be
expanded in a series,

Re(Pw Py) = Esexp{—2zIm(k,) +ik,p}

[0 19°R; »  10°
x exp; aRépx —Pt+5 prym
px ap

(19)

where the correlation function Ry is given by expres-

sion (17). The derivativesin the correl ation function of
the phase are taken at the point p, = p, =

The spatial (angular) spectrum of the scattered field,
whichisof great practical importancefor us, isthe Fou-
rier transformed correlation function of the field [20]:

Ky Ky, 2)

+o00+00

= = j j dp,dpyRe(Py Py) EXP{ =K, P —iK P} .

—00 —00

(20)

This characteristic of the scattered radiation is equiva-
lent to the ray intensity (brightness), which usualy
enters the radiation transport equation [20]. In [19], it
was shown that the solution to the radiation transport
equation that was obtained in the small-angle scattering
approximation and the solution obtained in the geomet-
rical -optics approximation yield the same angular spec-
trum. We think, however, that the second approach is
simpler and moreillustrative.

For strong fluctuations of the phase, the spatial
power spectrum is Gaussian in shape,

kX—AKX)Z
20k 0

O (K, KD

2D<E

Here, S, is the peak vaue of the spectral curve; the
quantity Ak, describes the shift of the peak due to the
random variations in the plasma density; and the quan-
tities (k40 and [R ;0 describe the widths of the spec-
trum in the xz and yz planes, respectively. The formulas

S(KXI Ky’ Z) - SoeXp (21)
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for Ak, D(fD, and [¥ 5D can be derived by taking the
derivativesin expression (19):

20 2 9’
AKx:i—a-i—Rtbpx:O! Ij()(ljz_ R2¢p>(=0’
poy:O 0Py py=0
2 (22)
o= -2,
apy py=0
Asaresult, we obtain
AK,
_2m 2+°°+°° 2K, Yz (23)
= 70( J’J’(D(KX, Ky, —BK,)[e " —1] K ,dk,,
k0
+00+00 (24)

T 2 2K, yzZ
= - D(K,, Ky, PKIK,[e T —1] kK, dK,,
v _|'I (K Ky, =BK)K,[ ] y

2

k]

+00 +00 (25)

2
_ T2 _ ﬁ, ZKXyz_
= Ta? [ [0k k-~ Lk,

—00 —00

Formulas (23)—25) imply that the effects men-
tioned in the Introduction, namely, the effect of the
marked shift of the spectral peak and the anomalous
broadening effect, take place when the imaginary part

of the derivative 0k, /0k, is nonzero. These effects stem
from the fact that the damping of the waves scattered in
a turbulent plasma depends strongly on their propaga-
tion direction because of the oblique incidence of the
original wave on the plasmaboundary and also because
of theinclination of the external magnetic field.

Let us anayze the applicability conditions for
expressions (17) and (23)—25) in more detail. These
expressions have been derived from the eikonal equa-
tion by the method of perturbative expansions in pow-
ers of the small parameter N,/N,. Conseguently, the
parameter range in which expressions (17) and (23)—
(25) (when substituted into expression (21)) correctly
describe the spatial power spectrum of the wave is
determined by the inequalities

|Ak,| < 210N, JOkiO< 210A, JCk,O< 2T0A.

These three inequalities justify the use of the above
small-angle scattering approximation and make it pos-
sible to keep only the first terms in expansion (5). The
consistency of these inequalities with the condition that
the wave absorption play a significant role, exp(2K,yz)
> 1, isensured by the smallness of the dispersion of the

plasma density fluctuations, D\Ifl] < Ng , which deter-
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mines the normalization of the spectrum ®(k,, Ky, K,)
in the integral in expression (35) (see below). The
restrictions indicated do not contradict the assumption
that the wave phase fluctuations are strong, because, in
a smoothly inhomogeneous plasma medium, the trans-
verse scale on which the correlation function of the
phase varies corresponds to the mean spatial scale of
the plasmainhomogeneities, | > A [20], and the charac-
teristic angle between the random wave front and the

normal to the plasma boundary, A6 = ./ kTV|k,| =

J KD
21
that formulas (17) and (24) agree with the familiar esti-

mate JD(fD 0 [dbfl]/l; therefore, for Dbe> 1,the
angle A6 O JEdbf[? can be small by virtue of the very

strong inequality A/l < 1. Analogous estimates are
valid for the quantities given by expressions (23) and
(25) as well. It is also pertinent to note that, in the
region that makes the dominant contribution to the inte-
gralsinexpressions (17) and (23)—25), the argument of
the exponential function in these expressions can be

, canremain small for Bbfl]> 1. Thereasonis

estimated by 2k,yz 0 Im(ﬁ)TZ. Consequently, the ine-

quality 2k,yz = 1 leads to the condition Im(Ez)z =
Im(ﬁ)}-f > 1, which implies that, at the distances z

from the plasma boundary that are of interest to us, the
wave amplitude decreases strongly according to an
exponential law. It is this circumstance that makes the
angular radiation spectrum considerably distorted,
because the power is redistributed to the directions
along which the waves are damped relatively more
weakly. Asfor the exponential dependence of the width
and shift of the spectral peak on z, it isvalid only over
alimited range of distances from the plasma boundary
to which the small-angle scattering approximation is
applicable. Numerical calculations show that, for
longer distances z from the plasmaboundary, this expo-
nential increase changes into a slower one [18].

For the case in which the external magnetic field is
absent, formulas similar to expressions (23)—25) were
derived in [10] but in a different way, namely, by solv-
ing the radiation transport equation, i.e., the transport
equation for the angular power distribution of the wave
in a chaotic isotropic absorbing medium. In this case,
the coefficient y is nonzero for an oblique incidence of
the original wave on the boundary of the medium.

For y = 0, the spatial (and, accordingly, angular)
power spectrum in the small-angle scattering approxi-
mation is independent of the absorption. In this case,
expression (23) impliesthat Ak, = 0 because, for the sta-
tigtically isotropic electron density fluctuations in
PLASMA PHYSICS REPORTS  Vol. 31
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which we are interested here, the dependence of
D(Ky, Ky, —BK,) on K, is even. For y = 0, the quantities

Eka and K SD increase linearly with z, as in the case

of a nonabsorbing medium, for which this linear
increase agrees with the familiar decrease in the trans-

verse correlation length, 1/ fz, when the wave phase
fluctuations are strong [20]. Of course, formulas (17)
and (23)—(25) cannot be applied to describe the pro-
cesses occurring at sufficiently large distances z from
the boundary of the medium, i.e., at distancesfor which
the basic small-angle scattering approximation fails to
hold.

Form formula (2) we see that, in the case under con-
sideration, the quantity y is contributed by the oblique
incidence of radiation (the wave vector component k)
and also by the anisotropy of the medium itself.
Depending on the conditions in the medium, one or
another of these two factors can predominate. For
instance, when the magnetic field is very strong, the
effects of the anisotropy amost completely predomi-
nate over those of the oblique incidence (see [17]) and
vice versa when the magnetic field is weak or even is
absent. In thelatter case, theradiation is scattered in the
plasmain essentially the same manner asin anisotropic
medium (see[12]). However, the scattering of radiation
produces the most interesting effects when the plasma
anisotropy and the oblique incidence are of comparable
importance. It isthiscasethat will be considered below.
The most reliable way of calculating the quantity y in
this complicated case is asfollows.

When awave isincident obliquely on the boundary
of a magnetized plasma, the components of the wave

vector k = %){p, 0, q} satisfy the equation [1]

a4514 + ae,EIB + a25|2 +a,0+a, = 0. (26)

Here, the coefficients are expressed in terms of p
through the relationships

a, = (L-is)[(1—=is)’—u] —v[(1-is)’—u],
a; = 2pv,Ju,u,,
a, = —2(1—is){[(1—pz)(l—is)—v](l—v—is)
—(1-p*)u} +v[p'u—(1-p)u,—u],
a = —2(1-p°)pv . Juu,
3 = [(1-p*)(1-is)-V]
x{[(1-p*)(1-is)-Vv](1-v —is) - (1-p U}
~(1-p")p’uev,

and the quantities u, v, and s are introduced to denote
the dimensionless parameters that characterize, respec-

(27)
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tively, the influence of the magnetic field, electron den-
sity, and absorption on the plasma properties:

N

2
w w \Y
_2’ = P S__eff

u-= — '
W W w

(28)
. 2 2
u, = usin“6,, u, = ucos 6,.

Since thisequation is very difficult to solve analyti-
cally, we analyzed it numerically. As a result of this
analysis, we can plot the dependence of the imaginary
part Im(q) of g on p for both of the normal waves. In
this case, the quantity y=Imaq/dp isdefined asthetan-
gent of the angle between the abscissa and a line tan-
gent to the curve. This definition clearly shows that the
guantity y determines how much the rate of decrease of
the wave amplitude along the z axis depends on p, i.e.,
on the wave propagation direction. As was mentioned
above, it is the dependence of the damping of the wave
on its propagation direction that leads to a substantial
distortion of the angular spectrum of multiply scattered
waves because of their absorption. Near the points
where y = 0, the wave damping depends on the wave
propagation direction to amuch smaller extent. Wethus
arrive at the following problem: for particular values of
the different plasma parameters (the electron density,
the magnetic field induction, and the collision fre-
guency), it is necessary to determine those values of the
angle of refraction and the angle of inclination of the
magnetic field at which, for a given type of wave, the
guantity y vanishes or, conversely, is essentially non-
zero. Formulas (23)—(25) imply that, when the quantity
y vanishes, the absorption has no impact on the angular
spectrum in the geometrical-optics approximation (the
effects of the oblique refraction and of the anisotropy
neutralize each other). This neutralization effect was
first pointed out in [18], in which, however, the imagi-

nary part of the derivative 0k, /dk, was calculated using
an approximate expression that is valid only for small
angles between the wave vector and the magnetic field.
In the absence of the neutralization effect, the situation
is as follows:. the larger the quantity y, the more pro-
nounced the anomal ous effects of the absorption on the
angular spectrum. There are sound reasons to suppose
that, for a wave that penetrates deeper in the region
where the small-angl e scattering approximation fails to
hold and the solution to the equations of geometrical
optics by the perturbation method is invalid, the quali-
tative dependence on the parameter y will remain the
same; i.e., for y = 0, the absorption will influence the
angular spectrum in the same fashion as in the case of
normal incidence of a wave on the boundary of an iso-
tropic turbid medium, leading to a narrowing of the
angular spectrum in comparison to that in an analogous
transparent medium [6]. For essentially nonzero values
of vy, it is natural to expect that, at large penetration
depths, the shape of the angular spectrum will be dis-
torted by absorption to afar greater extent.
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In order to confirm this supposition, in subsequent
sections of this paper, we will consider the results of a
numerical solution of the problem by the MC method.

4. SOME SPECIFIC FEATURES OF THE MONTE
CARLO METHOD AS APPLIED
TO THE PROBLEM AS FORMULATED

Since the problem has not yet been solved analyti-
caly, it is necessary to utilize numerical methods. One
of the most convenient techniques is that based on MC
simulations, i.e., statistical numerical calculations of
the processes of propagation, scattering, and absorption
of radiation in a chaotically inhomogeneous medium.
The genera scheme and mathematical justification of
the M C method have been elucidated in sufficient detail
in [21]. Here, we mention only some specific features
of the MC method that have been used in our work.

Since our main task isto investigate how absorption
influences the angular spectrum of the scattered radia-
tion, the statistical computational scheme should be
capable of adequately describing this influence. In the
classical version of the MC method, the absorption is
accounted for through the so-called “survival probabil-
ity” A, which, in quantum-physical language, corre-
spondsto the probability for aphoton to be absorbed in
its scattering by the inhomogeneities of the medium.
The photon that has been absorbed is treated as nonex-
istent, so the resulting power distribution is formed
only by those photons that have survived after scatter-
ing. For isotropic media, the following relationship
holds:

A= —s (29)
GS + Ga

where g, and g, are the extinction coefficients associ-
ated with scattering and absorption, respectively.
Hence, the survival probability provides arelationship
between the scattering and absorbing properties of an
isotropic medium. By assigning specific values to the
survival probability, the wavelength, and the refractive
index, we can derive exhaustive information for model -
ing the scattering properties of isotropic media. The
classical version of the MC method is advantageous in
that it has a clear physical meaning and can relatively
easily be expressed in an algorithmic language. The
drawback of the classical version is that, in the case of
a large number of scattering events, it requires a very
large amount of computer time, even when the survival
probability is close to unity. Thisis why, in our study,
we used a “weighted” version of the MC method,
which makesit possible to greatly hasten the computa-
tional process in comparison to that based on the clas-
sical version. The essence of the weighted version is
that the random ray trgjectory being simulated is
assigned a“weight,” i.e., afraction of the origina radi-
ation energy that remains within the ray tube as the
radiation travels along this trgjectory. The resulting
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angular power distribution is calcul ated with alowance
for the weight of the radiation coming from different
directions. A detailed discussion of the weighted
scheme can be found in [21].

In statistical simulations of a single scattering pro-
cess, the probability density for the deviation of aray
trajectory in agiven direction is traditionally described
by afunction proportional to the differential cross sec-

tion ?——(a ¢), where a and ¢ are, respectively, the

zenlthal and azimuthal angles through which the ray
deviatesfrom its original direction. The proportionality
coefficient is chosen so that the total integral of the
probability density over all possible scattering direc-
tionsis unity.

For a cold magnetized turbulent plasma with statis-
tically isotropic fluctuations, the differential cross sec-
tion is described by the formula[22]

do,
dQ
_ & o k) eleE TE- D8’
2Mmic’e, iy (8)7 - |k 08| 1) (& 8

(30)

Here, € isthe plasma dielectric tensor and Es, &, and

n, are the wave vector, the polarization vector of the
electric field, and theindex of refraction of the scattered
wave along its propagation direction, respectively. Sim-
ilar parameters ki, &, and n; describe the wave before
it has been scattered. The quantlty Ak denotes the abso-

lute value of the difference ks — ki . Formula (30) isa
generalization of an analogous well-known formulafor
isotropic media[20],

4

—n—CD(Ak)

( ) = (31)

Formula (30) differs from formula (31) not only in
that it contains the proportionality coefficient but
mainly in that it involves the factor F =

figler qe-1)3)°

~ ~ 2 —r om
ni((&)" [k 8] /1) (& 28)
dependence of the scattering properties of the plasma
on the wave propagation direction.

It can be shown that, for a single small-angle scatter-
ing event, the expression for F, aswell as expression (30)
as awhole, can be substantially simplified. In particu-
lar, one can discard asmall error resulting from the use
of the approximate equality & = &,. This approxima-
tionimpliesthat, for fixed plasma parameters, the func-
tion F depends only on one argument—the angle 6

between the wave vector and the external magnetic
field. The change in the refractive index of the plasma

, which describes the
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in a single scattering event can also be ignored; in this
case, we have k = k= k; (for an isotropic medium, these
approximate rel ationships would be exact) and arrive at
the following expression for the quantity Ak in terms of
the zenithal deviation anglea:

L&ng.

Ak:2 5

(32)

We thus see that the differential cross section for asin-
gle scattering event is independent of the azimuthal
deviation angle ¢.

In view of thefact that the function F isindependent
of the zenithal scattering angle a, the probability den-
sity for the deviation of the ray is proportional to the
function ®(ksin(a/2)/2) and isindependent of theangle
8 because the factor F(0) drops out in normalizing the
spectrum. The anisotropy of the medium is taken into
account in the computation stage in which a random
number generator producesthe value of the distance the
radiation passes between two successive scattering
interactions with density inhomogeneities. For an iso-
tropic medium, this distance is a random quantity hav-
ing an exponentia distribution. The mean value of this

2v(l—-v —is)
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random quantity is constant and isequal to og ' Forthe
magnetized plasmaunder consideration, the coefficient
of extinction in scattering (or equivaently the tota
cross section per unit volume of the scattering medium)
is[20]
(o
f 9%40 = ¢, J’ db[ksm JF(8)da

. (33)

= C,F(0),

where C, and C, are the a- and 6-independent propor-
tionality coefficients, Q. is the solid angle into which
theradiation can be scattered, and o, iSthe maximum
possible zenithal angle of the deviation of theray in a
single scattering event. This is why the mean distance
between the positions at which the scattering events
occur depends on the angle 6.

For a collisional magnetized plasma, the coefficient
of extinction in scattering can be found from a fairly
simple expression, 0, = 2wc ' ImN(8). In the case in
guestion, the imaginary part of the refractive index can
be obtained from the formula[1]

2(1—is)(1—v —is) —usin®0 + Ju’sin’6 + 4u(1 - v —is)?cos’d

In order to calculate the coefficient C,, the spectrum ®
should be normalized to the mean square of the electron

density fluctuations, D\Ifl]:

4HIK2¢(KX, Ky, K, = 0)dk = [N{T1 (35)

Having made this normalization, we must treat the

quantity D\Ifl] as an independent numerical parameter

and substitute it into the formula for the spectrum.
However, the mean square of the electron density fluc-
tuations is, as a rule, obtained from experimenta data
in anindirect way and thus can depend in afairly com-
plicated manner on alarge number of external factors.
Thisiswhy, in the present work, we simplify the com-
putational process and make it more illustrative by
assuming that, for given values of the plasma parame-
tersu, v, and s, the coefficient of extinction in scatter-

ing, o, along the magnetic field is equal to unity,

a4(6)
05(0)’
This choice implies in fact that al the distances are

expressed in units of the mean free path L; of radiation
between two scattering events in its propagation along

0y(8) = (36)
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(34)

the magnetic field, because the scale L; is nothing more
than the reciprocal of o.. In this case, however, in order
for the absorption to be taken into account correctly, the
coefficient o, should be expressed in terms of the same
scale of distances. This can be done in the following
way. Let the quantities o, and |' be expressed in terms
of ascalein which the unit of distanceis accepted to be
the mean free path of radiation between two successive
scattering events in the direction along the magnetic
field. For the intensity | of the mean wave field, we can

then write the formula | = l,exp(-a;l"). On the other

hand, this intensity is equal to | = Iyexp(—2k,Im(n)l),
where | is the total path expressed in the same units of
distance as k,. Consequently, we have

2k, Im(R)! = |27”|m(ﬁ)

| L (37)
= —Iim(R) = I' Ry —"
=L XZTIA Im(n) = I'x2rtim(n) )\

and, as a result, obtain ¢, = mm(n)L/A. In other
words, in order to calcul ate the coefficient of extinction
in scattering in units of the reciprocal of the mean free
path, it is necessary to know how many wavelengths fit
along the mean free path of radiation between two suc-
cessive scattering interactions by plasma density inho-
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Fig. 2. Dependence Imq (p) for an extraordinary (solid
curve) and an ordinary (dotted curve) norma wave in a
plasma with the parameters u = 0.22, v = 0.28, and s =
0.0053, the angle of inclination of the magnetic field being
8y = 40°. The angle between the neutralization direction
and the normal to the slabis=23.5° for an ordinary (p = 0.4)
wave and = —14.5° for an extraordinary (p = -0.25) wave.

mogeneities. This implies that, in the ssmulation algo-
rithm, the quantity N0 should be replaced by the
ratio L;/A; thismakes it possible to calcul ate the coeffi-
cient o, in terms of the above scale of distances. Of

course, these two parameters are very closely related to
one another: an increase in the fluctuation intensity

[N leads to a decrease in the mean free path L; (and,
accordingly, in the ratio L;/A), and, vice versa, a
decreasein the fluctuation intensity leadsto an increase
intheratio L;/A.

Having derived expressionsfor o, and g, in terms of
the same scale of distances, we can calculate the sur-
vival probability A in the case of a collisional magne-
tized plasma from the same formula as that used for an
isotropic medium, specifically, from formula (29). For
a plasma, however, the survival probability is not gen-
erally constant and depends on the angle 6.

5. RESULTS OF NUMERICAL SIMULATIONS

All numerical simulations were carried out for the
frequencies wg = 8.8 x 10° rad/s, w,= 10" rad/s, and v =
10° s7!, which correspond to the mean values of the
parameters in the F region of the Earth’s ionosphere.
The wavelength was chosen to be 100 m; in this case,
the plasmaparametersin question areequal tou=0.22;
v =0.28, and s=0.0053. The plots of the dependence
Im(q (p)) for both of the normal waves propagating into
aplasma dab with these parameters, the angle of incli-
nation of the magnetic field being 8, = 40°, are shown
in Fig. 2, in which the solid and dotted curves refer to
the extraordinary and ordinary normal waves, respec-
tively. By the extraordinary wave we mean a normal
wave for which therefractiveindex approaches unity as
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the magnetic field increases, all other parameters being
fixed. Figure 2 clearly shows that each of the normal
waves is characterized by its own neutralization direc-
tion, i.e, the direction aong which we have
Im(@q/op) = 0 and along which the neutralization
effect occurs. From the plots we see that, in the cases
under analysis, the neutralization directions correspond
to those values of p and k, for which the waves suffer
the weakest damping over z (the wave vector compo-

nent k; isminimum). In order to check our assumptions
about the character of distortion of the angular spec-
trum of the scattered radiation, we carried out a series
of simulations of the propagation of wavesin a plasma
slab of thickness o, ., -H=50for aratio L;/A of 100.

For the u, v, and s values chosen above, this corre-
sponds to a plasma dlab with a thickness of about
500 km for which the extinction coefficient and sur-
vival probability along the magnetic field are equal to
0,=0.0001 m'and A =0.75, respectively. Notethat, for
such penetration depths, the solution obtained by the
perturbation method isinapplicable because the scatter-
ing angles are not small and the inequality k;, < k; in
expansion (5) failsto hold. The spatial spectrum of the
electron density fluctuations, ®(AK), is given by the
model expression

V2,07 A2
%kn , Akm[o, goki}

/2]

®(AK) = C (38)

90"
%), Ak > ./2k;,

where g isthe spectral index, k; is the absol ute value of
the wave vector of the wave beforeit has been scattered,
and C is the normalizing coefficient calculated from
formula (35).

Theresults of simulating the propagation of an ordi-
nary wave for g = 2.6 are illustrated in Fig. 3. We can
see that, at a qualitative level, the geometrical-optics
solution correctly reflects the main properties of the
propagation and scattering of waves in a collisional
magnetized turbulent plasma, namely, the neutraliza-
tion direction and al so the anomal ous effects of the shift
of the centroid position of the peak in the angular spec-
trum and its broadening. For comparison, Fig. 4 shows
the angular spectra of the scattered radiation in a non-
absorbing plasma that were calculated for the same
parameters of the problem as those in Fig. 3. Our new
result isthe realization that the shape of theangular dis-
tribution can always be calculated for any physically
meaningful values of the plasma parameters and of the
angle of refraction and the angle of inclination of the
magnetic field. In earlier studies, the shape of the angu-
lar spectrum was calculated only for a few particular
cases (those of normal incidence on aplasmaslab or of

O
EAKY, AkD [Qk-
0
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aplasmain avery strong magnetic field). From Fig. 3
we see that the angular spectrum can sometimes have a
double-humped shape, which stems from the mutual
influences of anisotropy, absorption, and the shape of
the single-scattering indicatrix.

The fact that the angular spectrum can be double-
humped in shape provides a clearer insight into the
cause of anomalous broadening of the asymmetric
spectrum of a multiply scattered wave (see the Intro-
duction). In an asymmetric case, there are two preferen-
tial directionsin an absorbing medium: the propagation
direction of the original plane wave and the direction
along which the wave propagates a given distance from
the plasma boundary being damped to the smallest
extent. As the radiation propagates away from the
plasma boundary, it deviates progressively from its
original direction due to multiple scattering (preferen-
tially through small angles) by random smaooth inho-
mogeneities. Nevertheless, arelatively small portion of
the scattered waves occurs in a narrow angular interval
along the direction of weakest damping. When the
absorption is sufficiently strong, the amplitude of these
waves decreasesfar more gradually than the amplitudes
of other waves, so a second peak can form in the angu-
lar power spectrum. This is indeed the case when the
angle between the two preferential directions men-
tioned above is sufficiently large. Under such condi-
tions, the width of the angular spectrum is anomalously
large in comparison to that in a similar nonabsorbing
medium. If the original wave propagation direction
coincides with the direction of weakest damping, then
the problem is symmetric and the absorption does not
lead to anomal ous effects.

L et us now examine the influence of the shape of the
single-scattering indicatrix in more detail. Aswas men-
tioned above (see also [18]), the double-humped shape
of the angular power spectrum stems from the fact that
the waves that have been scattered through large angles
with low probability and propagate nearly along the
neutralization direction can suffer a substantialy
weaker damping as the distance z from the plasma
boundary increases. The scattering through large angles
is governed by the asymptotic behavior of the electron
density fluctuation spectrum ®(Ak) (which yields the
resulting shape of the single-scattering indicatrix) at
relatively large values of Ak. In order to investigate how
the shape of ®(Ak) affects the shape of the angular
spectrum of multiply scattered radiation, we performed
numerical simulations for different values of the spec-
tral index g. The plasma parameters were taken to be
the same as in the previous simulation version, the

depth of penetration into the slab was 0|y, - H = 60,

the angle of refraction for the wave was 0°, and the
angle of inclination of the magnetic field was 60°. The
resulting angular spectraof multiply scattered radiation
are displayed in Fig. 5. It can be seen that, when the
angle between the direction of refraction and the neu-
tralization direction is sufficiently large, the angular
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Fig. 3. Angular spectraof the multiply scattered radiationin
a plasma slab with the parameters u = 0.22, v = 0.28, and
s=0.0053atadistanceof 0|, _ , -H=50fromtheplasma

boundary for L¢/A = 100, the angle of inclination of the
magnetic field being 8 = 40°. In this and other subsequent
figures, the abscissa represents the parameter S, = k/k. All
the spectraare normalized to their peak values. Curves 7, 2,
3, and 4 were calculated for angles of refraction equal to
40°, 23.5° (the neutralization direction for the ordinary
wave in question), 10°, and —10°, respectively.
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Fig. 4. Angular spectraof the multiply scattered radiation in
a plasma slab with the parameters u = 0.22, v = 0.28, and

s= 0 at adistance of g, _, - H =50 from the plasma

boundary for L¢/A = 100, the angle of inclination of the
magnetic field being 8, = 40°. All the spectra are normal-
ized to their peak values. Curves 1, 2, 3, and 4 were calcu-
lated for angles of refraction equal to 40°, 20°, 10°, and
-10°, respectively.
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Fig. 5. Angular spectraof the multiply scattered radiationin
a plasma slab with the parameters u = 0.22, v = 0.28, and

s=0.0053a adistanceof 0|, _ , -H=60fromtheplasma

boundary for L¢/A = 100, the angle of inclination of the
magnetic field being 8, = 60°. All the spectra are normal-

ized to their peak values. Curves 1, 2, 3, and 4 were calcu-
lated for a wave incident normally on the slab and for the
values g = -3.2, —2.9, 2.6, and —2.3 of the power index of
the electron density fluctuation spectrum.
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Fig. 6. Angular spectraof the multiply scattered radiationin
a plasma slab with the parameters u = 0.22, v = 0.28, and

s=0.0053atadistanceof 0|, _ , -H=60fromtheplasma

boundary for L¢/A = 100, the angle of inclination of the
magnetic field being 8 = 60°. All the spectra are normal-
ized to their peak values. Curve I corresponds to a power-
law electron density fluctuation spectrum with theindex g =
—3.5, and curve 2 refers to a Gaussian fluctuation spectrum.
In both cases, the wave is incident normally onto the slab
and the dispersion of the fluctuation spectrais the same.

spectrum in the transitional and deep-penetration
regimes is formed by the strongly scattered radiation.
The shape of the single-scattering indicatrix determines
not only the shape of the angular spectrum but also the
ranges of depths over which the waves propagate in the
near-surface, transitional, or deep-penetration regimes,

GAVRILENKO et al.

al other conditions being the same. In particular, the
smaller the portion of the strongly scattered radiationin
the single-scattering spectrum, the larger the penetra-
tion depth for which the geometrical-optics solution
obtained perturbatively is valid. To illustrate, Fig. 6
depicts two angular spectra with the same width that
were calculated for a Gaussian single-scattering indic-
atrix and for a single-scattering indicatrix obeying a
power law with theindex g =-3.5. Sincethetails of the
Gaussian indicatrix decrease very sharply with increas-
ing scattering angle, its half-width at half-maximum is
approximately three times that of the power-law indic-
atrix. Asaresult, in the Gaussian indicatrix, the portion
of radiation scattered through large anglesis very small
in comparison to that in the power-law spectrum. This
is why the resulting spectrum contains no hint of the
anomalous effects and coincides fairly well with the
geometrical-optics solution to first order in the param-
eter N,/N,.

6. CONCLUSIONS

Hence, analytic calculationsin the small-angle scat-
tering approximation by the methods of complex geo-
metrical optics and a numerical analysis by statistical
modeling technique have shown that, in a collisional
magnetized turbulent plasma, the degree to which the
absorption of electromagnetic waves influences the
shape of the angular spectrum of a multiply scattered
radiation depends substantially onthe original direction
of incidence, the angle of inclination of the magnetic
field to the plasma boundary, and the spatial spectrum
of fluctuations of the plasma density.

We have proposed and tested an algorithm for deter-
mining those propagation directions of the original
wave at which the absorption is either weakened (the
neutralization effect) or, conversely, at which the
absorption is very pronounced. As an example, we car-
ried out numerical simulations for plasma parameters
close to those in the Earth’s ionosphere.

Estimates show that the range of heights corre-
sponding to the F region is not wide enough for the
anomalous effects of the absorption on the angular
spectrum to manifest themselves markedly; moreover,
these effects are unlikely to be observed in the unper-
turbed ionosphere in full measure. Nevertheless, we
think that the neutralization effect may well be detected
in aquiet ionosphere. The shift of the centroid position
of the peak in the angular power distribution of the radi-
ation scattered in the Earth’s ionosphere is al'so a quite
readily measurable quantity. To be specific, by substi-
tuting the plasma parameters averaged along the ray
trajectory into formulas (26) and (27), one can deter-
mine the direction along which the quantity Im(d ¢ /9p)
equals zero. It can be expected that this direction, being
associated with the centroid position of the spectrum of
the scattered radiation from a remote radio-frequency
cosmic source, will coincide with (or will have a mini-
PLASMA PHYSICS REPORTS  Vol. 31

No. 7 2005
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mum deviation from) the line of sight toward the
source. The phenomenathat have been analyzed above
may also become quite readily observable in the pres-
ence of strong artificial or natural perturbations in the
Earth’'s ionosphere when the plasma density and the
collision frequency increase considerably.
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Abstract—The properties of high-current high-pressure gas discharges (1 = 60 kA, p = 1 atm, 1;, = 1.6 ms,
r ~ 10 cm) just before the end of the discharge are investigated experimentally. It is shown that the anomalously
high rate of gas cooling after the current is switched off is related to the turbulent hydrodynamic processes
induced by the Rayleigh—Taylor instability at the discharge boundary in the stage of volume radiative cooling
of the discharge channel. The turbulent thermal conductivity is estimated using experimental data on the recov-
ery of the electric strength of the discharge gap. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Direct measurements of free high-current high-pres-
sure discharges have shown that the rate of electric-
strength recovery (ESR) in the discharge gap after the
current is switched off exceedstherate of diffusion pro-
cesses[1, 2] by several orders of magnitude. This effect
finds a natural explanation in the case of low-pressure
(p<0.1am) low-current (I < 1A) discharges, in which
the plasma is highly nonequilibrium [3] and the fast
ESR is provided by volume recombination. However,
the higher the pressure and current, the closer the
plasmaisto equilibrium,andatp~ 1 amand | ~ 10° A,
the plasma state is usually close to a loca thermody-
namic equilibrium (though it somehow depends on the
gas mixture composition) [3]. For discharges with such
high values of p and | (they are generally called high-
current high-pressure discharges), the electric strength
isrecovered due to the cooling of the entire mass of the
gas heated during the discharge. In the absence of cur-
rent and any other forced action (e.g., forced air cool-
ing), the cooling of the gas in the discharge channel is
determined by the state of the gas itself before the cur-
rent is switched off. Hence, it is necessary to examine
the discharge structure and the related physical pro-
cesses just before the end of the discharge. In this paper,
we present and analyze the results of such investiga-
tions,

The preextinction stage can be conveniently exam-
ined by considering so-called “subsonic” free dis-
charges with a characteristic current growth rate of
di/dt ~ 10® A/s [4]. In such discharges, the hydrody-
namic flow vel ocities are lower than the speed of sound,
the ponderomoative forces are of minor importance, and
the gas pressure is quite uniform. Under certain condi-
tions, acylindrically symmetric discharge with afairly
wide current-carrying channel can be produced. This
allows oneto use probe diagnostics; asaresult, thereli-
ability of the results obtained increases significantly.

“Slow” discharges display features characteristic of
steady-state free arcs, which are dominated by turbu-

lent convection at the interface with acold ambient gas.
Such convection disturbsthe shape of the discharge and
significantly complicatesitsinner structure [5].

In dischargeswith high current growth rates (dl/dt =
10 A/s), nonlinear hydrodynamic phenomena related
to the formation of intense shock waves becomeimpor-
tant and instabilities caused by the high magnetic pres-
sure arise [6].

2. EXPERIMENTAL SETUP
AND MEASUREMENT TECHNIQUE

A schematic of the experimental setup is shown in
Fig. 1. The discharge is supplied from capacitor bank C,
which is connected to the discharge circuit via spark gap
SG. Inductance L serves to form a current pulse of
required duration. The discharge chamber is a seadled
stainless-steel cylinder with adiameter of 46 cm. Along
its axis, two electrodes in the shape of truncated cones
with major and minor diameters of 70 and 55 mm are
installed. At the sidewall of the chamber, there are open-
ings for probe diagnostics and four viewing windows.

The discharge was ignited by exploding a 0.1-mm-
diameter copper wire set between the electrodes along
their axis. Special experiments showed that perturba-
tionsintroduced during such ignition into the discharge
structure rapidly decayed. Thorough studies of another
ignition technique with the use of a dlipping arc dis-

Fig. 1. Schematic of the experimental setup.
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charge [7] showed that the discharge features were
almost similar to those observed in our study.

The discharge current was measured using a coaxial
shunt, and the arc voltage was measured using a resis-
tive divider. The spatial distribution of the magnetic
field generated by the discharge current was measured
by magnetic probes, and the el ectric field was measured
by double passive electric probes (see [8] for details).

The total radiation energy emitted from the dis-
charge was measured with a calorimeter, and the time
evolution of the emission intensity was determined
with the use of an electrodynamic shutter.

The discharge was photographed with afast framing
camera through the viewing windows of the discharge
chamber. The arc plasma temperature was determined
from spectral measurements by the method of relative
intensities.

The ESR process was studied using a double active
electric probe by a method similar to that used in [1].
The measurements began after the discharge current
was switched off. The voltage applied to the two probe
electrodes was increased until either the probe current
or the voltage reached its critical value, I, or U,
respectively. As either of these critical values was
achieved, the voltage abruptly (over a time much less
than itsrisetime) dropped to zero. After acertain pause
needed for the relaxation of the excessive charge
around the probe, the voltage was increased again. This
process was repeated many times. The time during
which the envelope of the voltage pulses arrived at the
plateau U = U, wasidentified asthetimet, required for
the recovery of agiven electric strength unambiguously
determined by the U, value. The cutoff current I, was
chosen such that the energy deposited by the probe
voltage pul ses was much smaller than the energy stored
in the plasma. An electronic circuit enabling such an
algorithm is described in detail in [9].

The measurements were performed in the central
cross section (equally distant from the discharge elec-
trodes). The probe electrodes were set paralel to the
discharge axis at the same distance r from it. The bare
ends of the electrodes made of 1-mm-diameter wire
were separated by a distance of z=2 cm. In our exper-
iments, the critical values of the probe voltage and cur-
rent were U,,, = 18 kV and |, = 2 mA, respectively.

The value of t, depends on the gap length z. For z <
7 mm, an electric breakdown of a cold gas occurred.
For z= 1 cm, the scatter in the times during which the
envelope of the voltage pulses arrived at the plateau did
not exceed the measurement error (~10%). This effect
may be attributed to the fact that the distribution of the
electric field between the probe electrodes is highly
nonuniform. The field is maximum near the electrodes
and depends dlightly on the distance between them if
this distance is much larger than the probe radius.
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Fig. 2. Waveforms of discharge current and voltage.
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Fig. 3. Radial profiles of the discharge plasma conductivity
o(r, t) at t = (1) 300, (2) 400, (3) 500, (4) 600, (5) 700, and
(6) 800 ps.

3. EXPERIMENTAL RESULTS

Our experimentswere performedat C=1.6 x 102 F
and L = 1.6 x 10 H. The initial stored energy was
70 kJ, the active resistance of the discharge circuit was
R=1.5 x 102 Q, and the interelectrode distance was
12 cm. The working gases were nitrogen and air at
atmospheric pressure. The inner structure and current—
voltage characteristics of electric discharges in these
gases are very similar. Thereafter, unless otherwise
indicated, the results from experiments with nitrogen
are presented.

The data obtained with two fast framing cameras
oriented at aright angle to one another in the plane per-
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Fig. 4. Time evolution of the boundaries of plasmas with
different conductivities: o = (1) 0.90,,,, (2) 0.20,,,, and

(3)2x 10, where o,,,, =55 Q" cm™.
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Fig. 5. Total radiation energy emitted from a discharge vs.
time.

pendicular to the chamber axis show that the glowing
part of discharge is nearly cylindrical in shape and its
radiusincreasesintime. The axial symmetry of the dis-
charge is also confirmed by the data from magnetic
probesinstalled in the same plane at an angle of 120° to
one another.

Figure 2 shows waveforms of the discharge current
and voltage. The shape of the current pulseiscloseto a
sinusoid with an amplitude of 60 kA and a half-period
of 1.6 ms. The voltage spike at the initia instant is
attributable to the breakdown caused by the explosion
of the copper wire. At t ~ 300 us, the voltage decreases
to 240V and remains almost constant up to t ~ 1000 ps.
After this, it gradually decreases and then dropsto zero
together with the current.

The data from magnetic and passive electric probes
were used to determine the time evolution of the radid
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profile of the plasma conductivity o(r, t) (Fig. 3). The
time evolution of the plasma boundaries with different
o values is shown in Fig. 4. The upper curve was
obtained by estimating the conductivity near the elec-
trodes of a passive electric probe at the instant when the
probe signal appeared [8].

In an equilibrium plasma, the conductivity isafunc-
tion of state: for afixed pressure, there is a one-to-one
relation between the conductivity and temperature. In
our case, the discharge core conductivity of g, =

55Q71 cm™ corresponds to a temperature of T =
13000 K. This is in good agreement with the results
from spectroscopic measurements, according to which
the temperature of the copper vapor at the discharge
axisisT= 12500 K.

Figure 5 shows the total radiation energy emitted
from the discharge as a function of the time elapsed
from the beginning of the discharge. The radiation
energy isnormalized to the energy measured by the cal-
orimeter without a shutter when the discharge current
flows for only during one half-period.

Figure 6 illustrates the dynamics of the ESR process
for different rates with which the current was switched
to the shunt connected in parald to the discharge [1].
Curve 1 corresponds to arelatively fast (over atime of
about 100 ps) switching at the instant of the current
maximum, whereas curve 2 corresponds to arelatively
slow decrease in the current during the natural develop-
ment of the discharge. The electric strength of 15kV is
completely recovered over 4 ms and over about 8 ms
after the fast and slow switching-off of the current,
respectively.

Theradia profile of the time required for the recov-
ery of the electric strength of air when the current is
switched off slowly is shown in Fig. 7. As was
expected, the ESR rate is maximum at the discharge
periphery and minimum at the center. For r <4 cm, this
dependence has an explicit plateau.

4. DISCUSSION OF THE RESULTS

Ananalysisof thedatafrom Figs. 2 and 3 showsthat
the transient processes related to discharge ignition
decay ailmost completely by the timet ~ 300 us. Start-
ing from thisinstant, the discharge can be conditionally
divided into three regions: central, intermediate, and
peripheral. In the central region (r = 3—4 cm), the cur-
rent density; the el ectric conductivity; and, accordingly,
the temperature are nearly constant over space and
time. The main variations in the current density and
electric conductivity occur in the intermediate region,
whereas in the periphera region, the temperature
decreases to the temperature of the cold ambient gas.
The dimensions of all the regions increase with time.
The peripheral region expands much faster than the
central one (see Fig. 4). The contributions from differ-
ent transfer mechanisms can be estimated using the
Hellenbaas—Heller energy balance equation. It follows
PLASMA PHYSICS REPORTS  Vol. 31
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from these estimatesthat, in the central region, themain
fraction of the deposited Joule energy is carried away
by freely escaping radiation [8], whereas in the inter-
mediate region, the energy is mainly lost by heat con-
duction. A significant fraction (~50%) of the radiation
emitted from the central region is absorbed in the
peripheral region. The main mechanism for the arc
expansion in this region is convection; i.e., it isrelated
to the hydrodynamic flow of arelatively cold gas.

The behavior of adischarge in the current-rise stage
was described in [10-13], which were devoted to the
modeling of dischargeswith a current-carrying channel
transparent to its own emission. In those papers, a self-
consistent analytic physical model was developed that
predicted al the most important discharge parameters
(the electric field, the temperature, and the radius and
the expansion rate of the current-carrying channel) for
any growth rate of the discharge current and without
making any additional assumptions about the tempera-
ture dependence of the transport coefficients. It was
shown that, for each working gas, there is a region in
the (1, di/dt) phase plane that corresponds to a universal
self-regulating regime of arc operationto whichthedis-
charge evolves, whatever the initial conditions were. A
consequence of such self-regulation is stabilization of
the discharge parameters. as the current increases by
one order of magnitude, the temperature and the elec-
tric field vary by only afew tens of percent.

In the current-rise stage, a regime is established in
which Joule heating and radiative cooling nearly bal-
ance one another. A decrease in the current is accompa-
nied by a decrease in the energy deposition; this leads
to adecrease in the temperature due to volume cooling.
However, volume radiative |osses may dominate in the
energy balance only at relatively high temperatures. In
atmospheric-pressure nitrogen at T < 80009000 K,
this effect is aimost absent. This is confirmed by direct
calorimetric measurements of the total radiation energy
emitted from the discharge (see Fig. 5). As was
expected, radiative losses are most intense in the cur-
rent-rise stage and near the current maximum and then
rapidly decrease to zero.

Simple estimates show that, for laminar flows, the
characteristic cooling time of a gas column with a
diameter of about 10 cm and an initial temperature of
8000 K isafew tenths of asecond. Hence, the observed
ESR rate can be attributed only to turbulent hydrody-
namic pProcesses.

The reason for such turbulent mixing can be the
onset of Rayleigh-Taylor instability at the interface
between the cold and hot gases. Radiative cooling of
the current-carrying channel after the current is
switched off causes intense reverse gas flow. As the
temperature decreases, the emission power reduces to
zero and the motion of the cold gas towards the center
slows down. As a result, the inertia force directed
toward the center arises. This force is similar to the
force of gravity exerted by aheavy gason an underlying
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Fig. 6. ESR dynamics for two different decay rates of the
discharge current.

t,, ms
12

0 2 4 6 8 10 12
r,cm

Fig. 7. Theradia profile of the time t,, needed for recover-

ing the electric strength of air in the case where the dis-
charge current was switched off slowly.

light gas. In this case, the gradients of the pressure and
density are oppositely directed. This provokes the
development of the Rayleigh-Tailor instability, which
leads to the generation of, first, laminar and, then, vor-
tex flows of the cold gas into the hot one. Finally, the
flow pattern becomes chaotic; i.e., the turbulent mixing
of the hot and cold gases occurs.

The process of cooling depends on which harmonics
dominate during the onset of instability. When the
tranglational energy of the cold gasis transformed into
the lower harmonics with a wavelength on the order of
the channel radius, the instability substantially disturbs
the geometry of the discharge and leads to its fragmen-
tation. If the energy is transferred to short-wavelength
perturbations, then heat transfer immediately becomes
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diffusivein character and the effective thermal conduc-
tivity A, substantially exceedsits classical value.

The linear stage of this process was considered in
[14]. The velocity of the reverse flows v and, conse-
guently, the instability growth rate y depend on the ini-
tial plasma temperature and the current decay rate.
Under the conditions corresponding to curve 1 in
Fig. 6, the velocity v reaches afew hundred meters per
second and the deceleration is dv/dt ~ 10° m/s?, which
is 10° times higher than the gravitational acceleration
near the Earth’s surface. The gas density varies by two
orders of magnitude, and the growth rate of the lower
harmonicsisy ~ 10* s,

Let us estimate A using the data from Fig. 7 and
assuming that the gas cooling in the final stage of ESR
is diffusive in character. The insufficient measurement
accuracy did not allow us to resolve variations in the
ESR rateinthe central region (r. =4 cm). When cooling
iscaused by diffusion, theinner region isaways cooled
more slowly than the outer one. Hence, the time 1 of
heat diffusion through the central region is no longer
than the experimenta error &t, ~ 1 ms in determining

the ESR time. On the other hand, we have T ~ rc2 Cop/A
by definition, where C, and p are the specific heat
capacity and specific density of the gas, respectively.
From this, we obtain the lower estimate for the sought

quantity: Aeg ~ rf Cop/dt, = 1 W/(cm K), which is more
than 100 times higher than the thermal conductivity of
air in the temperature range in which ESR begins (i.e.,
at T <4000 K).

5. CONCLUSIONS

In this study, the properties of high-current high-
pressure gas discharges have been examined using an
optimal experimental model. The model incorporates
all the features characteristic of the preextinction stage
of high-current high-pressure discharges, whereas al
the side effects hampering direct measurements and
their interpretation are excluded.

The experimental results have revealed the main
features of a discharge in the current rise stage. The
available literature data on the mechanismsresponsible
for the spatiotemporal structure of a discharge are con-
tradictory. Thisispartialy explained by thefact that the
use of optical methods for determining the radial pro-
files of the arc parameters is impeded by the large
uncertainty in the spectral characteristics of the work-
ing mixture and by the difficulty of accounting for the
absorption of radiation in cold gas layers. The fairly
large dimensions of the discharge produced allowed us
to use probe diagnostics, which, together with high-
speed photorecording, calorimetric measurements, and
paralel measurements of the gas temperature by the
relative intensities of the spectral lines, furnished a
clear insight into the discharge. With these data, it is
much easier to study the decay stage, which begins
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immediately after the current is switched off, because
theinitial conditions of the problem are well defined.

An analysis of the data obtained has shown that the
anomalously high cooling rate of the gas stems prima-
rily from the fact that, at the very beginning of the cool-
ing process, the radiation escapes from the central
region of the discharge within a relatively short time
interval. Thereafter, the instability that develops at the
interface between the hot and cold gases provokes their
turbulent mixing.

The data obtained have lain the basis for the devel-
opment of an adequate physical model of the discharge
decay. Hopefully, further experimental studiesin com-
bination with theoretical analysis and numerical simu-
lations will provide a deeper insight into this compli-
cated phenomenon.

The results obtained go beyond the scope of gasdis-
charge physicsand arerelated to an important branch of
contemporary  hydrodynamics—turbulent  mixing.
They can aso be applied to the development of new
types of arc switches.
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