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Abstract—A study is made of the suppression of neoclassical tearing modes in tokamaks under anomalous
transverse transport conditions when the magnetic well effect predominates over the bootstrap drive. It is
stressed that the corresponding effect, which is called the compound suppression effect, depends strongly on
the profiles of the electron and ion temperature perturbations. Account istaken of the fact that the temperature
profile can be established as a result of the competition between anomalous transverse heat transport, on the
one hand, and longitudinal collisional heat transport, longitudinal heat convection, longitudinal inertial trans-
port, and transport due to the rotation of magnetic islands, on the other hand. The role of geodesic effectsis
discussed. The cases of competition just mentioned are described by the model sets of reduced transport equa-
tions, which are called, respectively, collisional, convective, inertial, and rotational plasmophysical models. The
magnetic well is calculated with allowance for geodesic effects. It is shown that, for strong anomalous heat
transport conditions, the contribution of the magnetic well to the generalized Rutherford equation for theisland
width Wisindependent of W not only in the collisional model (which has been investigated earlier) but also in
the convective and inertial models and depends very weskly (logarithmically) on W in the rotational model. It
isthis weak dependence that gives rise to the compound effect, which is the subject of the present study. A cri-
terion for the stabilization of neoclassical tearing modes by the compound effect at an arbitrary level of the
transverse heat transport by electrons and ions is derived and is analyzed for two cases. when the el ectron heat
transport and ion heat transport are both strong, and when the electron hest transport is strong and the ion heat

transport is weak. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION AND GENERAL REVIEW
OF THE PROBLEM

The problem of suppressing neoclassical tearing
modes (NTMs) in tokamaksis an important issuein the
development of the International Tokamak Experimen-
tal Reactor (ITER) project [1] because these modes
restrict the plasma pressure in long-pulse discharges
[2]. The stability of NTMsis governed by their genera-
tion by the bootstrap current (bootstrap drive) [3, 4] and
also by their response to various effects, in particular,
the magnetic well effect (or the effect of the magnetic
field line curvature) [5-7]. In this context, it is impor-
tant to recall the remark madein [8, 9], namely, that the
anomalous transverse transport [10, 11] reduces the
influence of the magnetic well on NTMs to a lesser
extent than does the bootstrap drive. This remark leads
to the idea that, when the transverse transport is suffi-
ciently strong, the magnetic well effect can become
dominant over the bootstrap drive and thereby com-
pletely stabilize NTMs. The present paper is aimed at

determining whether such a situation can indeed occur
in actua tokamak plasmas. In what follows, the effect
in question will be called the compound suppression
effect.

The history of the problem at hand is as follows:
Fitzpatrick [10], who wasthefirst to study theinfluence
of the anomal ous transverse heat transport by electrons
on the bootstrap drive of NTMs, introduced the charac-
teristic magnetic island width W, ~ (X/x;)"*, which is
determined by the competition between this transport
and the longitudinal heat transport. Here, X, and X are
the longitudinal and transverse thermal conductivities.
In [10], the coefficient x5 was assumed to be large
enough to be consistent with the assumption that trans-
verse heat transport isanomal ous. It was shown that, for
sufficiently strong transverse heat transport, W, > W, the
term describing the bootstrap drive in the generalized
Rutherford equation decreases according to the law
(W/W,)?, where W, = 1.8W, isacertain effectivecritical
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width. Fitzpatrick’s paper [10] stimulated the study of
the problem of how much strong transverse heat trans-
port reduces the effect of the magnetic well on the
NTMs. This problem was originally investigated on a
largely intuitive basis [2]. Sauter et al. [2] suggested
that the magnetic well effect in question is reduced
according to the same law as the bootstrap drive and
formulated the suggestion in terms of the coefficient

h(W) = W/(W*+Wj ge)), (1.1)
which should enter the generalized Rutherford equation
through the term with the magnetic well. Here, the
quantity Wy ¢, IS understood as a certain width on the
order of W, and the subscript GGJ stands for Glasser,
Greene, and Johnson—the authors of paper [12] on the
linear resistive modes. We also supplement coefficient
h,(W) in relationship (1.1) with the superscript S in
order to indicate the name of the first of the authors of
[2]. A dependence of form (1.1) was then used in [13,
14], in which the width W, 5, was taken to be the
effective critical width W; in the expression for the
bootstrap drive. Dependence (1.1) gaveriseto the opin-
ion that the relative roles played by the magnetic well
effect and bootstrap drive are independent of the trans-
verse heat transport. One consegquence of this was that,
at an arbitrary level of the transverse heat transport
under the conditions prevailing in a large-aspect-ratio
circular tokamak, the magnetic well effect should be
weaker than the bootstrap drive. It is obvious, however,
that, if this opinion were true, the compound suppres-
sion effect, which is the subject of the present study,
would be impossible.

The above remark of [8, 9] is important because it
implies, in contrast to the assumption madein [2], that,
for strong transverse heat transport, the dependence of
the magnetic well effect on W; is given by the ratio
W/Wj. Consequently, for sufficiently large values of the
ratio W,/W, the magnetic well effect can become dom-
inant over the bootstrap drive of NTMs, thereby provid-
ing the compound suppression effect.

There is no need to perform calculations in order to
reach the conclusion that, as the intensity of the trans-
verse heat transport increases, the magnetic well effect
should be weakened to alesser extent than the bootstrap
drive, because this conclusion can be derived from the
following two circumstances, which stem from the pre-
ceding investigations of the NTMs: First, according to
[10, 11], the perturbed plasma pressure at strong trans-
verse heat transport is an oscillating function of the
cyclic variable of the magnetic islands. Second, the
bootstrap drive is described by averaging the bootstrap
current over this variable [10, 11], while the magnetic
wel| effect is associated with the oscillating component
of the perturbed plasma pressure (see, e.g., [6, 7]). Itis
also necessary to keep in mind that averaging an oscil-
lating function over the magnetic surface of an island
leadsto an additional small factor on the order of W/W..
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It can then be predicted that, since the weakening of the
bootstrap drive is characterized by the sgquare of this
ratio, (W/W,)?, the magnetic well effect should be
weakened according to the law W/W.,. It isthis qualita-
tive result that was obtained in [8, 9].

The paper by Mikhailovskii [8] was devoted to ana-
lyzing a qualitative dependence of the magnetic well
effect on thetransverse heat transport. In contrast to [§],
the paper by Lutjenset al. [9] was aimed at quantitative
investigation of the effect in which we are interested
here. The main result of [9] can be formulated in terms

of the parameter Ay , which is an analogue of the stan-

dard parameter A' in the linear theory of tearing modes
[15]. The authors of [9] obtained the following expres-

sionfor Ay :
LLG v2_3/2

Agi = (Dgr)  =A"+27710 Dp/Wy,

where Dy is the “resistive interchange parameter,’
which was introduced in [12], and the superscript LLG
standsfor Lutjens, Luciany, and Garbet—the authors of
paper [9]. The above result of [9] was later reproduced
in[16].

From what was said above, it might be concluded
that the problem of interest has been exhaustively
investigated. It is necessary, however, to bear in mind
that, according to [17] and earlier studies (in particular,
[18-20]), the competition between the transverse and
the longitudinal heat transport, which was considered
in [9, 16], is not the only mechanism whereby the per-
turbed temperature profile is established. In addition,
according to [17], this mechanism is merely illustrative
in character and is unlikely to occur in practice. In[17—
20], a number of other mechanisms were considered,
which were called convective, inertia, and rotationa
mechanisms. It would be interesting to derive expres-

sions for Ay for each particular mechanism. This is
one of our purposes here.

In order to investigate the stabilizing compound
effect, we need to know expressions describing the
bootstrap drive and the contribution of the magnetic
well to the generalized Rutherford equation for the
island width evolution in the case of strong transverse
heat transport. The expressions describing the bootstrap
drivefor al of the mechanisms of interest, specificaly,
those by which the perturbed temperature profile is
established, were obtained earlier (see [17]). This is
why the main objective of our study is to calculate the
magnetic well effect for each of these mechanisms.

In the context of what was said above, it is clear that
our interest lies at the intersection of two lines of
research in the theory of NTMs: the one that studiesthe
effects of the anomalous transverse heat transport and
the one that deals with the magnetic well effect. In our
studies and cal culations, we will appeal primarily to the
first of these lines, whereas the magnetic well will be
treated in terms of acertain free parameter Uy,,. We will

(1.2)
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assume that this parameter is positive, Uy, > 0, because
it is only in this case that the compound suppression
effect under consideration is possible.

From relationships (1.1) and (1.2) it is seen that, in
[2,9, 16], the magnetic well effect is described in terms
of the parameter Dg, Whereas, in the present paper, itis
described in terms of the parameter Uy,,. This naturally
raises the question of why we are using the parameter
Uy, instead of Dg. A detailed answer to this question
can befoundin[7]; the essence of the problemisasfol-
lows. In the theory of magnetic islands, the parameter
Dr has a narrower range of applicability than the
parameter U,,. The reason is that, in terms of the
parameter D, this theory is adequate only if the influ-
ence of the magnetic shear on the magnetic well effect
is ignored, which corresponds to the equality Uy, =
—Dg. The effects of the shear of the magnetic field and
of its toroidal character should be taken into account
together with the so-called geodesic effects. In this
case, one has to deal with three kinds of magnetic well
that are described by the parameters Uy, U, and Ug.
Thefirst of these parameters, Uy, , is used in the theory
of magneticislands, and thelast two, U, and Ug, arerel-
evant to the problems of the ideal and resistive linear
modes, respectively. Thisiswhy, in using the parameter
Dg, which corresponds to the so-called “ Dg-approach,”
the authors of [2, 9, 16] ignored geodesic effects.

It is a mistake to describe the magnetic well in the
theory of magnetic islandsin terms of the parameter Dy
not only without allowance for geodesic effects, aswas
donein[2, 9, 16], but also with allowance for them (see,
e.g., [21]). Meanwhile, turning to the paper by
Kotschenreuther et al. [5], who studied for thefirst time
the influence of the magnetic field line curvature on
magnetic islands, one can see that the generalized
Rutherford equation derived there does not contain the
parameter Dg. Moreover, it was suggested in [5] that
this parameter bears no relation to the physics of mag-
netic islands. The reason is that the parameter Dy arises
in problems related to the modes that occur on charac-
teristic spatial scales on the order of the dimension of
the resistive layer [22, 12, 23], while the characteristic
gpatial scales of magnetic islands exceed this dimen-
sion. In [7], it was mentioned that, unfortunately, this
physical argumentation was not aways taken into
account in analyzing magnetic islands.

According to [7], the relationship between Dy and
Uy in terms of the parameter Ug = —Dg can be repre-
sented in the form

Ug = UMI_(HR+H2)I (1.3)

where H is one more Glasser—Greene-Johnson param-
eter [12] and Hiisitsso-called resistive part (see[7] for
details). Both terms in parentheses on the right-hand

side of representation (1.3) are positive, so thisrelation-
ship predicts that, with the replacement of Uy, by —Dkg,
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the role of the magnetic well will be lessfavorable than
itredlyis.

Following [2], the bootstrap drive in [17] was
described in terms of a three-channel model in which
the quantity A, characterizing the contribution of the
bootstrap current to the generalized Rutherford equa-
tion for the evolution of the magnetic island width, was
assumed to be the sum of threeterms, one being propor-
tional to the plasmadensity gradient (the density gradi-
ent channel), the others being proportional to the elec-
tron and ion temperature gradients (the electron and ion
temperature gradient channels). A similar representa-
tion can beintroduced for the quantity A,,,, which char-
acterizes the contribution of the magnetic well effect to
the generalized Rutherford equation:

Dy = (1.4)

Amw, Ar
A=n,T,T,

where the subscript A denotes the type of the corre-
sponding channdl. In our study, we will take into
account only the electron and ion temperature gradient
channels; i.e., we will consider atwo-channel model of
the magnetic well with the representation

z Amw, A

A=T,T,

Ay = (1.5)

In view of the above-said, we propose the following
formulation of the problem concerning the compound
effect in question. Our efforts will be mostly concen-
trated on calculating the magnetic well effect for suffi-
ciently strong transverse heat transport conditions with
allowance for both electron and ion hesat transport,
which corresponds to the two-channel model described
above. After calculating the magnetic well effect in the
two-channel model, we will compare the contribution
of this effect to the generalized Rutherford equation
with the contribution of the bootstrap drive that was cal-
culated in [17] in terms of the same model. Wewill thus
obtain the required information on the stabilizing com-
pound effect. Our analysiswill be based on avariety of
plasmophysical models, i.e, transport equations
describing the plasma behavior in the problems con-
cerning magnetic idands. A summary of the basic
transport equations used in our study isgivenin Appen-
dix A.

In Section 2, we present the basic equations for cal-
culating the magnetic well effect for strong transverse
heat transport conditions. In this section, we generalize
the approach developed in [ 7] for weak transverse heat
transport conditions. The main result of Section 2 isthe
evaluation of the contribution of the magnetic well to
the generalized Rutherford equation in terms of a spa-
tial integral of the perturbed temperature profile, which
is determined by competing effects and thereby
depends on the type of transport model that has been
invoked to describe the NTMs.
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The history of the problem of calculating the per-
turbed temperature profiles is as follows: For the first
time, the temperature profile was calculated numeri-
cally by Fitzpatrick [10] in a collisional model (then
called the Fitzpatrick model). Thefirst analytical calcu-
lation of the temperature profile in the Fitzpatrick
model was made in [18], in which, however, merely an
approximate (model) expression for the temperature
profile was derived. Other results of [18] were arigor-
ous solution for the temperature profilein the rotational
model and a model solution in the convective model.
The next step—the evaluation of a model temperature
profileintheinertial model—wasmadein [19]. Findlly,
in [17], rigorous analytical profiles of the perturbed
temperature were obtained in the collisional, convec-
tive, and inertial models and also all of the previously
calculated rigorous and model temperature profiles
were systematized. In [17], it was pointed out that the
model expressions for the temperature profiles are far
simpler than the corresponding rigorous expressions
and thus are far more attractive for qualitative analysis.
Note also that, in [18], the problem of finding the tem-
perature profiles was treated in the one-fluid approxi-
mation. Thefirst steps to solve this problem in the two-
fluid approximation were made in [19, 20]. A fuller
treatment of the problem was givenin [17]. By analogy
with [17], the analysis of Section 2, too, iscarried inthe
two-fluid approximation, although it might seem that
some equations from this section were derived using a
one-fluid approach.

In Section 3, we calculate rigorous expressions for
the magnetic well from the rigorous expressions for the
perturbed temperature profiles. The details of these cal-
culations are given in Appendix B. In Appendix C,
model expressions for the magnetic well are derived
from the model expressions for the temperature pro-
files.

Itislikely that, in[9, 16] too, the analytic expression
for the magnetic well in the collisional model [10] was
derived using an analytic temperature profile (about
which, however, nothing was said in those papers).

In Section 4, we formulate a two-channel model of
the magnetic well effect, or, in other words, we derive
explicit expressions for the parameters Ay, A in for-
mula (1.5). In Section 5, we present expressions that
describe the parameter Ay, which was introduced

above through relationship (1.2), for different mecha-
nisms whereby the electron and ion temperature pro-
files are established. In Section 6, we analyze the stabi-
lizing compound effect. In Section 7, we summarize
and discuss the results obtained and make fina
remarks. Our paper aso containsAppendix D, inwhich
we outline the essence of private communication [8].
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2. BASIC EQUATIONS FOR CALCULATING
THE MAGNETIC WELL EFFECT UNDER
STRONG TRANSVERSE HEAT TRANSPORT
CONDITIONS

2.1. Approach to Describing the Magnetic Well
Contribution to the Generalized Rutherford Equation

We begin with the following generalized Rutherford
equation for the evolution of the width of a magnetic
island (cf. [7], EQ. (34)):

%\f[v ng + Dps+ Dy + By + Decep.

Here, wistheisland half-width; the parameters A, and
A, characterize, respectively, the bootstrap drive and
the magnetic well effect; and the parameters A, and
Agccp account for the polarization current and electron
cyclotron current drive (ECCD) [24]—effects that go
beyond the scope of the present paper.

The parameter A,,,, is expressed in terms of the mag-
netic-well-related current J,,,, by the familiar formula
(cf. [7], formula (3.5))

@2.1)

(2.2)

mw

2ﬁ Rq mecosEdE
ZI 0+ cost)”

cs WB, Q + cost)

Here, 0, = sgnx; x=r —ristheradial deviation from
asingular equilibrium magnetic surfacer =r, in whose
vicinity achain of magneticislandsislocalized; § isthe
cyclic variable of the idand; Q is the dimensionless
magnetic flux function of the magnetic islands; qisthe
safety factor; R isthe major radius of the torus; sisthe
magnetic shear; B, is the equilibrium magnetic field;
and c isthe speed of light.

The variables & and Q are introduced through the
relationships

& = mb-nl—wt, (2.3)
Q = —y/. 2.4)
Here, Y isthe magnetic flux function of the islands,

W = Jcosé —xX°By/(2Ly), (2.5)
where L = gR/sisthe shear length, () isapositive con-
stant related to the island half-width by the relationship

w = 2(LJ/By)" (2.6)

8 the { are the poloidal and toroidal angles, mand n are
the poloidal and toroidal mode numbers, and w is the
island rotation frequency.

We restrict ourselves to analyzing a circular or a
dlightly noncircular tokamak. In these cases, the func-
tion J,,, satisfies the equation (see[7], Eq. (4.31))

|j3‘]mv\D GXCSBouM| |j_p:| (2 7)
Dot Uy 2% mpigRw(Q + cost ) > 10
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where p is the total plasma pressure (i.e., the equilib-
rium pressure p, plusthe pressure perturbation) and the
prime denotes the derivative with respect to the radial
coordinate.

For moderately intense transverse heat transport,
the function p has aflattened profile within the separa-
trix of amagnetic island and turns out to depend solely
onthevariable Q (see[7] for details). Inthiscase, rela-
tionship (2.2) and Eq. (2.7) yield the following well-
known expression for A, (see[7], expression (4.37)):

Amw = —158U M|/W’ (28)
where U, isthe magnetic well of the magnetic islands
(which was introduced and explained in [7]).

According to [17], if the transverse heat transport is
strong enough, then the main contribution to the param-
eter A, comes from the range Q > 1. Aswill be clear
later, thisisalso truefor the parameter A,,,. For Q > 1,
Eq. (2.7) can be substantialy simplified. First of al, we
can make the replacement (Q + cos&)'? — Q2 inthe
denominator on its right-hand side. We also take into
account the fact that, in the (x, &) variables, the deriva-
tive (0/0€)q has the form

_ 1090 W

— [oel, ~ x>

0on

5. EDaD

(2.9)

For Q > 1, the second term on the right-hand side of
this expression is small in comparison to the first term,
so Eq. (2.7) reducesto

O] _

0,CsBoUyn @0
Oog O, ~ DE

2% rpyqRwQ L8

(2.10)

Let us now take into account that the range Q > 1 cor-
responds to the linear region of the magnetic islands.

For this region, we can make the replacementp — p
(where p is the perturbed plasma pressure) on the
right-hand side of Eq. (2.10) and, moreover, we can use
the representation

P(x, &) = pe(x)cos + py(x)sing, (2.11)
where p.(X) and py(x) are the cosinusoidal and sinusoi-
dal components of the pressure perturbation amplitude.
It should be noted that, in the Fitzpatrick model, the
function pyx) isidentically zero (see [17] for details).
Noting that, according to relationship (2.2), the only
contributor to A, is the function p(x), we obtain from
Eqg. (2.10) the expression

CBOUMI
mw = IOc(X) Ccos¢. (2.12)
4Ttp0
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Substituting expression (2.12) into relationship (2.2)
and bearing in mind that Q > 1, we arrive at the for-
mula

UMIBO Pc(X)
TPl x

If we calculate the function p(x) in some particular
plasmophysical model, we can obtain an expression for
the parameter A, in this model for the case of suffi-
ciently strong transverse heat transport. Matching the
resulting expression with formula (2.8) for A,,,, we can
then evaluate the parameter A,,,, qualitatively for arbi-
trarily intense transverse heat transport.

We consider the plasmophysical models that were
studied in [17] (see Appendix A). These models are
based on the assumptions that the equilibrium plasma
density isuniform, n, = const, and that the plasma den-
sity perturbation is negligibly small. Under these
assumptions, we can make the following substitution in
expression (2.13):

Pe(X)/Po —= [Te(X) + Te()]/(The + To),

(2.13)

mw

(2.14)

where the cosinusoidal component T¢ (x) of the elec-
tron or ion temperature perturbation is determined in
essentially the sameway asin representation (2.11) and
Toe and T,,; are the electron and ion equilibrium temper-
atures. Note that, in [17], use was made not of the vari-
able x but of the dimensionless variable u, which is
related to x by the relationship

u= 23/2x/W

where W = 2w is the i and width.

With relationships (2.6) and (2.15) and substitu-
tion (2.14), expression (2.13) reducesto

(2.15)

A, = A, (2.16)
azze,i
where
16U%, T¢
Ag, = — (u) du, (2.17)
Tch 0 u

the partial ath components Uy, of the parameter U,
are given by the relationship

(2.18)

and the parameters A, characterize partial contribu-
tions to the magnetic well effect.
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In[17], the functions T, were represented as

TOGW

Te(u) = (2.19)

—y"(u),

where the functions y*(u) are different in different plas-
mophysical models; i.e., they are determined by the
mechanism whereby the temperature profile is estab-
lished. Substituting representation (2.19) into expres-
sion (2.17) puts the latter into the form

Agw - _2 2UMI

(2.20)

W K

where
@ a
u
ke, = J’%du. 2.21)
0
Hence, in each particular plasmophysical model, the
derivation of an expression for A, reducesto acalcu-

lation of theintegral k,, with the corresponding func-

tion y?(u). This calculation is the subject of Section 3
(see a'so Appendices B, C).

2.2. Characteristic Expressions
for the Magnetic We|

2.2.1. Expressions for Uy, without allowance for
geodesic effects. When the geodesic effects are
ignored, the parameter U,,, reduces to

Uw = Uo, (2.22)
where U, is the magnetic well in the theory of linear
modes [25]. Accordingly, the partial components Uy,
of this parameter are equal to

Uw = U, (2.23)
where Uy are the partial components of U,. For a

dlightly noncircular tokamak characterized by the ellip-
ticity e and triangularity T, we can then obtain (see [7]
for details)

2
€ r 1 €1
Uw = Ug = B"“;E*L S+6-H,
LtoS q
where e = r/Ristheinverse aspect ratio, 3, are the par-
tial poloidal betas, and Ly = ~Tyq/Toq -

Notethat Lutjenset al. [9] described the parameter Dg

by the expression that follows from relationships (2.22)—
(224) withe=1=0,i.e, by [23]

—"Boro(1-2/0°)/(LsS"),

(2.24)
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which, according to [23], agrees with the correspond-
ing expression from [22].

2.2.2. Expressions for Uy, with allowance for
geodesic effects. One of the simplest casesin which the
geodesic effects cause the parameters Uy, Ug, and U,
to differ from one another corresponds to the second
stability region of the ideal ballooning modes (see [7]
for details). For a circular tokamak with a parabolic
plasma pressure profile, the expressions for these
parameters in the second stability region are presented
in[7].

In the lower part of the second stability region (see
[7] for details), the parameters satisfy the order-of-
magnitude rel ationships

UM| :URZUO:].. (226)

It should be noted that, in this case, the parameter Uy
can be negative, while the parameter Uy, is positive.
Thisimpliesthat the linear resistive interchange modes
can be unstable in the second stability region of the
ideal ballooning modes, whereas the magnetic well has
a stabilizing effect on the NTMs. Thereby, as was
pointed out in [7], the Dy approach, which predicts
destabilization, turns out to contradict the predictions
of theideal NTM theory.

2.2.3. Canonical expressions for Uy, . We repre-
sent the parameter Uy, in the form

1/2
€ BprS

Um = sL;

f(ro),

wheref(ry) isaform-factor. Without allowance for geo-
desic effects, relationship (2.24) yields

(2.27)

f(ro) = %l 1.8 (2.28)

Ontheother hand, referring to [7] , we seethat the form-
factor in the second stability region of theideal balloon-
ing modes is described not by expression (2.28) but by

the expression
7 45%’ "3 D}

where @ = 4¢3, Formulas (2.27) with the form-factor
f(rs) given by expressions (2.28) or (2.29) can be called
canonical expressionsfor Uy, .

f(r) = [ (2.29)

2.3. Relative Role of the Magnetic Well Effect
and Bootstrap Drive at Weak Transverse Heat
Transport

We assume that, for weak transverse heat transport,
the parameter A, exceedsthe parameter A, SO We can
write the condition

DD > (D5, (2.30)
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where the superscript (0) signifies the parameter values
for weak transverse heat transport. According to [17],

the parameter Aé? is described by the relationship
AY = (o.4ospecbse— 017B,Chs ), (231)
where
Cosa = 246 % 2¢,€ 1 /(SLy ), (2.32)
with ¢, = 0.79. Using expressions (2.8) and (2.31), we
reduce condition (2.30) to
Boe o, 17[3"'D (2.33)
Lre

Inthe particular casein which T, = T,; and the param-
eter Uy, is given by expression (2.27), condition (2.33)
becomes

f(r)<1.23x0.23 = 0.28, (2.34)

where the form-factor f(ry) is described by relation-
ships (2.28) and (2.29). In the first case, namely, when
the form-factor is given by relationship (2.28), assum-
ing that the triangularity T is sufficiently small and the
shear is sufficiently large, s = 1, we have f(ry) = €2
This ensures that condition (2.34) is satisfied under the
additional assumption of a sufficiently small €. The
possibility that this condition may fail to hold with
increasing triangularity and decreasing shear was dis-
cussed in [6]. In the lower part of the second stability
region of the ideal balooning modes, when B, = 1/¢
and s= €2 (see[7] for details), expression (2.29) yields
theestimatef(ry) = €. Inthiscase, condition (2.34) is
violated. Thisis why the lower part of the second sta-
bility region will be excluded from further analysis, for
simplicity.

3. CALCULATIONS OF THE MAGNETIC WELL
EFFECT AT STRONG TRANSVERSE HEAT
TRANSPORT

3.1. Collisional Model

In the collisional model (see Appendix A), two
expressions for the function y*(u) were obtained—
model [18] and rigorous. The rigorous expression was
derived in [17] from the rigorous solution to the corre-
sponding heat conduction equation for the perturbed
temperature. Of course, the rigorous expression for
y(u) is better suited for our purposes here. At the same

time, calculating the integrals ki, by using the model

expression for y*(u) produces results fairly close to
those reached with the rigorous expression. This is an
additional argument showing that it is expedient to use
simple analytic expressions for the perturbed tempera-
ture profile in studying the physics of NTMs.
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According to [17], the rigorous expression for the
function y*(u) in the collisional model has the form

Y (U) = A (8)/(2Qcy) 3.1)

Here Qcol ( col/vv)z’ where
W, = 23’25% (3.2)
Dkyx”D

with k, = myr being the poloidal component of thewave
vector. Thefunction A ,(t) isdefined by the relationship

00

Aear(t) = tm[lm(t) ij(tl)tl”“dtl
! (3.3)

t

+ Ky (1)1 m(tl)tl”“dtl},

wherethevariabletisdefined ast = u?/(2Q,,) and | ,4(t)
and K, 4(t) are Bessel functions of the imaginary argu-
ments of the first and second kinds, respectively.

With relationships (3.1) and (3.2), expression (2.21)
becomes (see Appendix B for details)
kS, = k2 =44 = 1.39/072.  (3.4)
This expression, together with expression (2.20),
justifies and quantitatively refines the qualitative analy-
sis carried out in Appendix D (see formula (D.13)).

3.2. Convective Model

In the convective modd (see Appendix A), asin the
collisional model (which was considered in Section 3.1),
we deal with the rigorous expression for the function
y*(u) that was derived in [17] and with the model
expression derived in [18, 20]. Correspondingly, in the
convective model, we can obtain both rigorous and

model expressions for ki, .

According to [17], the rigorous expression for the
function y*(u) hasthe form

y’(u) = ReY(u). (3.5)
Here,
(A/§+|) x V33
3% Qo
- ¢ (3.6)

X {I US(t)IKJJB(tl)dtl + Kus(t)II ﬂ3(t1)dt1i|,
t 0
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where t = 2121 + Dage u¥?/3, dum = 2%/Quoms
QCOHV = (WCOHV/\/\I)Z;

1172

13
_ 2 Xolg
Wconv -0 Csky 0 (37)
and the generalized speed of sound ¢, is introduced by
the relationship ¢, = [5T,/(3M)]'”2, with M being the
mass of a particle.
Using expressions (2.21) and (3.5), we find (see
Appendix B for details)

12
conv 1

Koy = Koo' =2.14/Q (3.8)
which is qualitatively equivalent to expression (3.4)

with the replacement W, — W,

conv*

3.3. Inertial Model

In the inertial model (see Appendix A), asin Sec-
tions 3.1 and 3.2, we again have two expressionsfor the
function y*(u), specificaly, the model expression
derived in [19] and the rigorous one, derived in [17].

According to [17], the function y*(u) isgiven by rig-
orous expression (3.5) with Y(u) of the form

it {4
32 322

27"a " Q;

Y(u) =

® t 3.9
x ['m(t) jtl”“Km(tl)oltl+ K ya(t) jtl”“lm(tl)dtl}.
t 0

Here t = au?, a = 27321 - i)q;, aiz = 21/2T[/Qi2, Q =

W2 W2

4
28./2nwL2x
W,y = éhé/_% ’

(3.10)
kicizS O

and ¢, is the speed of sound defined as ¢ = (T,/M;)"2,
with M; being the mass of anion.

Substituting expression (3.9) into expression (2.21)
and integrating the resulting formula yields (see
Appendix B for details)

K = K = 1.87/Q"%, G.11)

which is qualitatively analogous to expressions (3.4)
and (3.8) with the replacement (W, ;, W.o) — Wiper-

3.4. Rotational Modél

Intherotational model (see Appendix A), in contrast
to the models considered in Sections 3.1-3.3, we deal

only with the rigorous solution for the function y®(u).

KONOVALOV et al.

According to [17, 18], the rigorous expression for this
function follows from the equation

52

dy’ _ 271(2)
TR (3.12)
where Q, = W2, W2,
~ @28«/2)(_[]]1/2
WI’Ot - D 3_’.[ wl:l 1] (3.13)
z = 12%1(ma) . (3.14)

The general expression for the function 1(z), which
isrequired for calculating the bootstrap drive (see [17]
for details), can be found in [17, 18]. In the problem
under discussion here, this expression reduces to

1(2) = —€ “sinzinz,, (3.15)
where z, = 1/Q,. Using formulas (2.21), (3.12), (3.14),
and (3.15), wefind (see Appendix B for details)

Ko = Kiw = 2710 (W W)/ (1Q,) 2
_ 134 2|j/VI‘OID

= n .
o” " OwD

(3.16)

We see that, in contrast to expressions (3.4), (3.8),

rot

and (3.11), the parameter k., contains a coefficient
with the sguared logarithm of the ratio W, ,/W. This
coefficient arises from the logarithmic dependence of
the right-hand side of Eq. (3.12) on the parameter z,
(see expression (3.15)).

3.5. Model Expressions for K,

Along with rigorous expressions (3.4), (3.8), and
(3.11) for the parameter k., model expressionsfor this
parameter can also be derived in the collisional, con-
vective, and inertial models. Using formulas (2.21),
(C.D, (C.4), and (C.7), we obtain

col | model

kr?1w = (kmw) = T[/(2uC0|) (3 17)
=w(2*'3" QY = 1.000Q7,

Ko = (Koa)™ = T0/(2Ugy) as)
=1/(27°5"°Q%2 ) = 1.35/Q%2,,

K, = (KmH™® = 17310, (3.19)

As is seen, formulas (3.17)—3.19) are in qualitative
agreement with formulas (3.4), (3.8), and (3.11),
respectively.
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3.6. Basic Expressionsfor A% in the Case
of Strong Transverse Heat Transport
In accordance with the above plasmophysical mod-
els, weintroduce the parameters A, , Where the super-
scriptj meansj = (col, conv) for a = eand| = (inert, rot)

for a = i. For strong transverse heat transport, these
parameters have the form
A, = —hMUg W, (3.20)
where
Wj = (Wcoh Wconvv Winerthrot)- (321)
haj — (hcol hconv hinert hrot) (3 22)

The quantities W, are the characteristic island widths
determined by the corresponding competing mecha-
nisms and given by formulas (3.2), (3.7), (3.10), and
(3.13), respectively. The quantities h% are related to

k% by the relationships

h" = 2%k, /W, (3.23)

where
Keby = (Ko Koy Ky Krow). (3.24)

Using formulas (3.4), (3.8), (3.11), and (3.16), we can
write relationships (3.23) as

h* = [3.93, 6.05,5.28, 3.79In* (W, /W)] . (3.25)

Note that the first of relationships (3.25) can be repre-
sented in the form

hu,ool _

222, (3.26)
Hence, the parameters A, are determined by formu-
las (3.20), (3.21), and (3.25).

According to the expressions for integrals (3.24),
representations (3.25) for the quantities h% can be
derived from the rigorous profiles of the temperature
perturbation. In the collisional, convective, and inertial

models, we have not only the rigorous expressions for
integrals (3.24) but also model expressions (3.17)—

(3.19), which were obtained for k,?ﬂw from the model
profiles of the temperature perturbation. For such pro-
files, we must use, instead of representations (3.25), the
representations

hY = (h")™ = (2.83,3.02,4.89).  (3.27)

As is seen, the approximate expressions for the coeffi-
cients (hoi)medel cglculated from the model temperature
profiles agree qudlitatively with the rigorous expres-
sions.

On the whole, formulas (3.20) and (3.25)—3.27)
show that, for strong transverse heat transport, the

model
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parameters Af;'w areindependent of the magneticisland

width Winthe collisional, convective, and inertial mod-
els and depend on W logarithmically in the rotational
model.

4. TWO-CHANNEL MODEL
OF THE MAGNETIC WELL EFFECT

It is obvious that, within the above approximations,
the role of the parameters A, A in formula (1.5) is

played by the parameters A, introduced by expres-
sions (2.16). For weak transverse heat transport, these
parameters can be deduced by using formulas (2.8) and
(2.18). For arbitrarily intense transverse heat transport,
we obtain

« _ 316Uy,
Amw - —m. (41)
Here,
1 1
= , “4.2)
me,(x Jsz,mw,(x

where the summation is carried out over the competing
mechanisms and the subscript means | = (col, conv) for
a =eandj = (inert, rot) for a = i. The quantities W, ,,
(the subscript a is omitted for brevity) are given by the
expressions

Wj,mw = (Wcol,mw1 Wconv, mws Winert, mw? Wrot, mw)! (43)

where, in accordance with formulas (3.20)—3.26), we
have

(Wcol, mws Wconv, mw? VVi nert, mw? Wrot, mw)
= {0.80W,,, 0.52W,,,,, 0.60W, o,

0.83W, /[ 1 + In*(W, o/ W)] } .

(4.4)

Here, the quantities W, play the same role as Wy ¢,
inrelationship (1.1).

Together with expressions (2.16), formulas (4.1)—
(4.4) determine the parameter A, in the two-channel
model of the magnetic well effect.

5. EXPRESSIONS FOR Ay

5.1. General Expressionsfor Ay

Following [9, 16], we introduce, by analogy with
relationship (1.2), the parameter Ay;, which includes

the conventional parameter A' and takes into account
the magnetic well effect for strong transverse heat
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transport. According to Eq. (2.1), the expression for
Ay that generalizes relationship (1.2) has the form

Ay = N +4 Z A,

a=eli

G.D

In this case, formula (4.1) reads

3.16U,
A,(.;W = —-—W—-—w, (52)
mw, o
so expression (5.1) becomes

a
U MI
Winw, o

Ay = N—4x3.16 (5.3)
uzze,i

For Uy, >0, wehave Al <A

5.2. Expressions for Ay; without Allowance
for Geodesic Effects

Taking into account expressions (2.22) and (2.23) and
ignoring geodesic effects, we reduce expression (5.3) to

a
Uo
Wiw,a

Ny = N-4x316 Y

a=gi

5.4)

In the collisional model (j = cal), we ignore the effects
associated with the ions and take into account expres-
sion (2.25) to obtain, instead of expression (5.4), the
expression

Ay = (D)™ = &+ 2 T°De/W,. (5.5)
A comparison between expressions (5.5) and (1.2)
showsthat the parameter (A )*°' predicted by our anal-

ysisistwo times larger than that obtained in [9].

5.3. Estimate of Ay with Allowance
for Geodesic Effects

Formulas (2.26) and (5.3) yield the estimate

(D) = &+ O(LIW,), (5.6)
wherej stands for the dominant mechanism among the
competing ones. Hence, estimate (5.6) shows that, by
virtue of the relationship A' = 1/r, the renormalization
of the parameter A' in the second stability region of the
ideal ballooning modes is essential if, in order of mag-
nitude, we have W, < r,.

KONOVALOV et al.

6. INVESTIGATION OF THE COMPOUND
SUPPRESSION EFFECT

For the transverse heat transport conditions under
consideration, the generalized Rutherford equation has
the form (cf. Eq. (2.1))

T dW 1
FSE = I [A +4(Aps+ Dy + Ay + Deeep)] . (6.1)
S

Here, 1 istheresistivetime[2] and therest of the nota
tion has been introduced above. The parameter A, is
given by formulas (2.16) and (4.1), and the parameter
A represents the contribution of the bootstrap current;
according to [17], this contribution is described by the
expression

12

W
Ay = 2.46 x 2¢,, £ T
6.2
x[ 0.40B,,, 0.17B,, ©:2)
Lro(W+ W5 o) Ly(W+ W3 )
Here,
1 1

— = R (6.3)

Wd,a i Wd,a,j

where the summation is carried out over j = (col, conv)
for electrons (o = €) and over j = (inert, rot) for ions
(a=i). According to [17], the quantities W, ; are equal
to
(Wd, cols Wd, conv Wd, inert? Wd, rot) (6 4)
= (1.80W,y, 1.27Wopys 1AW, or, L17TW,).

The genera criterion for suppression of the NTMs
by the compound effect has the form
(_Amw) > Abs- (65)

Using formulas (2.16), (4.1), and (6.2), we convert cri-
terion (6.5) into the form

Ui
= .W+me,a
» a=ei (66)
5 123 VE rs[ 040B,.  017B, }
S LLpeWP+W5,) Ly(W+Wj))

where the components Uy, are given by relationship

(2.24) or by the generalized versionsof thisrelationship
that follow from formula (2.18).

6.1. The Case of Srong Electron
and lon Heat Transport

In the case of strong heat transport by both of the
plasmaparticlespecies, (W, o, Wi, o) = W, criterion (6.6)
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implies that NTMs are suppressed by the compound
effect when

W< We™, (6.7)
where
Wcomp
S UMW q (638)
S a=ei

 1.236"r,0.40B o/ (L1 W2 o) — 017 /(L W2 )

In order to illustrate expression (6.8), we consider
the case T, = T,; and assume that the electron and ion
temperature perturbation profiles are established viathe
competing collisional mechanism. We al so assume that
the magnetic well isdescribed by formula(2.27). Inthis
case, expression (6.8) becomes

o _ 2% (18)°F(r)
1.23%0.23% 0.80

The qualitative dependence of the form Weemp ~
f(roW.,,, could be predicted in advance. It is somewhat
surprising, however, that, in front of the functionf(ry) in
expression (6.9), there is so large a numerical coeffi-
cient (about 30). The reasons for this are as follows:
First, relationship (2.31) implies that, when only the
electron and ion temperature gradient channels are
taken into account and when the ions are not colder
than the electrons, the bootstrap drive even at weak heat
transport is characterized by asmall coefficient approx-
imately equal to 1/4 (see theright-hand side of inequal-
ity (2.34)), which produces a coefficient of about 4 on
the right-hand side of expression (6.9). The small coef-
ficient /4, in turn, stemsfrom the smallness of the elec-
tron partial contribution (the coefficient 0.40 in rela
tionship (2.31)) and from the fact that the ion tempera-
ture gradient makes a stahilizing contribution to the
parameter A,.. In other words, the ions give rise not to
the bootstrap drive but to the bootstrap suppression of
the NTMs, thereby weakening the total effect of the

bootstrap current. Second, the ratio W§ /Wi, turns out

to belarger than W, by afactor of about (1.8)%/0.80 = 4.
Finally, the contribution of theion temperature gradient
to the magnetic well effect, as well as the contribution
of the electron temperature gradient, is stabilizing,
which leads to an additional coefficient of about 2 on
the right-hand side of expression (6.9).

From expression (2.28) it followsthat, under the con-
ditionsprevailing in acircular tokamak and for s= 1, the
function f(r) is on the order of €¥2. Consequently, if
there were no large coefficient under discussion in
expression (6.9), criterion (6.7) would imply that the
compound effect can lead only to the suppression of
small magnetic islands, W < €**W,_,. On the other

w

W, = 28.63f(rJW.,. (6.9)
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hand, even when the values of € are very small (but are
such that € > (30)23 = 0.10), the presence of the large
coefficient in expression (6.9) ensures the suppression
of al the islands whose width satisfies the conditions
adopted in deriving this expression, i.e., the islands
with the widths

W = (Wy, W)- (6.10)
This indicates that the condition for the heat transport
to be strong is qualitatively equivalent to the condition
for the suppression of the bootstrap drive of NTMs by
the compound effect.

6.2. The Case of Strong Electron Heat Transport
and Weak |on Heat Transport

Under the assumption that the electron heat trans-
port is strong, (Wy e Wi, o) = W, and the ion heat
transport is weak, (Wy i, Wiy.i) < W, criterion (6.6)
reduces to

1.23x0.17e"r B,

Sk

1/2
S 1.23x0.40e""rBreq W DZ.

SL+e tw, D

, €

U:\/II +
(6.11)

This inequality describes the competition between the
stabilizing effects of the ion magnetic well and the
bootstrap suppression by theions, on the one hand, and
the bootstrap drive by the el ectrons, weakened by afac-
tor of (W/Wj o)?, on the other hand. We can see that the
result of this competition is more favorable than was
presumed in Section 6.1.

7. CONCLUSIONS

Based on the two-fluid MHD equations, we have
developed an approach to calculating the contribution
of the magnetic well to the generalized Rutherford
equation for the evolution of the magnetic island width
A, in the problem of suppressing NTMs under strong
transverse heat transport conditions. We have expressed
this contribution in terms of the electron and ion partial

components A, , (0 = e, i). We have shown that the

parameters A, depend on the radia profiles of the

electron and ion temperature perturbations and,
thereby, on the mechanisms by which these profiles are
established. Using the results of previous investiga
tions, we have considered four such mechanisms,
namely, collisional, convective, inertial, and rotational.
We have explained that thefirst of themisillustrativein
character, the second is associated primarily with the
electrons (a = €), and the last two are governed by the
ions (a = i). We have found that, by analogy with the
collisional model, which was considered in [8, 9], the
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parameters Ar . in the remaining three (convective,

inertial, and rotational) models are independent of the
width W of the magnetic island and are inversely pro-

portional to its critical width, Aq,, ~ 1/W,. In the rota-

tional model, the parameter A:nw a so depends weakly

on a logarithmic factor of the form [In(W,/W)]?, see
representations (3.25).

Using the expressions derived in our study for the
partial components Ay, (0 = e, i) in the limiting case
of strong transverse heat transport and also the known
expressionsin the opposite limiting case of weak heat
transport, we have constructed extrapolation formu-
las (4.1)—4.4) for these parameters at arbitrarily
intense transverse heat transport. With these extrapola
tion formulas and expressions (2.16), we have devel-
oped a two-channel model of the magnetic well
effect—one that accounts for the competition between
the above four mechanisms whereby the temperature
profiles are established.

In order to obtain physical results using the two-
channel model, the magnetic well effect should be com-
pared to the other effects that are incorporated in the
generalized Rutherford equation for the island width
evolution (see Egs. (2.1) and (6.1), which are two ver-
sions of the generalized Rutherford equation, written
for the theoretical and practical purposes, respectively).
We think that the most important information has been
gained from a comparison of the parameter A, to the
parameter A, which characterizes the bootstrap drive
of NTMs. This comparison has been facilitated by the
use of the two-channel model that was developed in
[17] for the bootstrap drive at arbitrarily intense heat
transport. The latter model is based on the same com-
peting mechanismsthat were taken into account in con-
structing the model for A,,,, and is characterized by for-
mulas (6.2)—«6.4). Such a comparison alowed us to
derive general criterion (6.6) for suppression of the
NTMs by the compound effect at an arbitrary level of
the transverse heat transport and two particular criteria:
inthe case of strong electron and ion heat transport (see
relationships (6.7) and (6.8)) and in the case in which
the electron heat transport is strong and the ion heat
transport isweak (see inequality (6.11)).

The compound effect under investigation turns out
to be enhanced because the ion temperature gradient
channel of the bootstrap current gives rise not to the
bootstrap drive of the NTMs but to their bootstrap sup-
pression and also because of the smallness of the elec-
tron partial component of the parameter A, and the
smallness of the ratio between the critical island
widths, which characterize the influence of strong heat
transport on the magnetic well effect and on the boot-
strap drive (seeillustrative formula (6.9) and its subse-
guent discussion). Our calculations yielded criterion
(6.10), which shows that the range of widths of the
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isands stabilized by the compound effect is sub-
stantially wider than one might expect. From expres-
sions (6.9), (2.28), and (2.29), it is clear that the com-
pound effect can be enhanced by the plasma cross sec-
tional shaping (i.e., by the combined influence of the
triangularity and ellipticity of the magnetic surfaces)
and also by accessing the second stability region of the
ideal ballooning modes. When only the electron heat
transport is strong, the compound effect is character-
ized by criterion (6.11), which means physically that
the ion magnetic well effect and the bootstrap suppres-
sion by theions predominate over the bootstrap drive by
the electrons weakened by the electron heat transport.

It should also be kept in mind that, even when crite-
rion (6.7) for stabilization of the NTMs by the com-
pound effect is not satisfied, the bootstrap drive mecha:
nism for producing moderately wide magnetic islands
operates far less effectively. As aresult, the conditions
under which NTMs are suppressed by the electron
cyclotron current drive become less restrictive (see the
term with Agocp in Eg. (2.1) or (6.1)). On the other
hand, it is known that sufficiently large islands can be
suppressed by the effect described by the negative val-
ues of the parameter A'in Egs. (2.1) and (6.1). Thereby,
NTMs can be suppressed for magnetic islands of what-
ever width.

In the present paper, we have considered only one
type of anomalous transverse transport, namely, trans-
verse heat transport. In accordance with [6], however, it
is obvious that the influence of anomalous diffusion on
the compound effect also should to be studied. Another
type of anomalous transverse transport—anomalous
transverse viscosity—was incorporated into the theory
of magnetic islands in [26, 27]. The development of a
theory of NTMsthat would include both the compound
effect and the effect of strong transverse viscosity can
be the subject of future studies.

When considering the anomalous transverse heat
transport, we assumed that it is caused by a sort of
small-scale turbulent pulsations, without specifying
their nature. Such turbulence can originate from
microislands that were discussed in [28] and in the
papers cited therein.

Along with the compound effect, the magnetic
islands can be suppressed by the feedback effect (for
details, see [29] and the literature contained therein).

The dynamics of sufficiently narrow magnetic
isandsislargely determined by the polarization current
effect, which is incorporated in the genera terms in
generalized Rutherford equations (2.1) and (6.1).
Along with the review paper [24] cited above, useful
information about the role of the polarization current
can aso be gained from a recent paper [30].
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APPENDIX A

SUMMARY OF THE BASIC
PLASMOPHY SICAL MODELS

In order to calculate the magnetic well effect with
the help of formulas (2.17)—«2.21), it is necessary to
know the profile of the perturbed temperature of the
corresponding particle species. Wefind the temperature
profiles by using the reduced transport equations that
were systematized in [17]. In that paper, the model sets
of reduced transport equations were called collisional,
convective, inertial, and rotational plasmophysical
models, depending on the dominant transport processes
that compete with the transverse heat transport. The
essence of these models can be summarized asfollows:

A.1. Collisional Model

In the collisional model [10], it is assumed that the
temperature of the corresponding particle species satis-
fies the heat-conduction equation

Vg =0, (A.1)
where q isthe heat flux defined by the relationship
q = —ne(X;b0;+XcVa)T, (A.2)

b is aunit vector in the direction of the total magnetic
field, and [J; and V; are the longitudinal and transverse
gradient operators with respect to thisfield.

A.2. Convective Model

In the convective model [20], the perturbed temper-
ature is determined from the equations

2

3.0
Duq”—éXDa_Xg = 0, (A.3)

5 d’q
M I(PT) —Xe— = 0, (A4)
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where g is the longitudinal heat flux, p=nT and n are
the pressure and density of the corresponding particle
species, and M is the mass of a particle.

A.3. Inertial Model

Intheinertial model [19], the heat conduction equa-
tion has the form

2
PoCis OV = —§V LA, (A.5)

where q isthe transverse heat flux determined by rela-
tionship (A.2) with ;= 0, V| isthelongitudinal plasma
velacity, p, = M;n,, and ¢,s = (T,/M;)"? isthe ion-sound
speed. Equation (A.5) is supplemented with the equa-
tion of longitudinal plasma motion

where

do/dt = 0/ot+ VLV, (A7)

VeistheEy x B, drift velocity, and E isthe transverse
electric field of the perturbations.

A.4. Rotational Model

The rotational model [18] is based on the heat con-
duction equation

doT

=2

The notation in this equation has been introduced
above.

APPENDIX B
CALCULATION OF THE PARAMETERS kf,ﬂw
FOR RIGOROUS TEMPERATURE PROFILES
B.1. Collisional Model

Substituting relationships (3.1) and (3.3) into
expression (2.21) and switching from the variable u to
the variable t, we obtain

K = Koo = 1o/ (2%°Qct), (B.1)
where
_ j dt . U4
oot = {t—a,—z{lm(t)[z K ya(2)dz
(B.2)

t

+Kyu(t) Iz”“l 1,4(z)dz}.
0
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Changing the order of integrationinthefirst term onthe
right-hand side of this expression, we convert it into the
form

o0 t

e = ij(t)[t‘”“jz”“lm(z)dz
0 0 (B.3)

t

+t J'Z_SM'I wu(2) dz} dt.

We introduce the function I,,(t) through the relation-
ship

t
lo(t) = Iz“lv(z)dz. (B.4)
0

We expand the function |,,(2) in powers of 22, insert the
result into relationship (B.4), and integrate over z to
find

1:p+v+l
() = T
w (B.5)
Mk+((u+v+1)/2]
ZDE Fk+(u+v+3)/2IT (k+v+ 1)kl

With allowance for relationship (B.5), expression (B.2)
reduces to

I col

:2—3/200 Ka/a+ ok, va n 1 + 1 0 (B.6)
Z KIT (k + 5/4)2°tk +3/4 * k+5/47
where
K= J't“Kv(t)dt. (B.7)
0
According to [31], we have
— ou-iptp+vool+p—vy
Kiv =2 T——{(g——1 B
Expression (B.6) then reads
Icol
°° (B.9)
_ 2 Frk+)r(k+34)g 1 P
Z KIT(k+5/4) [k+34 k+14T

The summation over k on the right-hand side of this

KONOVALOV et al.

equality is carried out with the help of the formula[32]

~ (a)(b =
2(1( gkig)kkkl[m” g e 5k |
M(a/2—x)I (a/2 + x) (B.10)
I'(l b+a2-x)(1-b+a/2+Xx)
((1-b+a)l(1-b)
r(a) ’
where
(a) =T (a +K)/T(a). (B.11)
In the case at hand, we have
a=1 b =34, x=14 (B.12)
As aresult, the expression becomes
Iy = TC2Y2, (B.13)

Substituting expression (B.13) into expression (B.1)
yields expression (3.4).

B.2. Convective Model
By analogy with expression (B.1), we substitute
relationships (3.5) and (3.6) into expression (2.21) to
arrive at

K = Ko =210/ (3" Qo). (B.14)
where
conv I |:| 1/3(t)J-KJJB(X) dX
0 1 ' (B.15)
+ Kus(t)_fl us(x)dx}-
0
By analogy with expression (B.3), we have
I conv
” ‘ t (B.16)

= oltKyg(t)[t‘23 I 5(X) dx + x_mlyg(x)dx}.
I o]

Using relationships (B.4) and (B.5) with (u, v) =
(0, 1/3) and with (u, v) = (=2/3, 1/3), we reduce expres-
sion (B.16) to

- 2 M (k+ 1)l (k+2/3)
> KIT (k+4/3)
k=0 (B.17)

([T(k+2/3) (U3
[F(k+5/3) F(k+4/3)]

In order to take the sum of the seriesin expression (B.17),
werefer to the familiar series expansion of the general-
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ized hypergeometric function F(a, b, ¢; d, g 2) withz=
1

F(a,b,c;d, e 1) = kZo (d(e)c

wherethe quantities (a), are defined by formula (B.11).
Expression (B.17) then reads

(B.18)

- 3r(3)
2% (413)
2144 2254 (B.19)
21,44 0.1.3;, 2254 0
X[F 13! 31 3’3! ZF%’ 3]31 313] ]'D}'
Using the equalities
5 4
F%l 5 é 33 15 = 160, (B.20)
214 4
F%l 53 33 5= 134, (B.21)
we transform expression (B.19) to
l ooy = 3.06. (B.22)

Substituting expression (B.22) into expression (B.14)
yields expression (3.8).

B.3. Inertial Model

Using relationships (3.5), (3.9), and (2.21), we
obtain

11/8

K = cos(rr/8)|/(2 Q ) (B.23)

where

(B.24)

Icol’

with I, being given by formula (B.2). According to
Section B.1, calculating |, yields expression (B.13).
Using relationships (B.22), (B.23), and (B.13), we
arrive at expression (3.11).

B.4. Rotational Model

Integrating by parts puts expression (2.21) into the
form

J’dy Inudu. (B.25)

0
Inserting Eq. (3.12) for dy“/du into this expression and
using formula (3.15), we obtain

o _ g rot
kmw - ka!

(B.26)
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where

5/2

ko = J’T(z) Inudu. (B.27)

Passing over from the variable u to the variable z, we
reduce expression (B.26) to expression (3.16).

APPENDIX C

CALCULATION OF THE PARAMETERS ki,
FOR MODEL TEMPERATURE PROFILES

C.1. Collisional Model

According to [18], the model expression for the
function y*(u) in the collisional model has the form

u
yi(u) = —, (C.1)
u + ucol
where
col - 6 QcoI (C.2)

Substituting expression (C.1) into expression (2.21)
yields expression (3.17).

C.2. Convective Model

By analogy with expression (C.1), the model
expression obtained in [18] for the function y*(u) has
the form

u
y'(u) = ——, (C3)
u +uconv
where
Ugony = (5/2)° Qg (C.4)

By analogy with expression (3.17), expressions (2.21)
and (C.3) lead to model expression (3.18) for ki, .

C.3. Inertial Model

Accordingto[19] (seedso[17]), the model expres-
sion for the function y*(u) in the inertial model has the
form

u

S Cs5
u+ (1+i)u’ >

y(u) =

where
u = 3% (C.6)

Using expressions (2.21) and (C.5) (cf. expres-
sions (3.17), (3.18)), we arrive at expression (3.19)

for Ko, -
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APPENDIX D

ANALY SIS OF THE INFLUENCE OF STRONG
TRANSVERSE HEAT TRANSPORT
ON THE MAGNETIC WELL IN [8]

The starting point for the analysis carried out in [8]
was the following expression for the magnetic-well-

related current:
—cVp E[V X EZ}
B

The analysisincluded two steps. In thefirst step, the
transverse transport was assumed to be sufficiently
weak, and, in the second step, it was assumed to be suf-
ficiently strong. These steps will be described in Sec-
tionsD.1and D.2.

Odmw = (D.1)

D.1. Weak Transverse Transport Approximation

By switching to the magnetic-island variables (U, &)
and ignoring the product of the derivative (0 p/00),
which describes poloidal plasma density oscillations,
with the geodesic curvature, Eqg. (D.1) in [8] was
reduced to the equation

0Jmy _ ~2cWQR0,  &nE  9p (D2)

0¢ Wng (Q+ cosE)llzaQ'

wherew' = d[{ B§ + 81p,)g/dr and [l..[J denotes aver-
aging over the equilibrium magnetic surface. In[8], the
function w' was expressed in terms of the parameter U,
(cf. expressions (4.3)).

D.2. Srong Transverse Transport Approximation

In[8], in considering the strong transverse transport,
use was made of Eq. (2.7) rather than of formulas (2.8)
and (2.9). With allowance for Eq. (2.10), Eq. (2.7) was
converted into the form

@va\D _ GXC80U0

Tc(x)sing
Hog L ~ '

2 TiwL (Q + cosE)™?

This was done with the help of the relationship (cf.
expression (2.17))

(D.3)

T.(x) = —chngy(x)/4, (D.4)
where (cf. expression (C.1))
y(x) = (D.5)

X + XcoI .
Here, the quantity x.,, was introduced through the rela

tionship X5 = kcdwfOI /2 with k., = (3/2)'? and w,,, =

KONOVALOV et al.

W,;/2'2, where W, was given by formula (3.2). Asa
result, Eq. (D.3) was transformed to

9 Imi] cBoUowy(x)

_ sing
Ogg O, 27/27'“—5

(Q+ cosE)”2
In this step of the analysisin [8], the variable x was
expressed in terms of Q and & with the help of relation-

ships (2.4) and (2.5). Integrating over & then led to the
expression

(D.6)

_C

‘me - 4T[L (D7)

[Iy(x)dx 0. D}

wherethe symbol [I..[0ndicates averaging over the sep-
aratrix surface of the island.

Substitution of expression (D.7) into formula (2.2)
yielded the relationship

U
By = = C, (D.8)
where
cos¢
ZI f (Q+ cosE)
(D.9)

X

X Uy(x)dx— D..D},

and the subscript F stands for Fitzpatrick (the author of
[10]).

By using formula (D.5), expression (D.9) was
reduced to

cosé

o= 3’2 ZI -f(Q+cosE)

Ox?
x InD—2—+1D— a..0j.
Xy O

(D.10)

The upper limit of integration over Q was replaced
with Q. on the order of Qg = (X.,/W)* and account
was taken of the following approximate equality, which
holds for x < X

Oy O
InG=- + 10— 0..00(cosg —

col

Ctosel). (D.11)

Under the above assumptions, expression (D.10) pro-
duced the estimate

Ce = W/W,, (D.12)
with which relationship (D.8) yielded
Ay = —U o/ Wy (D.13)
PLASMA PHYSICS REPORTS Vol. 31 No.8 2005
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Approximate expression (D.13) is qualitatively

equivalent to expression (2.20) with ki, given by for-
mula (3.4).

10.
11

12.

13.
14.

15.
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PLASMA OSCILLATIONS

AND WAVES

Anomalous Doppler Effect and Stimulated Cherenkov Effect
in a Plasma Waveguide with a Thin-Walled
Annular Electron Beam

M. V. Kuzeev and A. A. Rukhadze

Prokhorov Institute of General Physics, Russian Academy of Sciences, ul. Vavilova 38, Moscow, 119991 Russia
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Abstract—A dispersion relation for the complex frequencies of the E modes excited by athin-walled annular
low-density beam in a cylindrical plasma waveguide is derived using the methods of perturbation theory. The
cases of an annular and a uniform plasmafilling are considered, and the corresponding wave growth rates are
determined. A condition is obtained under which the primary mechanism for the excitation of the waveguideis
the anomalous Doppler effect. The possibility is discussed of suppressing Cherenkov generation in a plasma
resonator at the expense of the normal Doppler effect. © 2005 Pleiades Publishing, Inc.

1. The single-particle and collective Cherenkov
effects are thought to be the main mechanismsfor stim-
ulated emission of slowed electromagnetic waves by a
straight electron beam in plasma-filled waveguide sys-
tems. This is confirmed by numerous theoretical and
experimental investigations [1, 2]. In experiments, the
beam can interact with the plasma via the Cherenkov
mechanism only in the presence of a strong external
longitudinal magnetic field. In [3, 5], it was shown that,
when the magnetic field is strong enough, its strength
does not have any significant influence on the Cheren-
kov emission mechanisms, as well as on the spectra of
the plasma waves excited by the beam. Thisiswhy, in
relevant theoretical studies, the external magnetic field
was usually assumed to be infinitely strong. On the
other hand, under actual experimental conditions in
plasmarelativistic microwave electronics|[ 6], the Lang-
muir frequency of the plasma electrons is comparable
to their gyrofrequency; moreover, when the electron
beam is dense enough, the Langmuir frequency of the
beam electrons may also become close to these two fre-
guencies. As regards the Cherenkov emission mecha
nisms, this circumstance is not of great importance.
However, the external magnetic field of finite strength
gives rise to a new stimulated emission mechanism—
the anomal ous Doppler effect [7—9], which comes into
play under the condition w - ku = —Q./y < 0, where
w > 0 isthe frequency, k, > 0 is the longitudinal wave-
number of the emitted wave, u is the beam velocity, Q.
is the electron gyrofrequency, and y = (1 — u¥/c?)2 is
the relativistic factor of the beam electrons. The ques-
tion then naturally arises of the competition between
the Cherenkov effect and the anomalous Doppler
effect. Indeed, though these effects occur in different
frequency ranges and different wavelength ranges, the
anomalous Doppler effect givesriseto transverse oscil-
lations of the beam electrons and thereby can influence

the efficiency of Cherenkov emission. The problem of
the excitation of transverse oscillations of the beam
electrons under anomal ous Doppler effect conditionsis
studied by means of nonlinear theory [10, 11], and we
are going to address it separately in our further studies.
Here, however, we are adopting the linear approxima-
tion, which serves merely to derive dispersion relations
in order to cal culate the wave growth rates and compare
them to one ancther.

We consider acylindrical waveguide of radius Rthat
isfilled with a plasma homogeneous in the z direction.
The waveguide is placed in an external uniform longi-
tudina magnetic field and is penetrated by a thin-
walled annular electron beam with amean radiusr,, and
wall thickness A, < r, < R Our objective is to investi-
gate how the beam excites a symmetric (0/0¢ = 0) low-
frequency plasma wave in such a waveguide. It is
known that the external magnetic field has little effect
on the spectrum and electromagnetic field of this wave
[12]; the wave in fact has the same structure as the
E-type ordinary waveguide mode with the electric field
E = {E, E, 0}, such that = 0. For instance, for a
thin-walled annular plasmawith the mean radiusr, and
thickness A, < r, < R, the dispersion relation for the
wave in question (known in the literature as a cable
plasmawave or an E,, wave) depends on the frequency
Q. only when kA, > 1. Consequently, a thin-walled
plasma can be described in the limit of an arbitrarily
strong external magnetic field. Note that this approach
appliesonly to the cable plasmawave, rather than to the
entire plasmafilling the waveguide. When the plasmais
not thin-walled (e.g., is continuous over the waveguide
cross section), the external magnetic field should be
taken into account more accurately.

Of course, the electron beam perturbs the plasma
wave. However, if the beam density is low (or if the

1063-780X/05/3108-0638$26.00 © 2005 Pleiades Publishing, Inc.
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beam thickness A, is small), the perturbation is not
large. Therefore, in considering the electron beam as a
small perturbation, we begin with the following wave
equation for the polarization potential | of the E-type
plasmawave [13]:

d
G drd _xTy = anp,+amp, ()

where p, isthe plasma charge density perturbation and
Py, isthe beam charge density perturbation produced by
the components E, and E, of the electric field. Thefield
components are given by the formulas

_ 2 _ o du
- XOqu Er - Ikzdrv

The beam charge density perturbation can be cal cu-
lated from the continuity equation

xg = kzz—wzlcz. 2)

i
Py = —J)V 0 b,
1d.
V[]b - Fa”r"'lkzjz’ (3)
jr = 0-rrEr-l'O-rzEzv

jZ = OZFET + OZZEZV

where j, = {j, J;» 0} is the beam current density. In
cylindrical coordinates, the components of the beam
conductivity tensor are operators. Using the known for-
mulas [14, 15], we write out the conductivity tensor
components that will be utilized in further analysis:

Orr = 0-EIF)b(r)

0,, d er(r)

= Oirar (4)

~ ~1d

O,, = on(r)a, O, = o—aer(r).

Here, Py(r) isthe radial electron beam density profile,
which will be specified below. For a straight beam with
zero radial electron velocities in an unperturbed state,
the tensor components o, o), and 0 are given by the

formulas

o = © wb('b2y—l
o 4T[|w(”2_Qe)'
00 (ObU V
- W ioobuoo
O' =

41 (& - Q2)
where @ = (w— k,u)yand w, isthe Langmuir frequency

of the beam electrons. In writing formulas (5), we have
taken into account only the terms that describe the
PLASMA PHYSICS REPORTS  Vol. 31
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cyclotron resonances associated with the normal and
anomalous Doppler effects. As for the Cherenkov reso-
nance, it will be taken into account later, in essentially
the sameway asin[5, 15]. From continuity equation (3)
with formulas (2), (4), and (5), we abtain

Oy = -'—w (ik, 00— (2K - ’1c%) G —ikX50,)
1d dy ©
“rar P gr
Substituting Eg. (6) into Eq. (1) yieldsthe following
differential equation for the polarization potential :

1d dy

rdr dr ~Xo +i41ic;"p,
(7
- ADop(('o kz) er( )
where, for a straight beam, we have
wa—l
ADop(wl kz) = Q( k u)b2 (Q /y)zl
2Z € (8)
- 14w
Q=1 i

It can be shown that the plasma charge density per-
turbation at the low-frequency branch of the E waves,
which is of interest to us here, is calculated from the
formula

i 4T[kz_1p 0

2 2
W, 1d dy , Wy 2 ©)
= gardr o gr pXaPe(DY:

where P,(r) is the radial plasma density profile and w,
isthe Langmuir frequency of the plasma electrons.

If we know the solution Y(r) to the eigenvalue
problem

[ p=1d,dy dy [
LrllJ—rdr ar +6:~:Dp O rP(r)d E
]
0wy O 0—~Wn),
_XO%IL_;ZPp(rEqJ =0, E (10)
O]
W(R) =0 0

where Y,(r) is the eigenfunction of the plasma waves

and 0g, = —oo,f (wﬁ - Qs )~! is the contribution of the
plasma to the transverse component of the dielectric
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tensor, then the dispersion relation for
waves can be represented as [11]

the plasma

R

Dy(0, k) = [Wp() et
0

R a2
= _Jo'ad_rp

0 0 0
+XoTL——2P (W’ dr = 0.
0 O "0

(1+0¢g,Py(r)) (1D

We solvedifferential equation (7) using perturbation
theory [16], specifically, by applying the methods of
perturbation theory to the beam in order to evaluate the
right-hand side of this equation. We multiply Eqg. (7) by
U, from the left and integrate over r from zero to Rto
arrive at the following dispersion relation in the first-
order beam-related perturbation theory:

D,(60,K) = ~Apey(@, k) _[er(r)ngFD dr
(12)

R

= XoBae (@ k) [T Po(r) W

In dispersion relation (12), we have aready taken into
account the contribution of the Cherenkov resonance
between the beam and the plasma wave excited by it:

2 -3
WY

Boner(0, k) = ———;.
Chy y4 (w_kzu)z

(13)

2. Here, we consider important particular cases of
thefilling of awaveguide with plasma. For awaveguide
completely filled with aplasma, Py(r) = 1, we have the
following two relationships, the second of which is a
consequence of dispersion relation (11):

Wo(r) = Jo(kgmf),  Kom =
O
Dy(w k,) = —{kémgt— —

x| 90(kam)|%,

2 R,
[Jo(kemPI™ = ?Jl(uOm)i

KUZELEV, RUKHADZE

where [, are the roots of the Bessal function, J,(x) = 0.
In this case, dispersion relation (12) reads

0 2 A
kel = ——2—+ X0l —
T w-0f 0 j%

= k2mApop (@, K2) Gpop + X6 Bener (@, Kz) Geers

(15)

and the geometric factors of the beam are given by the
formulas

R
Gpop = IIJo(kumr)ll‘zjr Ppd2 (Kot )dIr,
(16)

R

Geher = ||Jo(kamr)||‘2p Py J5(Kamt )dIr .
0

It is convenient to write dispersion relation (15) in a
more elaborate form:

2B o Gy~ O
0 WP -0 T (0-ku) —(QdY)
(17)
O 0
+X§|:]]. wz GCherwby D O
U w (w-ku) 0

For a beam that is continuous over the waveguide
cross section, we have P, = 1 and Gp,,, = G, = 1. For
a thin-walled beam (P, = Ad(r — ry,)), the geometric
factors are given by the formulas [15]

o = ourdilkonly)
P TR 34k R)

oo (18)
Geney = AprpJo(Komf'b)

R® 37(komR)
The case of most practical interest is the excitation of

the m= 1 fundamental plasma mode.

Dispersion relation (17) yields the following insta-
bility growth rates:

D— 1+ | /\/é % GCherwby
Cher
E o+ B’kmu vH
[ for the Cherenkov effect,
ow =[] L (19)

|:| =

K Oy WP
Dll Q)Dop lﬁGDop = _—E—ZPD
8—2 kDop Q.w, U
O

] for the anomalous Doppler effect.
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Here, e 1S the Cherenkov resonance frequency and
Wpop aNd Ky, are the frequency and wavenumber of the
resonance associated with the anomaous Doppler
effect. Recall that the resonance frequencies and reso-
nance wavenumbers are determined from the set of
equations

W = Qyky), (20)

where Q(k,) is the dispersion function of the plasma
wave. For n=0, Egs. (20) determinethe Cherenkov res-
onance, and, for n = 1, they determine the anomalous
Doppler resonance (in these eguations, it is assumed
that w> 0 and k, > 0). In formulas (19), we have intro-
duced the following notation:

w = k,u—nQ.Jy,

S = 1—[32X 2 _ U_2 _ Wpop @D
1- BZXZ C2 (*)Dop + Qe/y

Since0<x<1,wehavel/2<S<1

Comparing growth rates (19), we determine the con-
dition under which theinstability growth rate dueto the
anomalous Doppler effect is faster than the growth rate
of the Cherenkov instability. For a plasma with a den-
sity close to the threshold for the onset of the Cheren-

kov effect (wﬁ = kémuzyz), the corresponding condi-
tion has the form

1
O A1 W 0P
B,S_”_ZP_LSTE’D >1 (22)
0 R Q.0

This condition can be satisfied at fairly strong external
magnetic fields, especially with highly relativistic
beams. Hence, it is quite possible that, in experiments,
the anomalous Doppler effect predominates over the
Cherenkov effect.

3. Let us now consider an important case of athin-
walled annular plasma with the density profile Py(r) =
A0(r — 1), the beam again being assumed to be thin-
walled and annular. In this case, the eigenfunction of
the plasma waves is independent of the external mag-
netic field (just because the plasma is thin-walled) and
isgiven by the formula 3, 4, 11]

Wo(r)
O<r<r,

= % (X r ) IO(XOr)KO(XOR)_KO(XOr)Io(XOR) (23)
O o\Xo'p lo(Xol p) Ko(XoR) = Ko(Xor p) 1o(XoR)

%p<r<R.

When substituting formula (23) into dispersion rela-
tion (11), itisconvenient to usethefirst form of thedis-
persion function Dy(w, k,), namely, that with the opera-

tor L, because the only contribution to the integral

El o(Xol),
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comes from the surfacer = r, at which the radial deriv-
ative of function (23) is discontinuous,

pr(r) = [w"(r)]

24
S, 0) (=) =),

where the symbol [f(x)] stands for the function in the
region of its continuity. The corresponding manipula
tions (see[3, 4] for details) yield the dispersion relation

2 2 2 2 -3
GDopw WY + GCherw W,Y

w-Q = .(25)
P T (kU — (Y)Y (0—k,u)?
Here, the quantities
XZ
2 _ 2Xo
Q, = w5,
(m ) Ko(XoR) 20
1 2 Ko(Xor Ko(XoR
— =r Al r [ pl _ }
7 = T 0T D T T To(xoR)

determine the frequency Q, and transverse wavenum-
ber ky, of the cable wave of a thin-walled annular
plasma. In the case of athin-walled annular plasma, the
geometric factors of a thin-walled annular beam for
anomalous Doppler effect conditions, Gp,,, and for
Cherenkov effect conditions, Gg, are described by the
formulas

K r K R
GDop = rbAbXCZ)If(XOrb)[ O(XO p)_ O(XO )i|,

lo(Xofp)  To(XoR)
M <rp
_ 2|O(X0rp)
GDop - rbAbXOIO(XOR) (278)
L1 (Xor ) Ko(XoR) + Ki(Xor o) lo(XoR)]
Ko(Xo p) 1o(XoR) = To(Xor p) Ko(XoR)
>
Ko(Xorp)  Ko(XoR)
Gerer = IoAuXalo(Xor QA0 pl 20 ,
Ch b bXO O(XO b)[lo(xorp) IO(XOR)i|
Mo <rp;
Lo(Xol p)
Gener = TpBpXorom B
Cher rb bXOIO(XOR) (27b)

- LoXXo) Ko(XoR) = Ko(Xof ) lo(XoR)1*
Ko(Xo" ) To(XoR) = To(Xor p) Ko(XoR)
Ny >
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Fig. 1. Dispersion curves of the waves in a waveguide with
abeam and aplasmain astrong external magnetic field such

that Qe = 10 x 10! rad/s and wy, = 6 x 10 rad/s.

Dispersion relation (17), too, can be represented in
the form similar to relation (25),

K2 2 2 1
2_o? = Om Gpop W WY
w p - Q 2 2 2 2
kDm8Dp+XO(w_kzu) _(Qe/y) 28
2 2 2 -3 (28)
+ XO GCherw wby
KomEop +Xo (0—kou)*
Whel‘e SDp =1+ 6€Dp!
Xz
Q) = w22 (29)

P2 2
Kom€op + Xo

and the geometric factors Gp,,, and Gy, are given by
formulas (18). Consequently, in the case of a thin-
walled annular plasma and a thin-walled annular beam,
the instability growth rates have the same structure as
thosein formulas(19). Condition (22) also remain valid
in this case. The resonance frequencies differ from the
above freguencies, but we do not use explicit expres-
sions for them here.

4. Let us further transform the already-derived dis-
persion relations in order to make them far ssmpler and
far more convenient for obtaining estimates and per-
forming particular calculations. In beam-related pertur-
bation theory, in which the structure of oscillations in
the system is assumed to be determined by the plasma,
we must replace the frequency w in the numerators on
the right-hand side of dispersion relation (25) by the
corresponding eigenfrequency Q,. This alows us to
rewrite the dispersion relation in the form that includes

KUZELEV, RUKHADZE

the geometric factors of the beam that were calculated
by other methods [5], specificaly,

Quiwpy
(w—ku) = (Qdy)?

2 2 4 ~
W =Q, = Xol pApbApGpop

, ) (30)
+ XgrpAprbAbéCher(Zp_w—lx)Z’

where

Goap = 13 (Xol o) 6(Xo p) S.‘O‘)&j{;’)’ - TOO((;:FT)EZ’
rp<Tp; (31a)

Goop = 15 (Xor o) 15 (XoF p) E'ff(())((oorr:)) ¥ Tf((;(oog)gz’
fo>r,;

Geter = |§(Xorb) | S(Xorp) E!TOO(())((:::)) a TOO(())((;;)EZ’
Mo <Tp; (31b)

Ganer = 15 (Xol )16 (XoT p) B’TOO(())(?:;)) B TOO(())((;F?))EZ’

Mp2rp.

Itisalso convenient to write dispersion relation (28)
in the same approximation:

1

> 2 _ K Qpwpy'Q
W _Qp ~ T2 ZDop 2 2
Xo (w—=k,u)" = (QdY)
(32)
QZwZV—S
+GCherL2'
(w—k,u)

The geometric factors in dispersion relation (32) are
again given by formulas (18). Dispersion relations (30)
and (32) are identical in structure, reflecting the fact
that the general physical properties of the beam—plasma
interaction in awaveguide in an external magnetic field
of finite strength are qualitatively independent of the
geometric parameters of the system.

The dispersion curves plotted from dispersion rela-
tions (25) and (28) are especialy informative. Let us
consider the most characteristic curves obtained with
the use of dispersion relation (25). As an example, we
present the results that were calculated for the follow-
ing geometric parameters of the waveguide: R= 2 cm,
r,=21cm,r,=11cm, andA,=A,=0.1cm, the Lang-
muir frequency of the beam electrons and beam veloc-
ity being w, =2 x 10'° rad/sand u = 2.6 x 10'° cm/s
(y=2), respectively. In calculations, we varied the
cyclotron and plasma frequencies. In the figuresto fol-
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 2. Dispersion curves of the waves in awaveguide with
abeam and aplasmain aweak external magnetic field such

that Qe = 6 x 10'% rad/s and wy, = 10 x 10'° rad/s,

low, we plot the dispersion curves w = wxk,) obtained
by solving dispersion relation (25) numerically. The
frequency is given in units of 10'° rad/s, and the wave-
number isinunitsof 1 cm™'. Figure 1illustratesthe case
of astrong external magnetic field such that Q. = 10 x
10'° rad/s and w, = 6 x 10" rad/s. We can see that there
are two instability regions: the one between the vertical
axis k, = 0 and vertical line a, and the other between
vertical lines b and c (the pattern of the dispersion
curves is antisymmetric about the origin of the coordi-
nates). In the region between the vertical axis and ver-
tical line a, the instability is due to the single-particle
Cherenkov effect, and the instability in the region
between vertical lines b and c is associated with the
anomalous Doppler effect. Figure 2 illustrates the
opposite case of a weak external magnetic field such
that Q.= 6 x 10'° rad/sand w, = 10 x 10'° rad/s. We see
the same two instability regions, which are now wider,
however. In particular, the instability region associated
with the anomalous Doppler effect becomes wider
because the growth rate given by the second of formu-
las (19) increases as the frequency Q. decreases. In
Fig. 1, aswell asin Fig. 2, the instability regions asso-
ciated with the Cherenkov effect and with the anoma-
lous Doppler effect do not overlap: they are separated
by the interval of wavelengths between vertical lines a
and b. The situation changes when the external mag-
netic field is further decreased, i.e., when the Cheren-
kov effect loses its predominant role in favor of the
anomalous Doppler effect, in accordance with condi-
tion (22). Figure 3 illustrates the case with Q, = 2 x
10" rad/s and oy, = 10 x 10'° rad/s. As may be seen, the
two separate instability regions merge into one. The
guestion of how this merging will change the dynamics
of the Cherenkov instability can be answered only by
recourse to the nonlinear model.
PLASMA PHYSICS REPORTS  Vol. 31
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15

Fig. 3. lllustration of a change in the pattern of the disper-
sion curvesfrom Fig. 2 for aweaker magnetic field such that

Qe =2 x 10" rad/s and w, = 10 x 10'° rad/s.

A waveguide with a thin-walled annular beam and
plasma has an important property not possessed by a
waveguide with a continuous plasma filling: it can
operate with a spatially separated annular beam and
plasma, thereby weakening the beam—plasma interac-
tion regardless of which of the two effects dominates.
Mathematically, thisis expressed by the dependence of
geometric factors (27) or (31) on r, and r,. Moreover,
the higher the frequency, the stronger the dependence;
this circumstance primarily concerns the efficiency of
the anomalous Doppler effect. Figure 4 illustrates the
same caseasin Fig. 2, theonly difference being that the
plasma radius was increased by an amount as small as
1 mm (r,=1.2cm). The pattern of the dispersion curves
is seen to change substantially: the instability regions

Fig. 4. Illustration of a change in the pattern of the disper-
sion curves from Fig. 2 for a plasma radius increased by

Tmm: r, = 12 cm, Qe =6 x 10" rad/s and w, = 10 x
1010 rad/s.
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both become narrower, but theinstability region associ-
ated with the anomalous Doppler effect reduces to a
greater extent because of the higher frequency of the
emitted radiation. Hence, by increasing the spatial sep-
aration between the beam and the plasma, it is, in prin-
ciple, possible to suppress Cherenkov emission under
anomalous Doppler effect conditions.

In conclusion, wewill touch on aproblem that bears
no direct relation to the subject of our paper; specifi-
cally, we will say afew words about the existence of a
cutoff frequency band near the frequency of the reso-
nant interaction between the beam and the backward
plasma wave under normal Doppler effect conditions.
In Figs. 14, this cutoff frequency band is indicated by
arrow d. Theauthorsof [17] proposed to use the normal
Doppler effect for the suppression of feedback during
the development of the beam instability in a resonator
in order to terminate the generation when the latter is
undesirable. The problem of preventing the self-excita-
tion of the deviceisimportant, e.g., for the devel opment
of amplifiers. This problem was considered quite thor-
oughly in [17] in studying a dielectric-filled resonator
penetrated by a straight electron beam in an external
longitudinal magnetic field.

The cutoff frequency band for the feedback wave
can exist under the following resonance conditions.

wCher = kCherui
wDop = kDopu + Qe/y1 (33)
wDop = Wcpers kD()p = _kCher'

Thefirst two of these conditions are the Cherenkov res-
onance condition and the normal Doppler resonance
condition, and the last two are the conditions for the
resonant waves to be the forward and the backward
waves with respect to the beam. From conditions (33),
we find the necessary condition for the external mag-
netic field:
Qe = ZV%her' (34)
The Cherenkov resonance frequency g, iS deter-
mined from the equations w = Q,(k,) and w = k,u (see
the first of Egs. (20)). In order to terminate the genera-
tion, it is sufficient that the feedback wave be cut off:
(6kCher_6kD0p)L <_In|K|' (35)
Here, Ok, is the Cherenkov amplification coefficient
for the forward wave, dkp,,, isthe spatial damping coef-
ficient for the backward wave, L isthe resonator length,
and K isthe reflection coefficient of the emitting end of
the resonator for waves (|k| < 1). The amplification and
damping coefficients can easily be found from disper-
sion relation (25) or (28). For estimates, however, it is
sufficient to use formulas (19) because we have &K, =

KUZELEV, RUKHADZE

180tne V| and Skpp = 8030, Vg |, Where V, = uisthe
group velocity of the plasma wave excited by the
beam.! As a result, even for a high-quality resonator
(k| — 1), condition (35) reduces to inequality (22),
which is easy to satisfy.

Hence, in plasmarelativistic microwave el ectronics,
the anomalous Doppler effect can in principle be suc-
cessfully used for the suppression of feedback and for
the termination of microwave generation. This conclu-
sion, however, islargely theoretical. From Figs. 14, it
can be seen that, under anomal ous Doppler effect con-
ditions, the cutoff frequency band for the feedback
wave is fairly narrow. Consequently, condition (34)
should be satisfied by a large margin, a difficult task
when the pulsed magnetic field is strong.

ACKNOWLEDGMENTS

This study was supported in part by the Universities
of Russia program (project no. UR.01.03.073); the
Ministry of Science and Education of the Russian Fed-
eration under the Program for State Support of Leading
Scientific Schools (project no. NSh-1962.2003.2); and
the Russian Foundation for Basic Research (project
no. 04-02-17240).

REFERENCES

1. M. V. Kuzelev and O. T. Loza, Fiz. Plazmy 27, 710
(2001) [Plasma Phys. Rep. 27, 669 (2001)].

2. M. V. Kuzelev, A. A. Rukhadze, and P. S. Strelkov,
Plasma Relativistic Electronics (lzd-vo MGTU
im. N.E. Baumana, Moscow, 2002) [in Russian].

3. M. V. Kuzdlev, Fiz. Plazmy 28, 544 (2002) [Plasma
Phys. Rep. 28, 501 (2002)].

4., M. V. Kuzelev, R. V. Romanov, and A. A. Rukhadze,
Prikl. Fiz., No. 3, 20 (2003).

5. 1. N. Kartashov, M. V. Kuzelev, and A. A. Rukhadze, Fiz.
Plazmy 30, 60 (2004) [PlasmaPhys. Rep. 30, 56 (2004)].

6. A.V. Ponomarev and P. S. Strelkov, Fiz. Plazmy 30, 66
(2004) [Plasma Phys. Rep. 30, 62 (2004)].

7. V. L. Ginzburg, Theoretical Physics and Astrophysics
(Nauka, Moscow, 1981) [in Russian].

8. M.V.Kuzelev and A. A. Rukhadze, Usp. Fiz. Nauk 152,
285 (1987) [Sov. Phys. Usp. 30, 507 (1987)].

9. M.V.Kuzelev and A. A. Rukhadze, in Problems of The-
oretical Physics and Astrophysics, Ed. by L. V. Keldysh
and V. Ya. Fainberg (Nauka, Moscow, 1989), p. 70 [in
Russian].

1 For the above-discussed anomalous Doppler effect in the interac-
tion with the forward wave, we have V, < u < c; consequently,
the plasma wave excited by the beam under anomalous Doppler
effect conditions is highly potential, which means that it is not
emitted from the resonator. Such a wave can cause undesirable
substantial changes in the electromagnetic properties of the
plasma resonator.

PLASMA PHYSICS REPORTS Vol. 31 No. 8 2005



10.

11

12.

13.

ANOMALOUS DOPPLER EFFECT AND STIMULATED CHERENKOV EFFECT

M. V. Kuzelev, R. V. Romanov, and A. A. Rukhadze, Zh.
Eksp. Teor. Fiz. 59, 1625 (1989) [Sov. Phys. JETP 68,
939 (1989)].

M. V. Kuzev and A. A. Rukhadze, Electrodynamics of
Dense Electron Beans in Plasma (Nauka, Moscow,
1990) [in Russian].

M. V. Kuzelev, R. V. Romanov, and A. A. Rukhadze,
Prikl. Fiz. 32 (3), 100 (2001).

M. Born and E. Wolf, Principles of Optics (Pergamon,
Oxford, 1969; Nauka, Moscow, 1970).

14. A. F. Alexandrov, L. S. Bogdankevich, and A. A. Ru-

khadze, Principles of Plasma Electrodynamics

PLASMA PHYSICS REPORTS Vol. 31 No. 8 2005

15.

16.

17.

645

(Vysshaya Shkola, Moscow, 1978; Springer-Verlag,
Berlin, 1984).

N. S. Erokhin, M. V. Kuzelev, S. S. Moiseev, et al., Non-
equilibrium and Nonresonance Processes in Plasma
Radiophysics (Nauka, Moscow, 1982) [in Russian].

L. D. Landau and E. M. Lifshitz, Quantum Mechanics:
Non-Relativistic Theory (Nauka, Moscow, 1963; Perga-
mon, Oxford, 1977).

A. F. Aleksandrov, M. V. Kuzelev, and O. E. Pyrkina, Zh.
Tekh. Fiz. 55, 2399 (1985) [Sov. Phys. Tech. Phys. 30,
1427 (1985)].

Translated by |.A. Kalabalyk



Plasma Physics Reports, Vol. 31, No. 8, 2005, pp. 646-651. Trandlated from Fizika Plazmy, \Vol. 31, No. 8, 2005, pp. 701-706.

Original Russian Text Copyright © 2005 by Dobrokhotov, Lyukshin, Markov, Chugunov.

PLASMA OSCILLATIONS

AND WAVES

Generation of L ow-Frequency Radiation by a Nonequilibrium
Plasma of an RF Dischargein aLinear Mirror Magnetic
Confinement System

V. V. Dobrokhotov*, N. M. Lyukshin*, G. A. Markov*, and Yu. V. Chugunov**
* Lobachevsky Nizhni Novgorod University, Nizhni Novgorod, 603950 Russia
** | nstitute of Applied Physics, Russian Academy of Sciences, ul. UI’ yanova 46, Nizhni Novgorod, 603600 Russia
Received September 16, 2004

Abstract—The generation of ion-cyclotron radiation in a plasmaresonator formed by an RF dischargein alin-
ear mirror magnetic confinement system is revealed and investigated. It is shown that the experimental setup
makes it possible to study the composition of a multicomponent discharge plasma and to detect multiply
charged ions. Collisional losses in such a resonator are estimated, and the pressure range within which the
growth rate of the ion-cyclotron instability substantially exceeds the collisional damping rate is determined.

© 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Plasma-wave RF discharge in a magnetic field (see
[1-4]) is a steady-state plasma configuration stretched
out along the magnetic field and localized in the trans-
verse direction. The discharge exists in the form of a
cylindrical plasma channel formed and maintained by
plasma waves emitted by dipole (or quadrupole) RF
sources. Such a discharge has been investigated under
laboratory conditions and has also been produced in
rocket experimentsin the Earth’sionospherein order to
study itsinfluence on sporadic phenomena occurring in
geomagnetic flux tubes (see [5] and the literature cited
therein). In recent years, a linear mirror magnetic sys-
tem has been employed to examine plasmawave RF
discharges with the aim of modeling nonequilibrium
magnetospheric processes that accompany the genera-
tion of electromagnetic waves (maser effect) in geo-
magnetic flux tubes. Conditions were determined under
which such a discharge formed a plasma resonator for
wavesin thewhistler and Alfvén frequency ranges. The
distributions of the plasma density and magnetic field
along the magnetic flux tube in the plasma resonator
were similar to those in anatural magnetospheric reso-
nator with awaveguide duct.! In this paper, we present
the results from experimental studies of generation of
ion-cyclotron waves in such a resonator. A simplified
electrodynamic model of the resonator with allowance
for collisional lossesis proposed. Conditions are deter-
mined under which instabilities lead to the generation
of ion cyclotron harmonics. It is shown that our exper-
imental setup makes it possible to study the composi-

I Note that, in the presence of a density duct localizing the excited
wave fields, the threshold intensity of the charge particle flux
required for the onset of electromagnetic instabilities is substan-
tially reduced.

tion of a multicomponent discharge plasma and to
detect multiply charged ions. The possibility of model-
ing magnetospheric maser effects in this device is also
discussed.

2. EXPERIMENTAL CONDITIONS
AND RESULTS

A schematic of the experimental setup is shown in
Fig. 1. The magnetic field was produced by two sole-
noids (coils / and 2) with independent power supplies.
This allowed us to vary the longitudinal profile of the
magnetic induction B,(2) from quasi-uniform to that
corresponding to a magnetic-mirror configuration. The
distance between the centers of the mirrorswas 120 cm.
A steady-state plasma column was produced by a
plasma-wave RF discharge in the whistler frequency
range (0 4 < W< Wg, Where wy,  isthelower hybrid res-
onance frequency, wg, is the electron gyrofrequency,
w = 2mtf, and f is the radiation frequency). The dis-
charge was excited in a 150-cm-long 6-cm-diameter
glass tube (3) under conditions of the ionization self-
ducting of waves excited in the above frequency range
by a quadrupole antenna consisting of three copper
rings placed around the tube in its central part, at adis-
tance of 6 cm from one another. The RF voltage (f, =
200 MHz, V,, = 50 V) was applied to the exciting rings
from a GST-2 oscillator through a coaxial cable. The
central conductor of the cable was connected to the cen-
tral ring, whereas the outer conductor of the cable was
connected to the side rings. The working gaswas air at
apressure of p < 1073 torr. The input RF power W was
about 10 W. The plasma density averaged over the
transverse cross section of the discharge column, N, =

1063-780X/05/3108-0646$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic of the experimental setup.

Ri DI‘; ny(r)dr (where R; is the effective radius of the
plasma column), was measured by a microwave inter-
ferometer operating at afrequency of 9.5 GHz and was
also determined from the dispersion characteristics of
surface waves guided by the plasma column [6]. The
energy spectrum of the electrons escaping from the
magnetic confinement system along the zaxiswas mea-
sured by a multigrid energy analyzer (4) located near
the end of the magnetic confinement system. The spec-
tra of low-frequency electromagnetic radiation emitted
from the plasma were recorded with the help of aDSO
Classic~6000 oscilloscope. We adso analyzed
Rogowski coil signals, which were proportional to the
current to the body of the multigrid energy analyzer,
and signalsfrom asymmetric dipole antenna (5), which
was aligned with the system axis and placed near the
surface of the discharge tube, in the gap between the
exciting antenna and the magnetic-mirror coil.

A distinctive feature of theionization self-ducting of
waves in the whistler frequency range in a nonuniform
magnetic field is the narrowing of the plasma column
and a substantial increase in the plasma density in the
region wherethefield B, is strong [4]. Asthe wave pro-
ducing the plasma column propagates in the increasing
field B(2), it transforms from a strongly slowed-down
quasi-potential (plasma) mode excited by a short RF
source in a weak magnetic field (B, < 500 G) into a
weakly slowed-down whistler mode in the region of a
strong field B, = 1500 G [4]. Figure 2 shows the longi-
tudinal profiles of the steady-state plasmadensity N«(2),
the magnetic induction B,(z), and the radius R4(2) of the
bright region of the plasma channel for a discharge
excited at an air pressure of p= 5 x 10~ torr and W =
10 W. If we describe the radial profile ny(r) by the
power-law function ng(r, 2) = Ny(2)/(1 + (r/d)*) (which
coincides with the measured density profile to within
<10%), then Ry is in fact the radius r at which the
plasma density is one-half of its maximum value.
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It should be noted that the profiles B,(z), N«(2), and
R+(2) are similar to the longitudinal profiles of these
guantities in a magnetospheric duct with an increased
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1 1 | 1 10.5
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Fig. 2. Longitudina profiles of the magnetic field B, the
plasma density N, and the effective radius of the plasma

column Ryat W=10W and p=5 x 107 torr.
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Fig. 3. (1) Measured and (2) calculated electron current to
the collector of the multigrid energy analyzer vs. retarding
potential for the same conditionsasin Fig. 2.

plasma density and are typical of natural magneto-
spheric resonatorsin the whistler and Alfvén frequency
ranges. Thisallows usto use our laboratory resonator to
model resonant and nonstationary wave phenomena
occurring in the Earth’s magnetospheric resonators.

Figure 3 shows the electron current (curve 1) to the
collector of the multigrid energy analyzer versus the
retarding field, 1(U), for the same conditionsasin Fig. 2
and an analogous dependence (curve 2) calculated for
the electron flux from a plasma with an equilibrium
(Maxwellian) electron energy distribution with a tem-
perature of T,=20eV.

The evident difference between curves 1 and 2 indi-
catesthat the discharge plasmain the magnetic confine-
ment system is honequilibrium. It is clear that the non-
equilibrium electron and ion distributions can lead to an
enhanced level of quasi-equilibrium and nonequilib-
rium noise emission from the plasmawithin awide fre-
guency range. It is also clear that the degree to which
the plasma is far from equilibrium depends on the
power deposited in the discharge and the magnetic field
geometry.

In our experiments, we observed nonequilibrium
spectra of low-frequency electromagnetic radiation in
the ion-cyclotron frequency range characteristic of the
gas mixture filling the discharge chamber. Experiments
show that the spectrum of low-frequency radiation
excited in the RF discharge plasma depends on the
input RF power, the strength and configuration of the
magnetic field, the ion composition of the plasma, and
the pressure in the discharge tube. The most compli-
cated spectrawere observed at high input powers (W >
10 W) in composite gas mixtures at pressures of p <
107 torr.

Figure 4 presents an example of the spectrum of
low-frequency radiation generated by a plasma-wave
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discharge excited in a mixture of air and vacuum oil
vapor at a pressure of p~ 5 x 107 torr and W~ 10 W
(the other experimental conditions being the sameasin
Figs. 2 and 3). The spectrum is averaged over afairly
large number of redlizationsarbitrarily chosen at differ-
ent times. The spectrum contains three groups of fairly
narrow lines, which can be attributed to the ion-cyclo-
tron resonances of the main (singly, doubly, and triply
charged) plasma ions. Moreover, one can see rather
wide maxima associated with the generation of magne-
toacoustic (MA) and ion-acoustic (IA) waves by the
plasmawave exciting the dischargein the central region
of the magnetic confinement system. Relatively low (at
the noise level) resonant peaks in Fig. 4 correspond to
the spectral lines of ions of the evaporated vacuum oil,
silicon, and metals. Since the Q factor of the observed
linesincreases with frequency, theline of nitric oxidein
the second and third groups of theion cyclotron lines of
air is clearly seen between the oxygen and nitrogen
lines. Asthe pressureincreasesto p > 10~ torr, theion-
cyclotron lines disappear, but the lines associated with
the generation of |A waves disappear only at p > 6 x
1073 torr. After the magnetic field in the magnetic-mir-
ror region is switched off, the ion-cyclotron lines cease
to be generated.

3. DISCUSSION OF THE EXPERIMENTAL
RESULTS

Aswas noted above, the intensities of the generated
lines and their Q factors depend on the RF power
deposited in the discharge, the magnetic field strength,
the magnetic mirror ratio, and the pressure in the vac-
uum chamber. By varying these parameters, we could
control the parameters of the generated lines. For exam-
ple, we could tune to certain lines; as a result, these
lines were distinguished among the other lines in their
intensities and Q factors. For this purpose, the most
convenient parameters were the magnetic field strength
and the magnetic mirror ratio because they could easily
be controlled over arelatively widerange. At high input
RF powers (W > 10 W), the low-frequency spectra
become strongly nonequilibrium. This manifests itself
inasubstantial increasein the noise level (the spectrum
pedestal) and the appearance of many new linesin the
spectrum. This indicates the presence of strong nonlin-
ear wave—plasma interaction, including various “ para-
sitic” processes, such as nonlinear detection and scat-
tering.

It should also be noted that, at pressures of p ~
1073 torr and alow magnetic field, the maximum value
of Q (~40) isachieved for thel A line generated in auni-
form magneticfield (B ~ 200 G) at afrequency of about
70 kHz. This indicates a rather efficient generation of
| A waves viathe decay of the plasmawave exciting the
discharge.

It may be assumed that, in the frequency range
under consideration, the excitation of oscillationsin the
PLASMA PHYSICS REPORTS Vol. 31
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Fig. 4. Spectrum of the low-frequency radiation emitted from the discharge channel and recorded by dipole antenna 5 (see Fig. 1)

aW=10Wandp=>5x 107 torr.

plasma resonator formed by a discharge column with a
nonuniform longitudinal density profileisrelated to the
onset of ion-cyclotron instability at frequencies of w, =

Wgq + kvy (where wg, = 2mfg, is the gyrofre-
quency of the ions of speciesa, v+ istheion thermal

velocity, and k=217 | isthe wavenumber of the excited
oscillations). In this case (as is confirmed by dipole
antenna measurements), the most pronounced mode is
an axisymmetric quasi static mode. The electric field of
this mode is localized within the plasma column and
has aradia (E,) and longitudinal (E,) components. To
provide the resonant excitation of oscillations and the
efficient feedback, the following condition should be
satisfied: 2n)\” = 2L, where Lp is the resonator length
andn=1,2, 3, ... isaninteger. This condition leadsto
the requirement that the waves be strongly slowed-
down in the frequency range under consideration. An
analysis of the dispersion of the waves guided by a
plasmawaveguide in amagnetic field showsthat, under
our experimental conditions, the slowing-down factor
P =Ao/Aj (Where A, is the wavelength in free space) of
electromagnetic waves in the frequency range f <
1 MHz can be sufficiently large only near ion-cyclotron
resonances. Estimates show that, in this case, correc-
tions related to the ion thermal motion can be ignored.

Figure 5 depicts dispersion curves for a magnetized
plasma waveguide near the ion-cyclotron resonances
for the main molecules of air: O,, N,, and NO. The
No. 8
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curves were calculated for the following parameters:
B =420 G, p=3 x 107 torr (the electron and ion colli-
sion frequenciesarev, ~ 10° s and v; ~ 10° s, respec-
tively), R;=2.5cm, and N, =2 x 10'° cm. The curves
show the frequency dependences of the real (p") and
imaginary (p") parts of the normalized longitudinal
wavenumber p = h/k,, wherek, = wy/c is the wavenum-
ber in free space and h = h' — ih" is the longitudinal
wavenumber in the waveguide. The dispersion curves
were calculated from the dispersion relation for axi-
symmetric electrostatic waves[7]:

i(£0gp) "2 31(koRa) Ko PkoRy)
—Jo(kaRy)K1(pkoRp) = 0O,

where J(kr) is the nth-order Bessel function of the
first kind; K, (pkor) is the nth-order modified Bessel
function of the second kind;

ey

2 .
Whe (W—iv
€|:| = 1_z pa( 2 0)2 ’
a CO[(O.)—lVa) _(*)Ba]
2
— _ wpa
8= 1) alomiv)
a
are the elements of the permittivity tensor of a magne-

tized plasma; wﬁa = 4ne§ N, /m, and wg, = €,B/cm, are
the plasma frequency and the gyrofrequency of parti-
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Fig. 5. Calculated frequency dependences of the real and
imaginary parts of the normalized longitudina wavenum-
ber of axisymmetric electrostatic waves in a magnetized
plasma waveguide near the ion-cyclotron frequencies of
oxygen and nitrogen molecular ions for the parameters cor-
responding to the experimental conditions in the central
region of the magnetic confinement system.

cles of species a, respectively; and v, is the collision
frequency of particles of species a. The transverse
wavenumber k; in a plasmawaveguideis related to the
longitudinal wavenumber h by the relation k; =
i(g,/€0)""*h. The characteristic transverse decay length
of the wave field near the discharge channel at p> 1is
equal to h'.

Animportant point isthat, at frequenciescloseto (or
somewhat below) the ion-cyclotron frequency, the
wave damping can be small (p" < p'). The numerical

Table
Molecular | Resonancefre- | Damping | Quality factor
ion quency fe, HZ | ratey,s? | Q= wes/2y
Nitrogen N, 22864 1074 67
Oxygen O, 20023 1084 58

DOBROKHOTOV et al.

solution of a more exact dispersion relation allowing
for the rotational component of the wave field [6, 7] for
several values of the frequency f near and far from res-
onances shows that, under our experimental conditions,
the difference between the exact and approximate solu-
tionsfor p' and p" does not exceed 10%.

The resonant properties of anonuniform plasmares-
onator were analyzed within the approximation of a
piecewise-uniform transmission line. The resonator
region between the maxima of the magnetic field (see
Fig. 2) was divided into 23 equal-length segments with
constant B, and N, within each segment. The plasma
density and the magnetic field within each segment
were assumed constant and equal to their measured val-
ues at the center of the segment. The solution was
sought in theform of asuperposition of the fields of two
counterpropagating waves satisfying dispersion rela-
tion (1) and the boundary conditions at the ends of the
neighboring segments. The resonance frequencies f,
and the wave damping rates y were calculated for the
given reflection coefficients at the ends of the resonator
(M., ~ 0.8). The profiles of B, and N, corresponded to
those shown in Fig. 2. The results of these cal culations,
together with the estimate for the Q factor of the reso-
nator, are summarized in the table.

The theoretical analysis of the ion-cyclotron insta-
bility of a plasmawith a nonequilibrium particle distri-
bution over transverse velocities [8] shows that the
instability growth rate yislarge (y ~ wg) when theion
plasma frequency wy; is high in comparison to the ion
gyrofrequency wyg; and theion gyroradius p; isnot small
in comparison to the transverse scale of thefield (k- p; =
2.4). Under our experimental conditions, we have
Wy /0g; ~ 10% and kop; ~ 7. Hence, we can conclude that
the growth rate of ion-cyclotron instability substan-
tially exceeds the collisional damping rate at air pres-
sures of p < 10 torr. In this pressure range, the reso-
nance frequencies of hydrogen ions (f,, = 20023 Hz)

and nitrogen ions (fy, = 22864 Hz) are close to their

measured values and the oscillation damping rate y ~
10% s7! isclose to theion collision frequency.

4. CONCLUSIONS

In our experiments, we have investigated various
nonlinear effects accompanying the generation of low-
frequency radiation near the gyrofrequencies of the
ions of different species. Our experimental device
allows us to study the composition of a multicompo-
nent RF discharge plasma and to detect multiply
charged ions; i.e., it can be used as a peculiar kind of
mass-spectrometer of multiply charged ions. Our
experiments have also shown that the plasma-wave dis-
charge in a linear mirror magnetic system can be used
to model nonequilibrium magnetospheric processes
accompanying the generation of el ectromagnetic waves
PLASMA PHYSICS REPORTS  Vol. 31
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in ageomagnetic flux tube containing awaveguide duct
for these waves.

It should be noted that, in the Earth’'s magneto-
spheric resonator, charged particles drift across the
magnetic field due to the finite curvature of the mag-
netic field lines. Thisdrift causes theinflow of resonant
ions from radiation belts and the outflow of used parti-
cles from the excited magnetic flux tube (the so-called
“flow-through” effect [9]). Due to the large dimensions
of the natural resonators and dueto collisional and radi-
ative losses, the ion-cyclotron lines in the Earth’s mag-
netosphere are primarily generated at the higher order
modes of the resonator. In our laboratory experiment,
the ions were heated immediately in the discharge
channel, so the resonance lines were primarily excited
at the fundamental mode of the plasma resonator. This
imposes certain restrictions on the modeling of the spe-
cific maser effects in relatively small laboratory
devices. However, we believe that the fundamental
problem of finding the physical mechanisms that gov-
ern the generation of low-frequency waves by a non-
equilibrium plasma in mirror magnetic confinement
systems, as well as the problem of controlling the exci-
tation of these waves, can be resolved with the help of
laboratory experiments similar to those described in
this paper.
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Abstract—Results are presented from measurements of the axial magnetic field during the implosion of tung-
sten wire arrays in the Angara-5-1 facility at currents of 2.5-4.5 MA. The azimuthal structure of the plasma
produced from the wires is examined using the effect of the compression of the axial magnetic flux by this
plasma. It is shown that the plasma startsto penetrate into the axial region of thewire array at the very beginning
of implosion. A mechanism other than the formation of a closed current-carrying shell is proposed for describ-
ing the transfer of the external axial magnetic field to the central region of the array. © 2005 Pleiades Publish-

ing, Inc.

1. INTRODUCTION

Our experiments on the compression of the axial
magnetic flux were aimed on studying the azimuthal
structure of the plasma produced during the implosion
of wire arrays. In contrast to the flux compression
scheme employed in [1-4], in which the initial axia
magnetic field compressed by aliner was used to con-
vert a considerable fraction of the liner kinetic energy
into magnetic energy, the diagnostic axial magnetic
field in our case does not perturb the plasma motion
until the radius of the current-carrying shell decreases
severafold. It was assumed that, if ahomogeneousthin
plasma shell forms during the wire implosion, then, by
virtue of the conservation of the initial magnetic flux

®, = B,RS, the axial magnetic field should vary

according to the law B,(t) = B, Ré/R(t)? From thetime

dependence of the axial magnetic field, one can deter-
mine the law of motion of the inner boundary of the
current-carrying shell, aswell as the instant at which a
plasma shell capable of compressing the magnetic flux
forms.

It may be that no cylindrical plasma shell formsin
the initial stage of implosion and the plasma produced
from an individual wire moves toward the array axis
without merging with the plasmas produced from the
neighboring wires. (In what follows, the plasma flow
from an individual wire will be referred to as ajet.) In
this case, the axial magnetic field is expected to change
only slightly during the implosion of the wire array.

Experiments show, however, that, in some cases, the
actual behavior of the magnetic field is quite different.
It was found that the axial magnetic flux can be com-
pressed even in the absence of a continuous plasma
shell. The results obtained can be explained more con-
sistently if one assumes that, during the implosion, a
considerable fraction of the initial magnetic flux isfro-

zen in the plasmajets and is transferred with them. The
remaining free magnetic flux either falls outside the
plasma and is compressed only dlightly or is captured
and compressed in the initial stage of implosion dueto
the merging of individual jets and the formation of a
closed conducting shell at the inner boundary of the
imploding plasma.

2. COMPRESSION OF THE AXIAL
MAGNETC FLUX BY THE PLASMA
OF THE WIRE ARRAY

We used two methods for creating an axial magnetic
flux inside awire array:

(i) The screwing of thewirearray [5, 6]. Inthiscase,
the axial magnetic field B, is determined by the wire
inclination angle a and the discharge current B,(t) ~
I, (Hsin a(t).

(ii) The use of a multiturn solenoid placed in the
liner section, asis shown in Fig. 1. The main discharge
through the wire array was produced =2.2 ms after the
axial magnetic field reached its maximum. Over this
time, the magnetic field diffused into the electrodesto a
depth of =2 cm. During the implosion of the wire array
(=0.1 ps), this fraction of the magnetic field remained
frozen in the electrodes (see Fig. 1). The initial axial
magnetic field at the location of the wire array was var-
ied from O to 15 kG. The axia nonuniformity of the
magnetic field, which was determined by the relative
positions of the solenoid and the wire array and by the
field skinning in the electrodes, did not exceed =30%.

In this series of experiments, we used wire arrays
20 mm in diameter. The azimuthal arrangement of the
wires could be varied: thewireswere uniformly distrib-
uted along the perimeter of the array or they were
assembled in groups of several wires. The array linear
mass was varied from 300 to 3685 pug/cm, and the num-

1063-780X/05/3108-0652$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic of the experiment on the compression of an external axial magnetic flux: () solenoid for producing the axial mag-
netic field, (2) wire array, (3) B-dot probe, (4) fail, (5) array electrodes, (a, b) magnetic field lines that are not frozen in the elec-

trodes, and (c) magnetic field lines frozen in the electrodes.

ber of wires was varied from 24 to 670. The spacing
between individual wires or between groups of wires
varied from =0.09 mm to =25 mm.

Thetime behavior of the axial magnetic field on the
array axiswas measured by a B-dot probe consisting of
two small-size, oppositely wound coils, the bipolar sig-
nals from which (see Fig. 2a, curves 1) were propor-
tional to the time derivative of the axial magnetic field.
The mutual symmetry of the signalsindicated that they
actually were of magnetic nature. The magnetic field
was measured both inside the array at a distance of
2 mm from the anode and over the anode behind aNbTi
foil 10 or 15 um thick (the specific resistance of thefail
was =60 uQ cm). For atypical time of the array implo-
sion, the foil thickness was much less than the skin
depth [7]. The wire array electrodes (Fig. 1) were made
of adielectric coated with thisfoil in order to reducethe
skin effect and, thus, to decrease the initial nonunifor-
mity of the axial magnetic field at the array location.

For an axially symmetric current distribution in the
wire array, the normal (with respect to the array axis)
component of the magnetic field on the axis should be
zero. In real experiments, the measured normal compo-
2005

PLASMA PHYSICS REPORTS Vol. 31  No. 8

nent of the magnetic field may differ from zero because
of an asymmetry of the current distribution and the
imperfect positioning of the probe on the array axis.

In order to test the method, we performed measure-
ments of the axial magnetic field by a B-dot probe posi-
tioned on the array axis in the presence and in the
absence of an external axial magnetic field. The contri-
bution from the azimuthal magnetic flux to the main
signal was found to be aslow as 0.8-2%.

In what follows, the experimental results are illus-
trated by the waveforms of the bipolar signals from the
B-dot probe, the axial magnetic field, the total current
through the wire array, and the soft X-ray (SXR) power,
as well as by optica streak images of the discharge
plasma.

3. CYLINDRICAL ARRAY WITH UNIFORMLY
ARRANGED WIRES

In shot no. 3741, the load was an array with aheight
of 10 mm and linear mass of 330 pg/cm. Sixty tungsten
wires 6 um in diameter were arranged on the radius of
10 mm. Theinitial axial field at the probe location was
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Fig. 2. Measurements of the axial magnetic field (shot no. 3741): (a) waveforms of (1) the bipolar signalsfrom a B-dot probe located
onthearray axis (here and in the subsequent figures, these signals are recal cul ated to the time derivative of the axial magnetic field),
(2) the axial magnetic field, (3) thetotal discharge current, (4) the calculated radius of the inner boundary of the azimuthal current |,

(5) the calculated velocity of theinner boundary of the azimuthal current 1, (6) the average radius of the current I, calculated from

the discharge inductance, and (SXR) the soft X-ray power; (b) an optical streak image (negative) synchronized in time with the
waveforms shown in plot (a); and (c) the initial azimuthal structure of the wire array.
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=5.0 kG. The probe was positioned on the array axis
and was inserted into the electrode gap to a depth of
2 mm (Fig. 1). Figure 2ashowsthe bipolar signalsfrom
the B-dot probe (curves 1) (here and in the subsequent
figures, these signals are recal culated to the time deriv-
ative of the axial magnetic field) and the waveforms of
the axial magnetic field (curve 2), the total discharge
current (curve 3), and the SXR power.

The probe signal appeared with a time delay of
At = 30 ns after the beginning of the discharge, when
the total current through the array reached =0.3 MA.
This time is interpreted as the beginning of the com-
pression of the free axial magnetic flux within acertain
effective radius R.. In this phase of the discharge, the
plasma temperature is 20-30 eV [8]. We assume that
the appearance of the probe signal corresponds to the
formation of a current-carrying plasma shell closed in
the azimuthal direction. The azimuthal current I, flow-
ing through the shell leads to the compression of the
magnetic flux. On this time scale, the shell thicknessis
larger than the skin depth (&, = 0.2 cm). The radius R,
can be estimated as R, = Ry — V,;(1)At, where R, is
theinitial radius of the array, V(1) isthe velocity of
the inner boundary of the current-carrying shell at the
instant at which the axial magnetic flux is captured by
it, and At = 30 nsis the time interval during which the
plasma is accelerated before capturing the axial mag-
netic flux. The velocity V,(te) = (1-2) x 107 cm/swas
determined in a separate experiment from the changein
the azimuthal magnetic field during the implosion of a
similar wire array. The radius R, was found to be equal
t0=0.6R, £ 0.58,. At theradius R, the plasmajets from
individual wires merge to form a shell capable of com-
pressing the magnetic flux within this radius. In the
course of compression, the plasma density can be mod-
ulated in the azimuthal direction.

Assuming that the axial magnetic flux within the
radius R, is conserved (® = B,ir? = const), we con-
structed the time dependences r(t) and v(t) (Fig. 2a;
curves4 and 5, respectively), which illustrate the law of
motion of theinner boundary of the azimuthal current .
These dependences were constructed using the expres-
sions

_ _1 112 ,-3120B,
|V| - T35 2RCBZO z dt .

For comparison, Figs. 2a and 2b also show the time
evolution of the average radius of the axial current I,
(curves 6). This radius was calculated from the mea-
sured variations in the load inductance, assuming that
the system is axially symmetric. As was expected, the
average radius of the axial current 1, is larger than the
radius of theinner boundary of the azimuthal current | ,.
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Two stages can be distinguished in the time evolu-
tion of the axial magnetic field (Fig. 2a, curve 2): the
slow increase (plateau) over the first 100 ns and the
rapid growth 25 ns before the maximum of the SXR
signal. The axial magnetic field begins to rapidly grow
when the plasma that carries most of the discharge cur-
rent arrives at the array axis. The increase in the axial
magnetic field is aso observed over =50 ns after the
instant of maximum plasma compression. In this case,
the axia field reaches a value of =300 kG (Fig. 2a).
Such a behavior of the axial magnetic field can be
attributed to a fraction of this flux being frozen in the
plasma in the course of plasma formation. After the
instant of maximum compression, the frozen-in mag-
netic field diffuses from the plasma into the B-dot
probe. After the plasma arrives at the probe surface, the
probe measures the axial magnetic field frozen in the
plasma. This time can be estimated by equating the
radius of theinner boundary of the azimuthal current I,
(to within the error in determining o) to the radius of
the probe shell (Fig. 2a, point A). For the given shot,
thistimeis=60 ns.

Under our experimental conditions, the magnetic
pressure wave propagates with the Alfvén velocity V, =

B/(4mtp ', where B = A/Bi +BZ. Intheinitia stage of
implosion, the plasma mass within the radius R is
small [9], so the Alfvén velocity is sufficiently high to
satisfy the condition

VAL> R,

where At is the characteristic time of the process. The
magnetic pressure is uniform in this region, and the
magnetic flux can be described asafree flux in vacuum.

In our experiments, four stages can be distinguished
in the implosion of a wire array with an initial axial
magnetic filed:

(i) Thefirst stage lasts from the beginning of thedis-
charge up to =30 ns. In this stage, the plasma that is
generated by the wires and movestoward the array axis
does not form a solid shell in the azimuthal direction.

(i) The second stage lasts from 30 to =70 ns. At the
beginning of this stage, an ailmost solid shell forms at
the radius =0.6R., to which the plasma is displaced
from the wires. This plasma compresses the free axial
magnetic flux captured at the radius 0.6R.. In this case,
the radius of the shell, which comprises only 1% of the
total array mass, decreases from 0.6R; to 0.2R..

(iii) Inthethird stage, which lastsfrom =70 nsto the
instant of maximum compression (which corresponds
to the maximum of the SXR signal), the axial magnetic
flux residing between 0.6R. and R, is transferred to the
axis by the bulk of the wire plasma.

(iv) Inthefourth stage (after the instant of maximum
compression), the axial magnetic field at the axis con-
tinues to increase. This may be related to two effects:
the diffusion of the axia magnetic field from the
plasma arriving at the axis into the probe and the
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motion of the peripheral plasmawith thefrozen-in axial
magnetic flux toward the axis.

Thus, there are two types of axial magnetic flux: the
free flux outside the plasma and the flux frozen in the
plasma.

To clarify the mechanism for the transfer of the axial
flux in the second and third stages, we carried out
experiments with wire arrays in which the wires were
arranged in groupsin the azimuthal direction.

4. CYLINDRICAL ARRAY COMPOSED
OF WIRES ARRANGED IN SEVERAL GROUPS

The azimuthal structure of the plasma in the wire
array was varied by dividing the wires into groups
arranged along the perimeter of the array. The total
number of wires, their diameter, and the array diameter
remained the same, and only the number of groupswas
varied.

Figures 3-5 show the results of experiments with
arrays consisting of 24 wires 10 um in diameter that
were arranged on the radius 10 mm and divided into
groups. The interwire distance in each group was
0.26 mm, the linear mass of the wire array was
300 pg/cm, and the array height was 10 mm. The
experiments were performed with different magnitudes
of the initial axia magnetic field. The axial magnetic
field was measured by a B-dot probe positioned at the
array axis. The figures also show the waveforms of the
discharge current and the SXR power.

In short no. 3739, thewireswere divided into twelve
groups (two wires in each group), as is shown in
Fig. 3c. Theinitial axia field was=13.8 kG. The SXR
power in this shot was 0.1 TW. The delay time between
the beginning of the discharge and the appearance of
the probe signal was At, = 30 ns. In the optical streak
image shown in Fig. 3b, one can see how the inner
plasma boundary propagates toward the axis. For com-
parison, the figure also shows the r(t) diagram calcu-
lated from the data on the compression of the free axial
magnetic flux.

In shot no. 3744, the wires were divided into eight
groups (three wires in each group), as is shown in
Fig. 4c. The initial axial field was =3.4 kG. The SXR
power in this shot was lower than 0.25 TW.

The signal behavior in this shot was similar to that
observed with an array in which the wires were distrib-
uted uniformly. The axial magnetic field continued to
increase after the maximum of the SXR signal. The
delay time between the beginning of the discharge and
the appearance of the probe signal was At =60 ns. The
radius R, at which the free axial magnetic flux was cap-
tured was estimated to be =0.25 = 0.1 cm; i.e,, it was
nearly equal to the probe radius (0.15 cm). In this case,
the plasma was probably not closed in the azimuthal
direction (the second stage was absent) and the probe
measured only the axial magnetic field frozen in the
plasma (the third stage).

ZUKAKISHVILI et al.

In shot no. 3792, the wires were divided into two
groups (twelve wires in each group), as is shown in
Fig. 5d. Theinitial axial field was=13.5 kG. In contrast
to the previous shots, the B-dot probe was positioned at
mid-radius of the wire array, in front of one of the wire
groups. With such an array, we did not expect the for-
mation of aclosed shell capable of compressing thefree
axial magnetic flux.

Eighty nanoseconds after the beginning of the dis-
charge, we observed an SXR burst attributed to the
compression of the plasmas produced from individual
groups of wires. Within this time interval, no radia
plasma motion was observed. Thisisclearly seeninthe
optical streak image (Fig. 5b). During about 35 ns after
the SXR burst, the axial magnetic filed in the region
that is not occupied by the plasma decreases gradually

to almost zero: 1 — BI""/B,, = 0.8 (Fig. 5a, curve 3).
When the plasma passes through the probe (see Fig.
5b), the axial magnetic field increasesto =200 kG. This
indicates that the axial magnetic flux frozen in the wire

plasmais compressed and then istransferred by thetwo
plasma jets toward the array axis.

Thus, in this shot, up to 80% of the initial magnetic
flux turns out to be frozen in the wire array plasmain
the course of plasma formation and the axial magnetic
flux is compressed in the absence of a uniform current-
carrying shell.

5. INFLUENCE OF THE INITIAL AXIAL
MAGNETIC FIELD ON THE SXR YIELD

It can be seen from Figs. 6a and 6b that the SXR
power is very sensitive to the magnitude of the initial
axial magnetic field. As the initial axial magnetic field
increases from 0 to 15 kG, the SXR power decreases
from 2.5 TW tolessthan 0.1 TW. At the same time, the
size of theregion near the array axisfrom whichintense
X radiation is emitted somewhat increases (see
Figs. 6¢c-6f) in discharges with a strong initial axial
magnetic field (B, > 6 kG).

6. INFLUENCE OF THE INTERWIRE DISTANCE
ON THE INSTANT AT WHICH THE PROBE
SIGNAL APPEARS

By analyzing the results of experiments with arrays
composed of uniformly distributed wires and with
arrays in which the wires were divided into groups, we
deduced the dependence of the time delay At. between
the beginning of the discharge current and the appear-
ance of the prabe signal on the interwire distance A (or
the distance between groups of wires) at an array diam-
eter of 20 mm (see Fig. 7). The value of At, is aso
shown in Figs. 2—4. Thistime delay corresponds to the
beginning of the second stage (for A <5 mm) or to the
beginning of the third stage (for A > 5 mm). From the
time delay At, of the second stage, we can determine
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 3. Measurements of the axial magnetic field (shot no. 3739): (a) waveforms of (1) the bipolar signalsfrom a B-dot probe located
on the array axis, (2) the axial magnetic field, (3) the total discharge current, (4) the calculated radius of the inner boundary of the
azimuthal current 1, (5) the calculated velocity of the inner boundary of the azimuthal current 1, (6) the average radius of the cur-
rent |, calculated from the discharge inductance, and (SXR) the soft X-ray power; (b) an optical streak image (negative) synchro-
nized in time with the waveforms shown in plot (8); and (c) theinitial azimuthal structure of the wire array.

thetimety,;, required for the formation of aplasmashell (i) the compression of thefree axial magnetic flux in

that is closed in the azimuthal direction, whose thick-  the second stage and

nessislarger than the skin length, and that is capable of (ii) the penetration of the axial magnetic field frozen

compressing the free axial magnetic flux. in the plasmainto the probe region in the third stage.
As was noted above, the appearance of the probe In some experiments (Fig. 7, A > 5 mm), the probe

signal is determined by two processes: signal was primarily determined by the second process,

PLASMA PHYSICS REPORTS Vol. 31 No. 8 2005
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Fig. 4. Measurements of the axial magnetic field (shot no. 3744): (a) waveforms of (1) the bipolar signalsfrom a B-dot probe located
on the array axis, (2) the axial magnetic field, (3) thetotal discharge current, and (SXR) the soft X-ray power; (b) an optical streak
image (negative) synchronized in timewith the waveforms shownin plot (8); and (c) theinitial azimuthal structure of thewire array.

whereas no contribution from the first process was
detected. In this case, only the frozen-in axial magnetic
field was detected on the array axis stating from 60 ns.
This is why points measured a A > 5 mm differ
strongly in their positionsfrom other pointsin Fig. 7. In
wire arrays with interwire distances of 1 <A <5 mm,
the compression of the free axial magnetic flux in the
axial region occurred 30 ns after the beginning of the
discharge. When the distance between wires was
decreased to less than 1 mm, the compression of the
axial magnetic field occurred even sooner (at 20 ns).

7. SCREWED WIRE ARRAY

In shot no. 3632, we used a screwed wire array with
adiameter of 20 mm, height of 10 mm, and linear mass
of 200 pg/cm. The array consisted of 40 tungsten wires
6 um in diameter. The wire inclination angle was
o = 6°. Figure 8 shows the results of measurements of
the axial magnetic field. The maximum SXR power in
this shot was=0.6 TW.

Theaverageradiusof theaxial currentl,inFig. 8 (as

in Figs. 2 and 3) was estimated from the array induc-
tance calculated using the results of electric measure-

ments of the current and voltage near the load under the
assumption that the current isaxially symmetric and the
active voltage component is absent:

IU(r)dr

AL

R(t) = Ree ", AL =L(t)—L,, L(t) = O—-I—(t-)-—
where R, istheinitial radius of the axial current I,; AL
is a change in the inductance over atime interval At =
t —t, as compared to itsinitia value L, = L(t,); histhe
wire length in cm; and 1 (t) and U(t) are the axia cur-
rent and voltage measured at aradius of 55 mm, respec-
tively. One can see that the average radius of the axial
current |, agrees well with the radius of the outer
boundary of the wire plasma (Fig. 8b).

It can be seen from Fig. 8 that the time derivatives of
the discharge current and the axial magnetic field are
proportional to one another (Fig. 8a; curves 1, 4). The
coincidence between the time derivatives of the mag-
netic field of the main current 1, and the magnetic field
of the azimuthal current I, indicates that the current
channels are inclined to the array axis at afixed angle
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 5. Measurements of the axial magnetic field (shot no. 3792): (a) waveforms of (1) the bipolar signalsfrom a B-dot probe located
on mid-radius of the wire array, (2) the time derivative of the discharge current at a radius of 55 mm, and (SXR) the soft X-ray
power; (b) an optical streak image (negative) synchronized in time with the waveforms shown in plot (a); (c) waveforms of (3) the
axial magnetic field and (4) the total discharge current; and (d) the initial azimuthal structure of the wire array.

equal to theinitial inclination angle of the wires. Such
a coincidence is observed during the first 40 ns of the
discharge (from 760 to 800 ns). Thisis additional evi-
dence of the existence of the first stage of implosion.
After 820 ns, the time derivative of the magnetic field
of the main current deviates from that of the azimuthal

PLASMA PHYSICS REPORTS  Vol. 31
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current; this indicates the formation of a current-carry-
ing plasma shell closed in the azimuthal direction.

In the time-resolved X-ray pinhole image of the
wirearray (Fig. 9) taken 57 ns after the beginning of the
discharge, the shadows of the wire cores can be seen
against the background of radiation from the forerunner
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Fig. 6. Influence of the initial axial magnetic field on the emission characteristics of the wire-array plasma. The array consists of
sixty 6-um tungsten wires with atotal linear mass of 330 pg/cm, the array radiusis 10 mm, and the array height is 10 mm. () The
SXR power asafunction of theinitial axial magnetic field Byy; (b) the waveform of the SXR pulse for different values of theinitial
axial magnetic field: B,y = (1) 0, (2) =5, and (3) =13.5 kG (shot nos. 3730, 3741, and 3723, respectively); (c, d, €) integral X-ray
(E = 150 eV) pinhole images (negatives) of the discharge at B,, = 0, =6.5, and =13.5 kG, respectively; and (f) an integral X-ray
(E = 1 keV) pinhole image (negative) of the discharge at B, = 13.5 kG.

plasma that has arrived at the array axis. One can see
that the inclination angle of the plasma channels is
equal to the initial inclination angle of the wires.

Curve 3 in Fig. 8a shows the axial magnetic field
calculated at the location of the B-dot probe (7.5 mm
over the cathode) under the assumption that the azi-
muthal current through the array is equal to l4(t) =
I(Osina, where 1 (t) isthe total discharge current. One
can see that curve 3 agrees well with the time behavior
of the axial magnetic field measured by the probe
(curve 2). Thisindicates that the axial magnetic field is

generated by the discharge current flowing at theangle a
through the wire plasma.

At later times (90 ns after the beginning of the dis-
charge), when the current time derivative decreases, we
observed a sharp increase in the time derivative of the
axial magnetic field (Fig. 8a; curves 7, 4). Thismay be
explained by the arrival of the bulk of the wire plasma
with the frozen-in magnetic field at the probe. After the
maximum of the SXR signal, which occurs near the
instant of maximum plasma compression, the axial
magnetic field does not drop, but rather continues to
PLASMA PHYSICS REPORTS  Vol. 31
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increase (curve 2). This may be attributed to the diffu-
sion of the frozen-in axial magnetic field into the probe.

Thus, the compression of the axial magnetic flux by
the plasma of a screwed wire array occurs in the same
way asit occursin arrays composed of vertical wiresin
the presence of an externa axia magnetic field. The
only differenceisthat the axial magnetic field is gener-
ated by the discharge current itself in the course of
plasma formation.

8. MODEL OF THE COMPRESSION
OF THE AXIAL MAGNETIC FLUX
BY THE WIRE ARRAY PLASMA

Based on the results of our experiments, we propose
the following model of the compression of the axial
magnetic field B, at the array axis.

In our experiments with a multiturn solenoid, a
guasi-steady axial magnetic field is produced at the
location of awire array 2 msbefore the beginning of the
discharge. Over 2-5 ns after the beginning of the array
implosion, a plasma coronathat carries the bulk of the
discharge current forms at the wire surfaces (Fig. 10).
As aresult, the array transforms into a heterogeneous
core—corona system. One component is relatively cold
wire cores whose density is close to the solid density.
Another component is the corona plasma with a tem-
perature of several tens of electronvolts. Under the
action of the Ampére force, the plasma moves toward
the array axis and entrains the frozen-in axial and azi-
muthal magnetic fields, whereas the wire cores remain
undisplaced because their diameters are much smaller
than the skin length (the core diameter is=20 um [10],
whereas the skin length for aplasmawith T,= 10 eV is
=1 mm). The magnetic field (both axial and azimuthal)
that was entrained toward the array axis by the plasma
flow is replaced by the azimuthal magnetic field exist-
ing outside the wire array and by the axial magnetic
field existing inthe array volumethat is not occupied by
the plasma. Asaresult, the axial magnetic field near the
wire cores decreases with time. A steady-state process
is established: a fresh plasmais steadily produced and
then moves together with the frozen-in magnetic field
toward the array axis. Thisis a peculiar kind of “mag-
netic pump” that works while the plasmais being pro-
duced, i.e., until the wires become completely evapo-
rated or the axial magnetic field becomes completely
frozen in the plasma.

Plasma jets extended in the radial direction can par-
tially displace the free axial magnetic flux from the
region occupied by them. At a certain radius R,, the
plasma jets of individual wires merge to form akind of
shell with a thickness larger than the skin length. The
shell compresses the free axial magnetic flux envel oped
by it. In this case, the plasma density can be strongly
modulated in the azimuthal direction. The efficiency of
compression depends, in particular, on the number of
plasmajets N; (i.e., on the interwire distance at a fixed
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Fig. 7. Delay time At. between the beginning of the dis-

charge and the appearance of the probe signal as a function
of the distance A between groups of wires. Here, N is the
number of wires and ty, isthe time required for the forma-

tion of a plasma shell that is closed in the azimuthal direc-
tion, whose thicknessislarger than the skin length, and that
is capable of compressing the free axial magnetic flux.

array diameter) and ontheir azimuthal size Al; (Fig. 10).
The greater the number of plasma jets at a fixed array
radius, the sooner they merge (see Fig. 7).

The conditions for functioning of the “magnetic
pump” (i.e., the process during which the axial mag-
netic flux is being frozen in the plasma and is then
transferred together with the plasma toward the array
axis) are asfollows:

(i) the protracted plasma production,

(i) the presence of spatial regionswith an unmagne-
tized (W4 < 1) and a magnetized (wglg > 1) plasma,
and

(iii) theradial plasma motion toward the array axis.

To find out whether the magnetic field can be frozen
in the wire cores, corona, and plasma jets (see Fig. 10)
in different stages of implosion, let us estimate the
depth &4, (in M) to which the magnetic field can pene-
trate over the characteristic freezing time t = (3-5) x

107 s
Baqn =500 |-
skin O.Dv

0,=48x10°T¥?/zInA,

where 0 is the transverse Spitzer plasma conductivity
(in Q1 m?), T, is the plasma electron temperature
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Fig. 8. Measurements of the axial magnetic field in a screwed wire array (shot no. 3632): (a) waveforms of (1) the signal from one
of the two coils of aB-dot probe located on the array axis, (2) the measured axial magnetic field, (3) the axial magnetic field calcu-
lated under the assumption that the azimuthal current flowing through the array isequal to 1y = 1,sina, (4) the measured time deriv-
ative of the current at aradius of 55 mm, and (SXR) the soft X-ray power (0.6 TW at maximum); (b) an optical radial streak image
(negative) of the discharge and the time behavior of the average current radius synchronized in time with the waveforms shown in
plot (a), and (c) the initial azimuthal structure of the wire array. The arrow in plot (a) shows the instant corresponding to the X-ray

imagein Fig. 9.

(ineV), zistheion charge number, and InA isthe Cou-
lomb logarithm.

Let us also estimate the Hall parameter (the magne-
tization parameter) w.T, for the same regions:

3/2
12 BTe

znInA’

where w,. is the electron gyrofrequency, 14 isthe elec-
tron—electron collision time in the plasma region of
interest, and Bisthe magnetic field inthisregion (in G).
The results of these estimates are listed in the table.

It can be seen that, over 3-5 ns, the magnetic field
becomes frozen in the wire core plasma, which is
unmagnetized (w,T4 << 1). There exists acertain “tran-
sient” region between the corona plasma and the jet
plasma into which the magnetic field can penetrate, be
frozen-in, and be transferred by the plasma toward the
array axis. In the final stage of implosion, a Z-pinch

W T =8.8x10

forms on the array axis. The Z-pinch plasma is rather
hot; according to spectral X-ray measurements, the
electron temperature in this plasmais T, = 100 eV. Such
a high temperature is maintained over ~20-30 ns and
then drops rapidly because of radiative cooling. The
time during which the magnetic field diffuses from this
plasma into the probe is =50-80 ns. This is why the
probe signal is longer than the SXR pulse (see, eqg.,
Fig. 3).

Based on the above mechanism for compressing the
axial magnetic flux (“magnetic pump”), we estimated
the fraction of theinitial axial magnetic field that isfro-
zeninthe plasmajetsand istransferred toward the axial
region.

The axial magnetic flux frozen in the plasmajetsis
approximately equal to

dq)zl (t) = BZZ(t) Nf AI fVad'[,

PLASMA PHYSICS REPORTS Vol. 31 No. 8 2005
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Fig. 9. Fragment of an X-ray (E > 200 eV) image (negative)
of the wire array at 57 ns after the beginning of the dis-
charge (22.5 kA/wire). The exposure time is=3 ns.

where B, (1) is the axia magnetic field outside the
plasma, V, is the plasma velocity in the region near
wires where the axial magnetic field becomesfrozenin
the plasma, N; isthe number of plasmajets (the number
of wires), and Al; is the plasma jet width (Fig. 10). For
the sake of simplicity, we assume that V,, Al;, and N
are space- and time-independent.

The area occupied by the plasmajetsis defined as
Si(t) = NeAlt (Ry - r (),

663

where R, isthe initial radius of the array and r(t) isthe
running radius to which the plasma jets penetrate into
the array (this radius was cal cul ated using the results of
measurements of the velocity with which the current-
carrying plasma penetrates into the array [13]). The
area occupied by the free magnetic flux is defined as

S,(t) = TRy - Sy(t).
We assume that the axial magnetic flux initially pro-

duced inside the array, ®,, = BZOT[R(Z), is conserved and
is equal to the sum of the flux frozen in the plasma jets,
d,,(t) = B, (1)S,(1), and the free magnetic flux ®(t) =
B2(DS,(D).

From the above equations, we can find the ratio of
the magnetic flux frozen in the plasma jets ®,, to the
initial flux dy:

cl)zl(t)
22 =] ex
q)zo

t
N:Al(V,
p —I . —r dt}.
2 (MR, — Nt AL Rg) + N Al ¢r(t)
Itisof interest to find the instant at which the plasma

jets arrive at the axis (r(t) = 0). The above eguation can
be reduced to the simpler form

q)Zl(t)/q)ZO = 1 — Et/-[,

where T = (TIRS N; Al R))/N; Al V..

For typica parameters of our experiments (R, =1 cm,
N; = 40-60, Al; = 0.03 cm, and V, = 1 x 107 cm/s), we
find that the ratio of the flux frozen in the plasmajetsto
@, isequa to

P, (H)/P, = 0.6-0.8.

Corona” Core

Fig. 10. Model of the compression of the axial magnetic flux: B; and B; are the free and frozen-in axial magnetic fields, respec-
tively; Ry isthe initial radius of the wire array; r(t) is the radius of the front of a plasma jet penetrating into the array; OT, isthe
€lectron temperature gradient; Al; is the azimuthal size of aplasmajet produced from an individual wire; and weele > 1 and Weele < 1
are plasmaregions in which the axial magnetic field is frozen and is not frozen in the plasma, respectively.
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Typical plasma parametersin different stages of the wire array implosion

Region Ng, CM™3 n, cm= z | T,ev B, kG Weelg Ssin
Wire core (at 75 ns) 102 102 ~1 |0.2-05 | By =300-1000 <10 =2-3mm
[11] B,=3-10
Plasma corona =10%° =2x10% =5 | 20-25 | B, =300-1000 ~0.52 | =300-350 pm
(a 75 ns) [8] B, =3-10 ~103-102
Plasmajet (2-5)x 106 |(4-10) x 105 =5 | 20-25 | B,=120(r=05cm)| ~102  |=350-400
(at 40-80 ns) [8] B, = 10-50 ~2-50
3-mm-diameter (8-20) x 10'° |(8-10) x 108 1020 | =100 | B, = 1000-2000 - _
Z-pinch (at 100 ns) B, = 300-1000
[12]
This value agrees well with the above experimental 2. G. D. Bogomolov, A. L. Velikovich, and M. A. Liber-

results (see Fig. 5).

9. CONCLUSIONS

The results from measurements of the axial mag-
netic field can be summarized as follows:

(i) Both the axial and azimuthal magnetic fields are
frozen in the plasma produced during the implosion of
awire array.

(i) During the first 3040 ns, the discharge current
flows through individual plasma channels.

(iii) A kind of plasma shell closed in the azimuthal
direction and capable of compressing the axial mag-
netic flux forms in arrays with a small interwire spac-
ing.

(iv) The axial magnetic flux can be compressed even
in the absence of a uniform current-carrying shell. In
this case, the magnetic field becomes frozen in the
plasma near the wires and is transferred and com-
pressed in the plasmajets flowing toward the array axis
(the so-called “magnetic pump”).

(v) The SXR power decreases from 2.5 to <0.1 TW
as the initial axial magnetic field increases from 0O to
15kG.

(vi) The diameter of the central plasmaregion emit-
ting inthe SXR spectral range increaseswith increasing
initial axial magnetic field.
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Abstract—The problem of the tearing instability is solved numerically in cylindrical geometry by using the
unreduced two-fluid MHD model. It is shown that the duration of the nonlinear stage of the tearing instability
in ahot plasmaisrather sensitive to such factors astheinitial radial density and temperature profiles, theinitial
ion-to-electron pressure ratio, and the longitudinal thermal conductivity. Depending on these factors, the two-
fluid effects (primarily, the Hall effect) can either greatly hasten the magnetic reconnection process (in compar-
ison to that in the one-fluid MHD model) or greatly slow it. Anillustrative explanation of the results obtained

isgiven. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Observations of solar flares and experimental data
on sawtooth oscillations in tokamaks show that the
magnetic reconnection time in a highly conducting
(hot) plasma is several orders of magnitude less than
that predicted by the one-fluid MHD model [1-4]. In
order to explain this discrepancy, the models are
invoked that are capable of describing the electron
dynamics more adequately. That the el ectron dynamics
should be taken into account followsfrom the picture of
reconnection predicted by the one-fluid MHD model,
according to which the reconnection process at a low
plasma conductivity is accompanied by the onset of
thin current sheets [5]. The one-fluid MHD model is
inapplicable to current sheets whose thickness is
smaller than the ion dispersion length &, = c/w, (where
Wy istheion plasmafrequency). In this casg, it is nec-
essary to take into account two-fluid effects.

The mechanisms thought to be responsible for has-
tening the annihilation of magnetic fluxes are, e.g., the
effects of electron viscosity [6] and electron inertia[7—
9]. Both these effects hasten magnetic reconnection
because, in ahot plasma, they disrupt the freezing-in of
the magnetic field lines in the plasma to a larger extent
than does the plasmaresistivity. Note that, in this case,
the electron inertia (in contrast to electron viscosity) is
anondissipative effect.

The reconnection process is also hastened by the
Hall effect, which shows up as the freezing-in of the
magnetic field into the plasma electrons. The Hall
effect is most pronounced in the electron MHD
(EMHD) approximation, in which theion aretreated as
immobile [10]. The EMHD model is applicable to the
study of reconnection processes when the characteristic
length of the system, L, does not exceed the ion disper-
sionlength &; [11]. The most interesting result isthat, in

the EMHD approximation, the reconnection time is
independent of the transport coefficientsand isequal in
order of magnitudeto[11, 12]

w L%87, (1.1)

where wy istheion gyrofrequency. It should be stressed
that the Hall effect itself does not disrupt the freezing-
in of the magnetic field.

Note that, when the electron viscosity and/or elec-
tron inertiais ignored, the solution to the reconnection
problem even for a plasma with afinite conductivity is
singular [12]: the current density approachesinfinity in
afinite time. It should be emphasized that, within this
time, only an insignificant portion of the magnetic flux
is subject to reconnection.

The above properties of the reconnection processin
the EMHD theory stem from the types of nonlinearities
in the EMHD equations [12].

The expression for the reconnection time in the
EMHD model that was used in [11, 12], namely,
expression (1.1), isnot asillustrative as desired because
it contains the ion-related parameters wy and §;. In the
EMHD approximation, however, the ion motion is
ignored; hence, on the whole, expression (1.1) carries
no information about the ions (in particular, it does not
contain the mass of an ion). This expression can be
rewritten in the form

L/v,O4mnenL?/(Hc), (1.2)

where e is the charge of an electron, n is the electron
density, and v, = c|(V x H)|/(41een) ~ cH/(4TeenL) isthe
characteristic electron current velocity in the origina
magnetic configuration with a characteristic magnetic
field strength H. Formula (1.2) implies that, in the
EMHD maodel, the reconnection rate is determined by

1063-780X/05/3108-0665$26.00 © 2005 Pleiades Publishing, Inc.
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the characteristic electron current velocity in the origi-
nal magnetic configuration.

The reconnection mechanism in the EMHD theory
can be elucidated as follows. On the one hand, the
EMHD equations describe the transport of the mag-
netic field by the current associated with this field (the
freezing-in of the magnetic field in the current field).
On the other hand, the EMHD equations describe the
rotation of the magnetic field perturbation vector (and,
therefore, the current density perturbation vector) about
the initial magnetic field, whose direction governs the
direction of thisrotation. Accordingly, on both sides of
the surface separating regions of oppositely directed
magnetic fields, the current density perturbation vector
rotates in opposite directions. If the magnetic field per-
turbation gives rise to a current transporting the mag-
netic fluxes toward one another, then these magnetic
fluxeswill annihilate. M oreover, the magnetic field per-
turbation will then grow. It can be said that, in the
EMHD model, the magnetic fluxes rotate about them-
selves and transport themselves toward one another.

The EMHD model is inapplicable to tokamak plas-
mas and solar flares because, in them, L > §,. In this
case, it is necessary to take into account the dynamics
of both the ions and the electrons. For tearing instabili-
tiesintokamaks, such investigationswere carried out in
[4, 14-17] onthe basis of reduced (four-field [13]) two-
fluid MHD models under the assumption that theinitial
plasma density distribution is uniform and the temper-
ature does not vary in space and in time. In [4, 14-17],
it was shown that two-fluid effects can substantially
hasten the reconnection processes in the nonlinear
stage of instability. In those papers, however, the case
of spatially nonuniform initial distributions of the tem-
perature and density was not considered at all. In our
study, we show that, in a plasma with nonzero initial
temperature and density gradients, the dynamics of the
reconnection processis essentially different.

The reduced two-fluid MHD models have the same
drawbacks as the one-fluid MHD models[18, 19]. One
more drawback is that two-fluid MHD equations con-
tain derivatives of higher order than those in one-fluid
MHD equations. Since the gradients in reconnection
problems are large, the terms with such higher-order
derivatives are difficult to take into account accurately
when reducing the general two-fluid MHD equations.
In other words, the problem in fact involves a new
parameter—the current sheet thickness.

In the present paper, the development of tearing
instability is investigated numericaly in a two-dimen-
sional (helical) geometry corresponding to that of a
straight cylinder with identified ends. For the aboverea-
sons, we investigate this problem in terms of an unre-
duced two-fluid MHD model. We consider two differ-
ent relationships between the initial electron and ion
temperatures: T, = 0 and T, = T;. In studying the case
T.= 0, which is unlikely to be of interest for applica-
tions, we will merely try to determine the role of the
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electron pressure gradients in the generalized Ohm's
law. We also investigate how the initial gradients of the
plasma temperature and density, the electron viscosity
coefficients, and the longitudinal ion thermal conduc-
tivity affect the development of the tearing instability.
We give a simple and illustrative explanation of the
numerical results and discuss how well they correlate
with the experimental data.

2. FORMULATION OF THE PROBLEM

We describe the plasma by two-fluid MHD equa-
tions, assuming that the generalized Ohm’s law hasthe
form

E+1V><H
C

M M (2.1)
= —jXxH-— i _v x X

epc) H epre+ 0 =V x(v.Vxj),

where M isthe mass of anion, p isthe plasma density,
o is the plasma €electrical conductivity, and v, is the
electron viscosity. The generalized Ohm’s law (2.1) is
the equation of motion of a gas of inertialess electrons.
It impliesthat the magnetic field isfrozen not in theion
velocity field V but rather in the electron velocity field
V.=V —M(ep)j. Thefirst term on the right-hand side
of the generalized Ohm's law (2.1) describes the Hall
effect, and the second term accountsfor the effect of the
electron pressure p,.

For simplicity, the last term with the el ectron viscos-
ity in EqQ. (2.1) is taken in a model form. The exact
expression for thisterm israther complicated [20]. The
only important point for our analysisisthat, as the spa-
tial scale of the magnetic field perturbation decreases,
the electron viscosity leads to a stronger dissipation
than does the plasma resistivity. As a result, we can
eliminatethe singularity that arisesin the solution to the
two-fluid MHD equations[12]. This singularity cannot
be avoided by taking into account a low but finite
plasma resistivity; it can be removed, however, by
accounting for a low but nonzero electron viscosity
[12].

Let usswitch to dimensionlessvariables. Asalength
scale, we choose the characteristic transverse plasma
dimension a (the tokamak minor radius), and, as the
remaining normalizing factors, we adopt the character-
istic toroidal magnetic field H,, the density p; the

Alfvén speed V, = H,/J4Ttp, in terms of the toroidal

magnetic field, thetime a/V,, and the pr%sure—HZ2 /ATL

We consider a helically symmetric MHD flow. In
this case, the scalars and the components of the vectors
in cylindrical coordinatesr, ¢, and z (rather than the x
and y Cartesian components) depend on the coordinates
in such away that

0/0z = —R9/0¢ (2.2)
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and all the functions depend on the combination ¢ — z/R
rather than on the coordinates ¢ and z separately. In
what follows, by ¢ we will mean the quantity ¢ — z/R.
In this way, it is convenient to work with the g and s
vector components, which are related to the ¢ and z
components by the formulas

fo= f,—(1/R)f, fy= f,+ (1R,

It is aso convenient to introduce the following vector
components (referred to as Cartesian components for
brevity), which are related to the r and ¢ components
by the relationships

fx
f

(2.3)

f.cosp — f,sing,
f,sing + f,cos¢.

y

Strictly speaking, these are the actual Cartesian compo-
nents of the vectorsonly in thelimit R — oo, sincethe
role of the coordinate ¢ is played by the difference ¢ —
Z/R.

In view of the above, the two-fluid MHD equations
take the form

OV, VA
o5t R O
v (2.4)
_ 7]
= VEAV, - B/, - 255 0R O+ F
OV v,V
POt R O
2.5)
_ -1,
= v%xv B{/ aq)DR +F,,
pg)a\: +(VIV)VE = VAV, +F, (2.6)
(F, F) = —VEP—\:—;V ovE
2.7
+G (= V(HI2) + [V, @7
Fy = (H IV)H,,
P =P+ Pe
AL(p) + 2H (2.3)
— g
a_l“ + B{/+%(exVHg)EVqJ

_ . -1 . 2V, 2]

- _njg+GV E(G VeDJg)+—RE%g(Hg)_'FE(_§%129
My gypets)+ 2 -
at RGat’
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S = —VHg—ap—ng(exVHg)
—(Vg—ap_ljg)(equJ)
~Gap (ex Vpy) +nVH, (2.10)
VS} %} Hq _ZJQDD
%?J’VE(VP) =0, @.11)
1 9p
Joiter tYAVPHERVDY
+V W T OV)T) + VAV T) +Qu,
1o, -
y.—1Uat *v E(Vepe% = —p.V IV,
+Nj2+ v (V%))
V, = V+%(ex VH,),
H = (H,, Hy) = —(ex V), o1

h = HI(H2+ G (HZ+ H2)) "™

Tie=Piedp, G= 1+ %R,

Theexplicit expressionsfor the differential operatorsin
Egs. (2.4)—2.14) are presented in Appendix 1. The rest
of the notation isasfollows: Y isthe poloidal magnetic
field flux (the g component of the vector potential), H,
is the g component of the magnetic field, p is the
plasma density, V istheion velocity, V. isthe electron
velocity, v and v, aretheion and el ectron dimensionless
viscosity coefficients, n is the plasma conductivity, the
term Q, describes plasma heating due to the work done
by viscous forces, p; . and T, . are the ion and electron
plasmatemperatures and pressures, X ; . and x; . arethe
longitudinal and isotropic dimensionless thermal con-
ductivities (the subscriptsi and estand, respectively, for
theionsand electrons), y. =y, = y = 5/3 are the electron
and ion adiabatic indices, and the coefficient a = §;/a
characterizesthe role of the two-fluid effects (in partic-
ular, the Hall effect).

Equations (2.4)—(2.6) for the velocity are written in
terms of the Cartesian components, in which they have
a simple form. In addition, the use of the Cartesian
velocity componentsis of primary importance for con-
structing a finite difference agorithm with which the
problem under consideration was solved. A detailed
description of this algorithm is given in [24].

Theinitial conditions are chosen to correspondto an
equilibrium state of an axisymmetric configuration
with a neutral surface and with a small magnetic flux
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Fig. 1. Typesof initial pressure profiles used in the calcula
tions. Curves /, 2, 3 correspond to profiles (i), (i), and (iii)
in Section 2, raspectlvely The vertical line shows the posi-
tion of the neutral surface.

perturbation of amplitude , that breaks the equilib-
rium:

V=0 p=1,

0o _ _-(1-

W = Yo+ W,r(1-r?)cosd,

rz)q+l_1E£ (2.15)
OR’

Hence, in the limit Y, — 0, we deal with aneutral
sheet configuration. Near the coordinate axis, we have

=—dy/dr > 0, and, for large radii, we have H, < 0.
The position of the neutral surface, Hg = 0, depends on
the quantity g. In what follows, we will discuss the
results of numerically solving the problem in question
that were obtained for R = 4 and q = 3, which corre-
spondsto aneutral surfacewith theradiusr, = 0.5. The

perturbation amplitude Y, was equal to 10+,

The distributions of the plasma pressure p and mag-
netic field component Hy were chosen so that, for Y, =
0, the total force acting on the plasma vanishes. We
investigated the following three types of distributions
of p, Hg, and p (see Fig. 1):

(i) A constant density p = 1 and a constant magnetic
field component H, = 1, which correspondsto Hy = 1 +
(1 = (1 =r?»9*1H/(gR?). The pressure p was determined
from the equilibrium condition; in thiscase, p(r = 1) =
B. For calculations, we chose the value B =10+, for
which the central plasma pressure was egqual to p, =
0.0212.

(i) A constant pressure p = p, and aconstant density
p = 1. The distribution of Hy was determined from the
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equilibrium condition. It was assumed that Hy (r = 1) =
1 + 1/(gR?), which ensures the equality j,(r = 1) = 0.
(iii) The distributions of p and p of the form

_ Po—P1
p = py+ PP a1

_plgl—t h_ld 5 %,

Pp=pt

which are flat in the central regions and are sharply
decreasing in the vicinity of the surface of radiusr,. At
the origin of the coordinates, we havep=p,and p =1,
and, at the boundary r =1, we havep =p, and p = p;.
For calculations, we used the values p, = py/5, p; U
(0.2:0.5),r,=0.35 <r,, and d = 0.07. In versions (ii)
and (iii) of theinitial conditions, the p, value was equal
t0 0.0212. The distribution of Hy was determined in the
sameway asinversion (i).

Theinitial distributions of p, and p, were chosen to
be pe=p =p/2 or p=0and p, = p.

The problem was solvedintheregion(0<r<1,0<
¢ < 2m). At the boundary r = 1, we set

VvV =0, (2.16)

the tangential components of the electric field being
E, = E, and E;, = 0. Accordingly, we have

E, = B, E =-E/R (2.17)

For v, = 0, boundary conditions (2.17) are sufficient
to solve Egs. (2.9) and (2.10). For v, # 0, the order of
the equations for the magnetic field is higher, so bound-
ary conditions (2.17) for the electric field should be
supplemented with the boundary conditions for the
magnetic field. Thisis a separate physical problem. In
the case at hand, however, the plasma is essentially
unperturbed at r = 1. Thisiswhy we can impose asim-
ple boundary condition, specifically, we require that the
tangential currents at the boundary be equal to those
following from Egs. (2.9) and (2.10) with conditions
(2.17) in the one-fluid MHD approximation (a = 0) in
which the electron viscosity isignored (v, = 0):

jg = Ep/n, 0H/or = E/(NR).
For our simulations, we set E,, = 0.

In order to describe the flow, it is convenient to
introduce the parameter R, as the ratio of the magnetic
flux withintheidland (see Fig. 2) (i.e., the portion of the

magnetic flux that has undergone reconnection) to the
total magnetic flux within the neutral surface:

Pei/P = const,

lI-J%ddle lIJmln
R, = ——t
lIJmax LIJmln

Here, Y., 1S the value of the magnetic flux  at its
greatest local maximum, Y., isthe magnetic flux at its
absolute minimum, and Qg4 iS the value of Y at the
PLASMA PHYSICS REPORTS  Vol. 31
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saddle point with the maximum value of . We are con-
sidering the greatest local maximum because, in the
nonlinear stage of the processes, magnetic islands can
generally form that are not associated with the initial
perturbation. Accordingly, there may be more than one
local maximum and more than one saddle point. At the
initial time, when the island is small, the parameter R,
is close to zero; at the end of the reconnection process,
itiscloseto unity, R, — 1.

The duration t,, of the nonlinear stage of reconnec-
tion is defined as the time during which the parameter
R, increases from 1/2to 1.

3. RESULTS OF NUMERICAL CALCULATIONS

We begin by noting that, in the parameter range
under consideration, namely, n < 10® and v, ~ 10, the
plasma conductivity n has aminor effect on theflow in
both cases a = 0 and a # 0. For this reason, the partic-
ular value of n will not be specified below. The values
of the coefficients x; and ¥, that are important from a
practical standpoint area so very small. Theresults pre-
sented were calculated for ; = X = 0. Unless stated oth-
erwise, the longitudinal electron thermal conductivity
Xje IS €qual to 100. Note also that, in the given numeri-
cal examples, thedistributions of T and p correspond to
distributions (ii) and (iii).

3.1. One-Fluid MHD Maode (a = 0)

For a = 0, reconnection proceeds in the usual way
(Fig. 3) to produce a characteristic pattern of magnetic
field lines with an island (the region corresponding to
the portion of the magnetic flux that has undergone
reconnection) and with a current sheet stretched along
the neutral surface. The distributions of p, p, and H, are
symmetric about the x axis. Note that the plasma den-
Sity iselevated inside theisland and is depressed inside
the current sheet. Thisindicatesthat the plasma outflow
from the current sheet is more intense than the plasma
inflow into it.

For a = 0, the duration t,, of the nonlinear stage of
reconnection is determined by the value of the electron
viscosity v,; more precisely, we have t, ~ vj , Where
& = 0.23. The dependence of t, on the type of the initial
distributions of T and p is far weaker. Thus, for v, =
107, t, varies between 130 and 150 Alfvén times,
depending on the type of initial conditions. The depen-
dence of t, on the electron and ion thermal conductivi-
tiesisinsignificant.

Note that, at the very beginning of the reconnection
process, the toroidal velocity component V, is much
lower than its poloidal component. However, as time
elapses, the toroidal velocity component becomes on
the order of the poloidal component. Consequently, the
applicability of the reduced MHD (RMHD) model to a
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Fig. 2. A schematic pattern of the magnetic field linesillus-
trating the definition of the parameter R,. The hatched

region isamagnetic island.

description of tearing instability is, strictly speaking,
limited, because this model implies that the toroidal
component V, of the velocity should be much lower
than the poloidal component. The reasons for this are
explained in [18, 19].

3.2. Two-Fluid MHD Modd!:
TheCaseT(t=0)=constandp(t=0)=1

Here, we consider the plasma flow pattern in the
case with a # 0 and with the initial distributions T(t =
0) =const and p(t = 0) = 1.

For a # 0, the flow pattern (Fig. 3) differs substan-
tially fromthat inthe casea = 0. We can clearly observe
the characteristic property of reconnection in the
EMHD model: a tendency toward the formation of a
current peak [12, 21] rather than a current sheet, asin
thecasea = 0.

The contour lines of the quantitiesp, p, T, and Hg, as
well as of the vorticity w= (V x V), arevery similar to
one another. Hence, to a good approximation, it can be
stated that these quantities depend only on one func-
tion. Note that, for a # 0 and a = 0, the distributions of
w are roughly the same, but such is not the case for the
other quantities in question. In contrast to the symmet-
ric distributions in the case a = 0, the distributions of
the deviations of the quantitiesp, p, T, and H, from their
equilibrium distributions are nearly antisymmetric
about the x axis.

L et usconsider how the duration of the reconnection
process depends on the parameters of the problem.

Numerical calculations show that, for a # 0, thetime
t, is much shorter than that for a = 0. Thus, for v, =
107, the duration t, of the nonlinear reconnection stage
isequal to 148 and 50 Alfvéntimesinthecasesa =0
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Fig. 3. Distributions of the current density j; and plasma density p (the plus and minus signsindicate regions where p > 1 and p <
1, respectively), and patterns of the lines of the poloidal magnetic field (contour lines of the function ) fora =0and a = 0.1. The
profiles of the velocities V, and Vi, aong the x axis (curve [ isfor V, at o = 0 and curves 2 and 3 are for V, and Vg, at o = 0.1) are
also shown. The calculations were carried out for p(t = 0) = const, v = 1079, Xjj =3, and p(t = 0) = 0. The time corresponds to that
atwhich R, =1/2 (t=632for a = 0and t = 444 for a = 0.1). The pattern of the magnetic field linesfor o = 0.1 essentially coincides
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with that for a = 0. The contour linesof p, T, Hg, and w for a = 0.1 are similar to the those of p.
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and a = 0.1, respectively. Inthe case a = 0.2, the dura-
tion is shorter: it isequal tot, = 26.

For a = 0 and for a lower value of the electron vis-
cosity, v, = 2.5 x 107'°, the duration is longer, t, = 210.
For a = 0.1, such a decrease in v, does not lead to an
increase in t, but rather reduces it to 38 Alfvén times.
This dependence on the coefficient v, agrees with the
results of [11, 12], in which it was shown that, in the
EMHD approximation, the reconnection time is inde-
pendent of the transport coefficients. Hence, for a # 0,
the duration t, of the nonlinear reconnection stage is
significantly shorter; moreover, asv, — 0, thetimet,
approaches afinite value.

An analysis of the dependence of t,, on the electron
and ion thermal conductivities and on the ratio of the
initial electron and ion pressures, p(t = 0) and p;(t = 0),
shows that t,, dightly increases with increasing thermal
conductivities. The above values of t, were calculated
for the case of X = X; = 5 a pe(t = 0) = pi(t = 0) and
for the case of x; = 5 and an arbitrary X, value at pg(t =
0) = 0. For longitudinal (relative to the magnetic field)
thermal conductivities higher than 100, the time t,
increases to 60 Alfvén times.

The results presented above can be qualitatively
explained in terms of the reduced model to be con-
structed below. Since this RMHD model, which differs
fundamentally from that developed in [13], will serve
merely to give a qualitative explanation of the results
obtained in the two-fluid MHD approximation, it will
be formulated in afairly simple, unrigorous way, with
particular reference to the results of numerically solv-
ing the two-fluid MHD equations. The main simplifica-
tions are asfollows:

(i) In accordance with the conventional order of the
guantities with respect to the parameter R > 1 in the
RMHD model [13, 18, 19], we obtain from Eq. (2.10)
the equation

VIV = (HV)(V,-aj,).

Calculations carried out in the two-fluid MHD
approximation show that V; < aj,. Consequently, we
can write

VIV = —a(H V) . (3.1)
(ii) Calculations show that the inequalities
O(p+Hg/2) <Op andlor OHi2  (3.2)

are satisfied not only in the case T(t = 0) = const and
p(t=0)=1butinal other cases aswell. The conjunc-
tion “and/or” in inequalities (3.2) stands for situations
in which, for example, the gradient of p at the very
beginning of the reconnection process is equal to zero
provided that p(t = 0) = const. At later stages of the pro-

cess, we have Op ~ O ng/z. Since the magnetic field
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component H, deviates only dlightly from unity, ine-
qualities (3.2) yield

VH,=-Vp. (3.3)
Inequalities (3.2) do not result from an expansion in

R but are obtained as follows:
By virtue of the equilibrium condition, the quanti-

ties Op and/or DH;/z are on the order of Dqu,/Z.

Moreover, the magnetic field configuration in a toka-
mak is such that, in the region where the plasmamotion
ismost intense (i.e., within the surface g = 1), we have
Hs < Hy. At the plasma periphery, the field component
H, can be on the order of H,, but the plasma in the
peripheral region is essentially unperturbed. The
plasmamotion isgoverned by changesin thefield com-
ponent H.. In particular, the maximum plasma velocity
is on the order of Hp'"> ~ H,. The relative order of
different terms in Egs. (2.4)—<2.7) is such that this

condition can be satisfied only when L(p + Hj/z) ~
OHZ/2 < OH, /2 ~ Op andior OH /2.

Substituting relationships (3.1) and (3.3) into
Egs. (2.11)~2.13) and assuming that p and H, are both
close to unity, we obtain

dp/ot+(V IV)p = a(H V)],

api,e/at + (V |W)pi,e = ayi,epi,e(H |W)Jg (3 5)
+(Yie— 1DV AX,eH AH V)P o+ Xi eV Pi o) '
Note that the velocity V on the right-hand side of
Eq. (3.5) (for both p, and p,) istheion velocity.

Sincethe right-hand side of Eq. (3.1) ison the order
of R?, andsince V ~ R, we can assumethat the plasma
compressibility islow; in thiscase, in place of the equa-
tion for the velocity, we can use the egquation for the
vorticity w=r-19(rVy)/or —r-'oV,/0¢:

0w/dt+ (VIV)w = (H [V)j, + VAw. (3.6)

Together with the equation for g, which, with allow-
ance for relationship (3.3), can be rewritten as

(3.4)

Wt (V-a(ex Vo)W =-njy+V Tv.Vig), (.7

Egs. (3.4)—(3.6) constitute a closed set of equations.
We can readily see that, with the initial conditions
T=const and p = 1, Egs. (3.4)«3.6) are similar in
structure and the initial parameter values for them are
nearly the same. Consequently, with some degree of
accuracy, we can write therelationshipsp =1 + aw and
Pie=Piet=0)(1+ Q; (), where O; ¢ =¥; (0 fOr x; o=
Xjj.e=0and o ¢ =a for x; ¢ Xjj.e — * (at aconstant
temperature). These relationships, along with relation-
ship (3.3), explain why the contour lines of the quanti-
tiesp, p, Hy, and w for a # 0 are essentially identical
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(see Fig. 3). Note that the plasma density deviates only
dlightly from its initial distribution; moreover, in the
RMHD approximation, this deviation is proportional

toa. For a = 0, the density in the RMHD approxima-
tion remains constant. That the contour lines of the den-
sity for a = 0 (see Fig. 3) are symmetric stems from the
use of the unreduced MHD model, which automatically
incorporates higher order correctionsin R-! and thereby
has a higher order of accuracy than the RMHD model.

With the above analysis in mind, we can rewrite
Eq. (3.7) as

My (VM) = —nj+VIVY]), (8

ot

where
V=V —a(a;p(t =0) +a.p(t =0))(ex Vw).

Hence, with theinitial conditions p = const and p =
const, the magnetic field evolution can be described by
only two equations, namely, Egs. (3.6) and (3.8). A sim-
ilar model was investigated in [4].

Equation (3.8) provides insight into the mechanism
for hastening the reconnection process at a # 0. The
reconnection time depends on the velocity with which
the oppositely directed magnetic fluxes are transported
toward one another. For the configuration in question
(see Fig. 3), thisindicates that the reconnection timeis
determined by the derivative 0V, /0x at the reconnec-
tion point (the saddle point of the function ). For a
plasma flow that runs into the current sheet in a direc-
tion perpendicular to it and runs out of the sheet in a
direction paralléel to it, the vorticity w is distributed as
shown in Fig. 3. It is obvious that, for a # 0, and for
such adistribution of w, the value of dV,,/0x at the sad-
die point is larger than that of dV,/ox (Fig. 3). The
higher the electron viscosity v,, the smaller the region
of steep gradients of w but the larger the value of w and,
consequently, the larger the value of 0V, /0x. Accord-
ingly, as v, decreases, the reconnection rate may not
only be nondecreasing but may even increase.

Equations (3.8) and (3.5) giveaclear insight into the
dependence of the reconnection time on the electron
and ion therma conductivities and on the ratio of the
initial electron and ion pressures, p, and p;. In particu-
lar, that the reconnection time t,, increases slightly with
increasing thermal conductivities is attributed to a

decrease in the quantities ; . in Eq. (3.8).

Note that the mechanism for hastening the recon-
nection process under investigation is associated with
the Hall effect. The properties of the configuration in
guestion are such that the terms associated with the Hall
effect in the generalized Ohm’s law can be expressed
through the electron and ion pressure gradients. As for
the term with Op, in the generalized Ohm’slaw, it turns
out to be unimportant in the RMHD approximation.
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In addition, note that many of the terms that were
discarded in deriving Egs. (3.4)—«3.8) are small not
only because of the condition R> 1 but a so because of
the specific features of the plasmaflow inthe case T(t =
0) = const and p(t = 0) = 1. Thus, the fact that the func-
tions p, p, and Hy, roughly speaking, depend only on w
impliesthat suchtermsas 'V - (p~!(e x Vp) are close to
zero. For T(t = 0) # const and/or p(t = 0) # const, agree-
ment between the reduced and unreduced MHD models
isworse because Egs. (3.4) and/or (3.5) in this case dif-
fer substantially from Eq. (3.6). In fact, calculations
show (see below) that, for T(t = 0) # const and a # 0,
the reconnection time depends strongly on the ratio of
the initial electron and ion pressures, p, and p;, even
when the electron and ion therma conductivities are
the same. As for the RMHD model, it does not include
this dependence. The reason is that the retention of the
electron pressure gradient Op, in the generalized
Ohm’s law, as well as the retention of the ion velocity
in EQ. (2.12) and of the electron velocity in Eq. (2.13),
goes beyond the accuracy of this reduced model. Also,
for T(t = 0) # const, the plasmadensity can deviate from
unity by aimost 30%, whereas, for p(t = 0) = const, this
deviation does not exceed 10%. All this showsthat itis
expedient to solve the problem about the development
of tearing instability in a tokamak by using unreduced
MHD models.

3.3. Two-Fluid MHD Model:
TheCaseT(t=0)#Zconstandp(t=0)=1

For a = 0, the poloidal magnetic field and polcidal
plasma velocity in the case T(t = 0) # const and p(t =
0) = 1 behave in essentially the same manner asin the
case T(t = 0) = const. But for a # 0, thefield, aswell as
the velocity, in these two cases exhibits qualitatively
different behaviors.

For a # 0 and for low vaues of x;, the plasma
motion in the nonlinear stage of reconnection isirregu-
lar: new magnetic islands are observed to appear and
disappear (Fig. 4), several local maxima form in the
current distribution within the current sheet, and the
maximum current density varies nonmonotonically
over time. The parameter Ry(1), too, can exhibit a non-
monotonic behavior. In this case, however, the recon-
nection is complete; i.e., on sufficiently long time
scales, wehave R, = 1.

The duration of the nonlinear reconnection stage in
the case T(t = 0) # congt is far longer than that in the
case T(t = 0) = const. In certain situations (e.g., in the
case of p(t =0) = 0and of low values of x;; and v), the
reconnection timet, for a # 0 can substantially exceed
t, for a = 0. This can be exemplified by referenceto the
numerical results.

We consider the case such that p(t=0) =0and a =

0.1. For ve= 10" and x;; = 5, the reconnection time is
about t,, = 209. For one-quarter of this v, value, the t,
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 4. Distributions of the current density j and total plasma pressure p and contour lines of Y in the nonlinear stage of reconnection
at T(t=0) # const for a = 0.1, ve=2.5 x 107", x; = 5, and pe(t = 0) = 0

value is essentially the same. Note that, for these two
values of v, and for a = 0, the reconnection time t,, is
equal to 140 and 193 Alfvén times. The duration of the
nonlinear reconnection stage depends sensitively on the
value of x;. For instance, for v, = 10 and x;; = 2, we
havet, =278, and, for x;; = 100, we have t, = 95.

For alow x; value, thetimet, in the case p(t = 0) =
p;(t=0) isappreciably shorter than in the case p(t =0) =
0. Thus, fora = 0.1, x; =5, and p(t = 0) = p;(t = 0), the
reconnectiontimeist, = 100. For x; = 100, the reconnec-
tiontimeis nearly the same asin the case p(t=0) =
It should be stressed that, unlikein the case p(t=0) =0,
the reconnection processin the case p(t = 0) = p,(t = 0)
is also hastened at alow value of the electron thermal
conductivity, X;e = 5.

2005
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This dependence of the reconnection timet,, on the
parameters of the problem can be partially explained by
reference to RMHD equations (3.4)—<3.7). In the case
T(t=0) # const (in contrast to the case T(t = 0) = const),
an essential roleis played by a hot plasma core, which
istransported toward the neutral surface during the evo-
lution of the plasma flow. This gives rise to steep pres-
sure gradients in the vicinity of the saddle point in a
direction perpendicular to the current sheet. Accord-
ingly, the electron velocity V, acquires a large compo-
nent,

ap (ex VH,)=-a(exVp)
=—ap(exVT)—aT(exVp),

along the lines of constant temperature. This compo-
nent sets an island into rotation (Fig. 4). A more impor-

3.9
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tant point is that such a velocity field breaks the struc-
ture of a plasma flow in which antiparallel magnetic
fields are transported toward one another to meet at the
saddle point. In some cases, the result isthat, for a # 0,
the reconnection process proceeds at a far slower rate
than it doesfor a = 0. Roughly speaking, the azimuthal
component of the electron velocity V, actsto expel the
magnetic field from the vicinity of the saddle point,
thereby preventing it from reconnecting.

The rotation of an island and the slowing of recon-
nection are attributed to the temperature gradients. We
emphasize that, in the nonlinear stage of development
of the plasma flow, the values of these gradients are
determined not so much by theinitial temperature gra-
dientsinthevicinity of the neutral surface as by the dif-
ference between the temperatures at the plasma center
and in thevicinity of the neutral surfaceatt=0, i.e., by
the value of the parameter p;.

The effect of the longitudinal thermal conductivity
is to equalize the temperature T along the magnetic
field. Consequently, the higher the coefficient x,, the
smaller theterm —ap(e x VT) in relationship (3.9) and,
accordingly, the less the extent to which the reconnec-
tion process is owed. As aresult, as v, decreases, the
reconnection time t, increases until it becomes long
enough for the temperature T to be equalized along the
magnetic field. Asv,increasesfurther, the duration t,, of
the nonlinear reconnection stage changes only dightly.

There is as yet no simple explanation of why the
reconnection timet, for low x; valuesin the case py(t =
0) = p,(t = 0) is shorter than that in the case p(t = 0) =
0. It was pointed out earlier that, according to the
RMHD model, these two cases should not differ funda-
mentally from one another. The difference may stem
from the fact that the equation for the electron pressure
contains V, rather than V. Therefore, the distributions
of p will be different for different ratios between pg(t =
0) and p;(t = 0). Hence, according to approximate equa-
tion (3.7), which is well satisfied for all the parameter
values used in our numerical calculations, the poloidal
magnetic field flux , too, will behave in different
ways. The mechanism for hastening the reconnection
processisagain associated with the Hall effect and with
the properties of the flow under consideration that fol-
low from inequalities (3.2). The dependence of t, on the
ratio between p.(t = 0) and p; (t = 0) can also be attributed
to the presence of the electron pressure gradient Op, in
the generalized Ohm's law with pg(t = 0) £ O. It is
impossible to distinguish between the Hall effect and
the electron pressure gradient effect in the generalized
Ohm'’s law.

3.4. Two-Fluid MHD Model: The Case T(t = 0) # const
and p(t = 0) # const

In the case p(t = 0) # const, the temperature T and
density p behave in the same manner. A high-density
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plasma core is transported toward the neutral surface
and acts to slow the reconnection process. The density
of the plasma, however, does not depend on its thermal
conductivity. Thisiswhy, as compared to the case a =
0, the reconnection process can aso be significantly
slowed when the plasma heat conductivity along the
magnetic field is high. Thus, for x;; = 100, pt=0) =0,
and p, = 0.3, we havet,(a = 0.1)/t(a = 0) = 265/131 >
1, in contrast to the case p(t = 0) = 1.

For p(t = 0) # congt, aswell asfor p(t = 0) = 1, the
timet, inthe case pt=0) = p,(t=0) islessthan that in
the case p(t = 0) = 0. However, in al calculation ver-
sions in which the spatial variation in the plasma den-
sity at theinitial timeis sufficiently large, thetimet, is
characteristically longer than that in the case p(t = 0) =
1. Thus, for a = 0.1, ve = 107, x; = 5, and p(t = 0) =
p;(t = 0), we havet, = 100 in the case p(t = 0) = 1 and
t, = 200 in the case p(t = 0) # const (p, = 0.3). More-
over, the lower the peripheral plasma density p,, the
longer thetimet,,

4. VALUES OF THE DIMENSIONLESS
PARAMETERS

Here, we examine how well the above numerical
results correlate with the experimental data. To do this,
we consider parameter valuestypical of tokamaks. H, =
25kG, T,=T,=1keV,n=10"cm>3, a=50cm, and
Ry,/a = 4. In this case, the Alfvén speed isV, = 5.5 x
108 cm/s, the electron and ion thermal velocities are
Vie=1.3 x10° cm/sand V;; = 3.1 x 107 cm/s, the Alfvén
timeist, = a/V, = 8.4 x 108 s, and the Hall parameter
isa = 0.05. The characteristic time of the tearing insta-
bility is~10* s, or ~1200 in dimensionless units. Let us
estimate the dimensionless transport coefficients for
these parameter values.

For a collision frequency equal to that of Coulomb
collisions, the longitudinal (with respect to the mag-
netic field) thermal conductivities x; and the longitudi-
nal electron viscosity v, are unredlistically high (the
collisionless limit). In [22], these transport coefficients
were estimated in investigating amicroinstability of the
drift type. In the case of interest to us, namely, for low
collision frequencies and slow plasma flows, the esti-
mates in dimensional form read v; ~ X;; ~ V1, where
Vy; is the thermal velocity of the particles of species |
(j =efor electronsand j =i for ions), and || is the char-
acteristic scalelength of the perturbation along the mag-
netic field. These estimates correspond to the maximum
possible values of the transport coefficients in question
that were obtained from the following consideration:
The values of v; and x;; should not exceed a certain
value D such that the time required for a perturbation
described by the equation df/ot = D((H/[H|) - V)*f to
propagate adistance | is shorter than the time required
to pass this distance with the thermal velocity.
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In dimensional form, we have If ~ (HS/HZ)r,:l,
where r,, = a/2 is the radius of the neutral surface. The

dimensionless thermal conductivities can then be esti-
mated by

Xy 02V V) (1/2)0 2(V/V ) (H,/Hy).

With alowance for the fact that, in the configuration
under analysis, the maximum value of theratioHg/H, in
the region where the plasma motion is most intense is
about 0.013, the dimensionless electron and ion ther-
mal conductivities are approximately equal to X, ~ 90
and x;; ~ 2. In the vicinity of the neutral surface, we
have H; — 0 and the thermal conductivities x; are
higher.

Anaogously, the dimensionless electron viscosity
can be estimated by

Ve O(My/M)87v eta(Ha/HZ) /A"
O(m/MYa*(Hd/H,) (V1o/V,) 04.2x 10°7°,

wherem, isthe mass of an electron. In this estimate, we
took into account the fact that the coefficient v, corre-
spondsto aviscousforcethat is proportional to the sec-
ond derivative of j along the magnetic field, whereasin
the present paper, amodel expression for viscousterms
is used in which transverse (with respect to the mag-
netic field) derivatives play a governing role. The ratio
between the transverse and longitudina gradients is
proportional to Hg/H,. In the vicinity of the neutral sur-
face, we have H;, — 0 and the electron viscosity v, is
lower.

It should be noticed that, when the instabilities,
which alwaysincrease the effective collision frequency,
are taken into account, the electron viscosity v, can
only be lower. Note also that, in [22], the plasma con-
ductivity was estimated to be two times that in the case
of Coulomb collisions, n ~ 108, Accounting for the
anomalous collision frequency can only raise the
plasma conductivity n.

5. CONCLUSIONS

An analysis of the results presented in Sections 3
and 4 shows that, with the electron viscosity taken into
account, the fast rate of reconnection can be explained
even in a one-fluid MHD model. The duration of the
reconnection process was calculated to be about 140
Alfvén times, which is one order of magnitude shorter
than that observed in experiments. We emphasize that
the viscous terms are described here by isotropic model
expressions. It cannot be excluded that the actual value
of the electron viscosity differs substantially from the
v, value used in our study. However, since the depen-
dence of the reconnection time t, on v, is weak (t, ~

Y4y, these factors are unlikely to substantially alter
the final results.
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Inthe case T(t = 0) = const and p(t = 0) = 1, the Hall
effect greatly reduces the reconnection time. Moreover,
this timeisindependent of transport coefficients.

In the case T(t = 0) # const and/or p(t = 0) # const,
the Hall effect can substantially increase the reconnec-
tion timein comparison to that for a = 0. The particular
value of t,, depends on the ratio between the central and
periphera initial temperatures T, the ratio between the
central and peripheral initial densities p, and on the
thermal conductivity. It is notable that, whereas in the
case T(t = 0) # congt, the reconnection rate decreases
substantially as, increases, in the case p(t = 0) # congt,
this rate is independent of the thermal conductivity.
Note also that, in the case T(t = 0) # const and/or p(t =
0) # const, the reconnection process is nonuniform
(nonmonotonic) in character: it proceeds through the
generation of magnetic islands and the onset of severa
local maxima in the current density within the current
sheet. In addition, the parameter R,, which character-
izesthe portion of the magnetic flux that has undergone
reconnection, behaves as a nonmonotonic function of
time. It may well be that, when the dependence of v,
and n on the plasmatemperature is taken into account,
such factors will terminate the reconnection process
(i.e., the reconnection will be incomplete [1-3, 9])
because of the current collection effect [23].
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APPENDIX

The scalar and vector products of the vectors with
components (2.3) have the form

(alb) = ab, + G (abs+ayby),
(axb), = G (ahy—aghy),
(axb)s = agb, —aby,
(axb)y = abs—agb,,

where G =1 + r/R%.
The expressions for the differential operators are

16(rf ) 1af
v = roor racl)
(Va), =da/dr, (Va),=Gr 'da/dd, (Va),=0,
_ ¢0a, . loa
(fV)a = f,3 +fsra¢,
- _1ogoa, (107
Aa = V[{Va)= rar arD 6(])2'
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The components of the curl operator are given by
the formulas

(VO), = riaf oo, (Vxf), =-afjor,
_la_fd:'+2_fg

_a0(rGHy)
(V1) = G =5~ 50" RE

In terms of a unit vector e such that e, = ;= 0 and
& =1, ther and s components of the curl operator are
written as

(Vxf)s = (exViy),

2f

(Vxf)g = -GV [exf)+ =L,

Note also the relationship
2(V xf),

VX (Vxf)y = —Dy(f) + ==z

where
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Abstract—The absolute VUV and soft X-ray (hv > 100 €V) yield from amicropinch discharge is measured for
afixed current of 150 kA. The current scaling in the range of 30—250 kA isfound for anumber of the discharge
parameters: the VUV and soft X-ray yield, the electron temperature, the effective temperature of suprathermal
electrons, and the energy of bremsstrahlung emission from thermal electrons. The experimental dataarein good
agreement with the simulations performed by using the model of radiative collapse in fast Z-pinchesin plasmas

of high-Z elements. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Interest in fast Z-pinches in plasmas of high-Z ele-
ments is related to the formation in them of a dense
(ng> 10" cm3), hot (T, ~ 1 keV), multiply ionized
plasma acting as an efficient source of high-power
VUV and soft X-ray (SXR) emission.

A micropinch discharge can be produced in com-
pact devices that are relatively ssmple in design and
fairly reliable in operation [1-3]; this makes such dis-
charges very attractive for various applications.
Micropinch SXR sources have been used in developing
X-ray lithography for replicating VLSI chips [4] and
contact X-ray microscopy of biological objects [5, 6].
The effect was discovered of polishing high-tempera-
ture superconducting films exposed to VUV radiation
from micropinch plasma[7].

The development of aradiation source for a particu-
lar application necessitates optimization of the dis-
charge parameters in accordance with the required per-
formance data of the source: the source size, the radia-
tion yield, the radiation spectrum, the possibility of
controlling the source parameters, etc. This makes it
necessary to study the source characteristics over a
wide range of the discharge parameters and to develop
areliable, well-grounded numerical model for describ-
ing the processes occurring in a discharge.

At present, a host of experimental data on highly
emissive plasmas of fast Z-pinches are most adequately
described (at least for currents of <1 MA) by the so-
called radiative collapse model. It was shown in [8]
that, for a plasma focus in hydrogen or deuterium at
currents above 1.6 MA (the Pease-Braginskii critical
current), bremsstrahlung losses lead to a reduction in
the constriction radius (in principle, down to zero).
However, the absorption of radiation and the heating
caused by anomalous resistance can impede radiative
collapse. In [9], this concept was extended to the case
of multiple ionization in the plasma of a low-induc-

tance vacuum spark. Here, the generation of recombi-
nation and line emission (in addition to bremsstrahlung
emission) leads to a sharp decrease in the critical cur-
rent. Thus, for discharges in iron vapor, both the mea-
sured and theoretically predicted critical currents are
equal to 50 kA [10]. For currents above 50 kA, the dis-
charge plasma column undergoes sausage instability. In
the constrictions, <10-um hot plasma spots arise that
arehighly emissivein the X-ray spectral range[11] (the
so-called micropinches [12]).

The aim of this study was to compare the measured
and calculated emissive characteristics of fast Z-pinches
in plasmas of high-Z elements, as well as to determine
how these characteristics depend on the discharge cur-
rent, which is one of the most important discharge
parameters. A comparison between the experimentally
obtained current scaling and theoretical predictions
allows one to better estimate the reliability of the theo-
retical model than does an analysis of experiments per-
formed within anarrow range of parameters.

2. EXPERIMENTAL TECHNIQUE

The experiments were performed in a low-induc-
tance vacuum spark (LIVYS) facility powered from a
high-voltage capacitor bank [13]. The current rise time
was T/4 = 2 s, and the maximum discharge current
was varied from 30 to 250 kA. The discharge chamber
was pumped down to a pressure of 10~ torr. The work-
ing medium was the erosion products of the iron elec-
trodes (conical anode and plane cathode). Themain dis-
charge was triggered by producing an auxiliary low-
current discharge between the electrodes. The
micropinches were observed at the time close to the
maximum of the discharge current.

The discharge radiation energy in a wide spectral
range was measured with a thermocouple cal orimeter.
The radiation was received by a 8-mm-diameter plate

1063-780X/05/3108-0677$26.00 © 2005 Pleiades Publishing, Inc.
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made of a blackened |ead foil, to the rear side of which
the “hot” ends of a copper—constantan thermocouple
were fastened with a heat-conducting glue. The “cold”
endswere glued to amassive metal brick. An important
advantage of this calorimeter was the linearity of its
characteristic throughout the entire energy range under
study. The calorimeter was calibrated using a pulsed
laser and an IMO-2| standard radiation detector. The
amplitude of the calorimeter signal was measured by a
microvoltmeter.

The radiation detector was placed inside the dis-
charge chamber. To reduce the noise level, aferrite sta-
bilizer was introduced in the supply circuit of the
microvoltmeter and an LC filter was installed at its
input. The cases of the calorimeter and the discharge
chamber were galvanically decoupled, and the micro-
voltmeter case was grounded through a separate earth
lead that was uncoupled from the main grounding mat
of the facility. The noise level was determined by mea-
suring the calorimeter signal in the course of atest dis-
charge during which the radiation detector was
screened. It was found that the noise level was no
higher than 10-15% of the useful signal in the spectral
range under study.

To study the radiation spectrum, we used a set of
absorption and band-pass filters made of 2- to 20-um
metal (Al, Cu) foils, 0.25- to 1-uym Zapon films, and
1-mm-thick LiF plates. The filters were set in front of
the radiation detector and were protected from being
damaged by the discharge plasmawith afine-mesh grid
(with amesh size of 8 pm and transmission coefficient
of 50%) placed near the discharge. The reflected radia-
tion was suppressed using a blind system. The filter
transmittances were calculated by the data from [14,
15].

The radiation spectra within different wavelength
intervals were recovered by the method described in
[16] (aversion of the Tarasko iteration algorithm [17]).
An advantage of this method is that filters made of dif-
ferent materials can be used.

The discharge was monitored using the following
diagnostics: avacuum and an air pinhole cameraplaced
inside and outside the vacuum chamber, respectively, to
measure the spatial structure of the emitting plasmain
the photon energy ranges of hv = 1 keV and hv =3 keV,
a B-dot probe to monitor the time derivative of the dis-
charge current; and a planar vacuum photodiode to
monitor radiation in the photon energy range of hv 2
10 eVv.

The measurement data are represented as functions
of the discharge current amplitude.

3. ABSOLUTE VUV AND SXRYIELD

Let us first estimate the expected emissive charac-
teristics of the LIVS plasma and compare them to the
experimental results. It is obvious that it makes no
sense to construct current scalings if there is no satis-

DOLGOV

factory agreement between theoretical and experimen-
tal data at least at one value of the discharge current.
Note that the dependence of the VUV and SXR radia-
tion yield on the discharge current changes substan-
tially when the current exceeds its critical value equal
to 50 kA, i.e., when the micropinch regime is achieved.
The estimates will be made for a 150-kA dischargein
Fe vapor, for which there are available literature data
[18-20].

Three stages can be distinguished in the process of
the discharge plasma pinching: the “large” pinch (LP)
of the plasma column before the onset of sausage insta-
bility, a micropinch produced after the first compres-
sion (MP1), and amicropinch produced during the sec-
ond compression (MP2) in the course of the further
development of the constriction. The plasma parame-
tersin these stages are as follows:

T.=20€V,n,=5x10%cm>3,Z=3,r=10"' cm,
h=5x10"cm,andt =35 x 10”7 sinthe LP stage;
T.=40eV,n,= 10 cm3,Z=6,r =102 cm,
h=10"cm, and 1= 4 x 10® sin the MP1 stage;

andT,=10° eV, n,= 10> cm=3,Z=20,r =5 x 10 cm,
h=10-3cm, and T = 10"'° sin the MP2 stage.

Here, T, is the electron temperature; n, is the elec-
tron density; Z is the average ion charge number; r and
h are the pinch radius and height, respectively; and T is
the lifetime of the pinch plasma.

We begin by estimating the VUV radiation yield in
the photon energy range 10 < hv < 100 eV. The mean
free path of the line emission photons (hv = (1-3)T,)
emitted from the plasma collapsing with the speed of
sound is on the order of [21]

| = 10%ZT%/n, [cm]

(here and below, the temperatureisin eV and the den-
sity isin cm).

The parameter values I/r*® = 10-! and I/rMP! = 102
indicate that the VUV line emission is trapped. The
integral line emission power per unit length can be esti-
mated by the formula accounting for the self-absorp-
tion of radiation [21]:

24+-15,6.75 05

Q =2x10°T,°Z2 /I,
where Q isinW/cmand | isin MA.

The estimated total line emissionyieldis E;~ =3 J

and E,MPl =1 J, whichismuch lower than the measured

VUV yield (Eyyy = 22-32J).

To estimate the specific power of recombination
emission, we use the approximate formulafor the pho-
torecombination rate [22] averaged over a Maxwellian
PLASMA PHYSICS REPORTS  Vol. 31
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distribution (assuming that the relaxation time of the
electron distribution is short enough):

Q|E, /R *G.(B),
B=E,T,

G.(B) = AB*I(B+X),

where [V o, isin cm®/s, A and X are the parameters of
the analytic approximation, E, isthe energy of theion

—14

o,0=10

in the ground state, Q; is a factor depending on the
guantum numbers of the angular momenta of the vy,
level (here, this factor is close to unity), and Ry is the
Rydberg constant. The approximation parameters and

the E, value necessary were taken from [23].

The specific power of recombination radiation was
estimated by the formula[22]

W, =nen Vo T+ |E, |),

where n; is the density of ionsin the ground state. The
bremsstrahlung power was estimated in the Kramers
approximation [24]:

W,, = 1.5 x 10 20 n,2°TY% [W/em?.

The resulting estimates for the yields of recombination
and bremsstrahlung emission in the VUV spectra

range are ErLP =30 J, Eérp =10 J, ErMP1 =10 J, and

MP1 =11J

Ebr

The excess of the calculated VUV vyield over the
measured one can be only partialy explained by the
inaccuracy of the above estimates because of the too
large discrepancy between the calculated radiation
yield from the LP plasma and the experimentaly
observed two- to threefold increase in the radiation
intensity after passing to the micropinch regime
(Fig. 1). The overestimated VUV vyield is apparently
related to the overestimation of the LP plasma density
as compared to its actual value [25].

Let us now estimate the SXR yidd in the photon
energy range hv =100 €V. This radiation is mainly
emitted from the micropinch plasma during the second
compression, when the L shell of Fe ions begins to be
ionized. The estimated integral yield of recombination
and bremsstrahlung emission during the second com-

pressionis Epr - = E," 2 =102 J. Inthis stage, theline
emission is no longer trapped and the mean free path of
the line emission photons is comparable to the
micropinch size IMP?2 = 103 cm. The integral yield of
line emission in an optically thin plasma can be esti-
mated from the expression for the volume power of

such radiation [21]:
W, = 7x10°°Zn,n/T, [W/em? .
PLASMA PHYSICS REPORTS  Vol. 31

No. 8 2005

679

Eyyy, J
50r

_ DUIUU
70U

5 1 1

10

50 100

500
I, KA

Fig. 1. VUV yield from the LIV S plasmavs. discharge cur-
rent amplitude I ,,,.. The measurement result obtained for

lnax = 150 KA is shaded.

This estimate gives a line emission energy of E|Mp2 =

10 J, which is close to the measured SXR yield, Eqxg =
12-20 J. It should be noted that this estimate accounts
not for the entire spectral range hv = 100 €V but only
for the L-sell emission with hv = 600 €V. A certain con-
tribution to the SXR line emission is made by the
micropinch plasma heated after the first compression.
The contribution from a single line can be estimated
from the expression [26]

l o, = 4TBp( W) (AW) o
= 4B {1k [1 — exp(—hwy/ T} 2,

where By is the intensity of Planckian radiation into
unit solid angle, (Awy) is the equivalent width of a
Lorentzian ling, ' = 102wy, isthe impact broadening of
theline (here, the Doppler broadening is~10*wy), K, =
Any/T" is the absorption coefficient in the center of the
resonance line, A, = 21Ic/wy, C isthe speed of light, r is
the constriction radius, and y istheintrinsic line width.

The spectral range hv = 100-600 eV embraces the
resonance lines of ten iron ions (from FeV1I to FeXVI)
[27], whosetotal contribution to the SXRyieldisonthe
order of 5 J.

Thus, we may conclude that the results obtained in
the radiative collapse model [9, 18, 19] agree satisfac-
torily with the measured VUV and SXR yield from a
micropinch discharge for the given value of the dis-
charge current.

4. CURRENT SCALING

In [28], based on the concepts of [9], the problem of
micropinch dynamics that alowed analytic solutions
was formulated and the rel ations between the discharge
current and the main plasma parameters were derived.
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Fig. 2. SXRyield from the LIV S plasmavs. discharge cur-
rent amplitude I ,,.. The measurement result obtained for

lnax = 150 KA is shaded.

Inwhat follows, wewill usethefollowing of theserela-
tions:

T.O1?Y, no1% 8 1™,

where r is the micropinch radius during the second
compression, q is the maximum linear power of line
emission during the second compression, N, and r . are
thecritical linear density N = 1r2n, and the pinch radius
at which the constriction region becomes transparent to
thelineemission, and T isthe micropinch lifetimeinthe
second compression.

Wewill usethe aboverelationsto estimate the X-ray
line emission yield during the second compression asa
function of the discharge current. In our experiments,
the parameters of the electrodes and the discharge cir-
cuit were chosen such that the micropinch formed at the
instant of the maximum discharge current. For the
X-ray line emission yield as afunction of the discharge
current, we have

28/17
Esr=qrt Ul .
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In [28], it was supposed that the plasma radiation time
corresponds to the compression time determined by the
Alfvén velocity

r/|¢] O
rather than the micropinch lifetime t. In this case, we
obtain the following estimate:

ESXR ~ qrﬁ 0l 50/17’

which isin better agreement with the measured depen-
dence of the SXR yield on the discharge current (see
Fig. 2). The measurement results indicate that the
increasein the discharge current probably leadsto arel-
ative decrease in the contribution from thefinal stage of
the second compression, when the plasma density is
maximum.

Let us consider a simplified model of a quasi-equi-
librium pinch under the following conditions [29]:
(i) The Bennet equilibrium condition is satisfied:

2

(Z+D)pkT _ 1
m, 2me’r?
where m, isthe atomic mass of the plasma-forming ele-
ment and p is the plasma mass density in the constric-
tion region.
(ii) There is a balance between Joule heating and
radiative |osses:

7~ caTl
ro
S S (1)
4T[ X 0.O8m:uzeZZ/\,

e

where a is the Stefan—-Boltzmann constant, ¢ is the
classical plasma conductivity, A = 20 is the Coulomb
logarithm, and | is the Rosseland mean free path.

(iii) The congtriction radius is determined by the
Rosseland mean free path in plasma:

r=lg,

lo= 0.5 x 10°T>/p® [em],

where T isineV and pisin g/cm’.

To close the above set of equations, we supplement
it with an expression relating the average ion charge
number Z to the plasma electron temperature T.. As a
result, we obtain

_ gl *® 5.85x10"

= 22/3_,10/3

) 2+ 177 [cm],
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wherel isin MA.

Substituting Z = 6 and | = 0.15 MA into these rela-
tionshipsyieldsr = 100 umand T, = 50 eV. Thisagrees
well with both the results obtained in the radiative col-
lapse model for the first compression and the experi-
mental data from [11, 30]. For Z = 20, which corre-
sponds to the second compression, we haver = 10 um
and T, = 10° eV. Such a small value of the constriction
radius contradicts the MHD mechanism for pinching
and disagrees with the predictions of the quasi-equilib-
rium pinch model.

In [31], relationships were derived that alow one to
reliably estimate the Rosseland mean free path in a
dense hot plasma with multicharged ions. The substitu-
tion of the measured parameters of the micropinch
plasma during the second compression [32—34] into
these relations shows that the Rosseland mean free path
is several orders of magnitude larger than the measured
micropinch size[11, 35].

Therefore, a decrease in the plasma transparency to
its own emission during the second compression cannot
suppress the sausage instability and the simplified
model of a quasi-equilibrium pinch is capable of
describing the process of micropinching only until the
onset of anomalous plasma resistivity.

L et us now consider the simplified model of aquasi-
equilibrium pinch with alowance for the measured
dependence of the electron temperature on the dis-
charge current (Fig. 3):

T, O

We note that this dependence is close to that predicted
in [28]. In this case, the average ion charge number is
19/24

2017,

and, accordingly, the X-ray line emission yield from a
micropinchis
1 r 3. 24

ESXR:ZHeniT—ET—]er ]
e

which is close to the measured dependence. Appar-
ently, the Z value changes insignificantly with current
during the second compression. Ignoring variations in
Z, we obtain the dependence

28/17
ESXR Ol )

which is in better agreement with the dependence
observed at relatively high currents.

It was shown in [36] that, when the recorded
micropinch X-ray emission with hv > 1 keV is inte-
grated over a time interval much longer than the life-
time of the dense hot plasma in the second compres-
sion, the character of the absorption curve is mainly
determined by bremsstrahlung emission. Moreover, the
analysis of the absorption curve in the spectral ranges
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Fig. 3. Temperature of the therma electron component
determined from the X-ray bremsstrahlung continuum vs.
discharge current amplitude.

of 1<hv <5keV and 5 < hv < 25 keV gives different
values of the effective plasma electron temperature.
Therefore, it is necessary to use a two-temperature
approximation in which the electron component is
assumed to consist of the thermal and suprathermal
components.

The experimental current scalings for the effective
temperatures of the two electron components were
obtained from the absorption curves in aluminum and
copper (Figs. 3 and 4). We used two sets of absorption
filters such that the cutoff energy of the first set lay in
the photon energy range of 1-5 keV, whereasthat of the
second set lay in the photon energy range of 5-25 keV.

It is likely that the effective electron temperature
measured from bremsstrahlung emission in the photon
energy range of 1-5 keV corresponds to the plasma
temperature in the second compression. This is con-
firmed by the results of high-resolution spectroscopic
measurements of emission from multicharged ions
[20, 32].

It is of interest to find out how the bremsstrahlung
yield from the thermal electron component depends on
the discharge current. This will allow better under-
standing of the nature of the emission source observed
with the X-ray pinhole cameras. The bremsstrahlung
yield was determined from the absorption curve at the
point corresponding to the absorption filter of zero
thickness (zero cutoff energy).

Let us consider three possible mechanisms for the
generation of bremsstrahlung emission:
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Fig. 4. Effective temperature of the suprathermal electron

component determined from the X-ray bremsstrahlung con-
tinuum vs. discharge current amplitude.

(i) Bremsstrahlung emission is generated in the
micropinch plasma during the second compression; in
this case, we have

3r
E,=Wr —.
br |r|

Since the degree of ionization during the second com-
pression is close to its limiting value and dependent
dlightly on the current at currents higher than the criti-
cal one, the specific radiation power is

W On’TY?,

and the bremsstrahlung yield is

56/17
E,, 017"

(i) Bremsstrahlung emission is associated with the
hot electronsthat are heated in the micropinch during the
second compression and drift in the region where the
plasma parameters correspond to those immediately pre-
ceding the second compression. In this case, we have

E,, OWt .0 nr> T T (N )p 177,

(iii) Bremsstrahlung emission is generated by the
hot electrons that escape from the constriction region
after the decay of the micropinch plasma to the cold
peripheral plasma, whose parameters depend slightly
on the current. In this case, we have

E,, OWt O TV T2 12,

DOLGOV

E{, arb. units
5r

0.5

0.1

500
I, kA

L L TR R |
50 100

Fig. 5. X-ray bremsstrahlung yield from the thermal elec-
tron component vs. discharge current amplitude.

If we also consider theincreasein the peripheral plasma
density with increasing discharge current, the depen-
dence of E,, on | will be even stronger.

A comparison to the measurement data (see Fig. 5)
shows that the second model for the generation of
bremsstrahlung emission best fits the experimenta
results. This model also accounts for the fact that the
micropinch size determined from pinhole images
obtained in the same spectral range is sometimes larger
by one order of magnitude than that predicted by theory.

5. CONCLUSIONS

The measured absolute VUV and SXR yield from
the micropinch plasmain an LIVS at a discharge cur-
rent of 150 kA agrees well with the predictions of the
radiative collapse model.

For the first time, the current scaling for the VUV
and SXR yield from the micropinch plasmain an LVS
is determined experimentally.

A comparison between the measured and theoreti-
cally predicted current scalings for the SXR yield
shows that an increase in the discharge current leads to
adecreasein therelative SXR yield in thefinal stage of
the second compression, i.e, to a decrease in the
plasma density and temperature.

The plasma electron component in the region of
radiative collapse isin a strongly nonequilibrium state.
It is shown for the first time that an increasein the dis-
charge current leads to an increase in the ratio between
PLASMA PHYSICS REPORTS  Vol. 31
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the temperature T; of the thermal component and the

effective temperature T, of the suprathermal compo-

nent. The measured current scaling for T; is close to
that predicted by the radiative collapse model.

It is confirmed experimentally that the energy trans-

fer via hot electrons can affect the structure of X-ray
sources in amicropinch [36, 37].
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Abstract—A method for calculating and optimizing the composition of materials for soft X-ray sources used
in research on inertial confinement fusion is described. For a target-converter, a material composition is deter-
mined with which the conversion of laser light into X radiation is highly efficient. A comparative analysisis
carried out of the efficiencies of generation of soft X-ray emission in the plasmas of some composite materials
of thin conductors (wires) used asloadsin X- and Z-pinches. Numerical calculations of the optical plasmaprop-
erties are reported whose results make it possible to judge the emissivity of plasmas of different materials. The
results obtained are compared to the data from other studies. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Theoretical and experimental research on inertial
confinement fusion (ICF) requires reliable knowledge
about the optical and transport properties of matter
under conditions of extremely high temperatures and
densities, in particular, about such plasma parameters
as thermal conductivities, light-absorption spectra
coefficients, and the Planck- and Rosseland-averaged
radiation mean free paths.

The determination of the optical plasma properties
is one of the most important problem in such lines of
| CF research in which soft X-ray (SXR) pulses are used
as energy pulses acting upon an ignition capsule.
Another important field of applicationsis the choice of
materialsfor X-ray sourcesin order to devel op methods
for diagnosing dense plasmas.

From the standpoint of practical applications, the
following two methods for generating high-power SXR
pulses with parameters satisfying the | CF requirements
are now considered to be the most advanced: One of the
methods makes use of the conversion of laser radiation
acting upon a heavy-element target into X radiation.
Theline of ICF research that is based on the conversion
of laser light into X radiationiscalled indirect compres-
sion. An X-ray converter isaseparate part of anindirect
compression target—a hohlraum within which thereis
a spherical capsule containing a fusion material. Laser
radiation is fed into the target through special holesin
the hohlraum and is focused at the hohlraum’s inner
surfacein order that the X radiation produced can ignite
a fusion capsule positioned at the center of the hohl-
raum. The second method makes use of the generation
of an SXR pulse during the electric explosion of a set
of fine wires (awire array).

Of course, one of the most important tasks in the
X-ray-based lines of ICF is to choose materials for the
pulsed X-ray source and for the fusion capsule so as to
guarantee the required optical properties of the high-
temperature plasma produced. These properties should
ensure the maximum X-ray yield. The optica proper-
ties of the plasma produced from the fusion capsule
should in turn ensure the absorption of the incident
X radiation over its entire spectral range.

The optical properties of the plasma in different
ranges of its parameters are calculated based on such
theoretical plasma models as the Thomas—Fermi (TF)
model [1], the Hartree—-Fock—Slater (HFS) model [2, 3],
the detail configuration accounting (DCA) method [4],
and the ion model (IM) [5]. The applicability ranges of
these models, as well as the accuracy of the results
obtained, were analyzed by Orlov and Fortov [6].

In studying the optical properties of a high-temper-
ature plasma, it was found that the emissive properties
of plasmas can be substantially changed by adding cer-
tain amounts of impurities of different chemica ele-
ments to the main target material. More recently, it was
realized that such additions can also be utilized to
increase the functional efficiency of materials used in
the X-ray-based lines of ICF. Thus, the radiation yield
from hohlraums made of amixture of gold and gadolin-
ium is significantly higher than that from hohlraums
with a purely gold wall [7].

At the present stage of research, one of the problems
is to choose the composition of the material so as to
provide its optimal functional efficiency in using it for
one or another element of a fusion target. In order to
solve this problem, a method was developed based on
the IM of the plasma [5] and a highly productive com-
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puter code was devised [8]. In[8], it was also proposed
to use a number of composite materials whose absorp-
tion coefficients for radiation in different spectral
ranges are high enough to satisfy the requirements for
the absorbers of X radiation in fusion capsules of indi-
rect compression targets. The method for choosing and
calculating the composition of materials for radiative
plasmatargets that was proposed and approved in [8] is
used in the present study to optimize the composition of
materials for X-ray sources. We determine the mate-
rial’s composition for a target-converter of laser light
into X radiation and show that the energy conversion
efficiency of thismaterial ishigher than that of the com-
posite material proposed by Orzechowski et al. [7]. We
also carry out acomparative analysis of the energy con-
version efficiencies of anumber of composite materials
of finewiresthat are used asloadsin X- and Z-pinches.
The analysis is performed in the optically thick and
optically thin plasma approximations, in which the
emissive plasma properties are determined, respec-
tively, by the Rosseland, I, and Planck, I, mean free
paths. We also present the results of numerical calcula-
tions of the Rosseland and Planck mean free paths in
the plasma of the materials under investigation.

2. THEORETICAL APPROACH

The main requirement for an X-ray source capable
of ensuring the compression of ICF targets is that the
radiation energy yield should be as high as possible.
Consequently, the emitting plasma should be optically
thick. However, in some cases (primarily, those associ-
ated with diagnostic applications), it is necessary to
solve the problem of achieving the maximum yield of
radiation from an optically thin plasma. This problem
arises, e.g., in creating a point sourcefor X-pinch-based
X-ray radiography. In both cases, the spontaneous radi-
ation yield increases as the Rosseland (in an optically
thick plasma) or Planck (in an optically thin plasma)
radiation mean free path decreasesin comparison to the
length of the emitting plasma.

L et us consider the main properties of the spontane-
ous radiation yield from optically thick and opticaly
thin plasmas.

2.1. Optically Thick Plasma

It is well known that the global parameters of the
plasma are related to its atomic composition. Let a
plasma consist of atoms and ions of achemical element

with the nuclear charge Z and atomic weight A and let
its temperature and density be @ and p (in g/cm?),
respectively. We are to analyze the optical properties of
aplasmawhose length L is much greater than the Ros-
seland mean free path Ig, L > Ig, in the case in which
the energy is transported by a radiatively driven heat-
conduction wave against an immobile plasma back-
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ground. For a semi-infinite plasma in one-dimensional
geometry (when the x coordinate runs through values
from zero to plus infinity), the time-independent heat-
conduction equation has the form

dngden -
dxO dxd 0. M
The thermal conductivity is given by the formula k =
2, 4
1 T Kg

4 2003 1
3 aclg®@’, wherea= 15753
and Planck’s constants, and c is the speed of light. The
Rosseland mean free path is described by the expres-
sion

ks and £ are Boltzmann's

Iy = Epumdu
4n40 (1—exp(-u))®

where u = /O, with Aw being the energy of an X-ray
photon. Hereafter, we use the atomic system of unitsin
which Planck’s constant and the charge and mass of an
electron are equal to unity, A =1,e=1,and m=1;in
thiscase, the unitsof length, time, and energy are equal,
respectively, to #%/(me®), A3/(me), and me*/h’. The
function |, can bewrittenintheform|,= 1/K(w), where

2

K(w) = ﬁzwjoi(w), 3)
j

and n is the number of atomic nuclei per cubic centi-
meter. We are describing the plasma in terms of the
Gibbs datistics. As subsystems for this satistical
approach, we can adopt spherical atomic cells of radius
ro, With a nucleus at the center. The subsystems, num-
bered by the index j, differ from each other by the sets
of occupation numbers of the bound (discrete) elec-

tronic states, { N(j] }, where a is a double subscript in

which thefirst index isthe principal quantum number n
and the second is the orbital quantum number |. Each
subsystem also contains unbound (continuum) elec-
trons. The states of subsystems are regarded as the
states of plasma atoms and ions. In expression (3), the
notation W, is used for the density of the atomsand ions

having the electron configuration { ch, }. The value of
W, is determined by the Gibbs distribution. The total

cross section for photon absorption, ol(w), is deter-
mined by the formula

0'(w) = olp(W) + oY (W) + Ol (w) @
as the sum of the cross sections for absorption in spec-
tral lines (o}, (w)), for photoabsorption (o, (w)), and

for bremsstrahlung absorption (oif (w)). The processes

of scattering and stimulated emission aso can beincor-
porated into formula(4). For aplasmacontaining atoms
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and ions of different chemical elements, the expression
for K(w) is more complicated [9].

When the energy flux density j at x = 0is prescribed,
the first boundary condition can be written as

J = kg

The second boundary condition can be written at the
point X, where the function O(x) is essentially zero,

O(%) = 0. ©)

Assuming that the temperature dependence of the Ros-
seland mean free path I has the form I(@) = A%, we

(x=0). )

obtaink=CO*+3 withC= gacA, and arrive at thefol-

lowing solution to heat-conduction equation (1):

a+4( x) = u+4_JG;4X, %)
where ©, = ©(0) and ©F ** = Jaé4xo.

Itisobviousthat the plasmaemissivity B(©,) = aOg
increases with decreasing Ig:

z ®)
R

B(©)|x=0U
This relationship is valid when the energy lost in
hydrodynamic motion is insignificant, as is the case,
e.g., with the interaction of a short (picosecond) laser
pulse with solid matter of normal density or the interac-
tion of ananosecond laser pul se with matter of low den-
sity (tens and hundreds of times less than the normal
density of metals[10]).

In order to determine the operation efficiency of an
indirect | CF target-converter based on the interaction of
nanosecond laser pulses with solid matter of normal
density, Orzechowski et al. [7] carried out numerical
hydrodynamic simulations of the emitting plasma of
the hohlraum wall. Based on the results obtained, they
derived an approximate expression, according to which
the spontaneous radiation yield from a hohlraum
increases in inverse proportion to the square root of the
Rosseland opacity kg, which is defined by the relation-
ship ks = 1/(Igp ). This result agrees qualitatively with
solution (8) to the above model problem, although, in
[7], the rate of increase in the spontaneous radiation
yield with decreasing mean free path is somewhat
slower because the energy loss due to plasma motion
was taken into account. What is important, however, is
that both these estimates imply that the role of the cri-
terion of efficiency is played by the value of the ratio
between the Rosseland mean free paths in the original
material and in a candidate composite material that is
anticipated to be more efficient.

DENISOV et al.

2.2. Optically Thin Plasma

The emissivity of an optically thin plasma is
described by introducing another type of the photon
mean free path. Let a one-dimensional plane plasma
slab have the thickness L, and let 0 < x < L. In the
absence of external sources, the energy flux j * coming
out of the slab through itsright boundary is given by the
formula[11]

L

jTo=
I

ca@ 9)
where the Planck mean free path I is introduced
through the relationship

1 15 lu exp( u) du. (10)
I

R f|1 exp(—u)

The range of appl |cab| lity of this approximation isrep-
resented by the inequality L < I

We thus see that the plasma emissivity increases
with decreasing Rosseland and Planck mean free paths
in the cases of an optically thick and an optically thick
plasma, respectively. Consequently, the criterion for
comparing the efficiencies of materials for sources in
which the emitted radiation is the spontaneous radia-
tion from an optically thick and an optically thin plasma
can naturally be formulated in terms of the ratios of,
respectively, the Rosseland mean free paths and the
Planck mean free paths.

The Rosseland, I, and Planck, |, mean free paths
depend on the quantum-mechanical parameters of the
entire ensemble of plasma atoms and ions. In order to
calculate Iz and I, it is necessary to know the wave
functions and energy levels of all theatomsandions, in
particular, al their excited states. An analysis of the
recent theoretical models for calculating these parame-
ters was carried out in [6] based on the density func-
tional theory, and a brief review of the models was
givenin[12].

3. CALCULATED RESULTS AND DISCUSSION
3.1. Laser Radiation Converters

Thefirst series of resultsrefersto the composition of
materials of the hohlraum wall. We have already men-
tioned that, in order to increase the radiation yield,
Orzechowski et al. [7] proposed to use hohlraums with
walls made of a 50 : 50 gold—gadolinium mixture
instead of those with purely gold walls. Table 1 presents
theresults of calculating the Rosseland mean free paths
for different materials on the basis of the IM of the
plasma|[5] by the method described in [8]. The calcula-
tions were carried out for the density p = 1 g/cm® and
for severa different values of the temperature T. The
resultsincluded in the table refer to Au and to the com-
positionAu:W :Gd: Pr:Ba:Sbh=25.7:231:18.1:
10.0 : 10.4 : 12.7, which was determined by using a
PLASMA PHYSICS REPORTS  Vol. 31
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Table 1. Rosseland mean free paths (in cm) calculated for different material compositions at adensity of p = 1 g/cm®

T, ev Au  |Composition] |AYIS™' | AuS5.6L/GA44.39 | IRVIR™ | AuSOIGdS0 | IRUIR™
150 321x10% | 1.20x 104 2.49 2.46 x 107 1.30 2.47 x 107 1.29
200 457x10% | 153 x 1074 2.98 3.29x 104 1.39 3.29x 1074 1.39
250 5.01x 104 | 1.61 x 107 3.11 2.88x 1074 1.74 2.89x 1074 1.73
300 5.75x 104 | 1.87 x 107 3.07 3.76 x 10 153 3.89 x 107 1.48
350 6.35x 104 | 1.92 x 107 3.31 4.25x 10 1.49 437 x 10 1.45

more elaborate method than that in [8]. Mathemati-
cally, this method ensures that the relevant iteration
scheme converges for essentially al physical condi-
tions. In Table 1, this composite material is denoted as
composition 1. The percentages in the expression for
the composition indicate the mass densities of the
chemical elements. Table 1 also presents the results for
two compositions of Au and Gd. The reason is that the
notation 50 : 50 can be used in different senses. When
there are equal numbers of Au and Gd atoms in a unit
volume, this notation refers to the composition Au :
Gd = 55.61 : 44.39, which is denoted as composition 2.
For equal mass densities of gold and gadolinium, the
composition in question isAu : Gd =50 : 50, which is
denoted as composition 3. To avoid confusion, the
results of calculations carried out for the last two com-
positions are also included in Table 1.

K(x)
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Fig. 1. Spectral absorption coefficients K(x) (in cm?/g) cal-
culated for pure Au (heavy curve) and composition 1 (Au :
W:Gd:Pr:Ba:Sh=25.7:231:18.1:10.0:10.4:12.7)

(light curve) at adensity of p = 1 g/cm’ and temperature of
T=250¢V.
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Note, first of all, that these numerical results agree

well with those of [7]. For instance, the ratio 12" /13"

obtained in [7] for atemperature of T =250 eV isequal
comp2

to 1.67. Our calculations gave the values 12" /1°™ =

1.74 and 12"/13™ = 1.73. Figures 1-3 show the spec-

tral absorption coefficients K(x) (in units of cm?/g) cal-
culated in the present paper asfunctions of x=#wyT for
different material compositions and for a temperature
of T=250eV and density of p =1 g/cm?. Figure 1 dis-
plays the spectral absorption coefficients cal cul ated for
Au and for composition 1. We can see that, within the
energy range x = 3.5-8.5, the coefficient of spectral
absorption in pure Au islow, whereas, for composition
1, this energy range is superimposed by the spectral
lines of impurities. Figure 2 displays the spectral
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Fig. 2. Spectral absorption coefficients K(x) (in cm?/g) cal-
culated for pure Au (heavy curve) and composition 2 (Au :
Gd =55.61: 44.39) (light curve) at adensity of p =1 g/cm®
and temperature of T =250 eV.
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Fig. 3. Spectral absorption coefficients K(x) (in cm?/g) cal-
culated for composition 2 (Au : Gd = 55.61 : 44.39) (heavy
curve) and composition 1 (Au: W : Gd: Pr:Ba: Sh=25.7:

23.1:18.1:10.0: 10.4: 12.7) (light curve) at adensity p =
1 g/cm? and temperature of T = 250 eV.

absorption coefficients calculated for Au and for com-
position 2. This composition is also seen to ensure that
the above energy rangeis superimposed by theimpurity
spectral lines, but to amarkedly lesser extent than in the
case of composition 1, asisillustrated by Fig. 3, which
depicts the spectral absorption coefficients calculated
for compositions 1 and 2. This circumstance explains

why the ratio 13"/I™ decreases at temperatures

higher than and lower than T = 250 eV and why the

ratio 15" /1™ * also decreases in these two cases but to

amuch lesser extent. In our opinion, these effects can
significantly influence the efficiency of the material.
Since the temperature in the hohlraum changes in both
time and space, the materia should not only ensure the
desired value of the ratio of the mean free paths but
should also keep this value in the widest possible tem-
perature range.

DENISOV et al.
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Fig. 4. Spectral absorption coefficients K(x) (in cm?/g) cal-
culated for a NiCr composition (Ni : Cr = 80 : 20) (heavy
curve) and for a composition known asAlloy 188 (Cr : Ni :
Fe:Co:W=2172:2292:2.24:39:13.93) (light curve)

atadensity of p =0.1p,omg and temperatureof T=1keV.

3.2. X- and Z-Pinch-Based Radiation Sources

Another group of results refers to the materials of
the wires for X- and Z-pinches. Table 2 presents the
Rosseland mean free paths calculated for a NiCr com-
position (Ni : Cr =80 20) and acomposition known as
Alloy 188 (Cr: Ni: Fe: Co: W =2172:2292:224:
39: 13.93), and Table 3 presents the Planck mean free
paths cal cul ated for the same compositions. The calcu-
lations were carried out for the temperature T = 1 keV

and the normal density p = Proma » 8 Well as for the
densities p = 0.1 Ppoma @Nd P = 10Poma & the same
temperature. For NiCr, the normal density is equal to
8.49 g/cm’, whereas for Alloy 188, it is equal to
9.05 g/cm’.

Figure 4 shows the spectral absorption coefficients

K(X) (in units of cm?/g) calculated in the present paper
for the NiCr composition and for Alloy 188. The calcu-

Table 2. Rosseland mean free paths (in cm) calculated for NiCr and Alloy 188 at atemperature of 1 keV

Density N |Alloyiss k = |NiCrjAlloy188
0.1 X Prormal 254 x 1071 1.97 x 102 12.89
Prormal 4.12 x 1073 1.37 x 1073 3.01
10 X Prormal 111 x 104 5.81 x 1075 1.91
PLASMA PHYSICS REPORTS Vol.31 No.8 2005
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Table 3. Planck mean free paths (in cm) calculated for NiCr and Alloy 188 at atemperature of 1 keV

. NiCi Alloy188 NiCr,,Alloy188
Density I s k=1lp /5~
0.1x fsnormal 1.16 x 102 2.83x 1073 4.06
5norma| 299x 10 216 x 10 1.38
10 x f)normal 3.29x10° 1.78 x 10 1.84
lations were carried out for the temperature T = 1 keV REFERENCES

and the density p = 0.1 Pporma - |N @naogy with the pre-

vious case, the coefficient of spectral absorption in
NiCr within the energy range x = 2.0-5.5 is relatively
low. For Alloy 188, this energy range is covered by the
spectral lines of impurities. Based on the results pre-
sented in Tables 2 and 3 and in Fig. 4, it can be con-
cluded that the composition of Alloy 188 provides a
higher efficiency for radiation yield than that of NiCr.

4. CONCLUSIONS

The results presented above demonstrate the possi-
bility of modeling and optimizing the composition of
materials for SXR sources in solving various problems
in ICF research. Theoretical methods based on calcula-
tions of the optical properties of a plasma of complex
ion composition can help to optimize the conditions of
experimental investigations aimed at choosing materi-
als for SXR sources and to make such experiments far
less expensive.
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Abstract—The problem of screening of the charge acquired by adust grainin atwo-temperature plasmais con-
sidered. The influence of the trapped ions on the screening effect and on the frictional force exerted on a dust
grain by an ion flow is investigated. It is shown that the ions trapped by a grain radically reduce the frictional
force in the ion flow because their distribution is determined by the temperature of the cold buffer gas. The
mechanism for the onset of the reactive force that accelerates the grain in the direction opposite to that of the
flow is explained. It is based on the momentum transfer from the flow of the ionsthat are additionally acceler-
ated in the grain field to the atoms of the buffer gas. As aresult, the momentum carried by the charge-exchange
atoms out of the“ions+ grain” system exceeds the momentum they have carried into the system; thisgivesrise
to areactive force directed opposite to theion flow (the negative frictional force). The magnitude of the reactive

forceis estimated. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The problem of screening of the charge of a spheri-
cal body (agrain or aprobe) in anonmoving plasmahas
been studied for many years, beginning with the pio-
neering papers by Langmuir [1], who obtained results
by using the Debye approximation for the distribution
of plasma particles around an external charge. Further
progressin solving this problem has been achieved with
the use of the orbit motion limited (OML) approxima-
tion, which was first introduced by Bernshtein and
Rabinovitz [2] for the case of monoenergetic ions and
was then thoroughly investigated by Al’pert et al. [3]
and Laframboise and Parker [4]. Recent progressin the
experimental study of a dusty plasma (see, e.g., [5-7])
has necessitated a more detailed analysis of this prob-
lem, especially for the case of a moving plasma. It
should be stressed that this analysis is aimed not at
introducing slight refinementsin the existing theory but
rather at revealing the qualitative properties of the
screening effect.

Under certain conditions, a negatively charged dust
grain can trap a cloud of ions, which may have a sub-
stantial impact on the screening of the grain charge. In
recent years, the question of the influence of the weak
collisional relaxation of theion component in agas-dis-
charge plasma on the screening of the grain charge has
attracted much attention [8-10], although the possibil-
ity of the appearance of trapped ions was first pointed
out by Bernshtein and Rabinovitz [2]. In this context, it
isimportant to mention abook by Al’ pert et al. [3], who
investigated a wide scope of problems about the inter-
action of a plasma with macroparticles and, in particu-
lar, considered the problem of determining the density
of theions moving infinite orbits (using, asan example,
the results of solving the problem of satellite motion in

alow-density plasma—a problem that was very impor-
tant in the past).

Possible accumulation of trapped (finite-orbit) ions
around a negatively charged grain was considered in
many papers[4, 11-13]. Goree [12] wasthefirst to rec-
ognize that the number of trapped ions (and, accord-
ingly, their influence on the screening effect) is almost
independent of the callision frequency. Consequently,
even in an essentialy collisionless plasma, very rare
collisions can lead to the accumulation of alarge num-
ber of trapped ions around a dust grain because the low
rate of accumulation of trapped ionsis compensated for
by their long lifetime in finite orbits.

Based on the results of self-consistent particle-in-
cell (PIC) simulations, Zobnin et al. [8] quantitatively
investigated the influence of trapped ions on the magni-
tude of the grain charge. They found that, under condi-
tions typical of most experiments on dusty plasmas,
trapped ions play asignificant rolein grain charging; in
this case, the OML approximation causes large errors.
On the basis of correct calculations, they, however,
came to the erroneous conclusion that the stronger the
collisional relaxation, the weaker the screening effect.

In solving the equations of a self-consistent OML
model, Lampe et al. [9] took into account trapped ions
and obtained a linear integrodifferential equation for
their balance. Their OML model, however, did not
involve any parameter describing the intensity of colli-
siona relaxation; in other words, they worked in the
limit of infinitesimally weak relaxation. They numeri-
cally solved the OML equations by iteration in order to
study the influence of trapped ions on the screening
effect. They realized that even aweak relaxation leads
to a qualitative change in the shape of the screened
potential, so the OML approximation without allow-

1063-780X/05/3108-0690$26.00 © 2005 Pleiades Publishing, Inc.
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ance for trapped ions fails to be valid. Their numerical
simulations showed that the electron and ion distribu-
tions are close to those in the Debye approximation.

Theinfluence of trapped ions on the screening effect
in a self-consistent OML model was also studied by
Bystrenko and Zagorodny [10], who revealed that,
under conditions typical of dusty plasma experiments,
trapped ions play an important role in the screening of
the grain charge. They took trapped ions into account
by introducing an explicit expression for their density
into Poisson’s equation and numerically solved the
resulting set of equations by a shooting method. In the
model used in that paper, the expression for the density
of the trapped ions as a function of the electric potential
contained a free parameter—the rel ative amount of these
ions. Asin [9], the authors of [10] noted that even avery
weak collisiona relaxation causes the grain screened
potential to become close to the Debye potential.

In the present paper, which continues the studies
reported in [14-17] (see dso [18, 19]), results are pre-
sented from computer simulations that were carried out
in order to study the screening of the electric charge of
micron-size dust grains (macroparticles) in a dusty
plasma. Under conditions typical of experiments with
gas-discharge plasmas, the electron temperature is usu-
ally governed by the power supplied from an external
source (microwave radiation, discharge current, photo-
ionization, etc.), whereas the ions are in thermal equi-
librium with the cold atoms of the buffer gas. Thisis
why attention isfocused on the case of two-temperature
plasmas (including moving plasmas). Results are
reported from numerical investigations of the screening
of the dust grain charge with alowance for the charge
fluctuations, the losses of charge carriers at the grain
surface, and the stochastization of plasma ions due to
their resonant charge exchange with the atoms of the
buffer gas.

2. FORMULATION OF THE PROBLEM
AND MAIN APPROXIMATIONS

Let us consider a plasma consisting of singly
charged ions with a positive charge e and mass M and
of electronswith charge—e and mass m. Let therebe an
immobile point grain with a negative charge—-Z,.<0in
the plasma. Note that the grains in a dusty plasma usu-
ally acquire a negative charge, but when the electron
therma emission is sufficiently intense, they can be
charged positively. In its vicinity, a point charge —Z,.
creates a spherically symmetric charged cloud of ions
and electrons. The plasma density in the cloud depends
only on the distance r from the point charge. Poisson’s
equation for the mean electric potentia ¢(r) of an
immobile point charge has the form

—A¢ = 4me[n;(r) —ne(r) —Zod(r)] . ()
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In equilibrium, the density of the particles of species s
around an immobile charge obeys a Boltzmann distri-
bution,

ns(r) = nsoexp(_zseq)/Ts)’ (2)

where ng, is the volume-averaged density of the parti-
clesof speciess; T, istheir temperature; and z,=-1 and
1 for the electrons for the ions, respectively.

2.1. Debye Approximation

In the weak interaction approximation, zed/T, << 1,
we can expand the exponential function in distribu-
tion (2) inaseriesand, to within first-order corrections,
obtain

ni(r) = nipg(1-ed/T;) =nie(1-Y),

Y = ed/T,, Ga)
ne(r) = neo(1+e¢/Te)EneO(1+X)1 (3b)
X = edp/T,.

In this case, the general solution to Poisson’s equa-
tion (1) hasthe form

6(r) = Zexp(-r/ho) + Zexp(r/ho). (&)

Assuming that the potential vanishes at infinity, we
arrive at a solution in the form of the Yukawa potential:

0(1) = ~“Lexp(-rio), s

where the Debye radius Ap = (4nzsz§e2NsolTs)_1/2
defines the screening length for the Coulomb field of an
immobile point charge.

When the charge Q = —-Z,e is distributed uniformly

over a sphere of radius a, the potential is given by the
expressions

— - Zae 1 _ (I)aCouI
q)(r) - (I)aDeb - a 1+a/)\D - 1+a/)\D) (63)
for r<a
— _ Zae a—I
q)(r) - ¢Deb - r(1+a/)\D)eXp|:|)\D 0
_ . ra-m (6b)
= . expD)\D il
for r>a.

For r > a, the potential of auniformly charged sphereis
equal to Debye potential (5) of a point charge Z, =

exp(a/Ap) .
d1+al\p ’
Expression (6a) implies that the surface potential of a

z for r < a, the potentia is constant.
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small grain (a < Ap) in the Debye model, ¢ p., =
$acou(l — @/Ap), is lower in absolute value than the
Coulomb potential ¢ 0o = —Zs€/a.

In the problem about the charge distribution inside a
sphere of radius R, with zero total charge, the boundary
condition determining the values of the constants in
solution (4) implies that the electric field at the sphere
is zero. In this case, the solution to Eq. (1) differsfrom
Debyepotential (5). Far fromthelarge sphere (of radius
much greater than the Debye radius, R > Ap), the
potentia is close to Debye potential (5), but it differs
considerably from the latter near the sphere. This effect
isespecially pronounced in PIC simulations of asystem
of chargesthat is precisely neutral asawhole.

2.2. Orbit Motion Limited Approximation

The OML approximation is based on the following
assumptions: (i) all processes are steady-state; (ii) there
are no electron and ion collisions; (iii) al of the ions
arrive frominfinity, where their potential energy iszero
and their total energy is positive; (iv) at an infinite dis-
tance from the grain, the electrons and ions obey Max-
wellian velocity distributions; (v) the electronsand ions
that strike the grain recombine at its surface; and (vi)
the problem is spherically symmetric [1-4, 7, 10, 11].
Under these assumptions and under some additional
assumptions about the rate at which the screened poten-
tial decreases with distance from an absorbing spheri-
cal grain, theelectron and ion densitiesaround thegrain
can be expressed as functions of the distance from it
and of its potential. Specifically, the electron density is
equal to [3, 9-11]

1
no()/neg = expx - 3expx erf JAX

1 A ZA ™
+ 21— Ferfc [-2X S EXp—= X
2 1-7  1-7°
and the density of freeionsis[3, 9-11]
N (r)/ng = J=YIm
8
+3 exp( lIJ)EBffC«/_LlH 1- ze><p——i“—D ®

-Z

where Ax = X(r) — X(@) and z = a/r. At large distances
from the grain, the density of freeionsand the potential
areequal to

ne()ing = 1-y(r) + 2=

2
Te az Z.ea

TetTiar? o

o(r) = «(2¢(a)-Ti/e) (10)

MAIOROV

At small distances, r — a < Ap, the density of freeions
behaves asymptotically [7, 14, 15] as

N (F)/njo D(—e/To) 2 (11)

An expression for the density of trapped ionsin the
OML model inthe limit of rare collisions was obtained
by Bystrenko and Zagorodny [10]. In the model used
here, however, the expression describing the depen-
dence of this density on the grain potential containsthe
free parameter A, which has the meaning of the fraction
of trapped ions:

2

N(r)/Nie = Aexp(~) /1 -2 exp=2 ALZIJ
1-z
(12)
_Azl-p 2 zl-p
xlef [—— —— 8(-4,
{ «/1—22 «/ﬁ«/l—z 1— }( ¥)

where AP(r) = Y(r) — Z2Y(a), and z= a/r.

Inthe OML model, theion flux to agrainisgiven by
the same expression asthat derived in the simple Lang-
muir—M ott-Smith model,

Ji(a) = T[aznioA/%(l—ed)/Ti)EJiO[l—L|J(a)],(13)

and the electron flux to a grain is determined from the
Boltzmann distribution,

J(a) = nazneoj%exp(ewa)/n)

= Jeoxp(X(a))-

In the present paper, the OML model was used to ana-
lyze the numerically calculated electron and ion distri-
butions by substituting the calculated values of the
grain potential into expressions (7), (8), and (10).

(14)

3. RESULTS FROM SIMULATIONS
OF THE SCREENING EFFECT

The electron and ion densities, aswell asthe e ectric
field distribution and potential, were determined by
self-consistently solving the electron and ion dynamic
eguations together with Poisson’s equation by the PIC
method. Theinitial conditions corresponded to uniform
particle distributions over the computation cell. The
boundary conditions reflected the corresponding phys-
ical processes: the recombination of plasma particles at
the grain surface and the thermostating conditions at
the external boundary. The formulation of the problem
was described in detail in [15-17], the only difference
being the spherical shape of the computation cell in our
simulations. This difference is responsible for the
above-mentioned substantial discrepancy between the
numerical results obtained for the region near the
boundary of the computation cell and those calculated
in the Debye model: in this region, the electric field
PLASMA PHYSICS REPORTS  Vol. 31
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Tablel1. Time-averaged parameters of grain charging, the surface potential ¢p(a) normalized to the electron temperature,
and the values of the surface potential in the Debye and Coulomb models for different ion mean free paths Ay —Q/e is the
grain charge in units of the electron charge; J; pc/Jig is the numerically calculated ion flux onto the grain surface in units of

the unperturbed ion flux Jig = T@2no(8To/TM)Y2; and J; pc/J; ms is theion flux in units of the flux & s = Jiol1 — Wpc(@)],

derived from the Mott-Smith model by using the numerically calculated surface potential ¢p ()

Cadlculation version 1 2 3 4 5 6
Ags UM 0 1000 500 200 100 50
—Qle 4871 3393 2924 2337 1934 1766
JilJio 16.6 34.7 454 62.3 74.2 85.8
31 ms 0.118 0.372 0.553 0.955 1.379 1.741
“Xpic(@) =—edpc(a)/Te 3.413 2.324 1.997 1.593 1.319 1.211
“Xpen(@) = —€dpes(@)/Te 3.331 2.320 1.999 1.597 1.322 1.206
“Xcou(@) = —€bcou(@/Te 3.508 2.444 2.106 1.683 1.392 1.271

should be exactly zero because of the precise electrical
neutrality of the system. Zobnin et al. [8] carried out
computer simulations for the problem stated in a simi-
lar manner, but they described the plasma el ectrons by
a Boltzmann distribution in terms of an electron fluid
model. It should be kept in mind, however, that this
approach, which is in principle quite reasonable for a
collisionless plasma, greatly underestimates the grain
charge fluctuations.

L et us now discuss the results of simulations carried
out for different plasma parameters and for grains of
different radii. As an example, we consider the results
from numerical calculations of the screening effect for
a 2-pum-radius absorbing spherical grain in a honmov-
ing two-temperature plasmawith z = 1, the ion temper-
ature T, = 0.025 eV, the electron temperature T,= 1 eV,
and theion density n, = 10° cm=3. For these values of the
plasma parameters, the total Debye radius is equal to

38 um and there are 207 ions within the Debye sphere.
In the simulation model, the number of ions was N, =
50000 and the number of electrons was such that the
total charge of the system, including the charge of the
grains, was zero. The radius of the spherical computa-
tion cell depended on the number of particles and, for
the simulations in question, was equal to 230 um. The
run time of the code corresponded to 34 psin real time,
or, equivalently, to about 35 Langmuir periods. The
mean values of the parameters of the screening effect
were calculated within a shorter run time: specifically,
the initial stage during which the plasma relaxed from
itsoriginal stateto asteady state and which lasted about
20% of the total time was not simulated.

Table 1 presents the time-averaged parameters of
the grain charging process calculated for different ion
mean free paths A,. We can see that even rare collisions
strongly affect the charging parameters. Figures 1-5

NelNeos MilNjo E/Ecou
102 ¢ 1.0
. ... (a)
.. 0.8
10'E . . .
F ¢ % \~ 0.6
I 0.4
10° 3
0.2
1071 Lol Lol Lol
1072 107! 10° 10" 0

(r—a)/\p

Fig. 1. (a) lon and electron densities around an absorbing spherical grain: the solid and dashed curves are the radial profiles of the
ion and electron densitiesin the Debye model, and the dots show the profiles obtained from computer simulations. (b) Radial profile
of the field normalized to the Coulomb field of the grain charge: the dots show the profile obtained from computer simulations, and
the solid curve is calculated from the Debye model.
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Fig. 2. lon and electron densities and electric field strength around an absorbing spherical grain at A, = 1000 pm. The notation is
thesameasin Fig. 1.
Ny —Nig Ngg—Ne
—e/T, No ~ Neo
102

-3
10 0
(r-a)/Ap

Fig. 3. (a) Radia profiles of the potential calculated for the ion mean free path Ay = 1000 pm: the circles show the results of com-

puter simulations, the dots show the Coulomb potential of acharged spherical grain, the solid curveisthe potential profile calculated
from formula (10) for large distances from the grain in the OML approximation, and the dashed curveisthe Debye potential profile
calculated from formula (4) with alowance for a perturbation from the plasma boundary. (b) Deviations of the ion and electron
densities from their mean values around a spherical grain: the dots show the calculated deviations from the mean ion density, the
circles show the calculated deviations (plotted with the opposite sign) from the mean electron density, the dashed curves are the
deviations calculated from the Debye model, and the solid curve isthe deviation calculated for large distances from the grainin the
OML approximation.

show the ion and electron density distributions and  responding to the collisionless OML model (calcula
potential distribution for calculation versions 1, 2, and  tion version 1) to a Debye distribution (in calculation
5 from Table 1. versions 2-6). The last calculation version demon-

The results presented in Table 1 and Figs. 1-5 indi- ~ Strates a strong effect of collisions in the quasineutral
cate that collisional relaxation affects the screening plasma region. A detailed examination shows that,
parameters. The plasmaevolvesfrom adistribution cor-  because of the weak collisional relaxation, the ion dis-

PLASMA PHYSICS REPORTS Vol. 31 No. 8 2005
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Fig. 4. lon and electron densities and electric field strength around an absorbing spherical grain at A, = 100 pm. The notation isthe

sameasinFig. 1.
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Fig. 5. (a) Radia profiles of the potential and (b) deviations of theion and el ectron densities from their mean val ues around a spher-
ical grain for Ay = 100 um. The notation isthe same asin Fig. 3.

tributions even near the grain surface essentially coin-
cide with distribution (4) in the Debye approximation.

Based on the analysis of the numerical results, we
can conclude that the collisiona relaxation, as
expected, enhances the screening effect rather than
reduces it (as was mentioned in [8]). Due to a signifi-
cant increase in the ion flux to the grain surface, the
grain charge decreases in absolute value. As for the
screening effect, it is enhanced even at small distances
from the grain because of the appearance of a large

PLASMA PHYSICS REPORTS  Vol. 31
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number of trapped ions. Even rare collisions cause the
plasma to evolve from a distribution corresponding to
the collisonless OML model to a Debye distribution.

4. FRICTIONAL FORCE

In the electrode sheath, the ions not only perform
thermal motion but also are subject to directed motion
with a velocity corresponding approximately to the
electron thermal energy [20-22]. The structure of the
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Table2. Time-averaged parametersof grain charging at differ-
ention temperaturesfor anion mean free path of L,,,;, = 500 pm:
the grain charge, the ion flux onto the grain surface, and the
grain potential

-Qle Jldo | Xpc(@ | XsDeb
T,=1eV 2805 48.8 1.902 1.996
T, =0.025 eV 2924 454 1.997 1.999

ion flow around dust grains having different shapes (a
spherical and a needle-shaped grain) was considered in
[23, 24] without alowance for the trapped ions. It
would be of great interest to determine the ion drag
force exerted on agrain by an ion flow. In the existing
models, the frictional force is determined only on the
basis of Coulomb interaction. Although there are sev-
eral papersaimed at calculating the ion drag force [25—
27], the final expression for it is still lacking, presum-
ably because of the complexity of the problem of esti-
mating the influence of ion focusing on the ion drag
force. In such circumstances, different theoretica
approaches can be verified by numerical simulations.

4.1. Influence of the Screening
on the Frictional Force

Above, we have considered the influence of the
trapped ions on the screening effect in a two-tempera-
ture plasma with a cold ion component. An analysis of
this influence inevitably leads to the hypothesis that
trapped ions also play an important role in a moving
plasma. Although the kinetic energy of the ionsin the
flow ison the order of the electron temperature, theions
produced via resonant charge exchange are cold
because they have the temperature of the buffer gas.
Consequently, when trapped ions are present in large
quantities, they can dominate the screening of the grain
charges, thereby having an impact on the frictiona
force.

In order to verify this hypothesis, simulations were
carried out for the same parameters as in calculation
version 3 from Table 1, in particular, for the same ion
and electron temperatures, T, = T, = 1 eV, but the gas
temperature was set to be T, = 0.025 eV and, accord-
ingly, the temperature of the charge-exchange ions was
set equal to the gas temperature. The results of these
simulations areillustrated in Table 2, in which the sec-
ond row replicates calculation version 3 from Table 1
for comparison. The data given in Table 2, along with
the analysis of the ion and electron density distribu-
tions, show that, at short distances from the grain, the
characteristic screening length is the ion Debye radius
determined by the gas temperature.

Theforcesacting on acharged dust grain are mainly
governed by the Coulomb interaction with the plasma
particles. However, even rare resonant charge-
exchange collisions of plasmaions with gas atoms can
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appreciably change the charge of the grain and strongly
affect both its screening and the force with which the
ion flow dragsthe grain. It is therefore of great interest
to determine how trapped ions influence the frictional
force exerted by the ion flow on the grain.

4.2. Molecular Dynamics Smulations

Theinfluence of trapped ions on the screening of the
grain charge in amoving plasma was simulated by the
molecular dynamics (MD) method. The problem was
treated in the same formul ation and for the same param-
eter valuesasin [23]. Theion and electron densitiesand
the distributions of the electric field and of its potential
were calculated by solving the electron and ion
dynamic equations together with Poisson’s eguation.
The initial conditions corresponded to uniform particle
distributions over the computation cell. The boundary
conditions reflected the corresponding physical pro-
cesses: the recombination of plasma particles at the
grain surface and the thermostating conditions at the
external boundary. A detailed formulation of the prob-
lem was given in [23], with the only difference being
that the simulationswere carried out with allowance for
resonant charge-exchange collisions of ionswith atoms
and for the production of ions having the temperature of
the cold gas.

A comparison of the results computed in [23] with
those from analogous simulations carried out with
allowance for ion—atom collisions showed that these
collisions, as expected, produce a large number of
trapped ions, so the calculated ion density distribution
was qualitatively different in shape. In contrast to the
distribution with a typical wake tail caused by ion
focusing [23], theion density distribution was found to
be close to a spherically symmetric distribution.

The results of calculating the frictional force are
even more impressive. It isfound that, with the charge-
exchange processes taken into account, the frictional
force decreases by a factor of aimost 100 and even
changes its sign, i.e., becomes negative (the ion flow
velocity is assumed to be positive). In the light of the
results obtained in [25, 26], however, this change in the
sign of thefrictional force isin principle not surprising
because, in those papers, the negative friction coeffi-
cient was predicted based on the analysis of kinetic
models for acollisionless plasma. Since, in the simula-
tions reported here, the frictional force was calculated
dtatistically reliably, it is expedient to consider the
charge exchange of the ions as a possible mechanism
for the change in the sign of the frictional force.

4.3. Reactive Frictional Force

Let us consider the mechanism for the onset of a
reactive force that accelerates adust grain in the direc-
tion opposite to that of theion flow (this correspondsto
the negative frictional force). To do this, it is necessary
to stress that the negative frictional force, acting to
PLASMA PHYSICS REPORTS  Vol. 31
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increase the relative velocity of motion, should not be
confused with the negative differential frictional force,
which corresponds to a decrease in the absolute value
of the frictional force with increasing velocity of
motion but actsin the conventional direction of thefric-
tion force.

Under certain conditions, the specific dependence of
the Coulomb frictional force can increase the mean
energy of adust grain in apotential well [28]. The pos-
sibility for the onset of anegative frictional forcein the
case of Coulomb collisions was discussed in [25, 26],
and the ion drag force in the screened-potential region
was considered in [27].

In the present paper, the force arising from charge-
exchange collisions of the ions with atoms is analyzed
for the first time. The mechanism for the onset of this
force can be briefly described as follows. In collisions
of the flow ions with the buffer gas atoms, the ions that
have been additionally accelerated by the grain field
transfer their momentum to the atoms in charge-
exchange collisions. As aresult, the momentum carried
by the charge-exchange atoms out of the “ions + grain”
system exceeds the momentum they have carried into
the system, which givesrise to areactive force directed
opposite to the ion flow (the negative frictional force).
Let us examine this situation in more detail in order to
estimate the magnitude of the frictional force driven by
resonant charge-exchange collisions of the ions with
gas atoms.

4.4. Estimate of the Frictional Force Due to Charge
Exchange of the lons near a Grain

Let us consider aflow of ionswith chargee> 0 and
mass m that move with the velocity v,, from infinity
along the x axis and are incident on an immobile, nega-
tively charged, spherical dust grain with radius a and
charge Q = —eZ < 0. We assume that the grain radius,
the screening length, and the mean free path of anion
before it exchanges an electron with an atom satisfy the
conditions

a<<Ap <Ay, (15)

and the electron, ion, and gas temperatures satisfy the
conditions

T.>T,=T,. (16)

In experiments on the levitation of dust grainsin the
electrode sheath, the kinetic energy of theincident ions
isequal in order of magnitude to the electron tempera-

ture; accordingly, we have K., = %mvi > T,. Theions
produced from the gas atomsin charge-exchange colli-
sions have a mean kinetic energy of gTa < K, and

obey a velocity distribution that is determined by the
temperature of the atoms. Consequently, in each
PLASMA PHYSICS REPORTS  Vol. 31
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charge-exchange collision, the total energy of the ion

decreases on the average by an amount of K., — gTa,

which is transferred to the atom.

The charge acquired by adust grain is usually large
enough to create asubstantial Coulomb barrier for elec-
trons. Under conditions (15) and (16), the grain surface
potentia is approximately equal to

elp(a)l O(2-4)T.. (17)
Asaresult, for T, > T,, an ion produced from an atom
in aresonant charge-exchange collision within acertain
region of volume V, around the grain turns out to be
trapped in the grain’s potential well. In this case, the
most probable scenario of the ion evolution is that in
which, after a series of subsequent collisions, the ion
will reach the grain surface and will recombine on it.

The number of collisions that will occur in a small
region of volume AV (around a point lying at a distance
r from the grain center) within a time At is equal to
AN (r) = n,VAVAt/A,, where n; istheion density, v is
theion velocity, and A, is the mean free path of an ion
before a charge-exchange event. The mean momentum
of the ions produced from the gas atoms in charge-
exchange collisions is zero because the velocity distri-
bution function of the atoms is isotropic (the velocity
dependence of the charge-exchange cross section can
be ignored since the atomic velocity is low). Conse-
guently, theionsthat have recombined on the surface of
the grain will not change its momentum.

The momentum conservation law implies that the
resulting change in the momentum of a grain is deter-
mined by the difference between the momentum of the
ions at infinity and the momentum of the charge-
exchange atoms:. Apy(r, AV) = Ap, (AN, where
Ap,(r) = mv,, —mv, isthe momentum transferred to the
grain in one charge-exchange event. From the law of
conservation of the total energy of anion movingin the
grain potential field, it follows that its kinetic energy is
equal to K(r) = K,, — ed(r). In the approximation in
which the ions move aong straight trajectories in the
field with the Coulomb potential ¢(r) = Q/r, we obtain
the following estimate for the mean momentum trans-
ferred to agrain in one collision event at any pointin a
region of volume V,:

Aplx = mvoo_’\/m ==

ep(r). (18)
Ve

The frictional force is defined as the change in the
momentum in unit time; it is obtained by integrating
over all collision eventsin aregion of volume V,:

n;v
F, = I)\—StAplde. (19)
VO
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We assume that the volume V, is that of a sphere of
radiusr, > a. We also assume that the potential within
the sphere changes according to Coulomb’s law ¢(r) =
Q/r and the density and vel ocity variations are given by
the formulas n,(r) = n, and v(r) = v,. Under these
assumptions, expression (19) becomes

ik

Setting the numerical coefficient in formula (17) equa
to 3, we arrive a the estimate

nIO e Z

Ve
eQ 4T[r 2dr = —2mrg oNig=— .

(20)

6a

sz—nrgnioTe)\—. 2D
st

4.5. Properties of the Reactive Frictional Force

The main property of the reactive frictional force
that followsfrom estimate (21) isitssign. Thefrictional
force is directed opposite to the ion flow incident on a
grain and acts to increase the grain velocity relative to
the flow. Since this situation seemsto be somewhat par-
adoxical, it is necessary to obtain a better insight into
the onset of the negative frictional force.

Physically, the principles for the onset of such a
force are equivalent to the principle of motion of a
supersonic jetliner: the jet engine takes air from the
incident airstream, heats the drawn-in air, acceleratesit
through a nozzle to a directed velocity higher than the
stream speed, and then gjectsit downstream. Thefuel is
needed only to heat the air, in contrast to a rocket, in
which the fuel aso plays the role of the working
mass—an agent for momentum transfer. For a grain,
therole of the energy source, or of thefuel, isplayed by
the electrons that overcome the Coulomb barrier and
charge the grain, thereby enabling it to collect and neu-
tralize the slow charge-exchange ions at its surface.

Another interesting consequence of estimate (21) is
that the frictional force is independent of the ion flow
velocity. It should be kept in mind that there is still a
weak dependence because the ion trajectories are bent
near the grain, and more exact calculations are likely to
yield a greater magnitude of the frictional force.

Estimate (21) also impliesthat the greatest contribu-
tion to the reactive force comes from theionsthat fly at
large distances from the grain—asituation analogousto
that with the frictional force due to Coulomb collisions.

4.6. Comparison to Other Forces Acting
onaGraininaDusty Plasma

In order to carry out a comparative analysis, it is
necessary to determine the volume V,,. The simplest
estimate can be derived in terms of the radial distance
from the grain at which the potential energy of itsfield
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is on the order of the atom temperature. Setting
eld(a)| ~ 3T, we abtain

_ @) 5, Te
= a T. D3a_|_a.

It should be noted, however, that, when such factors as
the screening effects, the non-Debye behavior of the
potential of agrain at large distances from it, the pres-
ence of an external electric field, and ion focusing are
taken into account, the problem of determining the vol-
ume V,, becomes far more complicated. For instance,
with allowance for a strong screening effect, we get
I'O ~ )\D.

Substituting relationship (22) into estimate (21), we
obtain

(22)

T
F,=-ma nioTeioa%r% Oa’.

(23)
For comparison, we also present the expression for the
pressure force exerted on a grain by a flow of neutral
particles (atoms) in inelastic interactions with it,

Fuow = 2ma’nK, 0a%, (24)

and the expression for the single-direction gas-kinetic
pressure force,

Feo = ma’nT 0 &’ (25)

For an absorbing spherical grain whose motion velocity
v is much lower than the thermal velocity of the atoms
and whose radius is smaller than their mean free path
and for aMaxwellian vel ocity distribution of the atoms,
the frictional forceis equal to

_ ama’nv 8T

2
Fuaw = 3 p— Oa". (26)
The frictional force due to the scattering of an ion flow
in the Coulomb potential ¢(r) = Q/r is given by the
expression

2

T2
Fooy = niOZ"}f 2 187 oA U a’, @7
and the gravitational forceis
4ma°
Fq = Tpg Da’. (28)

A comparison between formulas (23)—(28) shows
that only two of the forces—reactive frictional force
(23) and gravitational force (28)—are proportional to
the grain volume, the remaining forces being propor-
tional to the area of the grain surface. Consequently, in
agravitational field, the reactive force plays the role of
a correction that changes the grain’s weight. Under
zero-gravity conditions, the reactive force may appear
to be the strongest among the forces acting on a grain.
PLASMA PHYSICS REPORTS  Vol. 31
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Near a vertical electrode, the reactive force can have a
substantial impact on the dust.

5. CONCLUSIONS

The results of numerical simulations made it possi-
ble to check the existing theoretica models and to
examine the kinetic processes that are responsible for
the screening of adust grain in a gas-discharge plasma
in the case of rare collisions. Numerical and analytical
analyses lead to the following conclusions:

(i) When even wesk collisional relaxation is taken
into account, the grain screened potential differs radi-
caly from that in the widely used OML model. The
electric potential distributions calculated with allow-
ance for resonant charge-exchange collisions are very
close to those in the Debye model. The electron distri-
bution is well described by the Boltzmann model with
the Debye screening potential. The particle fluxes onto
the grain surface depend strongly on the frequency of
ion—atom collisions (i.e., on the gas pressure); accord-
ingly, the grain charge cannot be correctly determined
from the Mott-Smith model.

(ii) The distribution of the screening charge around
adust grain in an ion flow is largely governed by the
temperature of the cold buffer gas. Conseguently, under
such conditions, the characteristic screening length
scaleisequal to theion Debye radius determined by the
gas temperature. The ions trapped by agrain in an ion
flow radically reduce the frictional forcein comparison
to that predicted by the commonly accepted theory.

(iii) A dust grainin anion flow is subject to a reac-
tive force that is directed opposite to the flow and
results from resonant charge exchange of the ions with
buffer gas atoms near the grain. The reactive force has
the meaning of the negative frictional force, which is
directed opposite to the flow and tries to accelerate the
grain. Estimates of the magnitude of this force show
that it is proportional to the grain volume and to therate
of resonant charge exchange of theions with buffer gas
atoms, while being independent of the flow velocity.
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Abstract—The shock Hugoniot of deuterium at pressures above 1 Mbar is calculated by the path-integral
Monte Carlo method without introducing additional physical assumptions and approximations. The results
obtained are compared to calculations by other authors, various theoretical models, and experimental data. ©

2005 Pleiades Publishing, Inc.

The problem of the shock compressibility of deute-
rium has been attracting much attention since the pub-
lication of the experimental data obtained in the NOVA
laser facility [1, 2]. Studies in this field are of funda
mental importance because they provide information
about the behavior of materials at extremely high pres-
sures. It is also of interest to find out whether liquid
deuterium under shock compression exhibits the same
properties as other diatomic liquids (e.g., N, and O,) or
its compressibility is determined by more complicated
effects[3]. Knowledge of thermodynamic properties of
hydrogen and deuterium is also needed to solve various
problems of astrophysics and controlled nuclear fusion.

Our paper presents the results of calculating the
shock Hugoniot of deuterium at pressures above
1 Mbar by the path-integral Monte Carlo method. In
this method, the density matrix and, consequently, the
thermodynamic quantities are represented in the form
of path integrals. The low-temperature density matrix,
for which there are no small physical parameters, is
represented as a product of a great number n of high-
temperature density matrices. This alows one to intro-
duce intermediate coordinates, so integration over tra-
jectories reduces to integration over these intermediate
coordinates by the classical Monte Carlo method [4].
Using perturbation theory, it is possible to find explicit
expressions for high-temperature factors with an error
that is inversely proportiona to, at least, the square of
the number of the high-temperature factors. The total
error of the product of the high-temperature density
matrices € is inversely proportiona to the number of
such matrices and, therefore, € —= 0 asn —» . The
error of the method can be estimated by comparing the
results obtained for different »n. Thus, in contrast to
other methods for modeling degenerate nonideal sys-
tems at nonzero temperature, this method does not
employ any additional physical assumptions and
approximations. Since, in this case, the caculation

accuracy is known in advance, various physical phe-
nomena can be examined from “first principles’”
Below, we present a more detailed description of the
calculation procedure used in our study.

The path-integral Monte Carlo method [4] is based
on the Feynman formulation of the quantum statistical
mechanicsin the form of path integrals. All of the ther-
modynamic characteristics of atwo-component plasma
of volume V are defined by a statistical sum Z, which,
in the case of N, negatively charged particles (elec-
trons) and N; positively charged particles (protons), can
be written in the form

Z(Nev Ni1V! B) = Q(Ne, Nia [?))/NeI Ni!1

1
QN N, V.B) =  [dadrp(@r,0:B).

Here, B = 1/kgT, kg is the Boltzmann constant, T is the
plasmatemperature, g = {q;, 0, ..., qy, } arethe proton
coordinates, r = {ry, ..., ry_} are the electron coordi-
nates, ando = {o, ..., On Ops oevs Oy} arethe proton

and electron spins. The expression for the density
matrix p in Egs. (1) can be written in the form of apath
integral

dROS p(R?, 0;B) = -1
o'y 53
)
x J'dR(O)...dR(”)p(l)p(z)...p(”)S(o, Po')Pp"* Y,

\%

where pi = p(Ri-, RY; AB) = [Ri-V]e™™ RiDare
the density matrices at a temperature of (n+ 1)T or at
an inverse temperature of AB = B/(n + 1); P isthe per-

1063-780X/05/3108-0700$26.00 © 2005 Pleiades Publishing, Inc.
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mutation operator; Kp isthe permutation parity; Sisthe
spin matrix; H is the Hamiltonian of the system H =

K + Uc, K being the kinetic energy; and Uc isthe
potential energy, which is the sum of the Coulomb
interaction energy of electrons(e), protons (p), and pro-

tons and electrons (ep): Uc = U¢ + U¢ + 0. The
particle coordinates are designated as follows: R = (g,
rn,i=1,...,n+1,withR®=(qg,r), R"*Y=R9 and
0' = 0. Thus, all the particles are represented by closed
loops, which can be designated symbolicaly as [R] =
[RO; RD; ...; RM; R"*+ D, The exchange effects for the
Fermi statistics are taken into account by the permuta:

tion operator P, which acts on the spatial and spin
coordinates of all of the particles. Thetransformation of
expression (2) to aform in which the sum over all per-
mutations is replaced with a determinant of the

exchange matrix ng'bl alows us to avoid the so-called

“sign problem” [5] and to improve the accuracy of cal-
culations at high degeneration parameters.

For each factor p@ (i =1, ..., n +1) in formula (2),
we may use an explicit expression for the asymptote of
the density matrix in the limit of high temperatures.
Each of these N-particle high-temperature density
matrices, in turn, may be represented as a product of
two-particle density matrices. For a two-particle den-
sity matrix at high temperatures, there is the analytic
solution to the Bloch equation in the first order of the
perturbation theory [6]:

pa,b(rai r'a1 rbl r;n B)

— mamb
(2riB)°

p[ ZQSB(ra—r;)Z]

T (rb—rg)}exp[—squ],

x exp| —
p[ 241°B

where ®®(r,, r,, ry, ry, B) can be approximated by the
half-sum of diagonal pseudopotentials,
O*(|r o), AB)
€, €)

= s { L= exp(=xgp) + /X[ 1 —erf (x,p)]
abXab

Here, Xy, = |F ol Ay €F(X) = 2/ﬁtJ'S exp(—t°) dt is the
error function, Aib = h?B/24,, €, and g, are the particle
charges, m, and m, are the particle masses, and ., =

(m;" + m,")"! isthe reduced mass. The resulting accu-
racy depends on the number of factorsn+ 1intheinte-
grand in formula (2), on the temperature T, and on the

degeneration parameter X = max(NAZ, nAl): & ~
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(BRy)>x/(n + 1), where n, = n, are the electron and pro-

tondensitiesand A2, = 21:2B/m, ;. In[7], it was shown
that pseudopotential (3) agrees well with the exact
quantum potential at temperatures of T > 2 x 10° K.
Thismeans, in particular, that at atemperature of 10* K,
it is quite sufficient to take n = 20. In this case, the cal-
culation error will be no more than 5%.

All the thermodynamic functions are expressed
through derivatives of the statistical sum Z. In particu-
lar, for the total energy and pressure, we have

E = —B(3InZ/aB)y,
BP = (3INQ/3V),.

Multipleintegralsin these expressions are computed by
a standard Metropolice method in a cubic cell with the
use of periodic boundary conditions [4].

The thermodynamic properties of hydrogen and
deuterium plasmas were calculated for temperatures
equal to or higher than 10* K over awide range of den-
sities. Unlike the previous version of the method devel-
oped in [4], our model allows for the exchange effects
both in the main Monte Carlo cell and in its nearest
periodical images. Such a procedure is necessary when
the thermal electron wavelength is larger than the
Monte Carlo cell. As the thermal electron wavelength
increases, the exchange interaction is taken into
account for the nearest 33, 53, etc., Monte Carlo cells.
To minimize the computation time, we used perturba-
tion theory. The accuracy of calculating the exchange
effects was tested by comparing with analytic depen-
dences for the pressure and energy of anideal degener-
ate plasma.

Since the path-integral Monte Carlo method is for-
mulated for protons and electrons, the formation of
bound states may be identified only if we introduce a
criterion as to whether several chosen electrons and
protons can be regarded, e.g., asan atom or amolecule.
Within the formalism adopted in our problem, it is
rather difficult to formulate a rigorous criterion of this
kind. It is possible, however, to demonstrate the exist-
ence of bound states by analyzing the pair distribution
functions, as was done in [8, 9]. In particular, it was
found that, at temperatures below 1 Ry (13.6 €V), the
probability density of the electron location was maxi-
mum at the electron-to-proton distance equal to the
Bohr radius ag. Moreover, within a certain interval of
temperatures and densities, amaximum in the probabil -
ity density of the proton location appeared at an inter-
proton distance of 1.4ag (the distance between the pro-
tons in a hydrogen molecule). In the latter case, a peak
corresponding to a bound electron state in a molecule
appeared in the electron—electron pair distribution
function. When the simulation parameters were varied
(e.g., the temperature was increased), the peaks in the
distribution functions disappeared. The pair distribu-
tion functionswere calcul ated by averaging over agreat
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Thermodynamic properties and the shock Hugoniot of deuterium

rqg =217 ro =186 ro=2
TK Py, glem® | Py, Mbar
P, Mbar E,, eV P,, Mbar E, ev P5, Mbar E; eV

15625 2.27 -19.00 1.01 -9.69 - - 0.8%4 1.113
31250 1.86 -9.95 - 1.34 —6.02 0.837 1.605
62500 - - 3.14 -1.23 261 -0.18 0.810 3.067
1.25 x 10° - - 7.96 17.27 6.22 17.07 0.740 7.008
25x10° - - 15.97 48.22 12.38 46.85 0.720 13.305
5x10° - - 32.62 112.73 26.45 114.57 0.708 27.973
108 - - 67.66 245.99 54.40 246.45 0.698 56.722

number of equilibrium configurations; this proves the
stability of the bound states arising in calculations. The
thermodynamic properties calculated by the path-inte-
gral Monte Carlo method were compared to the results
of calculations performed using other methods in their
applicability regions. Most of these methods are based
on the chemical model of plasma, in which the influ-
ence of atoms, molecules, and ions on the plasma prop-
ertiesisdescribed in the explicit form. Good agreement
between radically different methods (see [10-12]) adso

P, Mbar

10'

100

1
1.0 p, g/em?

Shock Hugoniot of deuterium. Experimental data: (1) [1, 2],
(2) [15], (3) [16], and (4) [21]; calculations: (5) [17],
(6) [18], (7) [14], (8) [19], (9) [20], (10) [22], (11) [25], and
(12) this study.

indicates that the bound states are correctly taken into
account by the model formulated above.

In the present study, the shock Hugoniot of deute-
rium was determined by calculating its thermodynamic
properties by the path-integral Monte Carlo method.
The pressure (P), the specific volume (V), and the spe-
cific internal energy of matter (E) behind the front of a
shock wave arerelated to the initial state (P, V,, E,) by
the Hugoniot equation,

H(V) = E-Eo+5(V-Vo)(P+Py) = 0. ()

Following [14], theinitial parameterswere chosen to be
equal to the parameters corresponding to liquid deute-
rium under thefollowing conditions: P, =0, 1/V,=p, =
0.171 g/cm’, and E, = —15.886 eV per atom. We then
calculated the pressure P, and internal energy E; at a
given temperature T (from 10* to 10° K) and at three
different val ues of the specific volume V; corresponding
torg=17,186,and 2 (i = 1, 2, 3), wherer, = [il/ag,
with [B0= (3/41m,)'. The results of calculations are
listed in the table. Substituting P;, E;, and V, into
Eq. (4), we determine the range of the specific volumes
in which the function H(V) changes its sign. The value
of the specific volume at the shock Hugoniot was then
calculated by the linear interpolation at the point where
the function H(V) is equal to zero. Inthetable, the pres-
sure and internal energy are shown only for the specific
volumes such that the shock Hugoniot passes between
them at a given temperature. The last two columns
show the density p,, and pressure Py, of deuterium at the
shock Hugoniot.

The figure summarizes the data from different
experimental, theoretical, and numerical studies on the
shock compressibility of deuterium. Measurements
performed in the NOVA facility, where a shock wave
was generated by alaser pulse[1, 2], show that the deu-
terium density behind the shock front can increase by a
factor of more than 6. However, at high pressures, the
maximum compression ratio p/p, for anideal one-atom
gas cannot exceed 4; at the same time, the dissociation
of deuterium in the shock wave occurs at pressures of
PLASMA PHYSICS REPORTS  Vol. 31
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~0.5 Mbar [3]. For this reason, it was concluded in [3]
that the data from [1, 2] cannot be considered reliable.
Experiments with the acceleration of an aluminum foil
by a magnetic field to velocities higher than 20 km/s
[15] show a considerably lower compression ratio in
comparison to [1, 2]. The results obtained in [1, 2] and
[15] disagree within experimental errors. In contrast to
[1, 2] and [15], where targets several hundred microns
thick were used, in [16], the shock compressibility of
solid deuterium was measured in a 4-mm-thick layer
using a hemispherical explosive device. The experi-
mental point obtained at a pressure of about 1 Mbar lies
between the datafrom [1, 2] and [15].

Since 1997, many studies have been published in
which attempts were made to cal cul ate the shock Hugo-
niot of liquid deuterium by using different theoretical
models. The well-known equation of state [17] ignores
the effect of dissociation; therefore, the compression
ratio behind ashock front turns out to be lower than that
calculated by other methods. It is likely that the semi-
empirical equation of state [18], in which the dissocia-
tion is taken into account by a simple linear-mixing
model, overestimates the dissociation effect; for this
reason, it agrees with the experimental datafrom|[1, 2].
The use of the so-called ab initio methods does not clar-
ify the situation, because almost all of these methods
have their own drawbacks. In most of the papers
devoted to cal culating the shock Hugoniot of deuterium
fromthe“first principles’ (in particular, calculations by
the restricted path-integral Monte Carlo method [14]
and by the method of quantum molecular dynamics
[19, 20]) agree with the experimenta results of [15].
The shock Hugoniots of deuterium calculated in [19,
20] adequately describe measurements performed in a
gas gun at relatively low pressures [21]. Calculations
[22] performed by the method of molecular dynamics
in which the electrons were regarded as antisymme-
trized localized wave packets also agree with the data
from [21], but, in contrast to [19, 20], show a consider-
ably better agreement with the experiments[1, 2].

The shock Hugoniot of deuterium calculated in this
work by the path-integral Monte Carlo method agrees
well with that calculated in [14] at high pressures and
arrives at a correct asymptote for the compression ratio
in the limit of high pressures; however, at low pres-
sures, it deviatesfrom the curve obtained in [14] toward
higher densities. The reason is that, in [14], a specific
procedure for calculating the sum over all permutations
in expression (2) was used. The authors of [14] took the
sum over positive terms only and simultaneously
reduced the integration region; thereby, the paths deter-
mined by the intermediate integration coordinates R?,
i=1, ..., nwere forbidden from passing through the
nodes of a certain specified density matrix. This proce-
dure, which is not justified theoretically, introduces an
additional repulsion into the system and evidently
makes it less compressible. In [23], it was aso shown
that, using the approach proposed in [14] for calculat-
ing the density matrix, it is impossible to correctly
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derive analytical dependences for the pressure and
energy of anidea Fermi gas.

Thus, the shock Hugoniot cal culated with allowance
for bound states and degeneration effects is shifted
toward higher densities in comparison to the curve cal-
culated in [14], lies to the right of the data obtained in
[15], and passes very close to the experimental point
measured in [16]. At pressures below 1-2 Mbar, the
effect of the phase transition revealed in [24] comes
into play; therefore, a segment of the shock Hugoniot
that liesbelow 1 Mbar is not quitereliable. It should be
noted that the shock Hugoniot of hydrogen calculated
inthisstudy isclosest to the curve calculated in [25] by
the classical reaction ensemble Monte Carlo method. In
this method, the effects of dissociation of deuterium
molecules are taken into account most correctly; this
allows one to achieve good agreement with the experi-
mental dataobtained at |ow temperatures and pressures
[21], aswell aswith the experimental point obtained in
[16], even if ionization is not taken into account.

To conclude, we note that the measurements of the
shock compressibility of deuterium by three different
methods [1, 2, 15, 16] predict different positions of the
shock Hugoniot in the pressure—density diagram. Nev-
ertheless, for all these cases, there are theoretical mod-
elsthat agree well with the corresponding experimental
data. For this reason, the problem of the shock com-
pressibility of deuterium requires more thorough inves-
tigation.
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Abstract—Results are presented from experimental and theoretical studies of a glowing plasma object emerg-
ing behind a shock front that propagates through the background gas at a pressure of p, = 6 torr after laser irra-
diation of a hollow spherical target. The results of calculations are compared to the experimental results
obtained in the MK V-4 device (a component of the Iskra-5 facility). © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Experimental studies of the dynamics of shock
waves (SWs) emerging in the atmosphere surrounding
an evaporating laser target were described in[1, 2]. The
main result of those studies was the determination of
ther—t diagram of the SW front. Such experiments can,
however, provide more extensive information. For
example, in [3], the first experimental and simulation
results were presented on the spatiotemporal character-
istics of the plasma produced behind the shock front.
Those results demonstrated the variety of intense
kinetic and radiative transfer processes in this region.
Moreover, it was shown that the character and scale of
these processes can be controlled using different targets
and varying the parameters of surrounding atmosphere.

In this study, which is a continuation of [3], we
present experimental data on the glow and ionization
behind an SW produced using a higher power laser
pulse. The measurements were carried out with amore
advanced technique than that used in [3]. We also per-
formed simulations by the one-dimensional SND
model [4], which incorporates gas-dynamics and radia-
tive transfer processes.

2. EXPERIMENTAL SETUP AND RESULTS

The parameters of glowing plasma abjects (GPOs)
were studied experimentally in the MK V-4 device posi-
tioned in one of the channels of the Iskra-5 iodine laser
facility [5]. MKV-4 is a 1.5-m-long 1-m-diameter
cylindrical vacuum chamber with four windows for
injecting laser beams (see Fig. 1). The device is
equipped with a pumping-out and a gas-feed system
and a number of optical diagnostics. GPOs were pro-
duced by irradiating a target from four sides. We used
4-mm-diameter hollow thin-walled spherical polypar-
axylene ((C4Hy),,) targets with a mass of ~10* g. Each
target had four openings, through which laser radiation

wasintroduced. Thetargetswere placed in air at apres-
sure of p, ~ 6 torr. The laser pulse energy and duration
were ~10° Jand =0.5 ns, respectively.

GPOs were studied by measuring the spectral and
temporal characteristics of the GPO emission, as well
as by taking their interferograms, streak camera
images, and spectrograms.

(i) The spectral and temporal characteristics of the
GPO emission were measured by a filtered detector.
The detector was a system of coaxial photodetectors (3)
operating in the spectral ranges of 0.4 (SDF7) and
0.7 um (FEK20). The system was precaibrated in
order to perform absolute measurements of the GPO
emission intensity.

(i) The formation and development of a GPO were
studied by the method of interference shadowgraphy.
For backlighting, we used the second harmonics of an

S d B
N

Probing beam
Y,

AN
F LS,

Laser beam

Fig. 1. Schematic of the experimental setup: (1) vacuum
chamber, (2) target, (3) coaxia detectors of the GPO emis-
sion, (4) streak camera, and (5) interferometer.

1063-780X/05/3108-0705$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 2. Calculated time evolution of the emission intensity
for the second (E, = 0.511-1.41 eV; solid curve) and third
(E, = 1.41-2.71 eV; dashed curve) spectral groups. The dot-
ted curve showsthe linear interpol ation between the second
and third groups for A = 0.65 um. The symbols show the
experimental data obtained with an FEK 20 detector for E =
520 J(circles) and 735 J (asterisks).
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Fig. 4. Calculated (solid curve) and measured (circles) time
evolution of the radius of the shock front in air at apressure
of 6 torr.

iodine laser (A, = 0.658 pm). The phase shift of the
probing radiation AN = A¢/21t was determined using
interference patterns obtained with the help of a shear-
ing and a Michelson interferometer. The measured
phase shift was then compared to the calculated one.

(iif) The GPO dynamics was studied using a streak
camera recording an r-t diagram of the GPO emission
in the 0.7-um spectral range.

BOGUNENKO et al.

S, 10° W/(sr pm)
8 —

bi 4
Thx %

*
6—,8%*
sie X

1 o "

[ 3
4 o

B,
o,

*

& ? ¢ 9 o 9

0 1000 2000 3000 4000 7, ns

Fig. 3. Calculated time evolution of the emission intensity
for the third second (solid curve) and fourth (E, = 2.71—
4,51 eV; dashed curve) spectral groups. The dotted curve
shows the linear interpolation between the third and fourth
groups for A = 0.4 pm. The symbols show the experimental
data obtained with an SDF7 detector for E = 520 J (circles)
and 735 J (asterisks).
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0.5+
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Fig. 5. Radial profiles of the GPO emission intensity at t =
0.5and 1.5 ys.

(iv) The GPO emission spectrum in the 0.4- to
0.7-um range was recorded using an 1SP-28 spec-
trograph.

Typical time dependences of the GPO emission
intensity at an air pressure of 6 torr are shown in
Figs. 2 and 3. The maximum emission intensity is 8 x
10° W/(sr um) inthe 0.4-um rangeand 2 x 10° W/(sr um)
in the 0.7-um range.
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Fig. 6. GPO emission spectrum.

A streak image (an r—t diagram) of a GPO is shown
in Fig. 4. The results obtained with a streak camera
agree well with the results of interference shadowgra-

phy.

Figure 5 shows the radial profiles of the GPB emis-
sion intensity recorded with a streak camera at times of
0.5and 1.5 ps.

Figure 6 shows the spectrum of the GPO emission.
The spectrum is mainly composed of the spectral lines
of the single-ionized components of the surrounding
gas and target material.

An analysis of the interference pattern obtained at a
timeof 0.81 us (Fig. 7) showsthat the emerging optical
inhomogeneity is almost spherically symmetric (with a
diameter of 34 mm).Theinterference shift at a distance
of 2 mm from the edge of the nonuniformity amounts

n"r

™
]
‘
f
e p
7

Fig. 7. GPO interference pattern at t = 0.81 ps.
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to three fringes, which corresponds to a change in the
refractive index of An > 10

3. NUMERICAL SIMULATIONS
AND THEIR COMPARISON
WITH THE EXPERIMENT

The above experiments were simulated using the
SND one-dimensional model [4], which incorporates
gas-dynamics and radiative transfer equations (the lat-
ter were written in the multigroup quasi-diffusion
approximation). The emission spectrum was divided
into ten groups extending from the IR (the mean photon
energy inthefirst groupwasE, = 0.25 eV, and thewidth
of the group was AE, = 0.5 eV) to the X-ray (E, =
624 eV, AE, = 752 eV) spectral range. The absorption
coefficients for each group were determined by averag-

Emission intensity, rel. units

0.8

0.6

04r

0.2

_02 | | | | | | | | | |

Fig. 8. Measured (solid curve) and cal cul ated (dotted curve)
radial profiles of the GPO emission intensity att = 1.5 ps.
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Fig. 9. Radial profiles of the temperature T (dotted curve)
and a (solid curve) att = 1.5 ps.

ing (over the Planckian distribution) the spectral coeffi-
cients obtained by K.L. Stepanov, G.S. Romanov, and
L.K. Stanchits using the model [6].

A table egquation of state for air [7] was used to
describe the thermodynamic properties of hot air.

In simulations, the target radius was assumed to be
R, = 0.18 cm and the shell thickness was set at A =
2.2 um. Theinitia specific density of the shell material
wasp, = 1.1 g/cm*. An energy of E = 735 Jwasrel eased
in the inner region (r, <r <r, = R, — A) with ainitial
density of p, = 1073 g/lcm’. This region modeled the
evaporated shell substance. The value of r, was varied
from 0.15 to 0.17 cm, which corresponded to the evap-
orated mass from 10° to 3.8 x 10 g. In order of mag-
nitude, this corresponded to the estimatesin [8]. At r <
r,and Ry < r <R, theinitial density was set at p, =
1073 g/cm?, which corresponded to a pressure of 6 torr
at room temperature (0.025 eV). At the outer boundary
(r = R), the free-emission condition was imposed.

The calculated GPO emission intensities in the 0.7-
and 0.4-um spectral ranges are shown in Figs. 2 and 3,
respectively. For the “red” detector (0.65 pum), thereis
fair agreement with the experimental data, whereas for
the “blue” detector (0.4 um), the calculated emission
intensity is much lower than the measured one. Since,
according to our simulations, radiation in these spectral

BOGUNENKO et al.

ranges is emitted from the region behind the shock
front, this discrepancy may be related to the incorrect
data on the ranges of photons with wavelengths of A ~
0.4 uminair.

The calculated size of the region covered by the
shock wave is close to the GPO size measured by a
streak camera (Fig. 8).

The calculated radial profiles of the emission inten-
sity satisfactorily agree with the measured ones (see
Fig. 7).

The calculated radial profiles of the temperature T
and the degree of ionization a in a GPO are shown in
Fig. 9. From these profiles one can estimate the change
An(r, t) in the refractive index of the GPO. For t =
0.8us and r = 2 cm, we have An = 5 x 107, which
agrees with the experimental data.
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