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Abstract—MHD oscillations with m/n = 4/1 and 3/1 that arise at the periphery of the TUMAN-3M tokamak
in the initial stage of a discharge are investigated. It is found that these oscillations lead to a significant modu-
lation of the electron density ne, which is attributable to the accumulation of plasma within a magnetic island.
Numerical simulations of the modulation structure made it possible to determine the radius of the resonant sur-
face and the radial width of the island and to evaluate the characteristic density gradient in the island. The gra-
dient was found to be ten times larger than that of the unperturbed profile of ne(r) near the resonant surface. This
points to reduced plasma transport within the magnetic island. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Oscillations of the poloidal magnetic field (hereaf-
ter, MHD oscillations), which are detected by pick-up
coils placed outside the plasma, have been observed in
different stages of a tokamak discharge [1, 2]. Such
oscillations are generally caused by the onset of tearing
instability, which gives rise to magnetic islands near the
resonant magnetic surfaces. Magnetic islands have a
helical structure with the poloidal and toroidal numbers
m and n, respectively, and are separated from the main
plasma by a separatrix. As a matter of fact, a magnetic
island is a closed helical tube with nested magnetic sur-
faces within it. Since the island is, in a sense, separated
from the main plasma, the plasma parameters within it
have specific spatial distributions. For this reason, the
island structure can be observed, e.g., with the help of
multichannel soft X-ray diagnostics [3].

If the plasma transport characteristics in an island
differ substantially from those in the surrounding
plasma, then the temperature and density can be signif-
icantly modulated. For example, studies of the mag-
netic structures by means of a microwave reflectometer
in the TEXTOR-94 tokamak showed that the density
modulation between the X-point of an island and its
magnetic axis was 20–30% [4].

This paper presents the results from studies of den-
sity modulation in the magnetic islands of the
TUMAN-3M tokamak with the help of a multichannel
microwave interferometer. Experiments and numerical
simulations show that the electron density is modulated
by more than 50% in the direction from the X-point to
the magnetic axis of an island. Within a magnetic
island, the density gradient exceeds that in the unper-
turbed surrounding plasma by one order of magnitude.
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2. DESCRIPTION OF THE EXPERIMENT

The experiments were conducted in ohmic dis-
charges of the TUMAN-3M tokamak at the following
plasma parameters: the major radius R0 = 0.53 m, the
minor radius al = 0.22 m, the toroidal magnetic field
Bt . 0.9 T, the plasma current Ip . 150 kA, the average
electron density ne = (1.5–2.0) × 1019 m–3, the central
electron temperature Te(0) = 0.4–0.6 keV, and the cen-
tral ion temperature Ti(0) = 0.15–0.2 keV. The working
gas was deuterium. The tokamak was equipped with a
data acquisition system, which recorded the main
plasma parameters: the loop voltage Up, the plasma cur-
rent Ip, the intensity of soft X-ray (SXR) emission, sig-
nals from Mirnov probes (≈1-cm-diameter multiturn
coils measuring the poloidal component of the mag-
netic field), microwave-interferometer signals averaged
along several chords, etc. The radial density profile was
reconstructed by the integral inversion of the micro-
wave-interferometer signals measured along ten verti-
cal chords (λ = 2.2 mm). Two sets of magnetic probes
installed outside of the vacuum vessel were used to
study MHD oscillations. Each set consisted of 24
probes placed equidistantly in the poloidal direction
and separated from one another by 60° in the toroidal
direction. This allowed us to determine both the poloi-
dal and toroidal numbers of oscillations. To perform
Fourier analysis, the probe signals were recorded with
the use of three 16-channel analog-to-digit converters.

The time evolution of the main plasma parameters in
a typical discharge is presented in Fig. 1. In the early
stage of the discharge, rapidly oscillating MHD signals
are clearly seen. The poloidal wavenumbers vary from
m = 6 to m = 3 or 2, the toroidal wavenumber being
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Time evolution of the main plasma parameters in a discharge with MHD oscillations at the end of the plasma current ramp-
up phase.
n = 1. As time elapses, nearly steady-state oscillations
with a frequency of about 8 kHz are established. In the
case presented in Fig. 1, the m/n = 4/1 mode is predom-
inant within a time interval from 35 to 52 ms.
3. EXPERIMENTAL RESULTS

MHD oscillations with m/n = 4/1 were observed not
only in the probe signals but also in the signals from the
microwave interferometer measuring the integrated
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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density along vertical chords. Typical interferometric
signals for the central and the innermost chords are
shown in Fig. 2. It was found that the amplitude of
MHD oscillations detected by the Mirnov probes
depends on the plasma density. Figure 3 shows the
amplitude of MHD oscillations (Mirnov probe signal
divided by the oscillation frequency) as a function of
the plasma density. It should be noted that an increase
in the oscillation amplitude during a discharge is
accompanied by a decrease in the rotation frequency
(see Fig. 1) and, in some cases, by a full stop of rota-
tion, i.e., by the onset of a locked mode [5]. In most
cases, however, slowed down rotation is followed by
the acceleration phase and subsequent damping of
oscillations. The onset and damping of the modes dur-
ing the relaxation of the current profile is in qualitative
agreement with calculations of the plasma stability
against MHD oscillations with m/n = 4/1 and 3/1.

The dependences of the normalized beta, βN, and the

averaged amplitude of MHD oscillations, , on the
plasma density are presented in Fig. 4. Here, βN is the

ratio of the toroidal beta, βt = , to the Troyon

parameter [6],

, (1)

where the current is in A, the minor plasma radius is in
m, and the magnetic field is in T. It can be seen that, at
densities higher than 1.3 × 1019 m–3 (which corresponds
to nel > 0.6 × 1019 m–2), a decrease in the normalized

beta correlates with an increase in . Such a corre-
lation indicates that MHD oscillations affect the maxi-
mum attainable value of βN. It should be noted that the
βN values achieved in this experiment are substantially
lower than those in the absence of MHD oscillations
[7].

A distinguishing feature of the perturbations under
study is the deep modulation of the chord-averaged
electron density at the frequency of MHD oscillations
(see Fig. 2 and [8]). The modulation is clearly seen in
signals from all the channels of the microwave interfer-
ometer. The modulation depth of the averaged density
as a function of the major radius R is shown in Fig. 5. It
should be noted that the modulation depth at the plasma
periphery is as high as 20%.

4. NUMERICAL SIMULATIONS 
OF THE DENSITY MODULATION

IN A MAGNETIC ISLAND

Generally, the local density cannot be reconstructed
unambiguously from measurements along a finite num-
ber of chords N (in our case N = 9) viewing in one direc-
tion [9]. Nevertheless, adopting some a priori assump-
tions about the modulation structure characterized by a
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Ḃθ/ω
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
few (M) parameters, the problem may be solved if
M < N.

The following parameters were chosen to describe
density modulation: the poloidal number m of an MHD
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Fig. 2. (a) Mirnov-probe signal and microwave-interferom-
eter signals taken from the (b) central and (c) innermost
chords.
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mode, the radial position rs of the modulation (the
radius of the resonant surface), the radial size w of the
modulation (the width of the magnetic island), and the
amplitude nisland of the modulation (the difference in the
electron densities at the O-point and at the separatrix of
the magnetic island).

The shape of the density modulation within the
island was described by the formula

(2)

where

(3)

describes the poloidal inhomogeneity of the modula-
tion [10]. Note that the poloidal inhomogeneity of the
modulation should account for a toroidicity correction
related to the concentration of the magnetic field lines
on the high field side of the magnetic surface. In
Eq. (3), this effect is taken into account by introducing
the term εsinϕ0, where ϕ0 is the poloidal angle. The
value of ε, which was constant during a run of the code,
was defined as

(4)

where the value of β + li/2 was determined from mag-
netic measurements.

The results of integration of Eq. (2) along each of
the nine viewing chords of the microwave interferome-
ter were compared to the oscillating component of the
measured signals. The values of w, rs, and nisland were
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Ḃθ/ω
determined by the least-squares method. The poloidal
structure used to simulate the electron density modula-
tion is shown in Fig. 6. Figure 7 compares the calcu-
lated and measured amplitudes of the density modula-
tion for several vertical chords with different positions
along the major axis R. It can be seen that the model
adequately describes the experiment. In this case, the
poloidal number is m = 4, the width of the magnetic
island is w = 0.016 m, the radius of the resonant surface
is rs = 0.19 m, and the difference in the densities at the
O-point and at the separatrix of the magnetic island is
nisland = 0.45 × 1019 m–3.

The thus obtained density modulation within a mag-
netic island turned out to be rather deep. The value of ne

changes twofold between the X- and O-points. Know-
ing the modulation parameters, we can evaluate the
radial density gradient within the island. The value of
∇ ne in different calculations varied from 4 × 1020 to 7 ×
1020 m–4, which was larger by one order of magnitude
than the unperturbed plasma density gradient near the
resonant surface. Since there were no additional plasma
sources within the magnetic island, we may conclude
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Fig. 5. Modulation depth of the chord-integrated density vs.
major radius.
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that the effective coefficient of diffusion within the
island was nearly ten times lower than that in the sur-
rounding plasma. It should be noted that a similar (but
somewhat shallower) density modulation in a magnetic
island (20–30%) was observed in the TEXTOR-94
tokamak [4]. Note that the mode structures of oscilla-
tions in our experiments and in [4] were different: in
TEXTOR-94, the m/n = 2/1 mode was analyzed,
whereas, in our case, the plasma was accumulated in
the more stable m/n = 4/1 mode. Density modulations
were also observed in experiments with pellet injection
[11], in which the pellet ablated within an island. In
[11], such perturbations were called “snakes.” The den-
sity modulations observed in our experiments (as well
as in [4]) differ from snakes in that, in our case, the
plasma is accumulated within an island in the absence
of an additional particle source. This indicates that, in
TEXTOR-94 and TUMAN-3M, cross-field transport is
reduced within an island.

5. SIMULATION OF MHD STABILITY

MHD stability of the current profiles was simulated
in a cylindrical model by means of ∆' analysis without
allowance for the pressure effects. The equation for the
flux function ψ,

, (5)

was used to determine the stability parameter ∆',

  0. (6)
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Fig. 6. Structure of electron density perturbation obtained
from numerical simulations of the chord-integrated density
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If ∆' < 0, then the current profile is stable, and vice
versa. The current density profile j(r) was described by
the model function j(r) = j0(1 – (r/a)2)ν. At large values
of ν, the j(r) profile is peaked, and it flattens as ν
decreases. It was assumed that ψ = 0 either at the
plasma boundary (r = a) or beyond it (r = 1.1a). The
radius of the resonant surface rs was determined from
calculations of the density modulation in a magnetic
island (see Section 4). It was found that, in the cases
under analysis, a fairly flat current profile at which
modes with low values of m/n were stable was neces-
sary for the excitation the m/n =4/1 mode. Our simula-
tions show that the experimentally observed MHD
oscillations may indicate a flat current profile, which is
typical of the initial stage of a discharge. After the j(r)
profile relaxes to a steady-state distribution, all the
modes become stable and the MHD oscillations vanish.
Hence, the observed time evolution of MHD oscilla-
tions is in qualitative agreement with the ∆' analysis of
MHD stability.
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6. CONCLUSIONS
MHD oscillations in the initial stage of an ohmic

discharge in the TUMAN-3M tokamak have been
investigated. It is found that the amplitude of these
oscillations increases with electron density. At the max-
imum amplitude of the MHD oscillations, the value of
βN saturates at a level of about unity. This value is sig-
nificantly lower than the maximum value of βN that was
achieved in the TUMAN-3M tokamak in the absence of
MHD activity.

MHD oscillations with m/n = 4/1 are accompanied
by a substantial modulation of the electron density.
Between the X- and O-points, the density changes two-
fold. The gradient of the electron density within an
island is found to be ten times larger than that in the
unperturbed surrounding plasma. This points to
reduced plasma transport within the magnetic island.
The results of calculations of the MHD stability agree
qualitatively with the observed evolution of the MHD
oscillations.
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Abstract—Experiments on the transverse injection of intense (5–20 A/cm2), wide cross-section (10-cm), neu-
tralized, ~100-eV H+ plasma and 100-keV H+ ion beams into a preformed B-field reversed configuration (FRC)
are described. The FRC background plasma temperature was ~5 eV with densities of ~1013 cm–3. In contrast to
earlier experiments, the background plasma was generated by separate plasma gun arrays. For the startup of the
FRC, a betatron-type “slow” coaxial source was used. Injection of the plasma beam into the preformed FRC
resulted in a 30–40% increase of the FRC lifetime and the amplitude of the reversed magnetic field. As for the
ion beam injection experiment into the preformed FRC, there was evidence of beam capture within the config-
uration. © 2005 Pleiades Publishing, Inc.
* 1. INTRODUCTION

The field reversed configuration (FRC) has attracted
a variety of research for its potential as an alternative
approach for magnetic fusion [1]. Among the various
scenarios for the production of an FRC, a “slow coaxial
source” promises a long lifetime configuration [2]. The
use of the slow coaxial source for the FRC startup has
resulted in FRC durations in the 50- to 100-µs range
[2]. Numerous studies have shown that the loss of
plasma particles from the FRC via anomalous drift of
the thermal ions across the magnetic field and plasma
cooling via collisions and charge exchange with impu-
rities set the critical limits for attainable temperature
and lifetimes of FRCs. A variety of approaches were
considered and some of them tested to provide addi-
tional energy input into the FRC, such as a rotating
magnetic field, neutral beam injection, radio-frequency
heating, etc. [3–6]. Theoretical and some experimental
studies on plasma ion dynamics in the FRC indicate
that only large-orbit (i.e., nonadiabatic) ions are free
from anomalous drift, which may be beneficial for the
extension of FRC lifetimes [7, 8].

In this paper, we present the first results on the trans-
verse injection of intense H+ plasma (PB) and low-
energy H+ ion beams (IB) into a preformed FRC, which
was generated by a coaxial slow source. In Section 2 of
the paper, a short description is given of the experimen-
tal setup. Section 3 is dedicated to diagnostics and Sec-
tion 4 to subsystems. A brief review of previous exper-
iments on PB/IB propagation across the magnetic field
in vacuum and magnetized plasma that are pertinent to
the study of the beam injection into an FRC is given in
Section 5. Section 6 is dedicated to characterizing the

* The text was submitted by the authors in English.
1063-780X/05/3110- $26.00 0809
FRC formed in background plasma without beam
injection. Experiments on FRC formation by PB injec-
tion in vacuum and in background plasma are described
in Sections 7 and 8. Section 9 describes the results on
IB injection into preformed FRC with background
plasma. Gross characteristics of the FRC (the lifetime
and the amplitude of the reversed magnetic field) with
and without PB injection are compared in Section 10.
Analysis and discussion of the obtained results are
given in Section 11, followed by the Conclusions and
Acknowledgments.

2. EXPERIMENTAL SETUP

The general layout of the experiment is shown in
Fig. 1a. The setup consists of a 3-m-long main coaxial
vacuum vessel with outer and inner diameters of 80 and
22.5 cm, respectively; two external coaxial solenoids
(outer solenoid (OS) and inner solenoid (IS)), which
provided a controlled magnetic field configuration
inside the vessel, inductive acceleration and heating of
the plasma, and formation and confinement of the FRC;
two circular plasma gun arrays located symmetrically
with respect to the middle of the vessel that could be
placed at variable distances from each other; a plasma
beam (PB) or ion beam (IB) accelerator, delivering neu-
tralized ion flows to the vessel midplane with energies
of 100 eV and 100 keV, respectively; pulsed power sup-
plies for the OS/IS, accelerators, plasma gun arrays,
puff valves, and various diagnostics; a data acquisition
system that included multiple Tektronix oscilloscopes;
and a computer controlled triggering system.
© 2005 Pleiades Publishing, Inc.
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Fig. 1. (a) Schematic of the experimental setup: (1) plasma gun arrays power supplies, (2) plasma gun arrays, (3) transport solenoid,
(4) plasma/ion accelerator, (5) outer and inner coaxial coils, (6) plasma/ion beam, (7) background plasma column, and (A) median
plane. (b) Diagnostics and their locations: (1) double Langmuir probe, (2, 5) linear vertical CFC arrays, (3a, 3b) microwave source
and receiver, (4, 6) two Bz-dot arrays along axis of vessel, (7) 90°-turn CFC array, (8) circular rotatable “showerhead” CFC array,
(9) PB/IB accelerator, (10) transport solenoid, (11) cable guns, and (12) Hα detector.
3. DIAGNOSTICS

The measurements of the magnetic field dynamics,
ambient plasma, and beam parameters were carried out
using a variety of diagnostics (see Fig. 1b). A large area
Rogowski coil (encompassing the lower part of the lon-
gitudinal cross section of the vessel) measured the net
azimuthal plasma current. The spatial distribution of
the magnetic field and its temporal dynamics were mea-
sured by axial Bz-dot and radial Bz-dot probe arrays.
Three arrays of collimated Faraday cups (CFCs) mea-
sured the PB/IB current densities. The two vertical lin-
ear CFC arrays were located near the middle of the ves-
sel. The lower linear CFC array was positioned to inter-
cept the beams as they entered the vessel, while the
upper array was positioned to register a 180° turn of the
beams. The “showerhead” CFC array was located
32 cm from the beam entrance port and in line with the
beam injection axis. The plasma temperature was mea-
sured by double Langmuir probes. A 40-GHz micro-
wave antenna/detector system that cuts off at (3–4) ×
1013 cm–3 was used to determine the background
plasma column density at a radius of 25 cm, which cor-
responds to the radius of the plasma gun arrays. Photo-
multiplier tubes (PMTs) with Hα and Hβ filters pro-
vided data on hydrogen plasma radiation dynamics.
The currents in the OS and IS were measured by stan-
dard Pearson probes and B-dot probes.

4. SUBSYSTEMS (DESIGN AND OPERATION)

Two plasma gun arrays were placed coaxial with
respect to the vessel and symmetrically about its middle
plane. These sources could be positioned at variable
distances ranging from 40 to 65 cm from the mid-plane
and provided a ≈25-cm-radius background plasma col-
umn which propagated along the applied axial mag-
netic field. The plasma guns themselves were a coaxial
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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I × B type with TiH electrodes, 16 in each array. The
guns were driven in groups of four in parallel with
inductive decoupling and a 20-µF capacitor in each
group. Each of the capacitors was switched by a com-
mercial ignitron in a circuit containing a second igni-
tron connected in opposite polarity to prevent ringing of
the capacitor. With charging voltages of 7–13 kV, the
current amplitude through each group of guns was 80–
150 kA with a 25-µs FWHM duration pulse. Both the
central and outer titanium electrodes were hydroge-
nated to a level of 1 : 1 following the procedure outlined
in [9].

In several experimental runs, the background
plasma was generated by an inductive discharge in H2
gas driven by an external 40-cm-diameter one-turn loop
and was organized in the middle section of the vessel
from several of the OS turns connected in parallel. The
loop, playing the role of gas preionizer, was energized
by a fast capacitor bank (0.32 µF, 25 nH, 15–20 kV, and
tf = 1.0 µs). The hydrogen gas, in this approach, was
injected at the midplane of the vessel in a radial direc-
tion outward from the surface of the IS.

The OS generated magnetic fields up to 2.0 kG with
a rise time of ~230 µs. The IS generated magnetic fields
up to 2.5 T with a rise time of ~190 µs. Variable combi-
nation of series/parallel connections of the OS turns
provided the possibility to experiment with passive
magnetic-field end mirrors with ratios of up to 3 : 1. By
properly adjusting current amplitudes in the OS and IS,
the residual vacuum magnetic field in the vessel during
the first 100-µs could be made as low as a few percent
of the maximum magnetic field value from the OS
alone. This independent OS and IS operation then
enabled us to maintain a magnetic field pressure bal-
ance during the initial stage of FRC formation.

The PB/IB accelerator was placed in the midplane
of the vessel that injected plasma/ion beams trans-
versely to the applied axial magnetic field and tangen-
 PHYSICS REPORTS      Vol. 31      No. 10      2005
tial to the plasma column (25 cm off the equatorial
plane of the vessel).

The design of the plasma accelerator (PA) followed
the recommendations of [10] to increase the plasma
flow pulse duration. In most of the experiments, we
used squirrel-cage-type coaxial conical electrodes, with
and without additional radial plasma cable guns placed
at the breach of the accelerating channel. A simplified
schematic of the PA is given in Fig. 2.

The PA was driven by a 4- to 9-kV pulse 150-µF
capacitor bank that was switched by a commercial igni-
tron. At charging voltages of 9 kV, the PA delivered a
current amplitude of 140 kA with a 15-µs rise time. The
hydrogen was delivered to the breach of the PA by a fast
electromagnetic puff-valve with an opening time of
~80 µs and was driven by a current pulse of 5–7 kA
with a plenum pressure in the range of 100–400 kPa.
With appropriate time delay between actuation of the
puff valve and triggering the capacitor bank, gas break-
down across the interface of the breach of the PA
occurred at pd > 10 torr cm (over the minimum of the
Paschen pd-curve). This regime corresponded to the
snowplow mode of discharge with a fast rising current
through the formed plasma and its subsequent acceler-
ation to the end of the cathode by the I × B force. The
slanting of the current channel, due to the Hall effect,
resulted in a so-called anode (breach) current crisis,
which limited the duration of axial plasma acceleration
to a few microseconds. To mitigate this phenomenon
and extend the pulse of the accelerated plasma, we
added several (up to four) cable plasma guns near the
insulator interface, which fired radially inside the accel-
eration channel of PA. Using this technique we were
able to obtain plasma ion pulses with durations of 40–
50 µs, though with lower reproducibility and, on aver-
age, a lower plasma velocity.

The injection of the PB into the vessel was done in
two configurations: without a collimator through a port



 

812

        

ANDERSON 

 

et al

 

.

                        
0
–2

160

Current density, A/cm2

180 200 220 240

2
4
6
8

10

0
–0.2

160
Time, µs

180 200 220 240

0.2
0.4
0.6
0.8
1.0

Time, µs

Fig. 3. Typical CFC signal of the PB in vacuum and without a magnetic field: (a) linear CFC array is in position 2 (signal from CFC
at R = 25 cm; see Fig. 1b) and (b) “showerhead” CFC array is in position 8 (see Fig. 1b).
of 10 cm in diameter and with a collimator 3.8 cm in
diameter. In the snowplow regime, when injected into a
vacuum without a magnetic field, the typical CFC sig-
nals at the mid-plane of the vessel featured two peaks
separated by a few to ten microseconds. The first
shorter pulse had an amplitude corresponding to 5–10
and 50–70 A/cm2 for collimated and noncollimated
beams, respectively, and average ion energies in the
range of 50–100 eV. The second longer pulse of similar
amplitude was followed by a trailing tail of lower
energy and intensity that corresponded to an average
plasma flow energy in the range of 100–20 eV. The PB
temperature was estimated to be in the range of 5–
10 eV based on the beam’s average divergence angle
(α/2 ≈ 4°–6°). These values correspond to and reason-
ably agree with the values deduced from double Lang-
muir measurements. Typical CFC signals taken at the
midplane of the vessel and at the opposite wall along
the line of PB injection in vacuum without a magnetic
field for the collimated beam are illustrated in Fig. 3.

The ion beam accelerator produced a 2 kA, 60–
120 keV, 1-µs duration, ~8-cm-diameter H+ beam with
average half-angle of divergence at the entrance to the
vessel of 3° and current density of up to 20–30 A/cm2.
The accelerator consisted of a 120-kV, 1-µs, 1.8-µ
Marx generator; a magnetically insulated ballistic
focusing diode (MID); a toroidal magnetic lens (TML);
and a transport solenoid (TS) for greater efficiency of
beam propagation to the entrance port of the vessel. The
H+ plasma source was located at the MID anode and
consisted of a fast puff valve, a supersonic Laval noz-
zle, and a “shock coil” that generated an inductive dis-
charge in the H2 gas. The distance traveled by the ion
beam (IB) to the vessel entrance from the MID was
90 cm. More detailed information on the design and
characteristics of the plasma and ion accelerators and
the beam parameters can be found in [11, 12].

5. PREVIOUS EXPERIMENTS ON BEAM 
PROPAGATION (BRIEF OVERLOOK)

In earlier experiments [12], propagation characteris-
tics of an intense PB (>3 × 1013 cm–3) in a background
plasma of similar density without a transverse magnetic
field were found to be very similar, if not worse, when
transporting in vacuum. The latter could be accounted
for by beam–plasma instabilities, ion–ion collisions,
and charge exchange from neutral ion collisions in the
background plasma [12]. In the case of injection across
a uniform magnetic field in vacuum, the PB propagated
without deflection and suffered a pronounced loss of
peripheral layers (see Fig. 4). From the CFCs’ signal
patterns and time of flight data, in this scenario, only
the central core of the PB survived, with considerable
“beam braking” and respective bunching resulting in a
significant increase core current density (one order and
more). This phenomenon could be explained by the dia-
magnetic mode of propagation of a dense PB with vir-
tual anode formation [13]. When injected across the
magnetic field in a magnetized background plasma, the
PB still did not deflect as a whole, but displayed signif-
icantly less bunching (see Fig. 5). The absence of pro-
nounced slowing of the PB, in this scenario, could indi-
cate the absence of virtual anode formation.

Similar to the behavior of the PB in previous exper-
iments [11], the IB ((1–3) × 1011 cm–3), when propagat-
ing in vacuum and transverse magnetic field, did not
deflect as a whole. However, differently from the PB,
the IB displayed substantial attenuation across its entire
cross section without any noticeable bunching or brak-
ing of the beam. Such behavior agrees with an E × B
collective mode of propagation with a substantial
increase in beam divergence and subsequent beam
losses.

When propagating in magnetized plasma of
1013-cm–3 density, the IB was deflected as a whole fol-
lowing a one-particle Larmor trajectory corresponding
to the average ion energy of the IB. Figures 6a and 6b
show IB “center of mass” deflection as a function of
increasing magnetic field for the 60- and 120-keV IBs,
respectively. These graphs signify that there was an
efficient shorting of the polarization electric field by the
much denser background plasma.
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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6. FRC FORMATION
WITHOUT BEAM INJECTION

In most experimental runs, the FRC was formed by
firing the background plasma gun arrays 5–20 µs prior
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
to the energizing of both the OS and IS to provide
enough time for plasma to build up in the middle part
of the vessel. When working with the gas-puff and fast
preionizer, the latter was fired with a time delay of 50–
80 ms with respect to the puff-valve and a few to 10 µs
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Fig. 7. (a) Typical Bz-dot signals during FRC formation with background plasma only: Z = 0, Z = 0, Router = 40 cm, and Rinner =
13 cm; the upper and lower curve correspond to Bz-dot probe arrays in positions 4 and 6 (see Fig. 1b), respectively. (b) Typical CFC
signal during FRC formation with background plasma only: –40-V bias and 25-cm radius; linear CFC array is in position 5 (see
Fig. 1b).
prior to the OS and IS. The formation of the FRC in this
typical scenario occurred when a sufficient inductively
driven current in the plasma column was obtained (with
Eind ~ 1–3 V/cm) due to the rising magnetic flux of the
IS. A subsequent decoupling of the OS and IS magnetic
fields transpired with magnetic field reversal inside the
plasma donut and reconnection of the magnetic field at
both ends, closing the configuration. In typical pulses
with VOS ≈ 3–5 kV and VIS ≈ 8–10 kV, the FRC formed
between 5–20 ms after energizing the OS and IS. The
FRC reached maximum field reversal in 30–60 µs and
lasted up to 100–150 µs, as long as the inductive azi-
muthal EMF could support the required amplitude of
the azimuthal current in the plasma column.

Typical signals from two Bz-dot probes placed at
radii 39 and 12 cm in the median cross section of the
vessel are shown in Fig. 7a, and respective signals from
the linear array of CFCs placed in the same cross sec-
tion in its upper half are shown in Fig. 7b. The Bz behav-
ior features decoupling of the OS and IS magnetic fields
in the early portion of the OS–IS current fronts and a
slow decay of the FRC with a lifetime of ~100 µs.
Experiments showed that the character of the FRC
decay at the end (abrupt or slow) is very sensitive to the
tuning the residual Bres in the coaxial annulus of the ves-
sel when firing OS and IS without background plasma.
Thus, as long as Bres is ~0 (zero-field), the magnetic
field pressure from the OS and IS on both sides of the
FRC remained balanced and enabled the FRC to remain
stable with respect to radial motion. Furthermore, by
driving the OS or IS too hard or too little (mismatching
the magnetic field pressures), we were able to clearly
see, from radial Bz probe array data, the FRC move
radially inward or outward and collide with the vacuum
vessel walls.
As a rule, the CFCs (without or with bias voltages
up to –90 V) featured mainly negative signals, corre-
sponding to the fast electrons with current densities
ranging in the tens of A/cm2, which depended on the
variable time delay between OS/IS and plasma gun
arrays firings. The biggest electron signals were
detected at the average radius of the plasma column
(≈25 cm). The timing and duration of these negative
pulses corresponded in time to the startup and lifetime
of the FRC. Typical microwave cutoff and Hα signals
and total induced azimuthal current in the plasma are
given in Fig. 8.

The FRC decay time clearly corresponded to the
decay of the plasma current, duration of the Hα-radia-
tion, and microwave cutoff. The density and tempera-
ture of the FRC in the typical range of the parameters
(VOS ≈ 3–5 kV, VIS ≈ 8–10 kV, and tdelay ~ 20–30 µs) cor-
responded to 3 × 1014 > ne @ 3 × 1013 cm–3 and 5–10 eV,
respectively.

7. FRC FORMATION WITH PB INJECTION
IN VACUUM

In the scenario of FRC formation with only the non-
collimated PB, without background plasma prefilling,
the beam was injected into the vessel a few to 10 micro-
seconds after or simultaneously with energizing OS and
IS. The reverse of the magnetic field occurred during
the first few microseconds after energizing OS/IS. The
linear array of the negatively biased CFCs, placed in the
upper half of the vessel median cross section, usually
featured bipolar signals corresponding to current
amplitudes in the range of 2–5 A/cm2 arriving 20–30 µs
after firing the plasma accelerator. By the time between
successive positive peaks on the upper linear CFC
array, the ion captured flow energies were in the range
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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of 15–30 eV. The negative part of the signal represents
fast electron flows with energies higher than the applied
bias voltage (Ee > 50–90 eV). It is worth noting the
character of the signals registered by the CFC array
placed in the line of the PB injection at the opposite
vessel wall. The ion signals again featured evident
bunching and short ion spikes with amplitudes of up to
10 A/cm2, which differs from the case of FRC forma-
tion without PB injection (<1 A/cm2). The respective
characteristic waveforms of the FRC Bz field and CFC
signal are presented in Fig. 9.

8. FRC FORMATION WITH PB INJECTION
INTO PREFILLED BACKGROUND PLASMA

In this scenario, the PB was injected 10–30 µs after
the background plasma injection into the preformed
FRC (usually when the amplitude of the reverse field
was ~200 G). Typical signals from the Bz-dot probes
and CFC arrays are illustrated at Fig. 10. Similar to the
case of the FRC formation with PB only, the CFC
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
placed at the opposite wall along the line of the beam
injection featured a structured ion signal preceded by
an electron (negative) pulse with amplitudes of a few
A/cm2. By time of flight measurements, these CFC sig-
nals can be attributed to the straight propagation of the
PB through the FRC. It is worth noting, however, that,
when injecting the PB near the end of the FRC lifetime
with an “overdriven” OS, the CFCs near the opposite
wall along the line of sight of PB injection registered
ion current densities >30 A/cm2, similar to the data in
earlier experiments on PB propagation in vacuum and
transverse magnetic field. This result suggests that the
PB again experienced significant bunching. An expla-
nation of this may be that the plasma column was
driven onto the interior vessel wall (surrounding the IS)
during PB injection, allowing part of the PB to propa-
gate through the now relatively low density background
plasma and strong magnetic field. The signals from the
linear array of the CFCs placed in the upper half of the
midplane also featured distinct and multiple bipolar
signals with large positive amplitudes (up to 10 A/cm2)
as compared to no positive signals when FRC is formed
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with background plasma only. The appearances of
these signals were 20–40 µs after FRC formation and
plasma accelerator firing and correspond to ion ener-
gies of 10–20 eV.

9. IB INJECTION IN THE FRC

Before going into details, it is worth keeping in
mind that the current amplitude and particle density of
the injected IB (~2 kA, ~1011 cm–3) were at least 10 and
102 times lower than the current and particle density
values of the FRC plasma (20–30 kA, >1013 cm–3).
These factors presented a problem in efforts to measure
directly the captured IB in the FRC. However, we were
able to compare the characteristics of the CFC signals
pertinent to the IB injection into preformed FRC by
using our earlier data on IB propagation in magnetized
plasma of density >1013 cm–3 at similar magnetic field
values. In the previous experiments, at B ~ 0.6 kG, the
CFC arrays placed at several positions along the propa-
gation path of the IB in magnetized plasma measured
current densities in the range of a few A/cm2 that corre-
sponded to the Larmor trajectory for IB energies in the
range of 60–90 keV.

In case of IB injection into the preformed FRC
plasma column with similar magnetic field amplitudes,
the measured IB current densities at the respective
probes were an order less in magnitude on both the
CFC array placed along the line of injection at the
opposite wall and at the 90°-turn CFC array (see
Fig. 1b). These results could be interpreted as a partial
trapping of the ion beam in the FRC.

10. IMPACT OF PB INJECTION ON FRC 
CHARACTERISTICS

The table illustrates the main changes of the FRC
characteristics with PB injection compared to the case
without PB injection. The resulting amplitude of the
magnetic field in the FRC and its duration are given for
several time delays ∆t between the plasma accelerator
firing and the background plasma gun array firing. The
data in the table correspond to a regime in which the OS
and IS were driven in such a way as to provide magnetic
field pressure balance inside and outside the FRC,
which generally resulted in the best FRC characteris-
tics. As seen in the table, when the PB was injected (in
the same conditions as when the PB was not injected) a
longer duration FRC with a higher reverse magnetic
field amplitude occurred. The maximum increase in the
amplitude of the reversed magnetic field, due to plasma
beam injection, was 50% with a >10% increase in the
FRC duration.

11. ANALYSIS AND DISCUSSION

The lifetime of the FRC formed by the intense PB
alone, injected tangentially across the magnetic field, is
the shortest compared to the life time of the preformed
FRC supported by the injection of PB or the FRC
formed by the background plasma only without PB
injection. At the same time, the magnetic field ampli-
tude of the FRC is greatest when both PB and back-
ground plasma are involved. This indicates that particle
losses from the configuration are the primary limiting
cause for our FRC lifetimes accompanied by fast
plasma cooling and a subsequent fast decrease of the
induced plasma current in the FRC.

The added PB, with greater average translational
velocity of the ions compared with the background
plasma, serves as an additional reservoir of energy and
particles, which results in the extension of the FRC life-
time and longer lifetimes.

At this stage of experiments, there are not enough
data to describe in more detail the character and mech-
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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FRC characteristics for different time delays between background plasma generation and plasma beam injection

Conditions Background plasma
gun arrays (PGAs) only

PGAs & PA,
∆t = 90 µs

PGAs & PA,
∆t = 110 µs

PGAs & PA,
∆t = 130 µs

Average FRC duration, µs 130 148 145 150

Average Bz field, G 200 300 288 260

Average reversed Bz field, G 120 188 150 138
anism of the high energy IB capture in the FRC and IB
impact on lifetimes.

Another likely cause of the FRC lifetime limitation
in our experimental conditions may be impurities in the
background plasma generated by the TiH guns. Spec-
troscopic studies of this type of guns showed a substan-
tial presence of C+ and O+ ions, which represent a large
“heat sink” via charge exchange, resulting in the fast
cooling of the expanding plasma and a respective loss
in plasma conductivity [14].

In accounting for these limitations in the next stage
of experiments, we plan to transition to a background
plasma source based on electrodeless inductive dis-
charge in H2 gas (plasma thruster type), similar to what
we used in the ion active plasma source in the IB accel-
erator. Another potential modification would include
adding a stronger end-mirror configuration of the mag-
netic field to aid in decreasing end losses.

12. CONCLUSIONS

Injection of an intense plasma beam with density on
the same order as the density of the preformed FRC
(>1013 cm–3) resulted in an increase in the amplitude of
the reversed magnetic field and the extension of FRC
lifetimes. This may be due to replenishing of the FRC
particle inventory by the captured fast ions of the PB
and additional heating of the background plasma,
resulting in an increase in plasma conductivity. Modi-
fied plasma sources with smaller percentages of impu-
rities are being designed.

The measurements of the injection and propagation
of the IB in an FRC can be interpreted as partial beam
capture in the FRC. More detailed studies of particle
losses and other causes of FRC lifetime limitations are
currently under way, including additional diagnostics,
such as microwave interferometry and time-resolved
imaging.
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Abstract—A study is made of the propagation of electromagnetic waves in an infinite fine-stratified periodic
structure composed of alternating layers of two different semiconductors. Such a periodic structure, which can
be treated as a uniform uniaxial semiconductor with two different values of the dielectric constant, has four
characteristic frequencies: two plasma frequencies of the layers and two hybrid frequencies, which are deter-
mined by the parameters of the layers. These frequencies govern the dispersion properties of the eigenwaves of
the semiconductor structure. The effect of the dissipative processes on the wave dispersion is considered, and
the dependence of the minimum phase velocity on the thickness of the layers and on the collision frequency
between charge carriers within them is determined. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Interest in the electrodynamic properties of artifi-
cially produced solid-state structures is growing simul-
taneously with technological advances in this field. The
search for and development of new materials that have
properties not possessed by natural crystals are among
the most important tasks in solid-state electronics. This
can be done on the basis of the experience gained in
studying the physical properties of crystals, in particu-
lar, by using results that show how the electrodynamic
properties of solid-state structures depend on their
translational symmetry. The symmetry of complex
semiconductor materials largely governs the properties
of the electron–hole plasma at frequencies on the order
of 1012 Hz or higher, i.e., in the millimeter to optical
wavelength range [1]. Such investigations opened new
scientific directions, among which are photonics [2]
and research on bianisotropic and chiral media [3, 4], as
well as on Veselago media [5]. At present, however,
there are practically no solid-state devices capable of
generating and amplifying electromagnetic radiation at
millimeter and submillimeter wavelengths [6]. In addi-
tion, there remain problems associated with the pro-
cessing of electromagnetic signals in these wavelength
ranges. A possible way to solve these problems is to
create stratified periodic semiconductor structures. For
the above wavelength ranges, the thicknesses of the lay-
ers can be greater than or on the order of 1–2 µm, i.e.,
they can exceed the Debye radius.

The objective of this paper is to study eigenwaves of
a fine-stratified structure composed of alternating lay-
ers of two semiconductors with different plasma fre-
1063-780X/05/3110- $26.00 0818
quencies and with different densities of charge carriers
of different masses. Note that the types of conduction in
the two semiconductors may be different. The layers
are assumed to be arranged in a periodic fashion, the
period being about 1000 times less than the wavelength
of the electromagnetic waves. Such a stratified structure
can be treated as a continuous uniaxial medium with
two different values of the dielectric constant [7, 8].
The plasma properties of the structure are governed by
the parameters of both of the semiconductor materials.
This paper is aimed at investigating the dispersion
parameters of the plasma waves in such a semiconduc-
tor material. In order to find out whether the fine-strat-
ified semiconductor media under consideration may be
used in active devices in which instability arises as a
result of the Cherenkov interaction of waves with drift-
ing charge carriers, the phase velocities of the natural
waves and their minimum values are studied as func-
tions of the parameters of the semiconductor structure.

2. FORMULATION OF THE PROBLEM 
AND BASIC EQUATIONS

We consider an infinite periodic structure composed
of alternating layers of two semiconductors having dif-
ferent dielectric constants and different thicknesses, d1
and d2 (Fig. 1), and introduce a coordinate system such
that the x axis is parallel to the boundaries of the layers
and the z axis is perpendicular to the layers, i.e., points
in the direction in which the structure is periodic.

The electromagnetic processes in this structure are
described by Maxwell’s equations and also by the con-
© 2005 Pleiades Publishing, Inc.
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tinuity equations and the equations of motion of charge
carriers:

(1)

where n01 and n02 are the equilibrium densities of the
charge carriers in the layers, ν1 and ν2 are the frequen-
cies of collisions between charge carriers in the layers,
v1 and v2 are the velocities of charge carriers, and m1, 2
are their effective masses. We represent the variables in
Eqs. (1) in the form exp(ikxx + ikz1, 2z – iωt), where

kz1, 2 = , ε1 = ε01 – , ε2 = ε02 –

, and ωL1, 2 are the plasma frequencies.

Since the structure is uniform in the y direction, we can
set ∂/∂y = 0; in this case, Maxwell’s equations split into
two sets of equations for two types of waves with dif-
ferent polarizations. In what follows, we will consider
the waves polarized in such a way that the only nonzero
components of their fields are the Ex , Ez , and Hy com-
ponents. The boundary conditions imply that the tan-
gential electric field component and the normal compo-
nent of the magnetic induction are continuous at the
boundaries between the layers.

Using the method of the transmission matrix (which
relates the fields at the beginning of a wave period and at
its end) and applying the Floquet theorem, which takes
into account the periodicity of the structure, we obtain
the following well-known dispersion relation [9]:

(2)

where d = d1 + d2 and the averaged wavenumber 
describes the periodicity of the structure.

We investigate dispersion relation (2) for a fine-
stratified medium, i.e., we assume that kz1, 2d1, 2 ! 1. In

this case, the Bloch wavenumber  = kz is the trans-
verse wavenumber of a uniaxial medium [7, 8] and the
dispersion relation for a fine-stratified semiconductor
structure has the form

(3)
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where εxx =  and εzz = .

Since Eq. (3) relates the three quantities ω, kz, and
kx , it is convenient to regard it as describing either the
contours of constant frequency in the plane (kz , kx) or
the dependence ω(kx) at kz = const.

According to dispersion relation (3), a contour of
constant frequency in the (kz , kx) plane is a second-
order curve. The contours of constant frequency that
are shown in Fig. 2 were calculated for ν1 = ν2 = 0. For
εxx, zz > 0, the contour is an ellipse, as in the case of a
uniaxial dielectric crystal [2]. This situation corre-
sponds to a frequency ω above the plasma frequencies
of both dielectrics (Fig. 1a). For εxx < 0 and εzz > 0, the
contour is a hyperbola with foci lying on the kx axis:

kxF = ± , kzF = 0 (Fig. 2b). For εzz < 0 and εxx >

0, the foci of the hyperbola are on the kz axis: kxF = 0,

kzF = ±  (Fig. 2c). Note that these contours

make it possible to infer the signs of the dielectric con-
stants.

Let us ignore collisions and analyze dispersion rela-
tion (3) in a quasistatic approximation (c  ∞).
In this case, the dispersion relation takes the form

(4)

We denote the right-hand side of the dispersion rela-
tion by Fω and rewrite it as

ε1d1 ε2d2+
d

--------------------------- d
d1

ε1
-----

d2

ε2
-----+ 

  1–

ω
c
---- εzz εxx–

ω
c
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2
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2
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ε1ε2d

2

ε1d1 ε2d2+( ) ε1d2 ε2d1+( )
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Fig. 1. Geometry of the problem.
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k z
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+
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(a)

–0.03
–0.02 0 0.02

0

0.03
(b)

–0.03
–0.02 0 0.02

0

0.03
(c)

Fig. 2. Dependence of the transverse wavenumber on the longitudinal one for ω = (a) 1.25 × 1012, (b) 0.92 × 1012, and (c) 0.6 ×
1012 s–1.
The left-hand side of dispersion relation (4) is inde-
pendent of the frequency and is positive for all values
of the longitudinal wavenumber. The right-hand side of
dispersion relation (4) is independent of wavenumbers;
it should be positive in order for the dispersion relation
to have a solution. To solve the dispersion relation, we
plot the function Fω(ω) (Fig. 3). This function vanishes
at the plasma frequencies ωp1 (ε1 = 0) and ωp2 (ε2 = 0)
and has nonremovable discontinuities at the hybrid
plasma frequencies

ωg1
ω01

2
d1 ω02

2
d2+

ε01d1 ε02d2+
---------------------------------- εxx = 0( ),=

Fω

0
ωp2 ωg1 ωg2 ωp1 ω

Fig. 3. Frequency dependence of the function Fω, which
describes the time dispersion in a medium.
  ∞).

The solution to dispersion relation (4) falls into the
frequency range in which the function Fω is positive.
This can be the case only under the following two con-
ditions: the dielectric constant of one of the layers is
negative and the denominator in expression (5) is posi-
tive. In Fig. 3, the ranges of existence of a solution to
the dispersion relation are hatched. Hence, dispersion
relation (4) has a solution for Fω > 0: there exist two
oscillation branches corresponding to plasma polari-

ωg2
ω01

2
d2 ω02

2
d1+

ε01d2 ε02d1+
---------------------------------- (εzz=

0.5 1.00
kx(d1 + d2)

ωp2

ωg1

ωg2

ωp1

4 × 1011

8 × 1011

ω, s–1

Fig. 4. Dispersion curves of the plasma waves.
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tons—one in the frequency range ωp2 < ω < ωg1 and the
other in the frequency range ωg2 < ω < ωp1.

The results of solving dispersion relation (3) numer-
ically for ν1 = ν2 = 0 are illustrated in Fig. 4. The simu-
lations were carried out for a semiconductor superlat-
tice consisting of alternating layers with the following
parameters: layers 1 with ε01 = 17.8, ωp1 = 1012 s–1, and
d1 = 2 × 10–4 cm and layers 2 with ε02 = 10, ωp2 =
1011 s−1, and d2 = 3 × 10–4 cm, the transverse wavenum-
ber being kz = 500 cm–1. Figure 4 shows two branches
of plasma polaritons. The first branch emerges from the
point with the coordinates kx = 0 and ω = ωp2 and
asymptotically approaches the hybrid plasma fre-
quency ω = ωg1 as kx  ∞; the group velocity of the
wave is positive. The second branch emerges from the
point with the coordinates kx = 0 and ω = ωp1 and
asymptotically approaches the hybrid plasma fre-
quency ω = ωg2 as kx  ∞; the group velocity of the
wave is negative. Note that, for d1 = d2, the hybrid fre-
quencies of the two waves coincide and the dispersion
curves approach the same horizontal asymptote. Hence,
for d1 ≠ d2, there is a frequency range in which the
eigenwaves of the semiconductor structure cannot
exist.

3. ACCOUNTING FOR DISSIPATIVE PROCESSES

Here, we investigate how the dissipative processes
affect the properties of the plasma waves in a fine-strat-
ified semiconductor structure. To do this, we take into
account the effect of the collision frequencies on the
wave dispersion properties and solve dispersion rela-
tion (3) numerically for real frequencies ω lying in the
ranges revealed in Section 2, assuming that kx =  +

. In Fig. 5, the dependence of the real part of the

wavenumber, , on ω is shown by solid curves and

the dependence (ω) is shown by dashed curves. The
calculations were carried out for ν1 = 8 × 1010 s–1 and
ν2 = 1 × 108 s–1. The dispersion curves for waves with a
positive and with a negative group velocity are denoted
by the numerals 1 and 2, respectively. The spatial

kx'

ikx''

kx' d

kx''d
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damping of wave 1 (dashed curve 1') is positive and
weak in the range ω ≈ 1 × 1011–6 × 1011 s–1. Beyond this
range, the damping is substantially stronger. The spatial
damping of wave 2 (dashed curve 2') is negative. This
feature of the polaritons in question is attributed to the
negative value of the group velocity: the corresponding
eigenwave is damped in the energy propagation direc-
tion. If the damping is taken into account, then the dis-
persion curves have a bend in the range of large values

of . In this range, the value of | | is seen to
increase considerably. Hence, accounting for the damp-

ing restricts possible  values; in this case, the phase
velocity has a minimum [10–14].

For ν1 = ν2 = 0, dispersion relation (4) yields the
relationships

kx' d kx''d

kx' d

–0.5 0 0.5 1.0–1.0
k 'x(d1 + d2), k ' 'x (d1 + d2)

ωp1

ωp2

ωg1

ωg2

4 × 1011

8 × 1011

ω, s–1

2' 2

1'

1

Fig. 5. Dispersion curves with allowance for spatial damp-
ing. The solid curves are for (ω), and the dashed curves
are for (ω).
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–( ) ω2 ωp2
2
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ε01d1 ε02d2+( ) ε01d2 ε02d1+( ) ω2 ωg1
2

–( ) ω2 ωg2
2

–( )
----------------------------------------------------------------------------------------------------------------------------– ,≈

kx'' 0.≈
When dissipative processes are ignored, we see that
  ∞ as ω  ωg1, 2, i.e., as the dispersion curvekx'
approaches one of the horizontal asymptotes. With
allowance for dissipative processes, we obtain
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Figure 6 shows how the minimum phase velocity
depends on the relative thickness of the first of the alter-
nating layers. For waves in the frequency range ωg2 <

6 × 109

3 × 109

4 × 108

5 × 108

0.80.40
d1/d

vph min, cm/s

Fig. 6. Dependence of the minimum phase velocity of a plas-
mon on the relative thickness of the first of the alternating lay-
ers for ν1 = 8 × 1010 s–1; ν2 = 108 s–1, and kz = 500 cm–1.

0.100.01
ν2/ωp2

8.24 × 108
4.56 × 108

8.25 × 108

vph min, cm/s

4.57 × 108

Fig. 7. Dependence of the minimum phase velocity of a
plasma wave on the collision frequency in the second of the
alternating layers for d1 = 2 × 10–4 cm, d2 = 3 × 10–4 cm,

ν1 = 8 × 1010 s–1, and kz = 500 cm–1.
ω < ωp1 (heavy curve), the minimum phase velocity is
approximately equal to v phmin ≈ 5.2 × 108 cm/s, and, for
waves in the frequency range ωp2 < ω < ωg1 (light
curve), it is about v phmin ≈ 3.3 × 108 cm/s. Note that the
curves are symmetric with respect to the vertical line
d1/d = 0.5. The symmetry of the curves in Fig. 6 can be
explained as being due to the symmetry of the right-
hand sides of dispersion relation (4) with respect to sub-
scripts 1 and 2. The minimum value of the phase veloc-
ity corresponds to the case where both of the alternating
layers have the same thickness.

Figure 7 shows the minimum phase velocity as a
function of the ratio ν2/ωp2 for ν1 = 8 × 1010 s–1. The
light and heavy curves correspond, respectively, to the
upper and lower dispersion curves in Fig. 3. It is note-
worthy that, as the dissipation rate changes by almost
three orders of magnitude, the minimum phase velocity
varies by less than 1%.

4. CONCLUSIONS

We have investigated the dispersion of waves in an
infinite fine-stratified semiconductor superlattice. We
have found that, for a stratified medium, the depen-
dence of the dielectric tensor on the frequency leads to
a specific shape of the dispersion curves. We have
determined the limiting frequencies of waves in a
superlattice. We have shown that accounting for dissi-
pative processes restricts the maximum value of the
longitudinal wavenumber at frequencies close to the
hybrid plasma frequencies; in this case, the phase
velocity has a minimum. We have derived expressions
for the maximum value of the longitudinal wavenumber
and have numerically calculated the dependence of the
minimum phase velocity on the thicknesses of the lay-
ers in a semiconductor and on the collision frequencies
in them. We have established that the phase velocity is
minimum when both of the alternating layers have the
same thickness. The minimum phase velocity increases
with collision frequencies in the layers. From a practi-
cal standpoint, the investigations reported here are
important in connection with the prospect of using fine-
stratified semiconductor structures to develop various
devices for nanoelectronics.
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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Abstract—The conditions for the formation and stability of quasi-crystal helical structures formed of charged
dust grains of equal size in a complex plasma are investigated. A study is made of both the transverse confine-
ment of such structures by means of an external parabolic potential well and the possibility of their self-con-
finement or confinement by the field of the smaller background grains. It is shown that, in the presence of dis-
sipation, any initial random distribution of dust grains in a cylindrical external potential evolves into an equi-
librium helical structure with a constant pitch angle. It is found that, when the external control parameter is
smoothly varied, the pitch angle of the helix changes abruptly and the structure of the quasi-crystal undergoes
bifurcations, during which the number of interwoven helices changes. The smaller the confinement parameter
and the weaker the attractive forces between the grains, the larger the number of bifurcations. In addition, it is
found that, because of the attraction (both noncollective and collective) between the dust grains, stable helical
structures may exist not only at zero value of the external confinement parameter, but also at a negative one, and
that the collective interaction between the grains not only increases the number of bifurcations but also changes
their character. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In the present paper, we study the conditions for the
formation and stability of helical quasi-crystals formed
of charged dust grains of equal size in a complex
plasma. By complex plasma, we here mean a partially
ionized dusty (or colloidal) plasma containing dust
grains of two different sizes. This work is a generaliza-
tion of [1]: it deals with a more complicated physical
situation—the formation of helical structures from
larger dust grains in the potential well of smaller
grains—and thus takes into account the collective
effects that significantly influence the processes under
analysis.

The simplest three-dimensional (3D) quasi-crystal-
line structures (such as helices and their particular
type—one-dimensional (1D) linear strings) were
observed to form from ultracold atomic ions in different
confinement devices (see, e.g., [2]), including Penning
and Paul traps, storage rings, and others [2–6].

In most experiments, quasi-crystalline structures
were observed to form in an external parabolic confin-
ing potential well.

The formation of such 3D quasi-crystals was also
observed in experiments with colloids [7, 8] and dusty
plasmas (see [9–11]).

In dusty plasmas, 3D crystalline structures (plasma
crystals) occur under the conditions of rf discharges
and dc glow discharges [9–11]. They differ from clus-
ters in three respects: (i) they contain many grains, (ii)
they are three-dimensional, and (iii) the grains in them
are subject to collective interactions. As for 3D struc-
1063-780X/05/3110- $26.00 0824
tures formed of a small number of grains, they differ
from plasma crystals in that the interaction between the
grains in them is noncollective and is produced by all
possible combinations of pairwise interactions. Such
structures are 3D clusters.

In our work, theoretical and numerical investiga-
tions of the properties of 3D cluster structures were car-
ried out for a simple system of identical grains in a
plasma. Plasma dynamics was not considered, and the
role of plasma was reduced to specifying the type of
intergrain interaction.

Experiments, as well as numerical simulations (see,
e.g., [12]), showed that the shells in 3D spherical struc-
tures form in much the same way as in two-dimensional
(2D) plane structures. Specifically, as the number of
grains N increases, the initially formed single spherical
shell becomes energetically unfavorable, so a second
shell forms inside it; the third shell then forms inside
the second; and so on. It is thus possible to speak of an
analogue of Mendeleev’s periodic table of elements: for
a given number of grains N, it is possible to exactly
establish how many grains compose each shell for a
particular type of intergrain interaction. This structure
is similar to that of an atom in the classical atomic
model proposed as early as the 19th century by
J.J. Thomson.

In a long cylindrical system, the dust grains can be
prevented from expanding in a transverse direction by
the simplest type of external potential. In a cylindrically
symmetric system, the grains can be confined by a par-
abolic potential well or at the expense of solid walls.
In cylindrical geometry, the simplest 3D structure is
© 2005 Pleiades Publishing, Inc.
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helical: it has the form of a sequence of plane plasma
crystals equally spaced along the cylinder axis in such
a manner that each crystal is turned through the same
angle relative to the previous one.

One of the objectives of this study is to prove that,
for an arbitrary interaction potential between the grains,
a steady dust configuration in the form of a helical
structure with a fixed pitch angle can exist in cylindrical
systems (as well as in large-aspect-ratio toroidal sys-
tems). The constant of such a “lattice” is determined by
the mean number of grains per unit length of the struc-
ture. The limiting case of an extended helical structure
is a 1D linear string.

A uniform helical structure formed of N interwoven
helices is composed of grains lying in planes that are
perpendicular to the symmetry axis of the cylinder and
are equally spaced along it, the distance between them
being ∆. In each plane, the grains lie at the vertices of a
regular N-gon inscribed in a circle of a given radius. For
an N = 2 helix, this is a “digon” (see Fig. 1). In the gen-
eral case, this is an N-gon. In each pair of neighboring
planes, the polygons are turned relative to one another
through the same constant angle ϕ. For N = 2 (Fig. 1),
the helical structure resembles the DNA helix.

Similar structures of ultracold atomic ions were
observed in linear systems [2] and toroidal traps [3]. In
recent years, however, the question of the formation of
such structures in dusty plasmas has also begun to be
widely discussed. Thus, the first experiments have
already been carried out on the injection of dust into the
plasma of cylindrical steady-state (unstratified) dis-
charges under microgravity conditions during parabolic
flights [13]. In those experiments, dust grains were
injected at fairly high speeds, and so the only effects
that were observed were the flows of dust clouds and
the interaction between them. For higher gas pressures
(i.e., stronger friction with neutrals) and for lower dust
injection speeds, the injected grains should form helical
structures; this is what is expected to be observed in
future experiments. Observations of the initial stage of
formation of helical structures were also discussed in
[14]. As for the problem of the mechanism for their for-
mation, it requires a separate investigation, however.

By varying the external control parameter (e.g., the
number of grains per unit length of the helical structure
or the parameters of the confining potential), a wide
variety of equilibrium configurations can be obtained—
from the simplest structures (such as 1D strings) to
complex helical structures formed of several interwo-
ven helices.

Another objective of the present study is to numeri-
cally investigate the possibility of producing helical
structures in a complex plasma (i.e., a plasma with dust
grains) in the presence of an external confining para-
bolic potential in a plane transverse to the symmetry
axis. The constant determining the confining potential
can be arbitrary. In particular, it can be negative; in this
case, however, equilibrium helical structures can exist
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
only when the long-range interaction between the dust
grains is attractive and sufficiently intense. The prob-
lem to be studied is how various types of intergrain
interactions affect different equilibrium configurations
and their bifurcations. The investigations were carried
out under the assumption that the interaction between
all large dust grains can be described by summing all
the pairwise interactions (the collective interactions
being weak); this is true when the number of grains in
a 3D structure is sufficiently small, so that the mean
free path of the plasma particles that take part in dust
grain charging is much larger than the transverse size of
the helical structure.

Finite-length helical structures were investigated
numerically under the assumption that the confinement
in the transverse direction was far better than that along
the symmetry axis of the structure. The results of
numerical simulations show that, regardless of the type
of pairwise interaction, any random distribution of the
dust grains evolves into a helical structure.

We begin by discussing the question about the inter-
action between the grains. We then discuss the results
of numerical simulations, in particular, bifurcations of
the pitch angle and global bifurcations—the onset of
new shells. Finally, we discuss analytic methods for
investigating equilibrium helical structures and analyze
the role of attraction between the grains in the forma-
tion of self-confining structures. All investigations were
carried out under the assumption that the interaction
between the large grains can be treated as the sum of
pairwise interactions.

2. INTERACTION BETWEEN DUST GRAINS
IN A COMPLEX PLASMA

Here, we consider the distinguishing features of the
interaction between dust grains in a complex plasma
containing, in addition to electrons and ions, an appre-
ciable amount of dust.

Fig. 1. Two interwoven helices (N = 2).
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2.1. Definition of the Terms “Small” 
and “Large” Dust Grains

Let us consider a complex plasma containing dust
grains of two different sizes, namely, “small” and
“large” grains. The difference between the small and
large grains is characterized by the ratio of the mean
free path λid of the ions with respect to their collisions
with grains of each species (in which the ions are
absorbed by the grains) to the characteristic size of the
structure. The mean free path of the ions with respect to
their collisions with small grains is much less than the
dimension of the structure, so small grains can be
described in a continuous manner in terms of their den-
sity nd. The mean free path of the ions with respect to
their collisions with large grains is much greater than
both the dimension of the structure and the mean dis-
tance between the grains. When small grains accumu-
late to form a cloud in a certain spatial region, they give
rise to a collective ion flux in the direction of their den-
sity gradient. The ion flux, in turn, compresses a cloud
of small grains and produces self-consistent distribu-
tions of the ion density, electron density, dust density,
dust charge density, ion drift velocity, and electrostatic
potential around the cloud. Large grains interact with
one another via a pairwise (grain–grain) interaction
potential; they also can be affected by the ion flux gen-
erated by the small grains. Moreover, the number of
large grains in the structure is usually much less than
the number of small grains. This interaction of large
grains with small background grains can create condi-
tions such that the external confinement constant
(parameter) K, which is positive in the case of a para-
bolic potential well, can even become negative. This
does not mean that large grains in such circumstances
may not evolve to a helical structure; as will be shown
below, stable helical structures can form even when the
external confinement constant is negative (examples of
such structures, as well as the corresponding necessary
conditions for the magnitude of the attracting forces,
will be presented below). In what follows, we will
investigate helical structures formed only by the large
grains, while treating the small grains merely as a back-
ground for the interaction between large grains. The
case in which there are no small grains in a plasma may
be called the case of helical structures of equal-size
grains.

For estimates, we consider parameter values typical
of laboratory experiments: the radius of the small
grains is about asmall ≈ 8 µm, the dust density is on the
order of 104 cm–3, the ion density is 3 × 108 cm–3, the
mean free path of the plasma ions absorbed by the small
grains is 50–60 µm, and the transverse size of a cylin-
drical structure is on the order of 400–600 µm. In order
for the large grains to be confined in a finer dust back-
ground, it is sufficient that they be larger than the small
grains (say, the radius of the large grains is twice that of
the small ones). As for the confining potential, it is pro-
portional to (alarge–asmall)/asmall. Under such conditions,
the structure is composed of a small number (only a
few) of large grains, so the intergrain distance in the
structure is far greater than the above mean free path
(which equal to about 50–60 µm).

2.2. Potential of the Small Grains

In order to investigate the possibility of the exist-
ence of helical structures, we ignore the presence of
large grains and consider a complex plasma containing
a single species of dust grains of the same size. Numer-
ical simulations show that such a plasma should pos-
sess a new simple physical property. Specifically, in
contrast to a conventional plasma, a homogeneous
dusty plasma is spatially unstable and tends to form
dust structures with regions of elevated and of
depressed dust density. The instability ends with the
separation of the plasma into dust bunches and dust
cavities (so-called dust voids) [15]. Steady-state dust
bunches (structures) were investigated in detail for very
different conditions (e.g., in plane and spherical geom-
etry, in the presence and absence of the surrounding
walls, and for different values of the ratio of the mean
free paths of the ions with respect to their collisions
with grains and with neutral particles) by using simple
balance equations for the electron and ion densities, ion
drift velocity, and grain charge with allowance for the
drag forces exerted on the dust by the ion flow, fric-
tional forces in a neutral gas, and ion diffusion (see
[16–20]). The general conclusions reached in these
investigations are as follows: such dust structures gen-
erate a self-confining potential; their main parameters
fall within a limited range, so that all the possible struc-
tures can be captured and analyzed numerically; and
the maximum depth of the potential well created by a
single structure is on the order of (3–5)Te (where Te is
the electron temperature). The last result is physically
natural because the structure itself can be considered as
a kind of wall with a floating potential approximately
equal to ≈Te, provided that the dimension of the struc-
ture is greater than the mean free path. Near the bottom
of the potential well, the confining potential can be
approximated by a parabola. We will use the simplest
approximation for the potential of the structure, keep-
ing in mind that the forces experienced by a dust grain
(namely, the electric field force and the ion drag force)
are in balance at each point.

If there is a somewhat larger grain in the field of
smaller identical background grains (the size of the
larger grain may not be very great; it is quite sufficient
that it be twice as great as that of the smaller grain),
then the balance of the forces acting on it can be
expressed as follows: the electric field force increases
in proportion to the grain size, while the ion drag force
increases to a greater extent, in proportion to the square
of the size (accordingly, doubling in the grain size
results in a fourfold increase in the drag force). The
drag force is driven by an ion flux directed toward the
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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center of the structure, so the larger grains always
remain in a confining potential Vs on the order of

(1)

where ρ is the distance from the center of the structure
(in cylindrical geometry, the squared distance from the
symmetry axis z is equal to ρ2 = x2 + y2).

2.3. Example of a Cylindrical Dust Structure 
whose Potential Confines Large Grains

As an example, we present here the results of
numerical simulations of a cylindrical dust structure
whose size is much less than the mean free path of the
ions with respect to their collisions with neutrals for the
simplest case of a locally quasineutral plasma [21]. In
solving the problem numerically, the parameters of the
structure, such as the dust, ion, and electron densities,
the dust grain charge, and the ion drift velocity, were
described by the time-independent force balance equa-
tions and the continuity equations for the ion, electron,
and dust plasma components (the dust was character-
ized by the dust number density). The electrons were
treated as experiencing two forces—the pressure force
and the electrostatic force, whereas the ions were
described with allowance for their friction with the dust
grains (as a result of the ion-flux-driven drag force) and
with the neutral gas particles, their pressure, and their
diffusion caused by collisions with neutral atoms. The
dust grains were assumed to be charged in a plasma
flux, which was regarded as a collective flux, provided
that the plasma contained a sufficiently large dust com-
ponent. The basic equations and the final result of the
calculations can be expressed in terms of the following
dimensionless parameters: the dimensionless ion den-
sity n = ni/nnorm (with nnorm = n0(λin/λid)), the dimen-
sionless electron density ne  ne/nnorm, the dimen-
sionless Havnes parameter P = ndZd/nnorm, the dimen-
sionless electrostatic potential φ  eφ/Te, the
dimensionless grain charge z = Zde2/aTe, and the

dimensionless ion drift velocity u = ui/ vTi (with

vTi = ).

The requirements that the plasma be quasineutral,
that the drift velocity and diffusive flux both vanish at
the cylinder axis, and that the equation for the dust
charge have a solution at the center restrict possible
central values of the ion density and Havnes parameter.
In this case, their values turn out to be such that all pos-
sible dust structures can be scanned numerically by
varying only one parameter over a limited range. Dif-
ferent structures can be distinguished by the different
values of the electrostatic potential drop from the
periphery of the structure (P = 0) to its center (P =
Pmax).

Figure 2 shows the results of numerical simulations
of a cylindrical structure with the maximum potential

Vs ZdTee
2ρ2

/λ id
2

,≈

2

Ti/mi
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
drop [21]. The parabolic approximation of the potential
profile in the central region of the structure yields φ =
3.3ρ2. The maximum potential drop depends strongly
on the sort of gas (the calculations illustrated in Fig. 2
were carried out for argon). For hydrogen, the maxi-
mum potential drop is equal to φmax = 2.2.

2.4. Nonexponential (Non-Debye) Screening

As was mentioned in [1], the Coulomb interaction
can be described in terms of the Debye screened poten-
tial only when the grain charge is sufficiently small and
the ratio of the grain size to the screening length, as
well as the ion-to-electron temperature ratio, is not too
small.

This is why, in numerical simulations, we used the
following relationship (see [22]):

(2)

Here, the distance in the first expression is in dimen-
sional units, and, in the second expression, it is normal-
ized to the spacing ∆ between neighboring lattice
planes of the quasi-crystal helical structure (see [1] for
details).

ψ 1 r a–
λ scr

-----------– 
  4

1 Dr–( )41
2
--- 1 1 Dr–
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------------------+ 

  .≈=
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Fig. 2. Example of a self-organized cylindrical dust struc-
ture in argon. Here, ρ is the distance from the cylinder axis
in units of λin, the electrostatic potential φ is in units of Te/e,
ne and ni are the dimensionless electron and ion densities,
and P is the Havnes parameter (increased 50-fold for illus-
trative purposes). The calculations were carried out for the
maximum possible potential drop; in the corresponding
structure, most of the negative charges are concentrated on
the dust grains, the dimensionless grain charge z increases
monotonically from 0.64 at the center to 1.1 at the periph-
ery, and the ion drift velocity is directed toward the axis and
changes from u = 0 at the axis to u = –2.8 at the periphery.
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Simulations were also carried out for a Yukawa
potential with the screening factor ψY = exp(–DYr). It
should be noted that, in order to compare the nonlinear
screening with the Yukawa screening, it is necessary to
keep in mind that the screening distance D in the for-
mula for the nonlinear screened potential is ten times
less than the Yukawa distance DY in the formula for the
Yukawa screened potential (at least, for the actual
experiments).

2.5. Noncollective Grain Attraction Model

This issue also was discussed in detail in [1].
Although noncollective attraction (the shadow effect) is
not, strictly speaking, a screening effect [23–28], the
“screening” factor ψ for noncollective attractive inter-
actions may nevertheless be introduced.

The attractive potential is proportional to 1/r, and
the screening factor ψatt is negative, ψatt = –α.

The grain noncollective attraction coefficient α may
vary for different experimental conditions by many
orders of magnitude, e.g., from about 106 to values
close to unity.

2.6. Collective Confinement 
and External Dust Confinement

It is thought that large dust grains form a helical
structure irrespective of whether or not there is a self-
consistent field that is produced by small grains and
affects the confinement of large particles. We call this
phenomenon collective confinement.1 The length L of
the structure formed by small dust grains is much
greater than the mean free path of the ions with respect
to collisions with these grains (the density of the small
grains is sufficiently high). This is usually the case
when the dust can strongly influence the potential dis-
tributions, so the potential drop at the center of the
structure is on the order of Te and the confining poten-
tial can be approximated by expression (1). The exter-
nally produced potential is commonly described by a
formula like expression (1), in which λid is replaced
with L. Since L @ λid, the external confining potential
is, as a rule, lower than the self-consistent potential cre-
ated by the dust structure; however, this is not always
the case. The helical structures that will be considered
below are formed by a few large grains. The intergrain
distance in such structures is much larger than the mean

1 The criterion for the onset of collective interaction due to the
presence of small grains has the form L @ λid, where λid is the
mean free path length traveled by an ion before it is absorbed by a
grain. It should be noted that the quantity P in the expression for
λid, which is presented in the body of the text, is the Havnes
parameter for small grains. This criterion completely determines
the density of small grains and can easily be satisfied in modern
experiments. Helical structures can only be formed by a small
number of large grains when the distance between them exceeds
the ion mean free path; this condition also is easy to satisfy expe-
rimentally.
free path of the ions with respect to their collisions with
the grains, and the collective effects in interaction
between the grains are associated only with changes in
the background dusty plasma. In numerical simula-
tions, the distance ∆ between the planes in the helical
structures was taken as the unit of length and the energy
was expressed in units of Zde2/∆. In these units, the self-
consistent confining potential has the form

. (3)

where u = 2R/∆ (the diameter of the structure divided by
the distance between the planes in the structure). This
expression is presented in order to provide estimates of
the self-confining potential for future experiments. In
the presence of an external potential with the confine-
ment constant Kext, the constant of the total confining
potential is equal to K = Ks + Kext rather than to Ks.

2.7. Collective Grain Attraction Model

The background of small dust grains influences the
interaction between large grains, which in turn perturbs
the background. One large grain perturbs the back-
ground and thereby influences another large grain. We
call this interaction the collective interaction. The
dependence of collective interaction on the distance
between dust grains was found in [29, 30]. In terms of
the dimensionless units used in relationship (2), we can
write

. (4)

Here, the collective attraction coefficient is equal to

γ ≈ /( ) (see [29, 30]), where τ = Ti/Te is
the ion-to-electron temperature ratio (for most experi-
ments, it is about τ ≈ 0.01), asmall is the radius of the
small grains, and λDi is the ion Debye radius. We see
that the collective attraction coefficient depends essen-
tially on the grain size and can be much larger than the

noncollective attraction coefficient α ≈ 
because it contains the small parameter τ in the denom-
inator. This coefficient also depends strongly on the
background dust density, namely, it is proportional to
the squared dust charge density. For a helical structure
of large grains against the background of small grains
with a charge density on the order of the ion density, the
coefficient γ may fall in the range 0.3–0.003, i.e., it may
be of the same order of magnitude as the noncollective
attraction coefficient for large grains. The coefficient γ
can be expressed in terms of the screening distance D =
∆/λscr. For present-day experiments, it is equal to γ =
(0.5–0.2)D. Other estimates can also be obtained
directly from the corresponding formulas of [29]. For
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our simulations, it was sufficient to know only the
order-of-magnitude values of the parameters in ques-
tion.

2.8. Interaction Potential Model with Allowance
for Nonlinear Screening and the Effects 

of Noncollective Attraction and Collective Interaction

The normalized intergrain interaction potential used
in computer simulations and analytic calculations has
the form

(5)

Here, the potential is in units of Zde2/∆ and the radial
coordinate r is in units of the distance ∆ between the
planes of the helical structure. The approximation used
for the nonlinear screening in this expression implies
that the grain sizes are much less than the distance
between the planes.

In the limiting case D = 0, α = 0, and β = 0, expres-
sion (5) describes the Coulomb repulsive interaction.

In what follows, potential (5) will be compared to
the Yukawa screened potential of the interaction
between the grains with allowance for noncollective
attraction (α ≠ 0) and collective attraction (β ≠ 0):

(6)

This comparison is meaningful only for parameter
values such that D ! DY, e.g., for D = 0.1DY.

3. NUMERICAL SIMULATIONS

Here, we describe the results from simulations of a
system of charged dust grains that are initially distrib-
uted in space in a random manner and interact by means
of the potentials mentioned above.

We consider a system consisting of a large number
of likely charged dust grains (generally of the same
radius a) that are prevented from expanding by an
external potential U(r⊥ ). Near the bottom of an axisym-
metric potential well, the confining potential can
always be approximated by a parabolic potential, Ufoc =

– K(x2 + y2), where K is the confinement constant,

which depends on the parameters of the trap (in the case
of self-confinement of the dust grains by attractive
forces, this constant is K ≤ 0).

In most of the present-day experiments, the grains
are confined by an external potential well; however, the
confinement constant K can be varied over a wide
range, including the range of its zero and negative val-
ues, K ≤ 0.
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In simulations, we utilized the standard molecular
dynamics method for a one-component plasma. In
molecular dynamics, the equations of motion of the nth
grain have the form

(7)

where rk are the coordinates of the kth grain. These
equations imply that the interaction between the grains
is described by summing all their pairwise interactions
and that the collective interactions are ignored.

The initial grain positions were chosen to be ran-
dom. The temperature was calculated as the mean
kinetic energy. In order for the system to be capable of
evolving to a steady equilibrium state, we introduced
friction into the model.

We simulated the two following experimental situa-
tions:

The first is that with a circular toroidal trap, which
was calculated under the assumption that the radius of
the torus is infinitely large (so the toroidal curvature
was ignored); in this case, simulations can be done for
a cylindrical system with periodic boundary conditions
in the z direction.

The second situation is that with a system of finite
length in which the grains are confined in the z direction
by a parabolic potential well or at the expense of solid
walls.

Simulations of a system with periodic boundary
conditions within which the grains interact by means of
potentials (5) and (6) with different values of the
parameters α, D, β, and (for comparison) DY yielded
single-shell equilibrium quasi-crystal structures
formed of N interwoven helices with a constant pitch
angle and a constant spacing ∆ between neighboring
lattice planes. Other equilibrium single-shell configura-
tions were not observed. It should be noted that, for
some values of the external parameter, helical configu-
rations were observed to evolve to different equilibrium
configurations, depending on the initial positions of the
grains.

In simulations, we decreased the value of the con-
finement parameter K and observed the following
sequence of bifurcations of the steady-state configura-
tions: linear chain  zigzag (a helix with the angle ϕ
equal to π)  helix1 (here, “1” stands for the first sta-
ble branch of a helical structure after the first bifurca-
tion; see, e.g., Fig. 5)  tetrahedral configuration
(two interwoven helices with ϕ = π/2), and so on.

For a certain critical value of the external confine-
ment parameter K (each particular interaction potential
has its own critical value of K), we observed the appear-
ance of a second shell, i.e., the formation of a linear
chain within a helix, followed by the formation of two
separate shells, which can also be regarded as two sys-

m
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(a) (b)

Fig. 3. Results of molecular dynamics simulations for N = 80 grains that are confined in the z direction within a cylindrical tube by
a parabolic potential and interact through a Yukawa screened potential with DY = 0.1, the grain noncollective attraction coefficient
being α = 0.1. The evolution of the system is shown as the depth of the external transverse confining potential well (the external
parameter) is decreased. For illustrative purposes, the scales along the axes in the transverse plane are enlarged by a factor of 40 as
compared to the z-axis scale.
tems of interwoven helices, one being nested inside the
other.

All of the above regular features of systems with
periodic boundary conditions should be captured qual-
itatively in simulations of finite-length systems. Of
course, helical structures in finite-length systems are
fairly difficult to classify, but it is nevertheless possible
to draw an analogy with infinite structures. The system
evolves through all the stages: a linear chain changes
into a zigzag, which in turn changes into a helix as the
external parameter is further decreased, and so on

In simulations, we analyzed the two following mod-
els of finite-length systems:
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1.0
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10 u = 2R/Z0
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3
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5
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7
K = 0

Fig. 4. Extremes of energy and the possibility of self-con-
finement (K = 0) for an N = 1 helix in the (ϕ, u) plane. Here
and in the subsequent figures, the dashed curves correspond
to the maximum energy of the structure and the dotted curve
corresponds to the boundary of the self-confinement region
(K = 0).
First, we considered an axisymmetric finite-length
system in which the grains interacted via potential (5)
and were confined in the z direction by a parabolic
potential well U ∝ –1/2(d(x2 + y2) + z2).

Second, we considered an axisymmetric finite-
length system in which the grains interacted via poten-
tial (5) and were confined in the z direction at the
expense of solid walls, i.e., by means of a potential well
U ∝ –1/2(d(x2 + y2) + z2L). The system with solid walls
corresponds to the limit L @ 1.

In order to achieve a steady equilibrium state in sim-
ulations, as in the case of infinite systems, we intro-
duced friction into the model, assuming that the fric-
tional force was proportional to the particle velocity.
The results of simulations are essentially the same as
those obtained in [1]. In Fig. 3, we can see all of the
evolutionary stages of the system: from a linear string
to a structure formed of several interwoven helices.
Because of the different line densities of the dust grains
(the density per unit length in the z direction), all these
stages were often observed to occur simultaneously. In
a system in which the grains were confined in the z
direction at the expense of solid walls (in contrast to the
case of confinement by a parabolic potential well), the
grain density near the ends of the cylinder was higher
than that in its center. This is why the bifurcation pro-
cess starts precisely at the cylinder ends.

The results of numerical simulations show that any
random distribution of the dust grains interacting by
means of potential (5) relaxes to one of the possible sin-
gle-shell equilibrium configurations in the form of N
interwoven helices. For systems with periodic bound-
ary conditions, the result is a quasi-crystal structure
formed of N interwoven helices with a constant pitch
angle and a constant spacing ∆ between neighboring
lattice planes. Pursuing the analogy with the plane clus-
ters, we can say that, in a 2D planar case, the simplest
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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Fig. 5. Positions of extremes of the energy of an N = 2 helix and the boundary of the self-confinement region (K = 0) in the plane
(ϕ, u) for (a–c) DY = 0.1 and α = 0.1, the remaining parameter values being (a) β = 0.5 and γ = 0.2, (b) β = 0.5 and γ = 0.5, and (c)
β = 0.1 and γ = 0.1. Plot (d) corresponds to D = 0.1, α = 0.01, and β = 0.
structure is a regular polygon while, in a 3D case, it has
the form of a simple helix (N = 1) or two, three, etc.,
interwoven helices.

A decrease in the external confinement constant is
accompanied by bifurcations in the (u, ϕ) plane (see
Section 5). The mechanisms for such discontinuous
transitions from one type of helix to another are not
completely clear.

When the long-range interaction between the dust
grains is attractive, they can form steady helical struc-
tures in the absence of an external confining potential
and even in the presence of a parabolic repulsive poten-
tial.

Hence, as the confinement parameter K decreases,
interactions with remote grains begin to play an
increasingly important role, so the bifurcations can be
strongly influenced by the character of screening
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
(either the Yukawa or nonlinear screening) and also by
the collective and noncollective attractions.

In our simulations, it was found, however, that the
collective interaction substantially changes the bifurca-
tional picture; specifically, it not only increases the
number of bifurcations (i.e., decreases the difference
between the values of the confinement parameter at
which two subsequent bifurcations occur) but also
alters the character of the structural transitions.

4. HELICES

In experiments and numerical simulations, steady
configurations in the form of a helix with constant val-
ues of ∆ and ϕ have been observed. It is therefore rea-
sonable to analyze only this type of configurations.

Let us consider all the possible structures formed of
N interwoven helices.
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To do this, we substitute into general equations of
motion (7) the coordinates of the grains that have
already formed a quasi-crystal helical structure with a
constant spacing between neighboring lattice planes.

In this case, several different equilibrium states are
possible. It can be shown, however, that, among all pos-
sible equilibrium configurations, the one in which the
grains in the (x, y) plane are at the vertices of a regular
polygon possesses a minimum energy and, accordingly,
is most stable. This is why we restrict ourselves to con-
sidering only such configurations.

The configurations of interest can be represented as
follows:

……………………………………………

where z1, n = z2, n = z3, n = … = zN, n = z0(Nn).

Hereafter, it is assumed that the grain density along
the z axis is constant, i.e., that there are N0 grains over
an interval of length L; so, for an N =1 helix, we have
z0 = L/N0. In a structure formed of N interwoven heli-
ces, the charged grains are separated by the distance Nz0
along the z axis, the linear grain density being the same
as that in an N = 1 helix. The rest of the notation is as
follows: R1, n = R2, n = R3, n = … = RN, n = R = const is the
radius of a structure formed of N interwoven helices,
α = 2π/N is the angle between each two neighboring
grains at the vertices of a regular N-gon in the same (x,
y) plane, and ϕ1, n = ϕ2, n = ϕ3, n = … = ϕN, n = ϕn is the
angle through which the polygons formed by the grains
in the neighboring (x, y) planes are turned relative to
one another.

We are considering the equilibrium conditions for a
helical structure that does not rotate as a whole (  = 0)
because it is always possible to pass over to a frame of
reference in which the structure is nonrotating.

The conditions for the existence of a steady equilib-
rium state have the form

(8)

r1 n, x1 n, y1 n, z1 n,, ,( )=

=  R1 n, ϕ1 n,cos R1 n, ϕ1 n,sin z1 n,, ,( ),

r2 n, x2 n, y2 n, z2 n,, ,( )=
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--------- 0;
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------- 0.= = =
Since the line densities zn and angles ϕn always sat-
isfy the force balance equation, we are left with only
one of the three equilibrium conditions:

(8‡)

A full analysis of the properties of a helix and its lin-
ear stability is a fairly complicated task and is to be
done separately. This is why we perform here only a
qualitative analysis of the possible types of stable con-
figurations and the evolution from one structure to
another when one or several external parameters are
varied.

In order to study this problem, we utilize the follow-
ing familiar mechanical principle: in a stable equilib-
rium state, the system has a minimum potential energy.
This is indeed the case for systems with dissipation.

When the grains in such configurations interact
through potential (5), the energy of each grain can be
written as

(9)

Here,

where δN, 1 is the Kronecker delta and u = 2R/z0 is the
diameter of the quasi-crystal helical structure normal-
ized to the spacing z0 between neighboring lattice
planes.

Accordingly, for interactions through Yukawa
screened potential (6), the energy per grain is equal to

(10)

Since the infinite sums in expressions (9) and (10)
for the grain energy diverge, it is meaningful to calcu-
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late only the difference between the energy of a struc-
ture formed of N interwoven helices and the energy of
a linear string, ENhelix – Estring. This allows us to set aside
problems associated with the divergence of the infinite
sums.

For a helix, the condition under which the energy
takes an extremal value has the form

(11)

The stability analysis requires knowledge not only
of the extreme value of the energy but also of its mini-
mum value. The corresponding criterion has a definite
physical meaning: it gives nothing more than the mini-
mum energy per elementary cell, or, in other words, a
minimum in the Madelung energy.

Condition (11) yields phase diagrams in the (u, ϕ)
plane. The situation in which two or more different val-
ues of the variables (u, ϕ) correspond to one value of
the external parameter K will be regarded as a bifurca-
tion. As will be shown below, the smaller the confine-
ment parameter K, the larger the number of possible
bifurcations.

On the other hand, the expression for the external
parameter K is determined by radial force balance
equation (8a). Consequently, the parameter K depends
more significantly on the radius of the structure and on
the type of the intergrain interaction potential. In the
simplest cases, the dimensionless diameter u of the
structure is inversely proportional to the parameter K,
so it is convenient to classify bifurcations in terms of
this parameter:

(12)

where

This is why, in contrast to molecular dynamics sim-
ulations, in which the equilibrium values of the vari-
ables (u, ϕ) were calculated from the preset values of K,
it is now expedient to carry out simulations in exactly
the opposite way, i.e., to calculate the external parame-
ter K from formula (12) with the preset equilibrium val-
ues of (u, ϕ).

As was noted above, the intergrain interaction
potentials can be not only repulsive but also attractive;
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therefore, we can also obtain equilibrium structures for
negative K values.

If, under radial force balance condition (8a) and
under condition (11) for the existence of an extremum,
the equilibrium values of (u, ϕ) are possible for which
K ≤ 0, then self-confining structures are possible too.
The value K = 0 indicates that a structure can be in equi-
librium in the absence of any external potential, so a
self-confining helical structure also can exist.

The stability condition for a configuration is the
condition for its energy to be minimal. Accordingly, for
a two-parameter equation, the minimum-energy condi-
tions have the form

(13)

where

(14)

This finally yields
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We thus have determined the minimum of the Made-
lung energy.

5. NUMERICAL SIMULATIONS
OF EQUILIBRIUM HELICAL STRUCTURES

A decrease in the external confinement constant is
accompanied by bifurcations of the phase diagrams in
the (u, ϕ) plane.

A typical dependence of ϕ on u = 2R/z0 for an N = 1
helix is shown in Fig. 4. The numerals by the curves
label different branches of the equilibrium solutions
describing an N = 1 helix, zigzag, helix1, helix2, helix3,
etc. As the external confinement parameter K decreases,
a pair of new equilibrium states appear, one of which
(as well as the corresponding branch of the solutions) is
unstable (dashed curves) and the other is stable (solid
curves).

In order to provide a complete graphic description
of the grain system, it is convenient to plot these bifur-
cation curves and the family of the characteristic curves
of equilibrium equation (8a) in the same figure. The
resulting plot can thus be scaled by the value of the
external confinement parameter of the system. In the
case under consideration, the equilibrium condition has

– V2 ∆rl k,( )u
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× lu
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Fig. 6. Onset of bifurcations in an N = 2 helix in the case of
a nonlinear screened potential for D = 0.1 and α = β = 0.
the form (hereafter, we use dimensionless variables)

This condition clearly demonstrates the great differ-
ence between different types of interaction potentials
with different values of D, α, and β. We see that there
are several regions in which the external confinement
parameter K has different signs. Accordingly, there are
K values at which the grains can evolve to a stable
structure in the absence of an external confining poten-
tial (Fig. 4, dotted curve).

Figure 5, which illustrates an N = 2 helix, also shows
several values of the external parameter K at which a
stable equilibrium structure can arise in the absence of
any external confining potential. (It can be seen from
Fig. 8 that the parameters of the helix at which this con-
figuration is possible depend strongly on the type of the
interaction potential.) However, the question of the sta-
bility of such structures remains open and requires a
separate consideration.

5.1. Dynamics of the Onset of Bifurcations

The results of computer simulations show that, for
the same value of the external parameter K, several
equilibrium conditions can be satisfied (see, e.g.,
Figs.  4, 5). The smaller the external parameter, the
larger the radius of the helix and the larger the number
of possible equilibrium conditions. At the same time,
the larger the number N of interwoven helices, the
smaller the value of the external parameter K at which
bifurcations occur.

It is likely that the grain system will “try” to evolve
to a configuration that is most favorable from the
energy standpoint, but whether or not this will occur
depends, of course, on the initial grain distribution and
other parameters of the system. This will inevitably
happen, however, in the presence of dissipation.

Taking now an N = 2 helix as an example, we ana-
lyze the onset of bifurcations in more detail and illus-
trate the difference between the nonlinear screening
and the Debye screening (see Fig. 6).

According to the above estimates, we set the nonlin-
ear screening factor D to be ten times smaller than the
Yukawa screening factor DY . Figure 6 shows the evolu-
tion of the function F(ϕ) for different values of u in the
case of grains that interact through a nonlinear screened
potential with D = 0.1 and experience no attraction
(α = β = 0).

Until u = 2.8 (i.e., along the solid curve), the func-
tion F(ϕ) is always negative and has two equilibrium
points (u = 0; ϕ = π/2) and (u = 0, ϕ = 0), of which the
latter is unstable because the derivative of the function

K
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∆r
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attraction (α = 0.01), and strong collective interactions (β = 0.5, γ = 0.2).
with respect to ϕ is negative there. The only stable value
of ϕ is π/2. For u > 2.8, the function along a small por-
tion of the curve near ϕ/2 becomes positive. As u
increases further, this portion of the curve (along which
the function F is positive) rises upward and extends, the
curve itself intersects the abscissa at two points, indi-
cating a bifurcation, and the second point of intersec-
tion shifts toward the smaller ϕ values. It can be seen
that, as u increases to the value u = 8.8 (the dotted
curve), the second point of intersection is stable and the
intersection point at ϕ = π/2 is unstable. The curve
becomes straighter and, at u = 12 (the dashed curve), it
is seen to have an additional intersection with the
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
abscissa. The next maximum can be seen at the dashed-
and-dotted curve, which refers to u = 16 and describes
well a bifurcation characterized by two new branches,
one being stable and the other unstable. It should be
noted that the bifurcation points u = 2.8 and 12, which
were obtained for the nonlinear screening, differ some-
what from those obtained for the Debye screening,
namely, u = 6 and 12.5 (Fig. 5).

We thus see that the nonlinear screening and the
Debye (Yukawa) screening differ not only quantita-
tively but also qualitatively. Moreover, this difference
increases substantially for stronger noncollective
attraction and/or collective interaction.
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5.2. Linear String

Now, we analyze how a string bifurcates into a
helix.

To do this, we consider an infinitely long chain of
charged grains separated by the same distance z0. In this
case, Eqs. (7) has the solution

In Fig. 6, our analysis begins immediately with a
zigzag—a particular case of a helical structure in which

rn 0 0 zn, ,( ) 0 0 z0n, ,( ).= =
two grains in the neighboring (x, y) planes are turned
relative to one another through the angle ϕ = π.

We see that a linear chain bifurcates into a zigzag in
the same manner as was described above. The bifurca-
tion occurs when the energy per grain in a linear chain
becomes equal to that in a zigzag:

.

From this we can obtain the instability criterion, i.e.,
the value of the external parameter K at which the linear
chain becomes unstable:

Ezigzag Estring– 0=
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For particular values of D, α, β, and γ, it is an easy
matter to compare this K value with that found from an
analytic formula in accordance with [31].

5.3. Zigzag

A zigzag is seen to bifurcate into a helix of general
form in the same way as in the case of purely Coulom-
bic interaction. The minimum point of the potential
energy, given by the conditions EϕϕEuu – EuϕEϕu > 0 and
Eϕϕ > 0, becomes the inflection point, EϕϕEuu – EuϕEϕu < 0.
Applying the last formula to each particular type of
interaction, we can then find the values of u and, conse-
quently, the values of the external parameter K ', at
which a bifurcation occurs [31].

We can see that an evolving N = 1 helix actually
loses its stability only when it undergoes a Y-type bifur-
cation, namely, a zigzag  helix1 bifurcation. In this
case, the solution ϕ = π becomes unstable and splits
into two symmetric stable branches.

As for transitions like helix1  helix3, they are
nothing more than discontinuous transitions of the sys-
tem from one stable state to another, provided that the
latter is more favorable energetically. In other words,
the system tends to change to a configuration that pos-
sesses a minimum energy at a fixed value of the external
confinement parameter. This process, however,
depends on the initial grain distribution. It is often the
case that configurations differ in energy by only small
fractions of 1%; so, in actual experiments, there may be
several (rather than one) different stable grain configu-
rations.

This is why, for certain values of the external con-
finement parameter, our numerical simulations yielded
different steady configurations of grains, depending on
their initial distribution.

5.4. Structures formed of N Helices

Recall that, as the external confinement parameter K
decreases, the formation of an N = 1 helix can be fol-
lowed by the formation of N = 2, 3, etc., steady helical
configurations.

Of course, structures formed of N helices possess
the same regular features as N = 1 helices. For instance,
for an N = 2 helical structure, the bifurcation process
begins with a “limiting” tetrahedral configuration (an
 REPORTS      Vol. 31      No. 10      2005
N = 2 helix with an angle ϕ equal to π/2), which then (at
a certain value of the external parameter) changes into
a structure with a larger number of interwoven helices
(see Fig. 4).

Figures 7–10 show the calculated surfaces of the
functions F(u, ϕ), K(u, ϕ), F '(u, ϕ), and K '(u, ϕ) for an
N = 2 helix in the case of nonlinear screening (D = 0.1)
with different combinations of weak and strong collec-
tive interactions and weak and strong noncollective
attractions.

These figures also show the planes F = 0, K = 0, F ' =
0, and K ' = 0. The intersections of the surfaces of the
functions with the planes have the following meaning.
On one side of the intersection of the surface K with the
plane K = 0, the confinement is provided by an external
attractive potential (K > 0) and on the other side, by the
repulsive one (K < 0). The intersection with the F = 0
plane is the equilibrium curve. Finally, the intersections
with the F ' = K ' = 0 planes are the boundaries between
the stable (F' < 0, K' < 0) and unstable (F ' > 0, K ' > 0)
regions of the planes.

Numerical simulations were carried out for different
types of interaction, i.e., for different values of the
parameters D, α, β, and γ. For collective interaction
(β ≠ 0), the values of the structure diameter (u = 2R/z0)
and the angle ϕ that correspond to the minimum Made-
lung energy can differ substantially for different values
of D, α, β, and γ, showing the onset of new bifurcations
and new stable equilibrium states.

The curves in Fig. 11 represent the positions of
extremes of energy for γ = 0.5 and different β values.
Figure 12 illustrates how the branches of the solutions
change as the parameter γ is varied, the values of D, α,
and β being fixed. These figures, too, show the onset of
new bifurcations and new stable equilibrium states.

They also show how the position of the energy min-
imum changes when the values of the parameters deter-
mining the type of interaction are varied.

The simplest possible structure into which an N = 2
helical configuration can bifurcate is an N = 3 helix.
Similar structures were observed to form in experi-
ments with ultracold atomic ions interacting by means
of Coulomb repulsive forces [2]. More precisely, the
structures observed in those experiments were a limit-
ing case of an N = 3 helix—an octahedral configuration,
in which the triangles formed by the grains in the neigh-
boring (x, y) planes are turned relative to one another
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through the angle ϕ = π/3. In this case, as in the cases
of a linear string, a zigzag, and a tetrahedral configura-
tion, it is also possible to obtain the values ucrit at which
the octahedral configuration loses its stability.

The results of numerical simulations and the data
from experiments with purely Coulomb systems show
that there are only a few possible types of structures
formed of several interwoven helices. The particles
often form a two-shell structure that is energetically
more favorable than a one-sell structure. In the planar
case, this corresponds to a transition from five particles
at the vertices of a regular pentagon to four particles at
the vertices of a square and one particle at the center of
the square. The situation with dust structures is, in a
sense, similar, the only difference being that, along with
N = 2 structures, structures with a larger number of
interwoven helices can be energetically favorable. Most
frequently, the results depend strongly on the type of
screened potential and on the efficiency with which the
grains are attracted to one another In the case of
Yukawa screening, the final results differ radically from
those in the case of nonlinear screening, especially
when the screening parameters are close to certain crit-
ical values. These critical values, in turn, are deter-
mined by the number of grains per unit length of the
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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system and can easily be achieved in actual laboratory
experiments, as well as under microgravity conditions.

5.5. Formation of the Second Shell

The formation of the second shell begins with the
onset of a “degenerate” helical structure—a linear
string at the axis of an N = 1 helix.

As time elapses, the pitch of the string decreases and
the chain can bifurcate into a configuration of two N = 1
helices, one being inside another. In numerical simula-
tions, such a configuration was not observed, however.
The external shell in the form of an N = 1 helix then
evolves into a structure formed of several interwoven
helices, or, more precisely, into an N = 6 helix, contain-
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
ing within itself a linear string. As the external parame-
ter is further changed, two nested shells form, followed
by the formation of a linear string inside them, and later
by the formation of three nested shells, and so on. We
thus can again draw an analogy with the planar case: as
the external parameter is changed, a particle appears at
the center of the ring, inside which the second ring then
forms, followed by the appearance of a particle at its
center, and later by the formation of the third ring inside
it, and so on.

We are interested here in the formation of the second
shell merely in order to determine the parameter range
corresponding to one-shell structures.
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Plot (e) summarizes all the curves shown in plots (a)–(d).
5.6. Comparison of Energies

It can be seen that, as the external confinement
parameter is varied, a dust structure evolves through the
following configurations: string  zigzag 
helix1  tetrahedral configuration, etc. Since the
energies of some configurations differ by only a few
percent, it is possible to experimentally observe stable
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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equilibrium configurations with energies slightly
exceeding the minimum energy. This was indeed
observed in numerical simulations: for the same value
of the external parameter, they yielded different config-
urations, depending on the initial grain positions. Col-
lective attraction is found to considerably complicate
the bifurcational picture because it leads to many new
“competing” equilibrium configurations with nearly
the same energies.

On the whole, the results of numerical simulations
agree well with our analytical estimates, which in turn
are physically more transparent and explain all phase
transitions from one configuration to another. We stress
that, for different configurations, we are comparing the
energies per grain, because the structures under analy-
sis are infinitely long in the z direction and thereby have
infinite total energies.

6. CONCLUSIONS

We have investigated typical equilibrium configura-
tions of a system of correlated likely charged dust
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
grains. We have derived stability criteria for several
configurations (such as a string and a zigzag). When the
external confinement parameter K is smoothly varied,
the structure can make either a smooth or a discontinu-
ous transition to a new state. Consequently, it may be
said that, whereas transitions of a string into a zigzag
and of a zigzag into an N = 1 helix are analogues of sec-
ond-order phase transitions, transitions between differ-
ent types of helical configurations resemble first-order
phase transitions.

We have carried out a comparative analysis of the
energies of each of the configurations under study. All
analytical estimates are fully confirmed by the results
of numerical simulations.

We have shown that finite-length systems should
possess all of the regular features revealed in our inves-
tigations of infinite systems. We have described a
scheme whereby instability should develop in its initial
stage. With the results obtained for an infinitely long
linear chain, it is possible to correctly estimate the val-
ues of the external confinement parameter at which the
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configuration undergoes transitions from one state to
another.

In actual systems, a suspended dust grain can gain
kinetic energy in collisions with plasma ions and elec-
trons. As a result, the grain begins to oscillate about its
equilibrium position and can even escape from the
potential well. Our results take on special meaning in
this context. If the system has acquired sufficient
energy, then it evolves into a new steady configuration
with a minimum kinetic energy. If, however, the energy
acquired by the system is insufficient for it to evolve
into another steady configuration, then the grains in it
begin to oscillate about their previous steady-state posi-
tions.

It is important to emphasize the general features that
have been revealed in our numerical simulations:

(i) It was found that any random distribution of the
grains evolves into one of the possible steady helical
configurations. No final configurations other than heli-
cal ones were observed.

(ii) When the long-range interaction between the
dust grains is attractive, they can form steady helical
structures in the absence of an external confining poten-
tial and even in the presence of a parabolic repulsive
potential.

(iii) In helical configurations, the dust grain distribu-
tion has a shell structure.
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Abstract—The formation of a neck in the cathode plasma jet in the initial stage of a low-voltage vacuum spark
is investigated experimentally and theoretically. X-ray bursts corresponding to an electron temperature of 150–
300 eV are detected. With the use of a pinhole camera, it is found that an emitting region less than 1 mm in size
is located near the cathode. The free expansion of a current-carrying cathode plasma jet with a current growing
in accordance with the experimentally observed time dependence is simulated using a hydrodynamic model. It
is shown that the neck forms at the front of the plasma jet due to the plasma compression by the magnetic self-
field. In the constriction region, the plasma is rapidly heated and multiply charged ions are generated. The cal-
culated spatial and temporal variations in the electron temperature and average ion charge are close to the mea-
sured dependences over a wide range of the discharge parameters. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

It is well known that high-current vacuum sparks, in
which plasma is produced due to electrode erosion, are
sources of the characteristic X-ray emission from mul-
tiply charged ions (see, e.g., [1, 2]). According to the
current notion, these ions are generated in micron-size
regions of a high-temperature plasma with an electron
temperature of up to several kiloelectronvolts [3, 4].
The formation of such regions is attributed to plasma
pinching that occurs in the plasma jet closing the inter-
electrode gap when the discharge current reaches its
maximum. Under these conditions, micropinches form
at a sufficiently high voltage (a few tens of kilovolts)
and high current (about 100 kA) [3–5] and the plasma
is produced from the erosion material of the anode [6].

However, the processes occurring in the initial stage
of a pulsed vacuum discharge (vacuum breakdown),
when the plasma has the form of a jet emerging from
the cathode, are still poorly understood. This stage is
characterized by the presence of a free boundary of the
cathode plasma expanding into the interelectrode gap
and the rapid growth of the discharge current, which
leads to specific effects. It is in the initial stage that the
beams of multiply charged ions of the cathode material
were observed both in early experiments with high-
voltage discharges (Al+6, W+6 [7]) and in recent experi-
ments with low-voltage discharges with currents of a
few kiloamperes (Cu+19, Ta+50 [8, 9]). The generation of
multiply charged ions is presumably related to the for-
mation of a neck at the front of the cathode plasma jet.
The results of numerical simulations [10, 11] show that
such a neck can develop when the discharge current
rapidly increases to about 1 kA. It was found in recent
experiments [12] that so-called “hot spots” emitting
1063-780X/05/3110- $26.00 0843
X radiation are generated at the front of the cathode
plasma jet during a laser-induced vacuum discharge
with a current of several amperes.

The objective of the present paper is to investigate
(both theoretically and experimentally) conditions for
the formation of micropinch structures in a macro-
scopic cathode plasma jet in the initial stage of a vac-
uum spark discharge. These investigations, which are
certainly of general interest, are also important for
applications, namely, a low-voltage vacuum spark can
be used to create a simple and compact source of soft
X-ray emission and multiply charged metal ions.

To solve the problem, we use not only the results of
recent X-ray measurements, but also of our previous
studies of the ion component of the discharge plasma.
The experimental data are compared to the results of
simulations of a current-carrying plasma jet by an
MHD model. In contrast to our preliminary simulations
[10, 11], the parameters of the model are chosen to be
close to the experimental conditions.

Most of the available MHD models apply to fast
Z-pinches with a characteristic current of I ≈ 105–106 A
and current growth rate of dI/dt ≈ 1011–1013 A/s [13–
15]. As regards a vacuum spark, the final stage of a
micropinch was studied in [3] under the assumption
that there was radial equilibrium between the plasma
pressure and magnetic pressure and that the constric-
tion region was cylindrical in shape.

Our model deals with moderate discharge parame-
ters: I ≈ 103–104 A and dI/dt ≈ 109–1010 A/s. The model
differs substantially from the previous ones in some
respects concerning the specific features of the experi-
ments to be described. In particular, the model consid-
ers a plasma jet that emerges from the cathode and
© 2005 Pleiades Publishing, Inc.
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expands into a vacuum, the jet current growing with
time, and a fresh plasma being continuously supplied
into the jet channel from the cathode surface. We do not
assume a priori that there is equilibrium between the
plasma pressure and magnetic pressure, and the shape
and localization of the neck are governed by the dis-
charge parameters and are calculated self-consistently.

2. EXPERIMENTAL

The experiments with a low-inductance vacuum
spark were performed at a storage voltage U of up to
2.5 kV. The electrode system consisted of a conical
copper cathode1 mm in diameter and a plane grounded
grid anode located at a distance of 9 mm from the cath-
ode end. The electrode system was placed in a chamber
evacuated to a pressure on the order of (5–8) × 10–6 torr.
A discharge at the cathode end was initiated by means
of breakdown produced along the surface of a dielectric
inserted between the cathode and the igniting electrode.
The discharge current was maintained by a capacitor
(C = 2 µF) and was measured by a Rogowski coil
immediately in the cathode circuit. The total inductance
of the discharge circuit was no higher than 40 nH.
Before measurements, a series of 103 preliminary shots
were produced in order to train the cathode surface;
after training, the discharge parameters in different
shots differed by no more than 20%. The waveform of
the discharge current was a decaying sinusoid with a
half-period of about 1.5 µs.

In our studies, we used two X-ray diagnostics. In
both of them, microchannel plates (MCPs) were used
as radiation detectors. The temporal and energy charac-
teristics of X-ray emission from the discharge were
measured with the help of a three-channel detector sim-
ilar to that described in [16, 17]. The hardness of the X-
ray spectrum was estimated using absorbing filters—
polypropylene films of thickness 3.7, 7.4, and 11.1 µm
installed in the first, second, and third channels, respec-
tively. The films protected the detector from UV radia-
tion and plasma particles but were transparent to X rays
in a certain spectral range dependent on the film thick-
ness. The geometry of measurements was such that
only the cathode region of the discharge gap fell into
the detector’s field of view; this prevented the detector
from the anode X-ray bremsstrahlung.

The second X-ray diagnostics used a pinhole cham-
ber equipped with an MCP. The plasma jet was imaged
onto the detector surface through a pinhole 0.4 mm in
diameter. As in the first diagnostics, the anode region of
the discharge did not fall into the detector’s field of
view. The spatial resolution of the pinhole camera at the
surface of the plasma jet was 1 mm. A luminescent
screen placed behind the MCP converted the electron
flux into a visible image recorded by a digital camera.
The detector operated in the integral mode; i.e., the sig-
nal was averaged over the discharge pulse. Both of the
X-ray diagnostics are described in detail in [18, 19].
In addition to X-ray measurements, we also mea-
sured the ion energy distribution and the ion charge
composition by the time-of-flight technique using a
plane-capacitor-type electrostatic analyzer with an
energy resolution of ∆E/E ≈ 2 × 10–2 and a time resolu-
tion of about 40 ns. An MCP was used as an ion detec-
tor. The MCP sensitivity to ions with different energies
and charges was corrected using the data from [20]. The
analyzer was installed behind both the grid anode and
the drift gap and received the ions emitted from the
cathode jet and moving along the discharge axis toward
the anode. With the time-of-flight technique, the ratio
µ/Z (where µ is the atomic mass and eZ is the ion charge
number) could be determined for each ion species by
analyzing the delay time of the corresponding signal
from the detector.

3. MODEL OF A NONSTATIONARY
PLASMA JET

3.1. Basic Equations

Without allowance for viscosity, the plasma motion
is described by the following set of MHD equations
[21]:

(1)

(2)

(3)

(4)

(5)

(6)

where ρ = mNi and P = Pe + Pi are the mass density and
pressure of the plasma; Ne, Ni , Te, Ti , Pe, Pi , Ve, and V
are the density, temperature (in energy units), pressure,
and the electron and ion velocities, respectively; m is
the ion mass; c is the speed of light; E and B are the
electric and magnetic fields; j = eNe(V – Ve) is the cur-

rent density; σ = kσ /Z is the plasma conductivity;
and Z = Ne/Ni is the average ion charge number.

Taking into account that, in the plasma emitted from
the cathode spots, the inequality Te @ Ti holds [22, 23]
and that the Joule heat is released predominantly in the
electron gas, we will use the cold-ion approximation,
assuming P = Pe. In this case, in order to close set of
Eqs. (1)–(6), it is sufficient to supplement it with the
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electron heat balance equation. Without allowance for
heat conduction, this equation has the form [21]

(7)

Here, Q = Qei + Qex + Qion + Qbr is the rate of the elec-
tron energy loss in collisions with ions, which is the
sum of the loss in elastic collisions (Qei), losses for the
excitation (Qex) and ionization (Qion) of ions, and
bremsstrahlung loss (Qbr) [24]. The energy losses for
the line and recombination radiation do not enter
explicitly into the heat balance equation but only influ-
ence the values of Qex and Qion, because a fraction of the
ion internal energy may again return to the electron gas
via the deexcitation of electronic levels and via recom-
bination [24].

In what follows, we use cylindrical coordinates r, ϕ,
and z (the z axis being directed from the cathode to the
anode) and assume that the plasma jet is axisymmetric.
In this case, the vectors entering into the equations have
the components V = (Vr, 0, Vz), j = ( jr, 0, jz), and B = (0,
Bϕ, 0).

3.2. Quasi-One-Dimensional Approximation

To solve set of Eqs. (1)–(7), we used the profiling
method [15], which allows one to reduce a two-dimen-
sional problem to a one-dimensional one, i.e., to study
the dependence of the plasma parameters on z and t
only. This approach is physically justified if the length
of the plasma jet is much larger than its diameter. As in
[25] (where a stationary case was considered), we
assume that the particle and current densities decrease
to zero in a narrow transition region at the jet periphery,
whereas, in the bulk of the jet, the parameters ρ, P, T,
N, Vz, and jz are constant. We will also use a similarity
condition for the plasma and current channels, V × j =
0 [26], assuming that the boundary of the current chan-
nel coincides with the jet boundary.

Under these assumptions, the two components of
the current density can be expressed in terms of the cur-
rent I and jet radius R(z, t) using continuity equation (4)
[25],

(8)

(9)

where S = πR2 is the cross-sectional area of the jet.
From Eq. (5), we then find

(10)

where BR = 2I/(cR) is the magnetic field at the jet
boundary.

3
2
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∂Pe
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From Eq. (1), we also obtain a similar linear depen-
dence on r for the radial velocity Vr(r, z) = VRr/R, where
VR(z, t) is the radial expansion velocity of the jet,

. (11)

Multiplying Eqs. (1) and (2), written in cylindrical
coordinates, by dS = 2πrdr; integrating the product
from 0 to ∞; and taking into account Eqs. (8)–(11), we
obtain quasi-one-dimensional equations of conserva-
tion of mass and momentum,

, (12)

(13)

, (14)

and the electron heat balance equation

(15)

where P = Pe = TeNe and e is the elementary charge. In
deriving Eq. (15), we used Eqs. (8), (9), and (12) and
the relationship Ve = V – j/(eNe).

Equation (13), which describes plasma motion
along the jet, coincides with that from [15], whereas
equation of radial motion (14) differs from the corre-
sponding equation obtained in [15] by a numerical fac-
tor because of the different assumptions on the current
density distributions over the jet cross section.

3.3. Account for the Ionization Effect

It is known [22] that, in vacuum discharges, the
cathode surface emits a dense plasma propagating
toward the anode at a velocity of V0 ≈ (1–3) × 106 cm/s.
Because of the high plasma density (Ne ≥ 1018–1019 cm–3),
the ion distribution over charge states approximately
corresponds to a local thermodynamic equilibrium
[27]. As the plasma expands into the interelectrode gap,
its density rapidly decreases and the ionization–recom-
bination balance becomes disturbed. At low currents
(I ≤ 500 A), the ion composition of the expanding
plasma remains unchanged and corresponds to that in
the cathode spot. At I ≥ 1 kA, the ion charge can further
increase; this process is governed by the rate of elec-
tron-impact ionization (i.e., by the electron temperature
and density) and by the time during which the ions stay
in the discharge gap, τi ≈ L/V0 ≈ 1 µs (where L ≈ 1 cm is
the gap length). In this case, the recombination pro-
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cesses are of minor importance, because the recombi-
nation time is much longer than the ionization time,
τR @ τi . In [11, 28], it was shown that three-body
recombination can be ignored at Ne < 1018 cm–3 and Te ≈
10–100 eV. Estimation of the photorecombination time
at the same plasma parameters yields τR ≈ 1/(αRNe) ≥
10 µs, where αR ≈ 10–12/  cm–3 s–1 (here, Te is in eV
[29]).

For this reason, the equations for the ionization bal-
ance can be written in the form [11, 28]

. (16)

Here, fn = Nn/Ni is the fraction of ions with the charge n
and density Nn, and En + 1 and kn + 1 are the ionization
energy and the ionization coefficient for the generation
of an ion with the charge n + 1. The average ion charge
number is then defined as Z =  or Z = Ne/Ni ,

where Ni =  is the total ion density. The values
of coefficients kn(Te) are given in [11, 28].

The rate of the electron energy loss for the ioniza-
tion of ions is defined by the expression

(17)

Below, in most of the calculations, we assume that
Qei = 0, Qex = 0, and Qbr = 0; i.e., ionizing collisions
with ions are considered to be a dominant mechanism
for electron energy losses (Q = Qion). The validity of
this assumption is discussed in Section 5.

3.4. Initial and Boundary Conditions

Equations (12)–(15), represented in a divergent
form, were solved numerically by the particle-in-cell
method [3]. To compare the results of numerical simu-
lations with experimental data, the growth in the dis-
charge current was described by the formula I(t) = I0 +
Iasin(πt/τ), where the current amplitude (Ia = 1–10 kA)
and the half-period (τ = 1 µs) were taken to be close to
their actual values. The initial spatial distributions of
the plasma parameters (at t = 0) were calculated by the
steady-state arc model [31] for a current of I0 = 100 A.
It was assumed that, at the initial instant, the plasma
expanded from a cathode spot within a cone with a half-
angle of α0 ≈ π/6 and that the plasma front was almost
spherical [31]. Thus, the presence of a low-density fore-
plasma in the discharge gap was roughly taken into
account. This plasma was produced by the ignition cur-
rent and provided the closing of the discharge current as
the cathode jet propagated toward the anode. As bound-
ary conditions for the plasma jet at z = z0 (near the sur-
face of the copper cathode), we used the velocity and
the ion compositions measured in low-current arcs and
approximately corresponding to the plasma parameters

Te

∂ f n

∂t
-------- V

∂ f n

∂r
--------+ kn f n 1– Ne kn 1+ f nNe–=

n f nn 1=∑
Nnn 1=∑

Qion NeNi En 1+ kn 1+ f n.
n 1=

∑=
in the initial microjets: V0 = 1.3 × 106 cm/s [32],  =

0.11,  = 0.72, and  = 0.17, the average ion charge
number being Zi0 = 2.06 [27]. The electron temperature
was taken to be Te0 ≈ 1 eV. It was assumed that the

cross-sectional area S0 =  of the plasma jet did not
change over time. This agreed with the experimental data
of [33], where it was shown that, in a short high-current
pulse (I = 1–3 kA, τ ≤ 1 µs), the plasma was entirely
emitted from a single macroscopic spot. For a copper
cathode, the spot radius is equal to R0 ≈ 0.15 mm [34].

The mass flux through the cross-sectional area S0
can be calculated by the formula G0(t) = η0mI(t)/(Zi0e),
where η0 ≈ 0.1 is the ratio between the ion and total cur-
rents through the cathode spot [22]. The boundary val-
ues of the mass plasma density and the electron density
were then defined as ρ0(t) = η0mI(t)/(Zi0eV0S0) and
Ne0(t) = Zi0ρ0/m. Thus, in the initial part of the plasma
jet, the charged particle density steadily increased with
increasing current I(t); this resulted in a nonuniform
plasma distribution along the discharge gap.

4. FORMATION OF A MICROPINCH REGION

4.1. Formation of a Plasma Neck

Figure 1 shows the calculated distributions of the
main plasma parameters along the jet axis. It can be
seen that a neck forms in the jet (Fig. 1a). Due to mag-
netic compression, the longitudinal plasma velocity Vz

near the left boundary of the neck decreases and then
vanishes at a certain point at the jet axis (Fig. 1b). At
this point, the plasma stops, and the neck breaks down
into two fragments. After this instant, the computation
was terminated.

As the cross-sectional area of the neck decreases,
the plasma density and the electron temperature rapidly
increase (Figs. 1c, 1d). This, in turn, leads to a substan-
tial increase in the average ion charge (Fig. 1e). Hence,
as in the classical Z-pinch, the development of a con-
striction in the expanding plasma jet results in the for-
mation of a micropinch structure with a hot, highly ion-
ized plasma.

It can also be seen from Figs. 1c–1e that, when the
neck breaks down, the plasma parameters (the density,
electron temperature, and average ion charge) reach
their maximum values. Test calculations for the subse-
quent period of time showed that two fragments of the
neck move in opposite directions and the plasma den-
sity and temperature in them slowly decrease. The
dynamics of the micropinch formation is illustrated in
more detail in Fig. 2. It can be seen that the decrease in
the jet cross-sectional area and the accompanying sub-
stantial increase in the plasma density (by more than
two orders of magnitude) occur relatively slowly,
whereas the electron temperature and the ion charge
increase over a much shorter time (about 5 ns).

f 1
0

f 2
0

f 3
0

πR0
2
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Fig. 1. Calculated distributions of the plasma parameters
along the axis of the cathode jet for a discharge current
amplitude of Ia = 3 kA: (a) jet cross-sectional area, (b) lon-
gitudinal plasma velocity, (c) ion density, (d) electron tem-
perature, and (e) average ion charge number at the instants
of 116 (heavy line), 119 (solid line), 120 (dashed line) and
121 (light line) ns from the beginning of the discharge.
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Note that, the development of the constriction is
accompanied by a sharp increase in the electric and
hydrodynamic resistances of the jet. Since the dense
cold cathode plasma is unmagnetized, this may provoke
the formation of a new jet with its own current channel.
Presumably, it is this effect that was responsible for the
appearance of a peculiarity in the current derivative sig-
nal (see Fig. 4b) and spikes in the current waveform in
experiments by Plyutto [7].

The results of calculations allowed us to investigate
the development of a constriction in an expanding cur-
rent-carrying plasma jet in more detail. Figure 3a shows
the longitudinal profile of the ratio of the plasma pres-
sure to the pressure of the magnetic self-field, β =

8πP/  = 2c2PS/I2, at different times. It can be seen
that, at the initial instant, when the plasma current is
100 A, the plasma pressure is everywhere higher than
the magnetic pressure (β > 1), so the influence of the
magnetic self-field on the plasma flow can be ignored.
Because of the rapid current growth, the system passes
through the equilibrium state with β = 1, and, 20 ns
later, the magnetic pressure exceeds the plasma pres-
sure over the entire jet. This causes plasma compres-
sion toward the axis by the magnetic self-field. How-
ever, different regions of the jet move toward the axis
with different accelerations, which, according to
Eq. (14), are approximately equal to dVR/dt ≈
I2/(ρc2R3). Near the cathode, the acceleration is small
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Fig. 2. Time dependence of (a) the cross-sectional area and
ion density in the constriction region and (b) the electron
temperature and average ion charge number.
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because of the high mass density ρ of the plasma arriv-
ing from the cathode surface, and it is also small at
large distances because of the low gradient of the mag-
netic field, —B2 ∝  I2/R3. Hence, in a certain cross sec-
tion of the jet, the jet boundary moves toward the axis
with the maximum acceleration. It is in this cross sec-
tion that the constriction begins to form. This is illus-
trated in Fig. 3b, which shows the longitudinal profile
of the transverse acceleration of the plasma boundary,
dVR/dt. It can be seen that the constriction begins to
develop at a distance of about 0.7 mm from the cathode,
where the transverse acceleration has a pronounced
maximum as early as at t = 50 ns. This region is
entrained by the plasma flow, and, as the neck radius
decreases, the magnetic pressure force increases rap-
idly; as a result, the compression in the final stage
occurs very rapidly. Figure 3a also shows that, during
almost the entire phase of compression, the magnetic
pressure exceeds the plasma pressure. Only in the final
stage does the plasma pressure exceed the magnetic
pressure (β > 1) in the region of maximum compres-
sion.
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Fig. 3. Longitudinal profile of (a) the ratio of the plasma

pressure to the magnetic pressure β = 8πP/  = 2c2PS/I2

and (b) the radial acceleration of the cylindrical boundary of
the plasma jet a = dVR /dt at different instants for a dis-
charge current amplitude of 3 kA. The arrow indicates the
point at which the neck starts to develop.
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4.2. Spatial and Temporal Characteristics 
of the Micropinch

Important characteristics of the micropinch are the
time tneck (from the beginning of the discharge) and
location zneck (the distance from the cathode) of its for-
mation. Calculations performed for different ampli-
tudes of the discharge current show (see Fig. 4) that, as
the current amplitude increases sevenfold, the threshold
current at which the process of pinching begins, Ineck ≈
1 kA, increases by only 50%. This means that the larger
the discharge current amplitude (i.e., the larger the cur-
rent growth rate at the same oscillation period), the
shorter the time (with respect to the beginning of the
current pulse) during which the micropinch forms. At
large amplitudes, the micropinch forms well before the
current reaches its maximum. Indeed, in the initial
stage of the current pulse, we have dI/dt ≈ πIa/τ, so the
time during which the micropinch forms can be defined
as tneck = I/(dI/dt) ≈ Iτ/(πIa). Estimates by this formula
(with τ = 1 µs) yield tneck ≈ 40–300 ns and zneck ≈ V0tneck ≈
0.4–3 mm for amplitudes varying from 7 to 1 kA. It fol-
lows from this that the key factor governing the forma-
tion of a micropinch in the cathode jet is the growth rate
of the discharge current (rather than its maximum
value). This means that the formation of a micropinch
in a plasma jet expanding into a vacuum differs sub-
stantially from the classical Z-pinch, in which this pro-
cess is determined by the amplitude of the discharge
current [1, 5].

Let us now compare the results of calculations to
experimental data. Figure 5 shows the waveforms of the
discharge current and its derivative, as well as signals
from one of the channels of the X-ray detector for two
amplitudes of the discharge current. It can be seen that
X-ray signals are observed over a wide range of the cur-
rent amplitudes; however, the parameters of the signals
vary substantially as the current increases. At relatively
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Fig. 4. Threshold current for the micropinch formation and
the distance from the cathode to the micropinch as functions
of the discharge current amplitude.
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low currents (see Fig. 5a), the X-ray signal has the
shape of a smooth small-amplitude peak with a micro-
second duration and a gently sloping leading edge. The
maximum of the signal lies behind the maximum of the
discharge current. These data show that a hot plasma
emitting X rays appears in the discharge gap at currents
lower than 1 kA. Since the duration of the X-ray signal
fairly coincides with that of the current pulse, we may
suppose that the plasma jet emits as a whole. The low
level of the signal does not allow us to estimate the
plasma temperature but indicates that it is rather low.

As the discharge current amplitude increases to sev-
eral kiloamperes, the character of the X-ray signal
changes markedly. First, the signal appears as a
sequence of bursts, the duration of individual busts δt
being several tens of nanoseconds, which is much
shorter than the rise time of the discharge current. This
indicates the small size of the emitting region δz, which
can be estimated by using the measured value of δt:
δz ≈ V0δt < 0.1 cm. It should be noted that X-ray bursts
correlate with peculiarities in the waveform of the cur-
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
rent derivative, whereas there are no peculiarities in the
waveform of the current itself (see Fig. 5b).

Second, X-ray emission at large current amplitudes
is observed in the initial stage of the discharge, before
the current reaches its maximum value. We can esti-
mate the distance z1 between the cathode and the source
of X-ray bursts at the time corresponding their maxi-
mum brightness. It can be seen from Fig. 4b that the
brightness is maximum at t1 = 400 ns after the begin-
ning of the discharge current, so we find z1 ≈ V0t1 ≈
0.5 cm, which is smaller than the length of the dis-
charge gap but larger than the length δz of the X-ray
generation region. Therefore, it may be supposed that
X rays are emitted from the front of the cathode jet
expanding into a vacuum. This estimate of z1 agrees
with calculations of the distance zneck between the neck
and the cathode (see Fig. 4).

To determine of the micropinch location, let us con-
sider pinhole images shown in Fig. 6 for two values of
the discharge current. It can be seen from Fig. 6a that,
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at a current of 3 kA, the emission source appears as a
bright core less than 1 mm in size, which is located at a
distance of 2–3 mm from the cathode. Taking into
account that the pinhole resolution is also about 1 mm,
we may suppose that the size of the hot plasma region
emitting X rays is substantially smaller than this value.
As the current amplitude increases to 10 kA, the param-
eters of the emission source change (Fig. 6b). First, the
emitting region is somewhat displaced toward the cath-
ode, which is consistent with calculations (Fig. 4). Sec-
ond, the brightness of this region increases and its
image takes the form of a bright strip with sharp bound-
aries near the cathode. That the emitting region is
extended toward the anode may be attributed to the
downstream propagation of a hot spot along the jet,
which leads to the spreading of its image. Note that a
similar effect—the propagation of the region of a com-
pressed high-temperature plasma emitting X radiation
along the discharge axis—was recently observed in a
high-current plasma-focus discharge [35].

Let us now discuss the data from measurements of
the ion composition of the cathode plasma jet that were
performed earlier by us under the same experimental
conditions [8, 9]. Figure 7c shows the signal from the
electrostatic energy analyzer measuring accelerated
ions moving toward the anode. The charge spectrum of
ions and the time of their generation (indicated by the
arrow in the figure) were calculated from the measured
values of their energy and flight time. It can be seen
from Fig. 7c that, at a certain instant, the cathode jet
generates short-duration beams of multiply charged
ions of the cathode material. Their duration and the
generation time are close to the corresponding parame-
ters of X-ray bursts (see Fig. 5b, curve 3). Since multi-

A
C

1 mm

AC

Fig. 6. X-ray pinhole images of a cold cathode jet for dis-
charge current amplitudes of (a) 3 and (b) 10 kA:
(C) cathode, (A) anode.
ply charged ions of the cathode material are generated in
the high-temperature plasma emitting X radiation, the
data from the ion measurements are consistent with X-ray
measurements. Moreover, previous experiments [36]
showed that the duration of the ion signals decreased with
increasing discharge current amplitude. This also corre-
lates with the data from X-ray measurements.

It can also be seen from Fig. 7c that, besides the ions
of the cathode material in different ionization states, the
experiment shows the presence of a pronounced peak of
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Fig. 7. (a) Calculated and (b) measured time dependences of
the discharge current and (c) the signal from the electro-
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jet, and arrow tneck indicates the calculated time of the
micropinch formation.
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H+ ions. In addition, ions of other light impurities des-
orbed from the cathode surface and from the dielectric
insert (On+, Cn+, Nn+, where n = 1, 2, …) may also con-
tribute to the signal if the ratios µ/Z of these ions are
close to those of copper ions (e.g., é+ for Cu4+, O2+ for
Cu8+, etc.). In Fig. 8c, the impurity ions that may con-
tribute to the signal are indicated in brackets. Noted that
it is more reasonable to ascribe the µ/Z = 4 peak to O4+

ions, rather than to Cu16+, because there are no peaks of
the copper ions in close intermediate charge states
(such as Cu15+, Cu14+, etc.). It should also be noted that
there was a considerable scatter in the signal ampli-
tudes in different shots. To exclude this effect, the sig-
nals recorded at fixed discharge parameters were aver-
aged over a series of shots and only these average val-
ues corresponding to different ion species were used in
the subsequent processing of the experimental results.

Figure 7a compares the experimental data to the
results of calculations of the dynamics of the neck for-
mation for the same amplitude of the discharge current.
The calculated time of the micropinch formation is
indicated by the arrow. This time is close to the instant
of generation of multiply charged ions observed in the
experiment (Fig. 7b).

4.3. Parameters of the Micropinch Plasma at Different 
Amplitudes of the Discharge Current

Let us now consider the measured values of the
plasma parameters in the micropinch and compare
them to the simulation results. The plasma parameters
in the emitting region were estimated using the follow-
ing procedure. In an X-ray signal, we chose a peak with
a maximal amplitude, which apparently corresponded
to maximal values of the plasma temperature and den-
sity that were reached by the time of the micropinch
formation. Signals recorded in this detector channel
during different shots at a fixed amplitude of the dis-
charge current were structurally similar to one another
but had markedly different amplitudes. To obtain a sta-
tistically valid result, the peak amplitude was averaged
over a series of ten shots. From the ratio of the averaged
amplitudes for two channels (which differed from one
another by the filter thickness), we estimated the hard-
ness of the emission spectrum at a given amplitude of
the discharge current. Since the time resolution of the
recording system (about 30 ns) far exceeded the char-
acteristic time of plasma heating in the neck (a few
nanoseconds, see Fig. 3b), this procedure allowed us to
estimate the time-averaged plasma parameters by the
time of the micropinch formation.

In order to determine the parameters of the emitting
plasma (e.g., the electron temperature) from these data,
it is necessary to have information on the relationship
between the bremsstrahlung, characteristic, and recom-
bination components of the spectrum. The line emis-
sion in this case is directly related to the presence of
multiply charged ions of the cathode material in the jet
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
plasma. Previously, such ions were detected using time-
of-flight diagnostics [8, 9]. However, X-ray measure-
ments could not help us in deciding which of the spectral
components was prevalent. For this reason, when pro-
cessing the experimental data, we assumed that the
plasma bremsstrahlung made a major contribution to the
signal and that the energy distribution of emitting elec-
trons was Maxwellian with a temperature Te. Note that,
for the given filter thicknesses, the electron temperature
range within which this method provides a reasonable
accuracy (about 30%) spans from 0.1 to 1.2 keV.

Figure 8 shows the electron temperature versus the
discharge current amplitude. The temperature was esti-
mated from the signal ratio for two pairs of filters. It can
be seen that the temperature varies in the range 150–
300 eV and increases with increasing discharge current.
The temperatures determined with different pairs of fil-
ters are close to one another; this confirms our assump-
tion that the bremsstrahlung component is dominant in
the emission spectrum. Fig. 8 also demonstrates fair
agreement between the experimental data and the calcu-
lated results over the entire current range under study.

The parameters of the ion component of the pinch
plasma were determined as follows. From the average
amplitudes of the signals corresponding to ions in a
given charge state Cun+ and measured at different val-
ues of E/Z, we constructed the energy spectrum of these
ions. Integrating the spectra of different ion species, we
determined the fractions of these species in the ion
beam for a given amplitude of the discharge current.
From the charge composition found in this way, we cal-
culated the average ion charge number, which is shown
as a function of the current amplitude in Fig. 9. The fig-
ure also shows the dependence of the average ion
charge number on the current amplitude obtained from
model calculations for two instants: just before and just
after the neck breaks down into two fragments (which
correspond to 120 and 121 ns in Fig. 1 for Ia = 3 kA). It
can be seen from Fig. 9 that both experimental and cal-
culated values of the average ion charge number
increase with increasing discharge current amplitude

0.3
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0.1

0 1 2 3 4 5 6
Ia, kA

Te, keV

Fig. 8. Calculated electron temperature (symbols) and that
estimated from X-ray detector signals (shaded domain) vs.
discharge current amplitude.
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and that these values are close to one another over the
entire current range under study. Calculations also
show that the plasma density in the neck increases with
current amplitude. Since the electron temperature in
this region varies only slightly (see Fig. 8), the observed
increase in the average ion charge number is evidently
related to an increase in the plasma density.

As was pointed out in Section 3.3, the production of
multiply charged ions in the expanding plasma jet is
governed by three parameters: the electron temperature
and density and the plasma velocity, which determines
the time during which the ions stay in the micropinch
region. In a moving jet, the time during the ions
undergo additional ionization is substantially shorter
than in a stationary plasma. This is why the average ion
charge in our case is substantially lower than that calcu-
lated for a stationary plasma with the same values of the
electron temperature and density [37].

4.4. Effect of the Discharge Gap Length 
on the Micropinch Formation

The simulation results show that, as the amplitude of
the discharge current decreases, the region where the
neck forms is displaced away from the cathode (see
Fig. 4). The reason for this is that the current grows
more slowly and, consequently, the time during which
the neck develops increases. During this phase, the
neck is entrained by the expanding plasma downstream
from the cathode (see Fig. 2b). For discharge current
amplitudes below a certain critical value, the neck is
displaced outside the discharge gap; i.e., a micropinch
has no time to develop. Hence, the formation of a
micropinch and the accompanying phenomena (such as
X-ray bursts and the generation of multiply charged
ions) should occur only when the amplitude of the dis-
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Fig. 9. Average charge number of copper ions in the
micropinch plasma as a function of the discharge current
amplitude: the rhombuses show the measured values, while
the closed and open circles show the maximum computed
values and the values obtained at the next computation step,
respectively.
charge current exceeds this critical value, which
depends on the length of the interelectrode gap. This is
confirmed by the data from X-ray measurements,
which show that short emission bursts are observed
only at current amplitudes of higher than 1 kA.

Our analysis has shown that the micropinch param-
eters deduced from X-ray and ion measurements agree
with the simulation results over a wide range of dis-
charge currents. This indicates that the proposed model
adequately describes the formation of a high-tempera-
ture micropinch plasma in the cathode jet in the initial
stage of the discharge and the generation of multiply
charged ions of the cathode material by this plasma.

5. DISCUSSION

Using the calculated values of the plasma parame-
ters, let us now estimate how the processes that were
ignored in the energy balance equation may affect the
formation of a micropinch. We compare the time of the
micropinch formation τp to the characteristic time τκ ≈

 of energy losses by heat conduction from the
heating region [38] (here, lp is the length of the constric-
tion region and κ is the electron thermal conductivity).
Since the ϕ component of the magnetic field Bϕ ≈ BR =
2I/(cRp) (where Rp is the neck radius) is nonzero almost
over the entire cross section of the plasma jet, we have
to do with heat transport across the magnetic field. In
this case, the electron thermal conductivity is κ ≈
4NeTe/( ), where ωe is the electron plasma fre-

quency and τe ≈ 104 /Ne is the electron–electron col-
lision time (here, Te is in eV and Ne is in cm–3) [38].
From Figs. 1a, 1c, and 1d, we have: lp/Rp ≈ 5, Te ≈
102 eV, and Ne ≈ 1017 cm–3 for I ≈ 3 kA. Thus, we find

that the heat loss time is τκ ∝  (lpI/Rp)2 /Ne ≈ 100 ns,
whereas the characteristic time during which the
micropinch parameters vary, τp ≈ 10–30 ns, is substan-
tially shorter. Therefore, heat conduction insignifi-
cantly affects the development of the plasma constric-
tion. However, taking it into account would smooth the
temperature distribution and decrease the maximum
electron temperature.

Let us now compare electron energy losses for
bremsstrahlung (Qbr) and ion excitation (Qex) to losses
for ionization (Qion). According to [39], we have
Qbr/(Qex + Qion) ! 1 at Te ≈ 101–103 eV; i.e.,
bremsstrahlung losses are small. In all cases under con-
sideration, energy losses due to elastic collisions (Qei)
also are insignificant. In [40], the effect of excitation
losses for a vacuum arc with an aluminum cathode at
currents on the order of 1 kA was analyzed. It was
shown that Qex/Qion < 1 at temperatures of Te < 20 eV.
Taking into account losses for ion excitation (i.e., for
line emission at plasma temperatures of several hun-
dred electronvolts; see Fig. 1) is a rather complicated
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Ne/κ

meωe
2τe

Te
3/2
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problem, because it is necessary to consider a great
number of elementary processes, whereas the values of
the effective cross sections for many of them are
unknown. Rough estimates can be made by invoking
the concept of an average energy W of the formation of
an electron–ion pair (the difference W – Ei corresponds
to electron energy losses for excitation, where Ei is the
ionization energy). Experimental data for several gases
show that α = W/Ei ≈ 2 [39]. Theoretical calculations for
multiply charged ions in a hydrogen-like ion approxi-
mation yield α ≈ 1.5–4 [24] for Ne ≈ 1015–1017 and
Te/Ei ≈ 0.3–1. For this range of α values, the
micropinch parameters were calculated assuming that
the total collision losses are equal to Q = Qex + Qion =
αQion. It turns out that, even for α = 4, a decrease in the
peak value of the electron temperature (in comparison
to the case α = 1) is about 10%. This means that colli-
sion losses are of minor importance during the fast
development of the plasma neck (∆t ≈ 1 ns), when the
work of the magnetic pressure force goes almost
entirely to an increase in the electron kinetic energy. Of
course, these losses may become important in the late
stage of the formation a quasi-equilibrium pinch [3].
However, a detailed discussion of this problem goes
beyond the scope of our study.

As regards the assumption on the composition of the
X-ray spectrum (see Section 4.3), it is worth noting that
the literature data concerning the character of emission
of high-temperature metal plasma are contradictory.
Calculations show that the line emission from multiply
charged metal ions makes the major contribution to the
emission spectrum at electron temperatures of 102–
103 eV [5]. However, an analysis of measurements of
X-ray emission from a micropinch plasma [5] showed
that the effect of the line and photorecombination emis-
sion could be ignored. Experimental results obtained
with the use of Ross filters [41] also indicate that
bremsstrahlung is dominant in the X-ray emission
spectrum of the spark plasma. Note that, in experiments
with laser plasma, where (as in our case) multiply
charged ions were produced from the target material,
the emission spectrum of the plasma jet was also
ascribed to bremsstrahlung and the filter method was
successfully used to measure the electron temperature
in the range 0.3–2.5 keV [42].

The X-ray emission spectrum of a plasma may also
be modified by the beams of runaway electrons gener-
ated at the instant of the micropinch formation [43].
Model calculations [44] show that the energy of run-
away electrons depends on the discharge current. Fig-
ure 8 shows, however, that, in our case, this dependence
is weak. We believe that, under our experimental condi-
tions, the effect of X-ray emission from runaways on
the estimate of the electron temperature is insignificant,
because this temperature itself is evaluated to within a
factor of 2–2.5.
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
6. CONCLUSIONS

The results of our experimental and theoretical
investigations allow us to propose the following sce-
nario for the formation of a micropinch structure in the
cathode jet of a vacuum spark discharge at currents of
1–10 kA. In the early stage of the discharge, a neck
forms at the front of the expanding cathode jet (at a dis-
tance of a few millimeters from the cathode) as a result
of plasma compression by the magnetic self-field. The
time during which the constriction develops and its
location in the interelectrode gap depend on the growth
rate of the discharge current. However, the further evo-
lution of the formed micropinch is governed by its own
parameters. In the constriction region, the radius of the
current channel is less than 0.1 mm; as a result, the den-
sity increases to 1017 cm–3, the electron component is
rapidly heated to a temperature on the order of 102 eV,
and the averaged ion charge increases substantially.
The calculated spatial and temporal variations in the
electron temperature and average ion charge are close
to the measured dependences over a wide range of the
discharge parameters.

It should be noted that, as the cathode jet generated
in a spark discharge with a rapidly growing current
expands into a vacuum, it demonstrates features typical
of different plasma objects:

(i) At small (less that 1 mm) distances from the cath-
ode, the action of the magnetic field on a dense, rela-
tively cold plasma jet can be ignored and the plasma
parameters in the jet are close to those in a steady-state
vacuum arc.

(ii) As the plasma jet expands further, a micropinch
forms at its front. The micropinch plasma is heated to a
high temperature, which leads to the generation of mul-
tiply charged ions of the cathode material. In this case,
the parameters of the micropinch plasma are compara-
ble to those in high-current vacuum sparks, which,
however, are characterized by a substantially higher
energy.

(iii) The multiply charged ions generated in the
micropinch move toward the anode. A similar emission
of multiply charged ions from a current-free plasma jet
was observed when a target was irradiated by high-
power laser radiation (see, e.g., [45]). We emphasize
that, in both cases, the generation of multiply charged
ions occurs just at the front of the plasma expanding
into a vacuum. This allows one to directly measure
multiply charged ions. Such a situation is quite differ-
ent from that occurring in the pinch structures of high-
current sparks [2], in which multiply charged ions are
generated in a local region of the plasma column bridg-
ing the interelectrode gap. In this case, the ions passing
through the surrounding cold plasma undergo charge
exchange and their charge decreases substantially. Pre-
sumably for this reason, the cathode-material ions
escaping from the plasma column are in low charge
states [46].
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Abstract—A space-charge lens created at the Institute of Physics, National Academy of Sciences of Ukraine,
to focus negative ion beams using an additional electron ionizer is investigated. In the previous version of the
lens, in which the gas was ionized by the ion beam itself, the focal power was quite high (the focal length was
f ≤ 20 cm) but the gas pressure was too great (P ~ 10–3 torr), which resulted in significant charge-exchange
losses of the beam ions. The experimental and theoretical study reported here shows that the use of a 100-eV
electron beam as an auxiliary ionizer allows the working pressure in the lens to be significantly reduced. As a
result, a simple, inexpensive, and efficient lens has been developed that can be used in systems for transportation
of negative ion beams. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The concept of a space-charge lens for focusing pos-
itive ion beams was first proposed by Gabor [1] and was
then developed in a number of studies (see, e.g., [2–4]).
In such a lens, the negative space charge is produced by
injecting electrons, which are confined in the lens vol-
ume by an external magnetic field. The radial profile of
the electric field is controlled by specifying the electric
potentials of the ring electrodes. It is evident that this
type of lens cannot, in principle, be used to focus nega-
tive ion beams, because this can be done only by means
of a positive space charge. A concept of a space-charge
lens for focusing negative ion beams was first formu-
lated in [5]. In this lens, the space charge is created by
positive ions produced via direct ionization of the
working gas by the negative ion beam itself. The elec-
trons created in the course of ionization are removed
from the system by applying a longitudinal electric
field. The use of easily ionized high-Z gases (such as
argon, krypton, and xenon) allowed us to create a lens
with a focal length of f ≤ 20 cm, which is comparable to
the focal lengths of electrostatic and magnetic lenses.
Note that the potentials of the main electrodes of elec-
trostatic lenses are comparable to the potential of the
ion source; this increases energy consumption and,
most importantly, leads to aberrations and loss of the
beam ions at the electrodes due to intense deceleration
of the beam. The role of these negative effects increases
with the beam current; therefore, as is known from
practice, electrostatic lenses can be used only at beam
currents of less than 10 mA. Magnetic lenses are free of
these drawbacks, so they are widely used in practice.
However, to focus a 10-keV hydrogen ion beam at a
focal length of f ≈ 20 cm with an ordinary 10-cm-diam-
eter coil, the latter should have ~2 × 104 ampere turns.
In this case, the power consumption exceeds 10 kW.
1063-780X/05/3110- $26.00 0855
Note that the power dissipated in a space-charge lens
with an external electron source is ~100 W, and it is as
low as a few watts without an external source.

The space-charge lens is a rather simple and com-
pact device consisting of three electrodes with inter-
electrode voltages a few tens of times lower than the
potential of the ion source. However, the lens proposed
in [5, 6] has a significant drawback: since the gas pres-
sure in the lens is rather high (~10–3 torr), a significant
fraction of the beam ions is lost due to charge exchange
with neutral gas atoms.

Here, we propose a space-charge lens of alternative
design in which the gas is ionized not only by the ion
beam itself but also by an auxiliary 100-eV electron
beam. The use of an auxiliary ionizer allowed us to
decrease the working gas pressure severalfold and,
thereby, to substantially reduce charge-exchange losses
of the beam ions.

The focal power of the lens is measured as a func-
tion of the electron ionizer current. The results of the
corresponding numerical simulations by the particle-
in-cell method agree well with the experimental data.

2. EXPERIMENTAL SETUP AND RESULTS

A scheme of the experiment with a space-charge
lens is shown in Fig. 1. A beam of H– ions with an
energy of 10–12 keV and a current of 10–30 mA was
output from surface plasma source 1 through a 0.5 ×
15.0-mm slit. The beam was formed and deflected with
the help of a 2-kG magnetic field created by electro-
magnet 2. After passing through the lens electrodes (3,
4), the beam fell onto measuring collectors (7, 8). Col-
lector 7 (10 cm in diameter) was used to measure the
total beam current, whereas collector 8 (2 cm in diam-
eter) was used to measure the beam compression ratio
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Scheme of the experiment: (1) pulsed source of H– ions, (2) deflecting magnets, (3) central electrode, (4) grounded end elec-
trodes, (5) filament circuit of the electron emitter, (6) control grid circuit, (7) beam current collector, and (8) collector for measuring
the beam current density. The gas is supplied through the output aperture of the electron emitter and is fed to a pressure gauge
through pipe 9.
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(the ratio of the maximum beam current measured by
collector 8 in the focusing regime to the maximum cur-
rent measured without focusing). The lens was placed
~20 cm away from the slit of the ion source. The dis-
tance between the outlet plane of the lens and the col-
lector was ~30 cm.

The lens consisted of three electrodes: a central
cylindrical electrode 15 cm in diameter and 10 cm in
length (the diameters of the inlet and outlet apertures
being 5 cm) and two 1.5-cm-long 5-cm-diameter end
electrodes, placed a distance of 0.5-cm from the central
electrode. The end electrodes were grounded, while the
central electrode was at a negative potential, which
could be varied from 0 to –2000 V. The working gas
(argon) was supplied either through a pipe at the wall of
the central electrode or through the outlet aperture of
the electron emitter (see Fig. 1). The gas pressure in the
lens could be varied in the range (0.1–1.5) × 10–3 torr,
the pressure in the beam drift chamber being one order
of magnitude lower.

Two types of electron emitter were used. The first
type was a 7-cm-long 0.03-cm-diameter incandescent
tungsten filament set parallel to the lens axis along the
wall of the central electrode. The electrons were
extracted by the electric field of grid 6 (Fig. 1), whose
potential was varied from 0 to 100 V. The emission cur-
rent was limited by the electron space charge and
reached its maximum value of 25 mA at a grid potential
of 100 V.

The second type of emitter was a 1-cm-long spiral
made of 7-cm-long 0.03-cm-diameter tungsten wire. It
was set in the middle of the central electrode wall,
inside a metal cylinder with an outlet aperture of 1 cm.
The electrons were extracted by applying a positive
potential to the grid. Since the gas was supplied through
the electron emitter, a non-self-sustained discharge was
ignited between the cathode and the grid. This dis-
charge partially removed the space charge that limited
the emission current. As a result, the electron current
injected into the lens could reach 200 mA.

The positive space charge in the lens was created via
gas ionization by both the negative ion beam and the
electrons arriving from the emitter. Special experiments
and numerical simulations showed that the electrons
produced due to ionization and charge exchange
escaped either to the grid or to the end electrodes under
the action of the longitudinal electric field. The ions,
which were inertially confined in the lens, eventually
escaped to the central electrode. It was shown in [6]
that, when the gas was ionized by the ion beam only, the
density of positive ions could be a few orders of magni-
tude higher than the electron density.

The effect of an additional ionizer is illustrated in
Fig. 2 by the dependences of the beam compression
ratio on the emitter current for different gas pressures.

As was noted in the Introduction, in the absence of
additional electron-impact ionization, the optimal com-
pression ratio (sixfold increase in the current density)
was observed at a pressure of ~10–3 torr. It can be seen
from Fig. 2 that, with the additional ionizer, the beam
compression ratio increases appreciably at pressures as
low as P ~ 0.1 × 10–3 torr. The optimal compression is
achieved at a pressure of ≈0.3 × 10–3 torr. The physical
picture of the processes occurring in the lens will be
analyzed in the next section using results of numerical
simulations. To make the comparison between the
experimental and numerical results more convenient,
the data presented in Fig. 2 are replotted in Fig. 3 using
other variables. Here, the ratio of the lens focal length
to the optimal focal length corresponding to the maxi-
mum beam compression ratio is plotted on the ordinate.
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
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3. NUMERICAL RESULTS

The processes occurring in the lens were simulated
by the particle-in-cell method [7]. The geometrical
parameters of the simulated system corresponded to the
actual experimental parameters (Fig. 1). The voltage
between the central electrode and the end electrodes
was assumed to be constant and equal to UL = –1500 V.
The electron emitter was an incandescent filament
wound to form a 14-cm-diameter spiral. A 2-cm-long
12-cm-diameter grid electrode was placed 1 cm away
from the electron emitter. A voltage of 100 V was
applied between the electron emitter and the grid elec-
trode, so the initial electron energy was optimal for gas
ionization.

In our simulations, the gas pressure was varied in the
range (0.2–1.5) × 10–3 torr. The current of the 15-keV
H– ion beam was 15 mA. The computational procedure
is described in detail in [6]. The only difference was
that here we took into account ionization produced by
the electrons arriving from the electron emitter.

The results of simulations allowed us not only to
determine all the parameters of the system in a steady
state (the particle trajectories and the spatial distribu-
tions of the electric potential, electric field, and particle
densities), but also to trace their dynamics during the
transient process. For brevity, we present here only the
most important results that are necessary to understand
the physical picture of the processes occurring in the
lens and to make a comparison with the experimental
data. The characteristic parameters of the system are as
follows: the time during which a steady state is estab-
lished is a few microseconds, the radial electric field

0 50 100 150 200
Jem, mA

0
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J/J0
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Fig. 2. Compression ratio J/J0 of a 12-keV H– beam vs. elec-
tron emission current for different gas (argon–air mixture)
pressures in the lens: P = (1) 2.2 × 10–4, (2) 2.9 × 10–4, and
(3) 7.2 × 10–4 torr. The gas is supplied through the output
aperture of the electron emitter. The lens potential is UL =
−1400 V, and the ion beam current is 15 mA.
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attains ~100 V/cm, and the positive ion density is as
high as ~108 cm–3.

Let us consider in more detail how steady-state
operating conditions are established in the lens at an
emission current of 100 mA and a gas pressure of 0.7 ×
10–3 torr. Figure 4 shows the time evolution of the
potential at the center of the lens. In the initial stage,
which lasts from t = 0 to t = 0.5 × 10–6 s (the so-called
initial filling stage), the potential decreases. The reason
for this is that all the newly born particles are accumu-
lated in the volume and the number of the positive ions
produced due to ionization is less than the number of
electrons created via both gas ionization and the
detachment from negative ions in their collisions with
neutral atoms. In this stage, the potential at the center of
the lens becomes lower than the grid potential UG and
even than the potential of the central electrode UL, so
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Fig. 3. Relative focal length of the lens for a 12-keV
H− beam (a) as a function of the electron emitter current at
different gas pressures in the lens (P = (1) 2.2 × 10–4, (2) 2.9 ×
10–4, (3) 4.4 × 10–4, and (4) 7.2 × 10–4 torr) and (b) as a
function of the gas pressure at different electron emission
currents (Jem = (1) 0, (2) 10, and (3) 50 mA). The lens
potential is UL = –1400 V, and the ion beam current is
15 mA.
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the lens is defocusing. The electrons arriving from the
emitter play a minor role because, in this stage, they do
not penetrate into the central region of the lens.

As time elapses, the electrons escape to the end elec-
trodes and partially to the grid, whereas the positive
ions continue to be accumulated in the lens volume.
This leads to an increase in the potential at the center of
the lens and, consequently, to an increase in the rate of
gas ionization by the electrons arriving from the emit-
ter. The time evolution of the logarithm of the ratio of
the positive ion density to the electron density in the
lens, , is shown in Fig. 5a. It can be seen
that, 0.5 µs after the beginning of the process, the ion
density becomes equal to the electron density and then
exceeds it. The steady state is established over a time of
about 1 µs. In this regime, the electrons arriving from
the emitter efficiently ionize gas atoms. They have time
to perform several oscillations in the lens before escap-
ing to either the grid or the end electrodes. Note that the
electrons born in the interaction between the beam and
the gas atoms escape from the lens only to the end elec-
trodes.

It should be noted that, in a steady state with addi-
tional electron injection,  is equal to 0.5
(Fig. 5a), whereas without electron injection, it is ~2.0.

In the steady state, the radial profile of the potential
in the lens is close to parabolic (Fig. 5b, upper curve).
In this case, as follows from Fig. 6, the beam is effi-
ciently focused by the lens, the focal length being
25 cm.

We performed calculations for different electron
emission currents and gas pressures. The results
obtained are presented in Fig. 6 in the form of pressure
dependences of the relative focal length (the ratio of the
focal length f to the optimal focal length f0) for different
electron emission currents. Here, the optimal focal
length is the focal length at a pressure of P = 1.5 ×
10−3 torr. It can be seen that an increase in the electron

nion/nion( )log

nion/nion( )log

0 1 2 3 4 5
t, 10–6 s

–1.5

–1.3

–1.1

–0.9

U, kV

Fig. 4. Calculated time evolution of the potential at the cen-
ter of the lens.
current leads to a significant decrease in the focal length
(an increase in the lens power). This effect is more pro-
nounced at low gas pressures. At the maximum electron
current, the focal length at a pressure of 0.3 × 10–3 torr

(a)

(b)

0 1 2 3 4
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Fig. 5. (a) Calculated time evolution of the logarithm of the
ratio of the positive ion density to the electron density in the
lens and (b) radial profiles of the potential in the central
cross section of the lens at the initial instant (lower curve)
and in a steady-state operating mode (upper curve). The
increase in the potential at r = 0 is ∆U ≈ 400 V.
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Fig. 6. Calculated relative focal length of the lens (f0 =
20.0 cm) vs. gas pressure for different electron emission
currents: Jem = (1) 0, (2) 20, (3) 50, and (4) 100 mA.
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is only twice as large as that at a pressure of P = 1.5 ×
10–3 torr. A comparison of Fig. 3 to Fig. 6 shows that the
simulation results agree well with the experimental
data.

4. CONCLUSIONS

Our experimental and theoretical study has shown
that the use of an auxiliary electron ionizer with an
electron energy that is optimal for ionizing the working
gas in a space-charge lens allows one to decrease the
gas pressure severalfold and, thereby, to substantially
reduce charge-exchange losses of the beam ions.
Therefore, such a lens is a simple and efficient means
for focusing intense negative ion beams.
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Abstract—The parametric interaction of inertial Alfvén waves with large-scale convective cells in a low-den-
sity plasma is investigated. It is shown that, in plasmas where the Alfvén velocity is comparable to or exceeds
the speed of light, the parametric interaction is substantially suppressed. A compact expression for the optimal
scale and instability growth rate of the fastest growing mode is obtained. The relevance of our theory to space-
craft measurements in the Earth’s ionosphere is discussed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The generation and nonlinear evolution of convec-
tive cells in magnetized plasmas and geophysical fluids
have been the subject of a great deal of research in
recent years [1–9]. Convective cells driven by the para-
metric decay of inertial Alfvén waves (IAWs) in the
topside ionosphere have recently been discussed in
[10]. It has been shown that this instability can provide
an efficient mechanism for the excitation of nonlinear
large-scale electrostatic structures. This may lead to the
formation of a turbulent boundary Alfvén layer in the
Earth’s ionosphere. Such a mechanism represents an
inverse cascade in plasma turbulence and can therefore
result in energy transfer from small-scale Alfvénic per-
turbations to large-scale convective motions. Further-
more, in this scenario, one can expect efficient particle
acceleration perpendicular to the external magnetic
field.

Some of the plasmas existing around magnetized
space objects contain regions where the plasma density
is substantially decreased (plasma cavities) relative to
the background environment. Therefore, it is of interest
to investigate the parametric instability of Alfvén waves
in a low-density plasma in which the Alfvén velocity is
on the order of the speed of light and the magnetic pres-
sure is on the order of the plasma energy density at rest.
This applies, first of all, to the auroral region, where the
plasma density decreases exponentially with height
above the ionosphere, while the magnetic field changes
more slowly. The Alfvén velocity in this region
increases sharply toward the magnetosphere and attains
its maximum value at an altitude on the order of the
Earth’s radius. According to observations [11, 12], the
Alfvén velocity in this region is on the order of 2 ×
105 km/s or larger and thus becomes relativistic, i.e.,
1063-780X/05/3110- $26.000860
comparable to the speed of light. This effect was not
included in the analysis of [10].

The aim of the present paper is to generalize the the-
ory of the IAW parametric instability developed in [10]
to the case of a low-density plasma, accounting for
effects of a nonzero ratio between the Alfvén velocity
and the speed of light.

The paper is organized as follows: In Section 2, we
derive the basic nonlinear equations describing the non-
linear dynamics of IAWs, taking into account the non-
zero ratio of the Alfvén velocity to the speed of light.
Section 3 is devoted to the derivation and analysis of a
general dispersion relation for convective modes. A dis-
cussion of our results and their relevance to space
observations is presented in Section 4.

2. BASIC EQUATIONS

IAWs correspond to shear (k⊥  @ kz) electromagnetic
waves in low-β (β ! me/mi , where me(i) is the electron
(ion) mass) plasmas. In the linear approximation, they
obey the dispersion relation

(1)

where ωk and k are the wave frequency and wave vec-
tor; kz and k⊥  are the components of the wave vector
along and perpendicular to the external magnetic field
B0, respectively; vA = B0/(µ0ρ)1/2 is the Alfvén velocity;
µ0 is the permeability of free space; and ρ = nmi is the

plasma mass density. Furthermore, Λk ≡ 1 +  is a
factor accounting for the wave dispersion, λe = c/ωpe is
the collisionless electron skin depth, c is the speed of
light, ωpe = (ne2/ε0me)1/2 is the plasma frequency, n is

ωk kzv AβA
1/2Λk

1/2–
,=

λ e
2
k ⊥

2

 © 2005 Pleiades Publishing, Inc.



        

INERTIAL ALFVÉN-WAVE-DRIVEN CONVECTIVE CELLS 861

                                                                                
the plasma density, e is the elementary charge, ε0 is the

permittivity of free space, and βA = 1/(1 + /c2) is the
factor accounting for the finite ratio between the Alfvén
velocity and the speed of light. In a plasma with a
weakly relativistic Alfvén velocity, we have βA . 1 –

/c2. In the limit vA @ c, dispersion relation (1)
reduces to the ordinary IAW dispersion relation. In the
case of very small plasma density, i.e., when the mag-
netic field pressure substantially exceeds the plasma
energy density at rest, we have vA @ c. According to
Eq. (1), the dispersion relation in this case is ωk =

, and thus the IAW’s phase and group veloci-
ties along the external magnetic field are lower than the
speed of light.

The nonlinear IAWs can be described in terms of the
two-potential representation [10]: Ez = −∂zϕ – ∂tA, E⊥  =
–—⊥ ϕ, and B⊥  = —⊥ A × , where E and B are the wave
electric and magnetic fields and  is the unit vector
along the ambient magnetic field B0. Here, the sub-
scripts z and ⊥  denote the components along and per-
pendicular to B0, respectively; ∂t ≡ ∂/∂t; ∂z ≡ ∂/∂z; ϕ is
the scalar potential of the electric field; and A is the z
component of the vector potential.

We next adopt the equation for the parallel electron

motion, Ez + (vE × B)z = –(me/e)dtv ze, where vE =  ×
—ϕ is the electric drift velocity, dt ≡ ∂t + vE · —, and —⊥  =
— –  · —. Here, v ze = –jz/en and jz = –  are the
parallel electron velocity and electric current, respec-
tively. We then obtain the gauge condition relating the
electrostatic potential ϕ to the vector potential A,

(2)

Taking into account that the perpendicular current is

related solely to the ion inertia, j⊥  = j⊥ i = – ,
and substituting the explicit expressions for the perpen-
dicular and parallel electric currents into the equation

 · j + ∂t— · E = 0, we obtain

(3)

where dz = ∂z +  · — = ∂z + {A, …} is the
operator of differentiation along the total magnetic field
and {A, …} ≡ (∂xA)∂y – (∂yA)∂x denotes the Poisson

bracket. The term proportional to /c2 on the left-
hand side of Eq. (3) is due to the displacement current
in Ampére’s law. The system of Eqs. (2) and (3) consti-
tutes a closed set of equations that describes the nonlin-
ear dynamics of IAWs and represents the generalization

v A
2

v A
2

kzcΛk
1/2–

ẑ
ẑ

B0
1– ẑ

ẑ µ0
1– —⊥

2
A

dt 1 λ e
2∇ ⊥

2
–( )A ∂zϕ+ 0.=

µ0
1–
dt—⊥ ϕ

ε0
1– —

v A
2

c
2

-------∂t∇ ⊥
2 ϕ dt∇ ⊥

2 ϕ v A
2
dz∇ ⊥

2
A+ + 0,=

B0
1– B⊥ B0

1–

v A
2
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of the equations used in [10] to the case of relativistic
Alfvén velocities.

3. EXCITATION OF CONVECTIVE CELLS

Following [10], we decompose the scalar and vector
potentials (ϕ and A) into their low- and high-frequency
parts: ϕ = φ + ψ and A = a + Ah, where φ and a are the
electro- and magnetostatic potentials of the convective
mode that vary slowly with time and do not depend on
the z coordinate.

Averaging Eqs. (2) and (3) over the fast time and
short spatial scales of the IAWs, we obtain a set of
equations describing the evolution of convective cells,

(4)

(5)

where the overbar denotes averaging. Hereafter, for
notational convenience, the subscript h in the definition
of the high-frequency part of the vector potential is
omitted.

The coupling of IAWs with convective cells is gov-
erned by the equations

(6)

(7)

We choose the potentials of the convective mode in the
form φ = φqexp[i(q · r – Ωt)] + c.c. and a = aqexp[i(q · r –
Ωt)] + c.c., where φq and aq are the slowly varying Fou-
rier amplitudes of the convective potentials; q ≡ q⊥  and
Ω are the wave vector and wave frequency of the con-
vective mode, respectively; and c.c. denotes complex
conjugate. The high frequency potentials are then repre-
sented as a superposition of the pump wave and two
sidebands: ψ = ψ0 + ψ+ + ψ– and A = A0 + A+ + A–. The
potentials ψ0 = ψkexp[i(k · r – ωkt)] + c.c. and A0 =
Akexp[i(k · r – ωkt)] + c.c. correspond to the pump
Alfvén wave with the frequency ωk determined by
Eq. (1). The two sidebands are written in the form ψ± =

exp[i(k± · r – )] + c.c. and A± = exp[i(k± · r –

∂t∇ ⊥
2 φ B0

1– βA ψ ∇ ⊥
2 ψ,{ } v A

2
A ∇ ⊥

2
A,{ }–( ),–=

∂t 1 λ e
2∇ ⊥

2
–( )a B0

1– ψ 1 λ e
2∇ ⊥

2
–( )A,{ }( ,–=

∂t∇ ⊥
2 ψ v A

2 βA∂z∇ ⊥
2

A+

=  B0
1– βA φ ∇ ⊥

2 ψ,{ } ψ ∇ ⊥
2 φ,{ }+[–

– v A
2

a ∇ ⊥
2

A,{ } A ∇ ⊥
2
a,{ }+( ) ] ,

∂t 1 λ e
2∇ ⊥

2
–( )A ∂zψ+

=  –B0
1– φ 1 λ e

2∇ ⊥
2

–( )A,{ } ψ 1 λ e
2∇ ⊥

2
–( )a,{ }+( ).

ψk±
ωk±

t Ak±
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)] + c.c., where  = kzvAβA  ± Ω and k± =
k ± q. As a result, from Eqs. (4) and (5) we obtain

(8)

(9)

where Λq = 1 + q2  and  = 1 + . Using
Eqs. (6) and (7), we obtain the expressions for the Fou-
rier amplitudes of the sidebands

(10)

(11)

(12)

(13)

where δω± = kzvAβA(  – ). Substituting expres-
sions (10)–(13) into Eqs. (8) and (9), we find the disper-
sion relation for convective cells

(14)

where  = aqvAβA . The matrix elements A1, 2 and
B1, 2 are

(15)

ωk±
t ωk±

Λk
1/2–

iΩq
2φq
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2
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2
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,

(16)

(17)

(18)

In analogy with [10], considering solely large-scale

convective cells (q2  ! 1) and keeping in mind that
the strongest interaction of IAWs corresponds to the
case q ! k and q ⊥  k, matrix elements (15)–(18) are
reduced to the form

(19)

(20)

(21)

(22)

where |vE |2 = |ψk |2k2 , δω = ωkb(q2/2k2), b =

/(1 + ), and α = /(  + c2). In the nonrel-
ativistic case, where βA  1 and α  0, matrix ele-
ments (14)–(22) are reduced to their values obtained in
[10].

From Eq. (14) with matrix elements (19)–(22), one
finds that parametric instability occurs if

(23)
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Note that this condition is not satisfied (and thus the
instability is suppressed) in a plasma with ultrarelativ-
istic Alfvén velocities, when vA @ c, βA  0, and
α  1.

Dispersion relation (14) with matrix elements (19)–
(22) allows us to investigate the parametric instability

of IAWs in the general case of arbitrary values of /c2

and kλe. The analysis of the dispersion relation in the
general case reduces to an investigation of the roots of
a biquadratic equation for the frequency Ω . In order to
make our analysis more transparent, we restrict our
consideration to the most important case in which kλe ≈
1 and /c2 ! 1. In such a plasma, b is on the order of

unity, α ≈ /c2, and βA ≈ 1 – /c2. From expressions

(19)–(22) one realizes that the matrix coefficients 

and  are small relative to the others because /c2

and q2/k2 are small. In this case, our instability analysis
reduces to the solution of the equation

(24)

Dispersion relation (24) corresponds to a purely
electrostatic convective mode with φq @ aq. The solu-
tion of Eq. (24) shows that the real part of the frequency
equals zero and that the growth rate γ ≡ iΩ is

(25)

Equation (25) shows that a large Alfvén velocity
results in a decrease of the instability growth rate and
thus plays a stabilizing role. Instability exists for wave-
numbers in the range

(26)

For fixed k, the fastest growth is attained at the
wavenumber q given by

(27)

The maximum growth rate is thus

(28)

Physically, this instability describes the energy
transfer from short-scale Alfvénic perturbations to
large-scale electrostatic convective motions that is
inherent to the inverse cascade.
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4. SUMMARY

The IAW parametric instability in a low-density
plasma has been investigated under conditions such
that the Alfvén velocity is on the order of the speed of
light. We have derived nonlinear equations (4) and (5),
describing the nonlinear interaction of the IAWs with
large-scale convective structures. The latter can be
identified in satellite data as wave structures with a
great impedance ratio (on the order of or greater than
the speed of light).

Using the method developed in [10], we have
obtained a nonlinear dispersion relation for convective
modes (14) with matrix coefficients (15)–(18). We have
derived condition (23) for the onset of the parametric
instability of the IAWs, from which it has been con-
cluded that the instability can be suppressed by the
effects of a nonzero ratio between the Alfvén velocity
and the speed of light.

According to the measurements provided by the
FAST satellite, the value of the parameter vA/c in the
maximum of the Alfvén velocity (the so-called
Dessler’s maximum) differs substantially for the day-
and nighttime conditions [11, 12]. During the daytime,
this ratio is on the order of 0.1–0.2 (α ! 1), whereas
during the nighttime, vA/c ≈ 1 and the parameter α
becomes on the order of unity. Thus, under the night-
time conditions, the parametric instability can be sup-
pressed. It is the case of nighttime ionosphere that is of
the most interest for our study. The IAW generation
(e.g., as a result of feedback instability) is the most
favorable during this time [13, 14].

Observations provided by the IC-Bulgaria 1300
[15] and FAST [16–18] satellites at the auroral zone,
below the maximum of the Alfvén velocity, indeed give
evidence for the existence in the ionosphere of damped
large-amplitude (up to 100 nT) Alfvén waves and con-
vective perturbations with an impedance ratio greater
than the speed of light. At higher altitudes, where the
Larmor radius is larger than the skin depth, the appear-
ance of convective cells, according to the Polar data
[19], was not noticed. These facts indirectly confirm the
results of our analysis of the parametric instability of
kinetic Alfvén waves in a finite-pressure plasma [20].

A more detailed comparison of theoretical results
with satellite data requires further development of the
model of parametric interaction of Alfvén waves with
convective cells in the ionospheric plasma. In particu-
lar, it is necessary to take into account the conductive
boundaries (E layer), the dipole structure of the mag-
netic field, etc. Furthermore, the auroral zone is very
inhomogeneous along the altitude. The region where
the Alfvén velocity is on the order of the speed of light
is relatively narrow (on the order of 2000–3000 km).
Thus, the wave perturbations in this region are nonlo-
cally linked to those lying in the lower ionospheric lay-
ers. All this requires the development of a nonlocal
model and quite complex 3D numerical codes. The first
results of numerical simulations of nonlinear Alfvén
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waves in the ionospheric plasma (using a 2D code)
were recently obtained in [21–23]. However, the effects
of parametric interactions were not considered because
of the low dimensionality of the numerical code.
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Abstract—The dynamics of a relativistic electron beam in the vicinity of an injector in the form of a spherical
conducting body in a space plasma is considered. An equation describing the radial evolution of a steady elec-
tron beam with a self-similar density profile in the electric field of the injector is formulated. A method for cal-
culating the radial evolution of a relativistic electron beam in the vicinity of an injector is developed. The
method is based on the numerical integration of a set of ordinary differential equations for the beam radius and
field potential in the space charge region under the relevant boundary conditions at the injector surface. Results
are presented from numerical simulations of the radial dynamics of an electron beam in the vicinity of a spher-
ical screen system for neutralizing the electric charge carried away by the beam. The numerical results show
that the electric field of the injector hastens the beam expansion. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The problem of the dynamics of charged particle
beams in space plasmas has attracted the attention of
researchers for over more than 30 years. This problem
is of interest primarily in connection with preparing and
carrying out experiments on the probing of the Earth’s
ionosphere and magnetosphere by beams of accelerated
charged particles (usually electrons) injected into
plasma from high-altitude space vehicles (and, nowa-
days, from Earth-orbiting satellites) [1, 2]. In recent
years, new important applications of this problem have
appeared that are associated with research on creating
new types of space accelerating systems, such as beam
systems for active remote analysis of surface rocks of
atmosphere-free celestial bodies [3, 4], space accelera-
tors for investigations in high-energy physics [5, 6], and
nonrocket propulsion systems based on accelerated
charged particle beams [7]. In this research, the prob-
lem of the dynamics of relativistic electron beams
(REBs) in space plasmas plays an especially important
role because it underlies the concept of most of the
space accelerating systems that are currently under
development.

In studying the problem of REB dynamics in a low-
density space plasma, the evolution of a beam in the
vicinity of an injecting body usually requires special
consideration because, under the high vacuum condi-
tions of outer space, the strong electric field generated
by the beam in the vicinity of the body can substantially
influence the beam evolution. In my earlier paper [8], it
was shown that a high-altitude space vehicle (SV)
injecting a low-current (about 0.1–1 A) electron beam
can be charged to a potential of several units of MV or
more; in this case, relativistic effects in the motion of
1063-780X/05/3110- $26.00 0865
the electrons of the neutralizing plasma current become
important.

The aim of this paper is to consider the radial
dynamics of a steady electron beam in the vicinity of an
injector in the form of a spherical conducting body. In
practical situations, this corresponds to the injection of
a beam from an SV equipped with a spherical screen
system for neutralizing the charge carried away by the
beam. In contrast to the paper by Fedorov [9], who
investigated the effect of the injector’s electric field on
the dynamics of a nonrelativistic beam, here the prob-
lem will be solved under the assumption that relativistic
effects can play an important role in the dynamics of
both the electrons of the injected beam and the elec-
trons of the plasma current induced during the injec-
tion.

2. PROBLEM FORMULATION
AND BASIC EQUATIONS

Let us consider an REB with a current Jb that is
injected into a space plasma from an injector in the
form of a spherical conducting body of a given radius
R. We assume that the injector is at rest in the surround-
ing background plasma and that the plasma itself is col-
lisionless. These assumptions correspond to the condi-
tions

(1)

(2)

where Lei,i are the mean free paths of the plasma elec-
trons and ions, R* is the characteristic radius of the per-

Lei @ R*,

V  ! 
8kTe, i

πme, i
--------------- 

 
1/2

,
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turbed region (see below), Te and Ti are the electron and
ion plasma temperatures, and V is the orbital velocity of
the injector. We assume that the beam is injected in
exactly the radial direction and that, at the exit from the
injector, it is steady and axisymmetric. We also assume
that the intensity of the beam is low enough for the elec-
tric and magnetic fields of its current and space charge
to not seriously affect the distribution of the plasma
particles in the main part of the perturbed region (esti-
mates show that this assumption is valid in the cases of
most practical interest).

We can readily see that, under the above assump-
tions, the problem of the beam evolution in the vicinity
of the injector splits into two independent problems:
one of the radial profile of the electric field in the vicin-
ity of a spherical conducting body from which a nega-
tive charge is carried away by the current Jb of the
injected beam, and another of the dynamics of a steady
electron beam in the electric field of the injector. In the
case under consideration here, namely, when the beam
is injected in exactly the radial direction, the second
problem reduces, in essence, to that of the beam
dynamics in a prescribed longitudinal electric field,

(3)

where the potential Φ0(z) of the external electric field is
related to the solution Φ = Φ(r) to the problem of the
radial profile of the field potential in the vicinity of the
injector by the relationship

(4)

In [8], it was shown that, under the above assump-
tions, the problem of determining the potential Φ(r)
reduces to that of solving the following equation for the
dimensionless potential V = eΦ/mec2:

. (5)

Here, η = r/R* is the dimensionless radial coordinate;
D is the Debye radius in the background plasma; and
R* is the radius of the space charge region, at the
boundary of which the field potential is specified to
have a prescribed value Φ* satisfying the conditions

(6)

(7)

Under condition (6), the value of the radius R* is close
to the value that can be found from the solution to the
equation (see [8])

(8)

E0 ∂Φ0 z( )
∂z

----------------- îz, z R,≥=

Φ0 z( ) Φ r( ).=

d
dη
------ η2dV

dη
------- 

  0.59
kT

mec
2

----------- 
  3/2 R*

D
------- 

 
2 V 1+

V V 2+( )
--------------------------=

eΦ*
kT

---------- @ 1,

eΦ*

mec
2

----------- ! 1.

Jb/e 8πkT /me( )1/2
np

9
R*2 1.47.=
At the boundary of the space charge region, the dimen-
sionless potential V should satisfy the conditions [8]

(9)

(10)

Assuming that the external longitudinal electric
field E0 is known, let us now turn to the problem of the
beam dynamics in this field. We restrict ourselves to
considering a paraxial beam; i.e., we assume that the
transverse and longitudinal velocities of the beam elec-
trons satisfy the condition

(11)

Under this condition, the problems of the transverse
and the longitudinal motion of the beam electrons can
be treated separately (see, e.g., [10]).

The equation of the transverse motion of a beam
electron that does not collide with the particles of the
background plasma can be written in the form [10]

(12)

where p⊥  = me0γv⊥  is the transverse component of the

momentum of the beam electron, γ = 1/  is
its Lorentz factor, β = v /c, and ϕ and Az are the electric
and vector potentials of the self-consistent electromag-
netic field.

The equation for the longitudinal motion of a beam
electron can be obtained from the energy equation

(13)

where ε = me0γc2 is the relativistic energy. To within
terms of first order in the parameter ν, Eq. (13) can be
written as [10]

(14)

where

The first integral of Eq. (14) reflects the conserva-
tion of the total energy of a beam electron:

(15)

where γ0 and  are the values of γ and Φ0 at the sur-
face of the injector.

V 1( ) V*
eΦ*

mec
2

-----------,= =

V ' 1( ) 1.29 V*( )1/2 kT

mec
2

----------- 
  3/4 R*

D
-------.–=

v ⊥ /v z ν  ! 1.≡

dp⊥

dt
--------- e∇ ⊥ ϕ βAz–( ),–=

1 v
2
/c

2
–

dε
dt
----- ev E,⋅=

d
dt
-----me0γ v z( )c

2
ev zEz

0
,=

γ v z( ) 1 v z/c( )2
–[ ]

1/2–
.=

me0γc
2

eΦ0+ me0γ0c
2

eΦ0
H

,+=

Φ0
H
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The dependence of the longitudinal velocity v z on
the z coordinate is given by the expression

(16)

where

. (17)

Integrating expression (16) yields the following law
for the longitudinal motion of a beam electron injected
at the time τ:

. (18)

According to conservation law (15), the time depen-
dence of the relativistic energy of a beam electron can
be determined from the relationship

(19)

where the function z(t) is given by Eq. (18).
Equation (18) and relationship (19) imply that, if the

beam at the exit from the injector is monoenergetic,
then all the electrons of the beam’s arbitrary transverse
segment S τ injected at the time τ move in the same man-
ner along the z coordinate and, at any time, they have
the same energy ε(t) and the same relativistic mass
me(t).

When there is a statistical spread in the transverse
coordinates and momenta of the beam electrons, the
distribution function F τ(r⊥ , p⊥ , t) of the electrons of the
segment S τ in the phase space (r⊥ , p⊥ ) of the transverse
coordinates and momenta evolves according to the
equation [10]

(20)

where me(t) = ε(t)/c2, the dependence ε(t) is described
by Eq. (18) and relationship (19), and the dependence
β(t) is given by expressions (16) and (17).

Note that, in the cases of practical interest, the beam
density at the surface of the injector is substantially
higher than the density of the background plasma. Con-
sequently, the beam evolution in the vicinity of the
injector is primarily governed by the influence of the
beam’s electromagnetic self-field and the electric field
of the injector. In this case, the quantity in parentheses
in Eq. (20) is equal to ϕ – βAz = (γ2β)–1Az (where Az is
the z component of the vector potential of the beam’s
magnetic self-field) and Eq. (20) takes the form

(21)

v z
dz
dt
-----
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-- γ2
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------------
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------------- ∇ r⊥
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F
τ⋅ ⋅+  = 0,

∂F
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F
τ e

γ2β
--------∇ r⊥

Az– ∇ p⊥
F

τ⋅ ⋅+ 0.=
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By averaging Eq. (21) over the transverse momenta, we
obtain the so-called transport equations, i.e., the equa-
tions for the first moments of the distribution function
F τ. In [11], it was shown that these equations yield the
following equation for the beam envelope, which
describes the time evolution of the radius Rb of a beam
with a self-similar density profile:

(22)

where Φ(x) is a prescribed function of the dimension-
less coordinate x = r⊥ /Rb.

In the case under consideration, the beam envelope
satisfies the equation

(23)

where the dimensionless radius ξ and dimensionless
time t' are defined as

(24)

and the time scale is t0 = γ0ηΦ/ωb0. The constants ε and
σθ in Eq. (23) are given by the expressions

(25)

Here, the constant in the denominators is defined by

the relationship  = 4πe2 /γ0m0 (with  =

 being the initial electron density in the seg-

ment S τ), (x) is the radial profile of the angular veloc-
ity of the beam electrons, E0 is the root-mean-square
beam emittance in the segment S τ, and the constant
coefficient ηΦ for a given radial profile of the beam den-
sity Φ(x) has the form

(26)

In Eq. (23), we switch to a new independent variable
z. Using the relationships

(27)
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and taking into account Eq. (14), we then write Eq. (23)
in the form

(29)

Here, u is the initial longitudinal velocity of the beam
electrons in the segment S τ and

(30)

, (31)

are the functions of the z coordinate, which are related
to the potential Φ0(z) by expressions (16) and (17).

Finally, we reduce Eq. (29) to a dimensionless form
by multiplying it by (ut0)2 and by using expression (16):

(32)

where z' = z/ut0 is the dimensionless longitudinal coor-
dinate and the dimensionless functions are defined as

Equations (29) and (32) determine the surface
described by the boundary of the propagating beam
segment S τ.

Hence, the radial evolution of an electron beam in
the vicinity of an injecting body can be determined by
numerically solving Eq. (29) or (32). Before solving the
equations, however, it is necessary to find analytic

approximations for the functions LE(z), (z), and γ(z)
on the right-hand side of Eq. (29) (or for the corre-
sponding functions in Eq. (32)) on the basis of the
results of numerically calculating the radial profile of
the potential in the vicinity of the injector. This is why,
in practice, a more convenient procedure is that of cal-
culating the radial evolution of the beam in the vicinity
of the injector by simultaneously solving the equation
for the radial beam dynamics and Eq. (5) for the field
potential in the space charge region with the corre-
sponding boundary conditions for the beam radius and
its derivative, as well as for the potential and its deriva-
tive, at the injector surface z = R. In this way, the bound-
ary conditions for the potential should be determined in
advance by numerically integrating Eq. (5) with condi-
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tions (9) and (10) at the outer boundary of the space
charge region.

Let us convert Eq. (29) for the radial beam evolution
into a form that is suitable for calculations by means of
the above procedure. In this equation, we switch from
the variable z to the same independent dimensionless
variable as in Eq. (5), namely, η = z/R*. Using expres-
sions (16), (17), (30), and (31) and performing the cor-
responding manipulations, we reduce Eq. (29) to the
form

(33)

where µ = (R*/ut0)2 is the dimensionless parameter and
γ = γ0 + V(η) – V0, with γ0 and V0 being the values of the
relativistic factor of the beam electrons and of the
dimensionless field potential at the injector surface,
respectively.

Particular problems were solved based on a spe-
cially devised computer program for numerical integra-
tion of the set of Eqs. (5) and (33) (written as a set of
four first-order ordinary differential equations) by a
fourth-order Runge–Kutta–Merson method with an
automatically adjusted integration step [12]. Along
with the procedure for numerical integration of the set
of Eqs. (5) and (33), the program also contains a proce-
dure that numerically integrates field equation (5) and
calculates the corresponding values of the dimension-
less potential V and its derivative dV/dη at the injector

surface for given values of the parameters R, Jb, ,
and T.

3. RESULTS OF NUMERICAL CALCULATIONS

To illustrate how the method developed here can be
employed, we consider the dynamics of a steady elec-
tron beam in the vicinity of a spherical injecting body
in the following particular situation. Let a steady axi-
symmetric cold electron beam be injected from an SV
equipped with a spherical screen system for neutraliz-
ing the charge carried away by the beam. The beam
parameters are as follows: the electron energy is 5 MeV,
the beam current is 20 A, and the initial beam radius is
1 cm. At the exit from the injector, the beam is uniform
over its cross section, the initial transverse velocity of

the beam electrons being equal to zero,  ≡ 0. The
neutralizing screen system is a spherical conducting
shell of radius 30 m, connected electrically to the SV by
a set of conductors (the characteristic dimension of the
SV is assumed to be much smaller than the screen
radius). The parameters of the background plasma are

d
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specified to be  = 10 cm–3 and T = 1 eV. Let us cal-
culate the transverse beam evolution in the electric field
of the charge accumulated in the screen under the
assumption that the beam is injected exactly in the
radial direction.

According to the analysis carried out in Section 2,
the radial profile of the electric potential in the space
charge region around the screen is determined by solv-
ing Eq. (5) with boundary conditions (9) and (10) at η =

np
0

70
z, m

Rb, cm

20

0
30 110

40

1.1
z, km

R, m

10

0
0.1 2.1

20

(a)

(b)

Fig. 1. Calculated beam radius as a function of the distance
from the center of the screen at (a) short and (b) long dis-
tances from the injector with (solid curves) and without
(dashed curves) allowance for the effect of the induced elec-
tric field on the beam evolution.
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r/R* = 1. Let the electric potential ϕ* at the boundary
of the space charge region be equal to 10 V (this corre-
sponds to eϕ*/kT = 10). For the above values of the

beam current  and of the unperturbed plasma tem-

perature and density,  and T, the radius of the space
charge region is equal to R* = 2.01 km. By numerically
integrating Eq. (5) with conditions (9) and (10) at the
outer boundary of the space charge region, we deter-
mine the values of the dimensionless potential V and of
its derivative at the screen surface:  = 4.20 and

 = –288 (in the case at hand, we have

η0 = R/R* = 0.0149). The dimensional screen potential
and dimensional electric field strength at the screen sur-
face that correspond to these values are equal, respec-
tively, to Φ0 = 2.14 MV and E0 = 71.5 kV/m.

In accordance with the procedure described in Sec-
tion 2, the radial beam evolution is determined by the
simultaneous numerical integration of Eqs. (5) and
(33). The calculated dependence of the beam radius on
the axial coordinate z (in the case at hand, it coincides
with the radial coordinate r) is illustrated in Fig. 1,
which shows the dependence Rb(z) in a zone adjacent to
the injector (over a distance of up to 110 m from the
injector center) and in a zone distant from the injector
(over a distance from 110 m up to the boundary of the
space charge region). In order to illustrate the effect of
the electric field on the beam expansion, the dashed
curve in Fig. 1 shows the radial evolution of a beam
with the same parameters that was calculated without
allowance for the electric field of the injector. From
Fig. 1 it can be seen that, under the action of the injec-
tor’s electric field, the beam expands far more rapidly.

4. CONCLUSIONS

The main results of the present work can be summa-
rized as follows.

(i) An equation has been obtained that describes the
radial evolution of a steady axisymmetric REB with a
self-similar density profile in the electric field induced
in the vicinity of a spherical injecting body that is at rest
in a collisionless background plasma.

(ii) A method for calculating the radial evolution of
an REB in the vicinity of the injector has been devel-
oped that is based on the simultaneous numerical inte-
gration of a set of ordinary differential equations for the
beam radius and electric field potential in the space
charge region with the relevant initial conditions at the
injector surface.

(iii) Results from numerical calculations of the
radial evolution of a steady REB in the electric field
induced in the vicinity of a spherical screen system for
neutralizing the electric charge of a beam-injecting SV
have been presented that were obtained for the charac-
teristic background plasma conditions at high-altitude

Jb
0

np
0

V η η 0=

dV /dη( ) η η 0=
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orbits. The calculated results show that the electric field
substantially hastens the beam expansion.
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Abstract—The initial stage of the positive column formation in an argon glow discharge is investigated both
experimentally and theoretically. A decrease in the plasma radiation intensity (the so-called “dark phase”) was
observed experimentally over a time period of about 1 ms. A similar dip was also observed in the time depen-
dence of the electric field strength. The time evolution of the population of the lowest metastable state of Ar was
measured. A relevant theoretical model has been developed and used to perform calculations for the actual
experimental conditions. A comparison between the numerical and experimental results shows that the model
adequately describes the processes that occur during the formation of the positive column in an argon glow dis-
charge. Experimental and theoretical study shows that the dark-phase effect is related to an excessive amount
of metastable Ar atoms at the beginning of a discharge and, consequently, to high rates of stepwise ionization
and chemionization. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The so-called “dark phase” in the initial stage of the
positive column formation was first observed in [1, 2],
where glow discharges in pure helium and its mixtures
with small additives of nitrogen or carbon oxide were
investigated under conditions such that the time inter-
vals between the discharge pulses were fairly long. It
was found that, when the output voltage of the power
supply was high enough, i.e., when the discharge cur-
rent was mainly determined by the ballast resistance
rather than the resistance of the discharge itself, the dis-
charge displayed a number of specific features. In par-
ticular, after a short and very intense emission peak at
the beginning of the current pulse, the emission inten-
sity from all the spectral lines and bands dropped and
remained almost zero over a certain period of time. The
dark phase (DP) lasted from a few tens of microseconds
to a few milliseconds. The emission intensity then rap-
idly increased and reached a steady-state level (gener-
ally, after a few oscillations). In this case, the discharge
current, which was controlled by the ballast resistance,
remained almost constant throughout the discharge
pulse. A similar effect was observed in a continuous
discharge after additional excitation of the plasma by a
high-voltage nanosecond pulse [3, 4].

In [2], this effect was explained as follows: In dis-
charges excited in mixtures of helium with a small
additive of a molecular gas M, the main ionization pro-
cess is Penning ionization,

çÂ* + M  He + M+ + e. (1)

At the beginning of the discharge, when the discharge
current is low, the discharge voltage is high and the
1063-780X/05/3110- $26.00 0871
electric field in the discharge is much higher than its
steady-state value. This results in the intense excitation
of the gas atoms and molecules and the generation of
the initial spike in the emission intensity. At the same
time, an excessive amount of metastable atoms are pro-
duced. As a consequence, after the current has reached
its steady-state level, the density of the electrons pro-
duced in reaction (1) is much higher than that in the
steady-state phase of the discharge. This leads to a
redistribution of the voltage between the discharge and
the ballast resistance, the electric field in the discharge
decreasing below its steady-state value, and the excita-
tion rate becoming very low. Since the rate of ambipo-
lar diffusion under these conditions is also low, the
excess electrons very slowly escape to the wall, so the
DP duration can significantly exceed the decay time of
the metastable atoms.

In pure helium, reaction (1) does not occur; in this
case, however, its role can be played by the two-body
collision reaction between metastable He atoms,

çÂ* + çÂ*  çÂ+ + çÂ + e. (2)

Processes similar to reaction (2) take place in other
noble gases as well. Therefore, it is reasonable to
expect that the DP effect will also manifest itself in
them. The aim of this study was to observe and study
the DP effect in argon.

2. EXPERIMENTAL SETUP

The experimental setup was similar to that described
in [2]. The diameter of the U-shaped discharge tube
made of molybdenum glass was 2.7 cm, the length of
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic diagram of the lower electronic states of Ar.
its horizontal part was 12 cm, and the distance between
the cylindrical Ti electrodes was 30 cm. The anode was
grounded. Spectrally pure argon (99.999%) was contin-
uously pumped through the discharge tube and a sys-
tem of liquid-nitrogen traps. A repetitive discharge was
produced by means of an electronic switch set in paral-
lel to the discharge tube. The response time of the
switch was 0.3 µs.

Optical measurements were performed along the
axis of the horizontal part of the tube. The plasma radi-
ation was recorded using a monochromator with a
1200-line/mm diffraction grating, an FEU-106 photo-
multiplier operating in the photon counting regime, a
pulsed amplifier, a 256-channel reverse photon counter
with a time resolution of 1 µs (designed by G.V. Zhuvi-
kin and V.A. Ivanov), and a PC. The concentration of
metastable Ar atoms was determined from the absorp-
tion of the probing radiation produced by a small-size
hollow cathode and propagating along the axis of the
discharge tube. The ratio between the widths of the
emission and absorption lines was found by the method
described in [2]. We also measured the integral (over
wavelengths) emission intensity from different points
of the positive column. These measurements were per-
formed across the tube using a movable photomultiplier
tube.

The electric field in the plasma was determined
using probes set at the discharge axis, 2.7 cm from one
another. The probe signals were fed to a digital oscillo-
scope through a high-resistance divider and differential
amplifier.

3. EXPERIMENTAL RESULTS

Figure 1 shows a schematic diagram of the lower
electronic states of Ar. The arrows show the spectral
lines whose emission intensities were measured in our
experiments.

By analyzing the time evolution of the emission
intensity from the positive column, we determined the
experimental conditions at which the DP effect was
present in an argon discharge. It was found that the
pressure should be a few torr and the discharge current
should be about 1 mA. Moreover, as was said above, the
output voltage of the power supply and the ballast resis-
tance must be high enough. Most of the experiments
were carried out at a pressure of p = 5 torr, steady-state
current of i = 0.7 mA, supply voltage of U = 3.6 kV, and
ballast resistance of Rb = 4.45 MΩ . Under these condi-
tions, the reduced electric field was E/N = 5.5 Td (when
calculating the atomic density N, the gas temperature
was assumed to be 300 K, which is the upper estimate
found from the heat conduction equation). The corre-
sponding electron density averaged over the discharge
cross section was ~1.5 × 109 cm–3.
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Fig. 2. Measured time evolution of the emission intensity of the 696.5-nm line for p = 5 torr, i = 0.7 mA, and T = 80 ms. The insert
shows the waveform of the discharge current.
Figure 2 shows the measured time evolution of the
intensity of the Ar 696.5-nm line for a discharge dura-
tion of τ = 8 ms and repetition period of T = 80 ms. In
fact, this is a single-pulse mode because the time inter-
val between pulses is much longer than the plasma
decay time (the electron density decreases by two
orders of magnitude over a time of T–τ = 72 ms). The
line intensity shows a sharp spike at the instant of dis-
charge ignition, and then, over a time interval of about
1.5 ms, it is much lower than that in the steady-state
phase. After this, it sharply increases again, performs
several oscillations, and reaches a steady-state level.
Similar behavior of the plasma radiation intensity was
observed in helium [1, 2]; however, the emission inten-
sity of helium plasma during the DP was two orders of
magnitude lower than that in the steady-state phase,
whereas, in the case of argon, it was only four times
lower. The intensities of the other Ar spectral lines
behaved in the same manner.

In argon, the range of discharge currents at which
the DP was observed was much narrower than that in
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
helium and its mixtures. As the current increased above
1 mA, the effect became less pronounced. This can be
seen from Fig. 3, which corresponds to a current of
1.4 mA (Rb = 2.2 MΩ). In this case, the emission inten-
sity during the DP was only two times lower than that
in the steady state phase. At higher discharge currents,
the DP disappeared. This also occurred when the time
interval between the discharge pulses was reduced
(Fig. 4). In this case, the initial spike in the emission
intensity also disappeared. Such behavior is similar to
that observed in helium [1, 2].

Figure 5 shows the measured time evolution of the
reduced electric field for the conditions corresponding
to Figs. 2–4. It can be seen that the time behavior of E/N
correlates with that of the line emission intensities. In a
single-pulse operating mode (Figs. 5a, 5e; T = 80 ms),
the reduced field E/N shows a spike at the instant of dis-
charge ignition, a nearly zero value during the DP, and
oscillations in the rest of the discharge. Note that the
sharp change in the discharge voltage and the low elec-
tron density just after breakdown did not allow us to
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Fig. 3. Measured time evolution of the emission intensity of the 706.7-nm line for p = 5 torr, i = 1.4 mA, and T = 80 ms. The insert
shows the waveform of the discharge current.
correctly measure the electric field in the initial stage of
the discharge (as well as just after discharge termina-
tion). Nevertheless, the electric field during the DP is
certainly much lower than the steady-state field. As the
time interval between the pulses decreased, the time
dependences of the reduced electric field became
smoother (see Figs. 5b, 5c) and, then, both the initial
spike and the subsequent dip disappeared.

After discharge ignition, the concentration of the 1s5
metastable Ar atoms becomes four to ten times higher
than that in the steady-state phase (Figs. 6, 7). During
the DP, their concentration decreases twofold as com-
pared to that in the steady-state phase. The characteris-
tic decay time of metastable levels during the DP is
appreciably shorter than that after the end of the dis-
charge (cf. Figs. 6a, 6b, 7a, and 7b). This can be
explained by the large density of the electrons and
Ar(1s5) atoms and, accordingly, the large quenching
rate of these levels (see Section 5). A decrease in the
time interval between the discharge pulses leads to a
substantial decrease in the amplitude of the initial spike
in the concentration of metastable atoms.
All the time dependences shown in Figs. 2–7 display
oscillations with a period of about 1 ms. Oscillations in
the electric field and the local emission intensity (mea-
sured across the discharge) were also observed in con-
tinuous discharges: at a current of 0.7 mA, the oscilla-
tion period was the same as in pulsed discharges,
whereas, at a current of 1.4 mA, it was 1.5 times
shorter. Optical measurements performed across a con-
tinuous discharge showed that the oscillation phase
depended monotonically on the photomultiplier posi-
tion; this means that these oscillations are related to
moving striations. Similar measurements performed in
a single-pulse mode (T = 80 ms) showed a different pic-
ture (Fig. 8). In this case, the phases of optical signals
from different points along the discharge axis were the
same; therefore, the oscillations were caused by in-
phase oscillations of the emission intensity from the
positive column as a whole. A significant misphasing of
oscillations, indicating the origin of moving striations,
was observed only at the end of the discharge.
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4. THEORETICAL MODEL

In order to reveal the mechanisms responsible for
the DP effect in the positive column of a glow discharge
in argon, we have analyzed all the available literature
data on the processes governing the population of the
excited states and the ionization balance in an argon
discharge under actual experimental conditions. Based
on these data, a theoretical model has been developed
that describes the time evolution of the parameters of
the positive column over the time interval from apply-
ing the discharge voltage to establishing a steady state.
The equations for the electron and ion densities and for
the populations of the excited states, the Boltzmann
equation for the electron energy distribution function
(EEDF), and the equation for the electric circuit are
solved self-consistently. The model does not account
for the electrode sheaths; i.e., it concerns only the pos-
itive column, which is assumed to be uniform along the
tube. In other words, the so-called zero-dimensional
model is used to describe the kinetics of the electrons,
ions, and excited atoms. A schematic of the lower elec-
tronic states of Ar is shown in Fig. 1, and the processes
included in the model are listed in the table. Let us con-
sider the model in more detail.

The kinetics of the four lower electronic states of Ar
is thoroughly taken into account. Two of these levels
(1s5 and 1s3) are metastable, whereas the other two (1s4
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
and 1s2) are resonant. By analogy to [5], the higher
electronic states are combined into two effective levels
(F and A), with the level F being the sum of the 3p54p
levels.

We used the same transport cross section for elec-
tron scattering by Ar atoms, cross sections for excita-
tion of electronic levels from the ground state, and cross
section for ionization from the ground state as in [5]. In
that paper, the rate constants for the excitation of the
1s5, 1s4, 1s3, and 1s2 levels were measured and com-
pared to those calculated by solving the Boltzmann
equation. The set of cross sections obtained in [5] pro-
vides good agreement between the calculated and mea-
sured excitation rate constants. Moreover, the calcu-
lated values of the drift velocity and the ionization coef-
ficient are also in good agreement with the available
experimental data. Therefore, we may consider this set
of the cross sections to be self-consistent.

In [5], the transport cross section was chosen
according to a recommendation in [6], whereas the ion-
ization cross section was taken from [7]. The values of
these cross sections are known with a high accuracy.
However, there is a large scatter in both the experimen-
tal and theoretical data on the maximum values of the
cross sections for the excitation of the 1s5, 1s4, 1s3, and
1s2 levels. The maximum of the cross sections for the
excitation of the lower 1s5 metastable level varies from
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0.4 × 10–17 cm2 (experiment [9]) to 10–17 cm2 (experi-
ment [8]) and even to 2.3 × 10–17 cm2 (computations
[8]). There is also scatter in the data on the cross sec-
tions for the excitation of the 1s4, 1s3, and 1s2 levels.
Note that, in [5], the cross sections for the excitation of
the 1s5, 1s4, 1s3, and 1s2 levels were taken from [9]; i.e.,
the minimal known values of these cross sections were
used. In this respect, the set of cross sections used in [5]
is open to question.

Under our experimental conditions, the main chan-
nel for the loss of charged particles is their diffusion to
the tube wall. Within the zero-dimensional model of the
positive column of a glow discharge, this process is
usually characterized by the rate of ambipolar diffu-
sion. When the plasma contains several ion species, the
diffusive loss of the charged particles cannot be
reduced to conventional ambipolar diffusion only [10].
In our model, we consider two positive ion species: Ar+

and . To describe the diffusive loss of the ions and
electrons within the zero-dimensional model, we sim-
plified the problem by assuming that the radial profiles
of the densities of different ion species are identical and
the electron mobility is constant over the tube radius. A
general reason for such a simplification is that the
mobilities of these ions are close to one another (see

Ar2
+
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below) and the electric field is nearly constant along the
tube radius.

In this case, the coefficient of ambipolar diffusion
for electron is

(3)

whereas for ions, the coefficients of ambipolar diffu-
sion are

, (4)

In formulas (3) and (4), Dea, De, µe, and ne are the
coefficient of ambipolar diffusion, the coefficient of
free electron diffusion, the electron mobility, and the
electron density, respectively; D1a, µ1, and n1 are the
coefficient of ambipolar diffusion, mobility, and den-
sity of Ar+ ions; and D2a, µ2, and n2 are the coefficient
of ambipolar diffusion, mobility, and density of 
ions. The plasma is assumed to be quasineutral; i.e.,
n1  + n2 = ne. Formulas (3) and (4) can readily be
obtained using a standard procedure for deriving the
coefficient of ambipolar diffusion (see, e.g., [11]). The
electron mobility and the coefficient of electron
diffusion were found by solving the Boltzmann equa-

Dea

De

µe

------
n1

ne

-----µ1

n2

ne

-----µ2+ 
  ,≈

D1a

De

µe

------µ1≈ D2a

De

µe

------µ2.≈

Ar2
+
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tion for the EEDF. The ion mobilities under normal
conditions were taken to be µ1 = 1.6 cm2 V–1 s–1 and µ2 =
2.7 cm2 V–1 s–1 [12].

For a cylindrical discharge tube, the electron diffu-
sion loss rate is equal to

(5)

(6)

where Λ is the effective diffusion length. Formulas (5)
and (6) were obtained from the solution to the Schottky
diffusion equation for the electron density [13], in
which the ionization term was assumed to be propor-
tional to ne. This is the case, e.g., when the atoms and
molecules are primarily ionized by electron impact
from the ground state. In glow discharges in noble
gases, stepwise ionization is dominant; i.e., the ioniza-

tion rate is proportional to . Generally speaking, the
use of formulas (5) and (6) in this case is unjustified.
Nevertheless, it is possible to use formula (5) for the
rate of ambipolar diffusion if one redefines the effective
diffusion length, as was done in [14, 15]. In particular,
it was shown in [15] that, when the ionization rate

νea

Dea

Λ2
--------,=

Λ R/2.4,≈

ne
2
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Processes incorporated in the model

No. Process k, cm6 s–1, cm3 s–1, s–1 References

Elastic electron scattering
1 Ar + e  Ar + e Boltzmann equation [6]

Excitation from the ground state
2 Ar + e  Ar(1s5) + e Boltzmann equation [5]
3 Ar + e  Ar(1s4) + e Boltzmann equation [5]
4 Ar + e  Ar(1s3) + e Boltzmann equation [5]
5 Ar + e  Ar(1s2)+ e Boltzmann equation [5]
6 Ar + e  Ar(F) + e Boltzmann equation [5]
7 Ar + e  Ar(A) + e Boltzmann equation [5]

Ionization from the ground state
8 Ar + e  Ar+ + e + e Boltzmann equation [7]

Stepwise ionization
9 Ar(1s5) + e  Ar+ + e + e Boltzmann equation [17]

10 Ar(1s3) + e  Ar+ + e + e Boltzmann equation [17]
Chemionization

11 Ar(1s5) + Ar(1s5)  Ar+ + Ar + e 1.2 × 10–9 cm3 s–1 [20, 21]

 + e

12 Ar(1s3) + Ar(1s3)  Ar+ + Ar + e 1.2 × 10–9 cm3 s–1 See the text

 + e

13 Ar(1s5) + Ar(1s3)  Ar+ + Ar + e 1.2 × 10–9 cm3 s–1 See the text

 + e

Ion conversion
14 Ar + Ar+ + Ar   + Ar 2.5 × 10–31 cm6 s–1 [24]

Recombination
15  + e  Ar(A) + Ar Boltzmann equation See the text

Ambipolar diffusion
16 e  Tube wall See the text

17   Tube wall See the text

18 Ar+  Tube wall See the text

Electron mixing
19 Ar(1s5) + e  Ar(1s4) + e 2 × 10–7 cm3 s–1 See the text

20 Ar(1s3) + e  Ar(1s4) + e 2 × 10–7 cm3 s–1 See the text

Emission
21 Ar(1s4)  Ar + hν 5 × 104 s–1 See the text

22 Ar(1s2)  Ar + hν 2.5 × 105 s–1 See the text

Additional electron mixing
23 Ar(1s5,1s3) + e  Ar(1p1, …, 1p10) + e See the text

24 Ar(1p1, …, 1p10)  Ar(1s2, …, 1s5) + hν See the text

Atomic mixing
25 Ar(1s5) + Ar  Ar(1s4) + Ar 2.3 × 10–15 cm3 s–1 [5], See the text

26 Ar(1s3) + Ar  Ar(1s4) + Ar 4.3 × 10–15 cm3 s–1 [5], See the text

Formation of dimers

27 Ar(1s5) + Ar + Ar   + Ar  Ar + Ar + Ar + hν 1.4 × 10–32 cm6 s–1 [5], See the text

Ar2
+

Ar2
+

Ar2
+

Ar2
+

Ar2
+

Ar2
+

Ar2
*
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Table. (Contd.)

No. Process k, cm6 s–1, cm3 s–1, s–1 References

28 Ar(1s3) + Ar + Ar   + Ar  Ar + Ar + Ar + hν 1.5 × 10–32 cm6 s–1 [5], See the text

Diffusion

29 Ar(1s5)  Tube wall  Ar D0 = 0.09 cm2 s–1

(under normal conditions)
[5], See the text

30 Ar(1s3)  Tube wall  Ar D0 = 0.09 cm2 s–1

(under normal conditions)
[5], See the text

Cascade population  

31 Ar(A)  Ar(F) + hν See the text

32 Ar(F)  Ar(1s2, …, 1s5) + hν See the text

Ar2
*

depends quadratically on the electron density, the effec-
tive diffusion length can be defined as

Λ ≈ R/1.78. (7)

It can easily be seen that the use of expression (7)
(instead of (6)) in formula (5) leads to a decrease in the
rate of ambipolar diffusion by a factor of 1.8. In our
base model, when determining the rate of ambipolar
diffusion, the effective diffusion length was calculated
by formula (7).

In this context, we should mention paper [16]
devoted to the experimental and theoretical study of the
steady-state parameters of the positive column of an
argon glow discharge. In that paper, in order to fit the
simulation results to the measurement data, the rate of
ambipolar diffusion was decreased severalfold.

The cross sections for stepwise ionization from the
3p54s levels were taken from measurements [17]. Note
that the calculated values of these cross sections [18,
19] agree well with the experimental results of [17]. It
is assumed in our model that stepwise ionization occurs
only from the 1s5 and 1s3 metastable levels because the
populations of the 1s4 and 1s2 resonant levels (as well
as of the higher electronic levels) are small compared to
the population of the 1s5 state.

The rate constant for chemionization with the par-
ticipation of Ar atoms in the 1s5 metastable state (see
table, process no. 11) was taken from [20, 21]. The rate
constants for similar reactions with the participation of
Ar atoms in the 1s3 state (process nos. 12, 13) were
assumed to be the same. The yield of molecular ions in
these reactions was assumed to be 5% [22]. It should be
noted that, in [16, 23], the chemionization rate constant
was taken to be approximately one-half that in [20, 21].

The rate constant for the three-body conversion of
Ar+ ions into  ions was taken from [24]. The energy
dependence of the cross section for the dissociative
recombination of electrons with  molecular ions
was assumed to depend on the electron energy u as Cu–1.
For such an energy dependence of the cross section and

Ar2
+

Ar2
+

a Maxwellian EEDF, the recombination rate constant

depends on the electron temperature Te as αr ~ ,
which agrees with theoretical and experimental data
[25]. The normalizing factor C was chosen such that
αr = 7 × 10–7 cm3/s at Te = 300 K [25].

An important channel for quenching metastable Ar
states is electron-impact excitation from the 1s5 and 1s3

states to the 1s4 and 1s2 resonant states (process nos. 19,
20) with a subsequent radiative transition to the ground
state (process nos. 21, 22). The cross sections for pro-
cess nos. 19 and 20 were calculated in [26, 27] and were
then used in [28] to determine the rate constants for
these processes as a function of the electron tempera-
ture. The calculated total rate constant for the quench-
ing of the 1s5 level (k ≈ 8 × 10–8 cm3/s at Te = 1.5 eV)
turned out to be far less than the measured one (k ≈ 2 ×
10–7 cm3/s at Te = 1–1.7 eV [29]). An additional channel
for the electron-impact mixing of metastable and reso-
nant levels is the excitation of the 3p54p states with sub-
sequent radiative transition to different 3p54s states
(process nos. 23, 24). This channel was not considered
separately in our model. For process nos. 19 and 20, the
mixing rate constant was set at 2 × 10–7 cm3/s, assuming
that this effective value accounts for process nos. 23
and 24. Moreover, using the literature data on the cross
sections for stepwise excitation from 3p54s to 3p54p
levels [30–33] (process no. 23), we studied the role of
these processes in the EEDF formation under actual
experimental conditions. It was found that these pro-
cesses only slightly affect the EEDF, which is obvi-
ously related to the low relative population of metasta-
ble states (~10–6).

The radiative decay of the 1s4 and 1s2 resonance
states was considered in the effective lifetime approxi-

mation [34]:  = Aθ, where A is the probability of
spontaneous emission and θ is the probability of a pho-
ton escaping from the region under study (the trapping

Te
0.5–

τeff
1–
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of radiation was thus taken into account). According to
[34], in the case of cylindrical symmetry, we have

where λ is the radiation wavelength and R is the tube

radius. The calculated values of  are listed in the
table (process nos. 21, 22). The necessary data on the
probabilities of spontaneous emission and the radiation
wavelengths were taken from [35].

The decay rate of the lower metastable states of Ar
as a function of the gas pressure was studied in [5],
where the rates were determined for three types of loss
of excited atoms: (i) the loss rate is inversely propor-
tional to the atomic density, (ii) the loss rate is propor-
tional to the atomic density, and (iii) the loss rate is pro-
portional to the atomic density squared. The first type
corresponds to the diffusive escape of the excited atoms
to the tube wall (process nos. 29, 30), the second type
is associated with the mixing of the metastable and res-
onant atomic levels (process nos. 27, 28), and the third
type is related to the formation of dimers and their sub-
sequent rapid radiative decay (process nos. 27, 28). The
diffusion coefficients and the rate constants for the rel-
evant processes were taken from [5]. Note that the rate
constant for the dimer formation presented in the table
agrees well with the data from [36]. It should also be
noted that, under our experimental conditions, the dif-
fusive loss of metastable atoms is insignificant.

At the very beginning of a discharge, when the elec-
tric field in the plasma is high enough, the higher elec-
tronic states are mainly excited. Radiative transitions
from these states populate the 3p54s levels (see, e.g.,
[16]). To take into account this cascade population, the
model incorporates the processes of spontaneous emis-
sion (process nos. 31, 32). The characteristic times of
these processes are very short. Hence, it was supposed
that the cascade population proceeds instantaneously. It
is also necessary to know the fractions of the cascade
population from the effective level F (which is a com-
bination of the 3p54p levels) to each of the four levels
of the 3p54s state. According to [5], these fractions are
40%, 24%, 7%, and 29% for the 1s5, 1s4, 1s3, and 1s2
levels, respectively.

The equation for the electric circuit was written in
the form

(U – Vc – EL)/Rb = eneVd(S/2.3), 

where U is the applied voltage, E is the electric field in
the plasma, Vc is the cathode fall, L is the interelectrode
distance, Rb is the ballast resistance, e is the electron
charge, Vd is the electron drift velocity, S is the cross-
sectional area of the tube, and ne is the electron density
at the tube axis. The factor 2.3 corresponds to the
Bessel radial profile of the electron density. The cath-
ode fall was assumed to be time-independent (Vc =
100 V).

θ 1
4
--- λ

2πR
----------,=

τeff
1–
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The Boltzmann equation for the EEDF was solved
with allowance for electron–electron collisions and
superelastic collisions with excited atoms. The cross
sections for superelastic collisions were calculated
using the detailed balance principle. The procedure for
numerically solving the Boltzmann equation is
described in [37]. Note that the EEDF was calculated in
the local approximation. The applicability of this
approximation under our experimental conditions is
disputable. Thus, it was asserted in [38] that the local
approximation is inapplicable in argon up to pR ≈
10 cm torr. In our case, pR ≈ 7 cm torr; therefore, one
should expect only qualitative (rather than exact quan-
titative) agreement between the computation and exper-
imental results.
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Rb = (1) 4.45 and (2) 2.2 MΩ. Curves 1' stand for calcula-
tions performed in the test model for Rb = 4.45 MΩ: the
cross sections for the excitation of metastable states are
increased twofold, the ambipolar diffusion rate is halved,
and the rate constant for the mixing of the electronic states
by electrons is decreased fourfold.
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5. RESULTS OF CALCULATIONS 
AND COMPARISON TO EXPERIMENT

We performed computations for a pressure of p =
5 torr, supply voltage of U = 3.6 kV, ballast resistance
of Rb = 4.45 and 2.225 MΩ, discharge tube length of
L = 30 cm, and tube radius of R = 1.35 cm. The two
values of the ballast resistance correspond to the two
different steady-state discharge currents: ≈0.7 and
≈1.4 mA. In what follows, the two regimes under con-
sideration will be characterized by the corresponding
values of the steady-state current. The initial electron
density and the population of the metastable levels were
assumed to be low, which corresponds to experiments
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Fig. 10. Calculated time evolution of the (a) electron density
and (b) positive ion densities for Rb = (1) 4.45 and (2) 2.2 MΩ.
Curve 1' stands for calculations performed in the test model
for Rb = 4.45 MΩ: the cross sections for the excitation of
metastable states are increased twofold, the ambipolar dif-
fusion rate is halved, and the rate constant for the mixing of
the electronic states by electrons is decreased fourfold.
with large time intervals between the discharge pulses.
The computation results are presented in Figs. 9–11.

Let us first consider the results obtained with the use
of the base model. They are shown by solid curves. Fig-
ure 9a shows the time evolution of the discharge current
and the reduced electric field in the positive column. It
can be seen that, before the steady state is reached, the
discharge current passes through a maximum, whose
magnitude only slightly exceeds the steady-state cur-
rent. The nonmonotonic time dependence of the
reduced electric field is more pronounced. The reduced
field E/N sharply decreases from the initial maximum
value to a minimum value, which is almost three times
lower than the steady-state reduced field. Thereafter,
the reduced field increases and, after a few oscillations,
reaches a steady-state level. For both values of the dis-
charge current, the steady-state value of E/N is almost
the same, although for i ≈ 1.4 mA it is a bit lower.

The calculated populations of the lowest metastable
level of Ar are shown in Fig. 9b. It can be seen that the
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Fig. 11. Calculated time evolution of the relative contribu-
tions from different processes to (a) ionization and (b) the
decay of the lowest metastable level of Ar for Rb = (1) 4.45
and (2) 2.2 MΩ.
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population of the 1s5 level increases rapidly from zero
to a maximum value and then sharply drops, reaching
its steady-state value after a few oscillations. The
steady-state populations corresponding to the two val-
ues of the discharge currents are close to one another,
whereas the maximum population is significantly larger
at the higher current. Note also that the populations of
the other levels (1s4, 1s3, and 1s2) are small compared
to the population of the 1s5 level.

The time evolution of the electron and ion densities
is shown in Figs. 10a and 10b, respectively. The elec-
tron density behaves similarly to the population of the
1s5 level: a rapid increase to the maximum value is fol-
lowed by a sharp decrease and subsequent damping
oscillations. For i ≈ 1.4 mA, the amplitude of the first
maximum in the electron density is much larger than
for i ≈ 0.7 mA (see Fig. 10a). The steady-state values of
ne differ by a factor of 2; i.e., their ratio is equal to the
current ratio. The reason for this is that the E/N value is
almost the same in both cases. Note that the densities of
atomic and molecular ions in both cases are nearly the
same (see Fig. 10b).

It follows from Figs. 9 and 10a that the population
of the 1s5 state reaches its maximum value before the
electron density does. The peak in the electron density
coincides in time with the dip of the electric field.
According to our simulations, the formation of the pos-
itive column of an argon glow discharge proceeds as
follows: At the initial instant, when the electric field in
the plasma is high, the electron density increases
sharply due to direct ionization (see Fig. 9a) and the
population of the 1s5 level grows. As ne (and, conse-
quently, the discharge current) increases, the electric
field in the plasma sharply decreases and direct ioniza-
tion becomes insignificant as compared to chemioniza-
tion and stepwise ionization. The rate constant for the
excitation of the 1s5 level also decreases. Within the
framework of our model, the decay rate of this state due
to electron mixing and chemionization does not depend
on the electric field; therefore, at a certain instant, the
production rate of this state becomes equal to the decay
rate and the population of the 1s5 level reaches its max-
imum value, which is much larger than the steady-state
value. Due to the large concentration of metastable
atoms, the rates of both stepwise ionization and chemi-
onization are much higher than the rate of electron loss
due to ambipolar diffusion; so, the electron density con-
tinuous to grow. Accordingly, the electric field in the
plasma decreases. As time elapses, the ionization rate
decreases (because of a decrease in the population of
the 1s5 level) and becomes equal to the rate of ambipo-
lar diffusion. At this instant, the electron density is
maximum and the electric field is minimum. Thereaf-
ter, the loss of electrons due to ambipolar diffusion
dominates over the production of electrons due to ion-
ization and the electron density decreases. This, in turn,
leads to an increase in the electric field in the plasma,
the maximum electric field being somewhat higher than
PLASMA PHYSICS REPORTS      Vol. 31      No. 10      2005
the steady-state field. Eventually, after a few damping
oscillations, the electric field reaches its steady-state
value.

The time evolution of the relative contributions from
different processes to the rate of electron production
and the decay rate of the 1s5 level is shown in Fig. 11.
It can be seen from Fig. 11a that, when the concentra-
tion of metastable atoms is maximum, the contributions
from stepwise ionization and chemionization are nearly
the same, whereas in the steady-state phase, stepwise
ionization prevails. The decay of the 1s5 metastable
level is mainly caused by electron mixing (see
Fig. 11b). Only at the very beginning of the discharge,
when the electron density is still relatively low, is the
decay of metastable states mainly related to the forma-
tion of dimers.

A comparison between the computation and experi-
mental results shows that the model adequately
describes the time evolution of the plasma parameters
during the formation of the positive column in an argon
glow discharge; specifically, it predicts the presence of
a peak in the population of the 1s5 level and a minimum
in the electric field in the initial stage of a discharge.
The calculated and measured populations of the 1s5
level differ by a factor of less than 2 (cf. Figs. 6, 7, and
9b). Moreover, the calculated steady-state value of E/N
agrees well with the measured value (estimated by
averaging the data from Figs. 5a and 5e over time).
However, in calculations, the period of oscillations of
the plasma parameters is shorter and the oscillation
amplitude is appreciably smaller than their measured
values.

The most drastic difference between the computa-
tion and experimental results is that, in calculations, the
minimum value of the reduced electric field is much
larger than that in the experiment. For example, for i ≈
0.7 mA, the calculated minimum value of the reduced
field is (E/N)min ≈ 2.3 Td, whereas the minimum value
of the reduced field estimated from the experimental
data is (E/N)min ≤ 0.5 Td. Our estimates show that, at
(E/N)min ≈ 2.3 Td, the emission intensity of the above
spectral lines only slightly decreases below its steady-
state level. To reduce the calculated value of (E/N)min, it
is necessary to increase the maximum electron density.
This, in turn, calls for an increase in the population of
the 1s5 level. In principle, this can be achieved by prop-
erly adjusting the cross sections and the rate constants
used in our model. For this purpose, test calculations
for the case of i ≈ 0.7 mA were performed in which the
cross sections for the excitation of metastable states
were increased twofold, the rate constant for electron
mixing was decreased fourfold, and the rate of ambipo-
lar diffusion was halved. The relevant computation
results are shown in Figs. 9 and 10 by the dashed lines.
Let us compare them to the computation results
obtained using the base model. It can be seen that the
maximum population of the 1s5 level increased by
≈15%, the duration of the time interval in which the
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population is reduced increased twofold, and the
steady-state population decreased by nearly 30%. The
maximum electron density increased by ≈28%,
whereas the duration of the time interval where ne is
reduced increased twofold. The time evolution of E/N
changed most radically. The minimum reduced field
(E/N)min decreased by a factor of almost 3.5. The reason
for such a significant decrease in (E/N)min is that the
electron drift velocity in argon only slightly decreases
with decreasing E/N within the range E/N < 4 Td. For a
fixed current, the 28% increase in the electron density
must be balanced by a decrease in the electron drift
velocity, which calls for a significant decrease in E/N.

As a whole, the computation results obtained using
the test version of the model agree much better with the
experiment than those obtained in the base model. The
validity of using the test model with modified cross sec-
tions and rate constants is questionable, however.

6. CONCLUSIONS

The initial stage of the positive column formation in
a low-pressure (p = 5 torr) glow discharge in argon has
been studied at discharge currents of ~1 mA (specifi-
cally, at 0.7 and 1.4 mA). The time evolution of the
emission intensities of the spectral lines, the electric
field in the discharge plasma, and the population of the
lowest metastable state of Ar were measured. It is found
that the initial spike in the emission intensity is fol-
lowed by a 1- to 1.5-ms-long period during which the
emission intensity is lower than that in the steady-state
phase of the discharge. The duration of this dark phase
decreases with increasing discharge current. The time
evolution of the electric field also displays a dip in
which the reduced electric field E/N is much lower than
its steady-state value. At the same time, the population
of the 1s5 metastable state in the initial stage of the dis-
charge is much higher than that in the steady-state
phase.

A kinetic model has been developed to simulate the
positive column plasma of a glow discharge in argon by
consistently solving the equations for the electron and
ion densities and for the populations of the excited
states of Ar, the Boltzmann equation for the EEDF, and
the equation for the electric circuit. Using this model,
we have calculated the time evolution of the plasma
parameters (such as the electron density, the reduced
electric field, and the population of the metastable lev-
els). The calculated results agree satisfactorily with the
experimental data.

Our experimental and theoretical study has shown
that the DP effect is related to the production of an
excessive amount of metastable Ar atoms at the begin-
ning of the discharge and, consequently, to high rates of
stepwise ionization and chemionization. The high ion-
ization rate leads to an increase in the electron density
and, accordingly, to a significant decrease in the electric
field in the positive column. This, in turn, results in a
sharp decrease in the rate constants for the electron-
impact excitation of the electronic states of Ar and a
decrease in the emission intensity.

It is also shown that quantitative agreement between
numerical and experimental results can be achieved by
adjusting the cross sections and rate constants incorpo-
rated in the model. The validity of such an adjustment
is questionable, however.
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Abstract—The generation of long-lived microplasmoids is observed during the irradiation of a metal–dielec-
tric surface with a high-power microwave beam in a chemically active gas mixture (H2 + O2; CH4 + O2). The
lifetime of these plasmoids substantially exceeds the characteristic recombination and cooling times of plas-
moids arising at the target surface in a chemically inactive medium. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Plasmoids with an abnormally long decay time
(long-lived plasmoids) have been observed in laser
sparks [1, 2], microwave discharges [3, 4], high-current
arcs [5, 6], etc. Long-lived plasmoids generated under
laboratory conditions have attracted interest primarily
in connection with attempts to model such an interest-
ing (but poorly understood) phenomenon as ball light-
ning [7, 8].

Long-lived plasmoids generated by high-current
multispark gliding surface discharges were first
observed and described in [9]. It was shown that,
regardless of the composition of the ambient gas, a glid-
ing surface discharge excited along a multielectrode
metal–dielectric system generates thermally equilib-
rium plasmoids whose decay time is much longer than
the characteristic recombination time. When such plas-
moids are injected into a chemically inactive gas
(argon, nitrogen, air, etc.), their lifetime is determined
by radiative cooling. When plasmoids fall into a chem-
ically active gas (such as a H2 : O2 or a CH4 : O2 mix-
ture), their lifetime increases substantially. In [9], this
effect was attributed to the influx of chemically active
particles that compensate for radiative energy losses.
Being sustained by a chemically active medium, the
plasmoid in turn affects the medium by activating the
gas mixture and promoting its ignition.

In this paper, the possibility is investigated of gener-
ating long-lived plasmoids in discharges excited by
high-power microwave beams at metal–dielectric sur-
faces in combustible gas mixtures. This type of dis-
charge was described and studied in [10, 11]. In [12–
14], it was shown that, when a dielectric surface inter-
spersed with metal grains was irradiated by a high-
power microwave beam, multiple sparks (microplas-
moids) were generated at the interfaces between the
metal grains and the dielectric. The main goal of the
present study is to find out whether the surface micro-
plasmoids produced in a chemically active medium
may give rise to long-lived plasmoids similar to those
1063-780X/05/3110- $26.00 0886
observed in experiments with high-current multielec-
trode gliding discharges [9].

2. EXPERIMENTAL SETUP

A schematic of the experimental setup is shown in
Fig. 1. Pulsed microwave radiation generated by mag-
netron 1 is fed through attenuator 2 and circulator 3 to
horn–lens antenna 4. The antenna forms converging
microwave beam 12, which is launched into cylindrical
metal chamber 5 and then into reactor chamber 9. The
reactor chamber is a preevacuated quartz cell that is
filled with a working gas before each particular experi-
ment. The pressure in the metal chamber is atmo-
spheric.

Dielectric target 10 is placed in cell 9 in the focal
region of the microwave beam. The target surface
exposed to microwave beam 12 contains metal grains
≤1 mm in size (see Fig. 2). The number of grains per
unit area of the target surface is chosen such that the tar-
get is transparent to low-power microwaves. However,

1
2 3

4
5 6 7

8
9101112

E
k

H

Fig. 1. Scheme of the experiment.
© 2005 Pleiades Publishing, Inc.
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at a microwave intensity of I ≥ 10–100 W/cm2, multiple
local sparks arise at the interfaces between the metal
grains and the dielectric and the transmission coeffi-
cient of the target decreases substantially because of
microwave absorption by local plasmoids. 

The parameters of microwave radiation in our
experiments were as follows: the wavelength was λ ≅
2.5 cm, the pulse duration was τi ≅  5–10 µs, and the
peak power was Pi ≤ 100 kW.

The reactor cell was filled with argon or a hydro-
gen–oxygen (H2 : O2) or a methane–oxygen (CH4 : O2)
mixture at a pressure of 10 ≤ p ≤ 200 torr.

The time evolution of the optical glow from the
reactor cell was recorded with the help of FER-7 streak
camera 7 (see Fig. 1); KADR-IOFRAN image intensi-
fier 8, operating in the frame mode (four successive
frames with a variable exposure time and variable time
delay between them); and collimated photomultiplier 6.

1

2
3

H k

E

Fig. 2. Sketch of a metal–dielectric target: (1) metal grains,
(2) dielectric substrate, and (3) microplasmoids (sparks).
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3. EXPERIMENTAL RESULTS

Figure 3 shows a typical streak image (negative) of
the glow from the reactor cell. The slit of the FER-7
streak camera was oriented along the normal to the sur-
face of the metal–dielectric target (along the z axis). In
this case (see Fig. 4), the radiation was received from
the region of width ∆x ≅  2.0 mm and length ∆z ≅  4 cm.

The reactor cell was filled with a H2 : O2 (180 :
90 torr) mixture. The duration of the microwave pulse
was τi ≅  10 µs, and the microwave peak power was Pi ≅
100 kW.

The target surface is located at z = 0, and the micro-
wave pulse is switched on at t = 0.

It can be seen from Fig. 3 that local optical bursts
arise on the metal–dielectric target irradiated with
microwaves. These bursts correspond to microscopic
surface discharges developing at the interfaces between
the metal grains and the dielectric. The duration of the
optical glow from the surface discharges (200–250 µs)
substantially exceeds the microwave pulse duration.
Periodical pulsations of the glow are observed.

When the cell is filled with a chemically inactive gas
(Ar, N2, O2, etc.), the glow from surface microscopic
discharges (sparks) terminates just after the end of the
microwave pulse.

It should be noted that streak images obtained with
the help of the FER-7 camera provide information only
about a very small region of the metal–dielectric sur-
face. In order to study the formation of microplasmoids
beyond the field of view of the FER-7 camera, we car-
ried out experiments with the KADR-IOFRAN image
intensifier, operating in the frame mode. This allowed
us to obtain a series of four successive photographs of
the entire target surface during a microwave pulse. Typ-
ical series of photographs taken during a microwave
pulse are presented in Fig. 5. The exposure time of each
750 µs

z

0
t

1 
cm

Fig. 3. Typical streak image of the glow from the reactor cell filled with a H2 : O2 (180 : 90 torr) mixture.
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Fig. 4. Scheme of photographing the glow from the reactor
cell with the help of an FER-7 streak camera with a slit ori-
ented along the z axis.
frame was 30 µs, and the delay time between the frames
was 200 µs. The reactor quartz cell was filled with (1) a
H2 : O2 (120 : 60 torr) mixture, (2) a CH4 : O2 (45 : 90)
mixture, and (3) pure oxygen (p ≅  135 torr).

It follows from this figure that surface microwave
discharges in oxygen decay just after the end of the
microwave pulse (Fig. 5a, row 3). When the reactor cell
is filled with a chemically active (combustible) gas
mixture (Fig. 5; rows 1, 2), the lifetime of microplas-
moids increases on average to ~200 µs (Fig. 5b; rows 1,
2). However, a few (usually, one or two) microplas-
moids continue to glow over a time longer than 600 µs.
This effect is most pronounced in a methane–oxygen
mixture (Figs. 5c, 5d; row 2).

Photographs of the glow from a methane–oxygen
mixture taken under the same conditions as those in
Fig. 5 but at different times with respect to the begin-
(‡) (b) (c) (d)

1

2

3

1 
cm

Fig. 5. Typical photographs of the glow from the reactor cell filled with (1) a H2 : O2 (180 : 90 torr) mixture, (2) a CH4 : O2 (45 :
90 torr) mixture, and (3) O2 (135 torr). The exposure time of each frame is 30 µs, and the time delay between the frames is 200 µs.
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ning of the microwave pulse showed that long-lived
plasmoids existed over 1–1.2 ms, up to the final bright
burst occurring over the entire chamber.

In Figs. 3 and 5, one can see quasi-spherical glow
waves initiated by surface discharges and identified in
[15] as “incomplete-combustion waves.”

4. DISCUSSION

Mechanisms for sustaining long-lived plasmoids
generated in a chemically active gas mixture by a high-
current multispark surface discharge were discussed in
[9]. It was suggested that any thermally equilibrium
high-temperature plasmoid (regardless of the way in
which it was produced) is long-lived if its size is less
than a certain critical size: rp ≤ rcr.

A surface microwave discharge at a metal–dielectric
target (see Fig. 2) can also be used to produce plas-
moids of this kind. Experiments have shown [10, 11]
that the irradiation of a metal–dielectric target under
conditions such that

Ψτi ≥ 0.1 J/Òm2 (1)

(where Ψ is the microwave intensity in W/cm2 and τi is
the microwave pulse duration in seconds) is accompa-
nied by the generation of multiple plasmoids (sparks) at
the interfaces between the metal grains and the dielec-
tric.

An analysis of the possible mechanisms for plasma
production allowed the authors of [10, 12] to suggest
that the observed phenomenon is related to the injection
of electrons from the metal to the conduction band of
the dielectric at the metal–dielectric interface. The elec-
tron emission at the metal–dielectric interface can be
substantially intensified due to the following two
effects: (i) a decrease in the work function of the metal
and (ii) an increase in the microwave electric field at the
metal grains.

The injection of electrons into the dielectric
increases the conductivity of a narrow dielectric layer
adjacent to the metal up to a value typical of semicon-
ductors (see [16]). Microwave absorption in the dielec-
tric layer with the induced conductivity is accompanied
by its heating. As the temperature at the metal–dielec-
tric interface grows, both the dielectric conductivity
and the electron flux into the dielectric from the metal
increase. The resulting thermal instability [16] leads to
explosive energy release at the metal–dielectric inter-
face and a solid–plasma phase transition.

This processes may lead to the generation of long-
lived plasmoids observed in our experiment. These
plasmoids are sustained by the influx of chemically
reacting particles from the ambient medium. The plas-
moids in turn can influence the medium [9], thus pro-
moting volume combustion in the reactor cell.

Microplasmoids generated by a surface microwave
discharge (in contrast to those generated by high-cur-
rent gliding discharges [9]) do not undergo axial accel-
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eration under the action of electrodynamic forces. As a
result, they stay over several milliseconds near the
metal–dielectric interface, where they were produced.

5. CONCLUSIONS

Our experiments have shown that microplasmoids
arising at metal–dielectric surfaces irradiated by high-
power microwave beams in hydrogen–oxygen and
methane–oxygen mixtures can evolve into long-lived
plasmoids similar to those observed in experiments
with high-current multielectrode gliding discharges.

Our experimental results confirm the assumption
that long-lived plasmoids can arise when small-size,
thermally equilibrium plasmoids with a sufficiently
high temperature are somehow produced in a chemi-
cally active gas mixture.

In view of these findings, it is expedient to more
thoroughly investigate the parameters of long-lived
plasmoids and to search for new methods for their exci-
tation, including laser-spark excitation.

It is also of interest to study the problem of utilizing
long-lived plasmoids to initiate the combustion of gas
mixtures, in particular, in supersonic flows (see [15,
17]).
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OBITUARY

   
In Memory of Yakov Borisovich Faœnberg
(September 7, 1918–March 7, 2005)
Yakov Borisovich Faœnberg, an academician of the
National Academy of Sciences of Ukraine and an emi-
nent physicist who contributed greatly to plasma phys-
ics and the physics of accelerators, passed away March
7, 2005.

Faœnberg was born September 7, 1918, in the small
Ukrainian town of Zolotonosha, into the family of a
pharmacist and school teacher. In 1935, he enrolled at
the Physics and Mathematics Department of Kharkov
State University, where he was lucky enough to listen to
lectures by L.D. Landau and K.D. Sinel’nikov. In 1940,
Faœnberg became a postgraduate student. World War II
tore him away from the university over long six years.
During the war, he worked on defense applications. In
1944–1945, he served a senior engineer in one of the
technical units of the Soviet Central Intelligence
Agency.

After 1946, the scientific activity of Faœnberg was
indissolubly linked to the Kharkov Institute of Physics
and Technology (KIPT). In 1947, he carried out his first
theoretical studies on the dynamics of particles acceler-
ated by a travelling wave field. He developed the theory
1063-780X/05/3110- $26.00 0891
of phase and radial stability of particles accelerated in
slow-wave structures. Based on his theoretical investi-
gations, the first linear electron accelerators in the
Soviet Union were built at the KIPT. Faœnberg partici-
pated in developing the theory of high-energy accelera-
tors. In particular, calculations were performed for the
largest in Europe, a 2-GeV linear accelerator. Together
with A.I. Akhiezer, he supervised these works. Faœnberg
performed a series of studies on the dynamics of parti-
cles in proton accelerators and the electrodynamics of
accelerating systems of such accelerators. He took part
in designing all of the proton accelerators ever built at
the KIPT. He was one of the first to investigate charged
particle acceleration in anisotropic media and helical
waveguides. In 1953, he proposed a fundamentally new
method of simultaneous radial and longitudinal stabili-
zation of particles in a linear accelerator—the so-called
method of alternative phase focusing, in which two-
dimensional dynamic stabilization of the accelerated
particles is achieved with the help of an accelerating RF
field whose phase varies periodically along the acceler-
ator. In recent years, this method has been implemented
in a number of new accelerators.

In 1956, at the Geneva Conference on High-Energy
Physics, works by V.I. Veksler, A.M. Budker, and Faœn-
berg were reported in which the basic ideas of a funda-
mentally new direction in the physics of accelerators—
methods of collective acceleration—were formulated.
The method proposed by Faœnberg for accelerating
charged particles by space charge waves in plasma
waveguides and uncompensated electron and ion
beams has been further developed and is currently con-
sidered a very promising method, allowing one to cre-
ate new-generation accelerators.

In their pioneering paper published in 1948, Faœn-
berg and A.I. Akhiezer predicted beam–plasma insta-
bility. This instability is a manifold physical phenome-
non, having a lot of practical applications. A thorough
theoretical and experimental analysis of the beam–
plasma instability became the basic line of the long-
term activity of Faœnberg and his collaborators and stu-
dents. In 1957–1958, beam–plasma instability was
observed experimentally in both magnetized and
unmagnetized plasmas, a new type of discharge—a
beam–plasma discharge—was discovered, and a new
method of collisionless plasma heating—beam heat-
ing—was developed.

Faœnberg (together with E.K. Zavoœskiœ, V.A. Sup-
runenko, and others) is a coordinator of the discovery
© 2005 Pleiades Publishing, Inc.
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“Turbulent Heating and Anomalous Plasma Resistiv-
ity.”

In 1961, Faœnberg formulated the problem of control
over plasma microinstabilities; in particular, he pro-
posed a method for controlling beam–plasma instabil-
ity, which was implemented experimentally in 1961–
1965. Faœnberg was one of the first to understand and
evaluate the great potentialities of using relativistic
electron beams (REBs). In 1969, he (together with
V.D. Shapiro and V.I. Shevchenko) carried out the first
studies on the nonlinear theory of the interaction of
REBs with plasmas. Later (together with V.I. Kurilko),
he developed the nonlinear theory of the interaction of
REBs with plasma-filled cavities. Experimental studies
of the interaction of high-current REBs with plasmas
demonstrated its high efficiency. These investigations
made it possible to substantially increase microwave
power (1974–1975) and to create a powerful UV laser
based on collective interactions (1969–1971). In 1974–
1987, a series of experimental studies were performed
on the interaction of low-divergent monoenergetic
REBs with a dense plasma (1015–1017 cm–3). In those
experiments, an anomalously fast relaxation of the
beam was observed for the first time. In 1984, it was
proved that, in high-current REBs propagating in
plasma waveguides, the Cherenkov mechanism of
emission is replaced with the anomalous Doppler
mechanism. As a result, the emission efficiency does
not decrease as the beam energy and the degree to
which the system is nonequilibrium increase.

In 1955–1960, Faœnberg predicted the phenomenon
of the frequency multiplication related to the double
Doppler effect during the reflection from a plasma
propagating in a slow-wave system. This effect was
observed experimentally and, in recent years, has
received renewed attention. In 1986, a plasma-filled
free-electron laser was proposed and investigated.

In all of his studies, Faœnberg’s exhibited a charac-
teristic feature of his scientific activity—an aspiration
for carrying his ideas to experiments, which were per-
formed, as a rule, under his guidance and with his
immediate participation.

Over more than 20 years (starting in 1949), Faœnberg
gave lectures on the physics of accelerators and special
issues of electrodynamics at Kharkov State University.
His basic pedagogical principles were (i) to learn to
study and (ii) that to understand is more important than
to know.

Faœnberg believed that a professional duty of each
scientist was to train pupils. More than 25 doctors and
30 candidates of sciences regard themselves as pupils
of Faœnberg’s scientific school. Ideas proposed by Faœn-
berg continue to be developed at the Institute of Plasma
Electronics and New Methods of Acceleration.

For his major contributions to science, Faœnberg was
elected in 1964 a corresponding member and, in 1979,
an academician of the Academy of Sciences of the
Ukrainian Soviet Socialist Republic. In 1982, he was
awarded the title of an Honored Scientist of the Ukrai-
nian Soviet Socialist Republic and, in 1996, the State
Prize of Ukraine in Science and Technology. Since
1991, he was the chairman of the Scientific Council on
Plasma Electronics and New Methods of Charged Par-
ticle Acceleration of the National Academy of Sciences
of Ukraine. Faœnberg was awarded a number of orders
and medals of the Soviet Union and Ukraine.

In spite of his high position in the scientific commu-
nity, Faœnberg was exclusively democratic man, but, at
the same time, he was intolerant of idlers and those who
restricted their scientific activity to their working time.
“In science, one is to be engaged in what is pleasant for
him. As a rule, nothing can be gained without inspira-
tion,” he said in a moment of frankness. Being a tactful
and kind man in private talks, he could turn into a
bright, passionate, and expressive speaker at seminars
and meetings of scientific councils, combining his wit-
tiness and nimble mind with deep anger and sizzling
sarcasm when somebody equivocated with scientific
results or violated scientific ethics. Having unique
teaching abilities, he could make his audience (either
students or the members of a scientific council) listen
with keen interest to the most complicated physical
issues.

Faœnberg gained world-wide recognition as a bril-
liant and original scientist who succeeded in coupling
the physics of accelerators and electronics to modern
plasma physics. The death of Yakov Borisovich Faœn-
berg is an irreplaceable loss for science.
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