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Abstract—MHD oscillations with myn = 4/1 and 3/1 that arise at the periphery of the TUMAN-3M tokamak
intheinitial stage of a discharge are investigated. It isfound that these oscillations lead to a significant modu-
lation of the electron density n,, which is attributable to the accumulation of plasma within a magnetic island.
Numerical simulations of the modulation structure made it possible to determine the radius of the resonant sur-
face and the radial width of the island and to evaluate the characteristic density gradient in theisland. The gra
dient wasfound to be ten times|larger than that of the unperturbed profile of ny(r) near the resonant surface. This
points to reduced plasma transport within the magnetic island. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Oscillations of the poloidal magnetic field (hereaf-
ter, MHD oscillations), which are detected by pick-up
coils placed outside the plasma, have been observed in
different stages of a tokamak discharge [1, 2]. Such
oscillations are generally caused by the onset of tearing
instability, which givesriseto magnetic islands near the
resonant magnetic surfaces. Magnetic islands have a
helical structure with the poloidal and toroidal numbers
m and n, respectively, and are separated from the main
plasma by a separatrix. As a matter of fact, amagnetic
island isaclosed helical tube with nested magnetic sur-
faceswithinit. Sincetheisland s, in a sense, separated
from the main plasma, the plasma parameters within it
have specific spatial distributions. For this reason, the
island structure can be observed, e.g., with the help of
multichannel soft X-ray diagnostics[3].

If the plasma transport characteristics in an island
differ substantially from those in the surrounding
plasma, then the temperature and density can be signif-
icantly modulated. For example, studies of the mag-
netic structures by means of amicrowave reflectometer
in the TEXTOR-94 tokamak showed that the density
modulation between the X-point of an island and its
magnetic axis was 20-30% [4].

This paper presents the results from studies of den-
sity modulation in the magnetic idands of the
TUMAN-3M tokamak with the help of a multichannel
microwave interferometer. Experiments and numerical
simulations show that the electron density is modulated
by more than 50% in the direction from the X-point to
the magnetic axis of an island. Within a magnetic
island, the density gradient exceeds that in the unper-
turbed surrounding plasma by one order of magnitude.

2. DESCRIPTION OF THE EXPERIMENT

The experiments were conducted in ohmic dis
charges of the TUMAN-3M tokamak at the following
plasma parameters: the mgjor radius R, = 0.53 m, the
minor radius g = 0.22 m, the toroidal magnetic field
B, = 0.9 T, the plasma current |, = 150 kA, the average
electron density n, = (1.5-2.0) x 10! m3, the centra
electron temperature T,(0) = 0.4-0.6 keV, and the cen-
tral ion temperature T, (0) = 0.15-0.2 keV. The working
gas was deuterium. The tokamak was equipped with a
data acquisition system, which recorded the main
plasma parameters: theloop voltage U,, the plasmacur-
rent 1,, the intensity of soft X-ray (SXR) emission, sig-
nals from Mirnov probes (=1-cm-diameter multiturn
coils measuring the poloidal component of the mag-
netic field), microwave-interferometer signals averaged
along several chords, etc. Theradial density profilewas
reconstructed by the integral inversion of the micro-
wave-interferometer signals measured along ten verti-
cal chords (A = 2.2 mm). Two sets of magnetic probes
installed outside of the vacuum vessel were used to
study MHD oscillations. Each set consisted of 24
probes placed equidistantly in the poloida direction
and separated from one another by 60° in the toroidal
direction. This allowed us to determine both the pol oi-
dal and toroidal numbers of oscillations. To perform
Fourier analysis, the probe signals were recorded with
the use of three 16-channel analog-to-digit converters.

Thetimeevolution of the main plasma parametersin
atypical discharge is presented in Fig. 1. In the early
stage of the discharge, rapidly oscillating MHD signals
are clearly seen. The poloidal wavenumbers vary from
m =6 to m= 3 or 2, the toroidal wavenumber being
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Fig. 1. Time evolution of the main plasma parameters in a discharge with MHD oscillations at the end of the plasma current ramp-
up phase.

n= 1. Astime elapses, nearly steady-state oscillations 3. EXPERIMENTAL RESULTS

with a frequency of about 8 kHz are established. In the MHD oscillations with myn = 4/1 were observed not
case presented in Fig. 1, thenyn = 4/1 modeispredom-  only in the probe signals but also in the signalsfrom the
inant within atimeinterval from 35 to 52 ms. microwave interferometer measuring the integrated
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ELECTRON DENSITY MODULATION IN MAGNETIC ISLANDS

density along vertical chords. Typica interferometric
signals for the central and the innermost chords are
shown in Fig. 2. It was found that the amplitude of
MHD oscillations detected by the Mirnov probes
depends on the plasma density. Figure 3 shows the
amplitude of MHD oscillations (Mirnov probe signal
divided by the oscillation frequency) as a function of
the plasma density. It should be noted that an increase
in the oscillation amplitude during a discharge is
accompanied by a decrease in the rotation frequency
(see Fig. 1) and, in some cases, by a full stop of rota
tion, i.e., by the onset of alocked mode [5]. In most
cases, however, slowed down rotation is followed by
the acceleration phase and subsequent damping of
oscillations. The onset and damping of the modes dur-
ing the relaxation of the current profile isin qualitative
agreement with calculations of the plasma stability
against MHD oscillations with nyn = 4/1 and 3/1.

The dependences of the normalized beta, (3, and the

averaged amplitude of MHD oscillations, Bo/w, on the
plasma density are presented in Fig. 4. Here, By isthe

ChTO

ratio of the toroidal beta, B, = ———, to the Troyon
B*/8m

parameter [6],
B

1 /aB,’

wherethe current isin A, the minor plasmaradiusisin
m, and the magnetic field isin T. It can be seen that, at
densities higher than 1.3 x 10" m~3 (which corresponds
tonJ > 0.6 x 10" m?), a decrease in the normalized

beta correlates with an increase in Be/w. Such acorre-
lation indicates that MHD oscillations affect the maxi-
mum attainable value of 3. It should be noted that the
By values achieved in this experiment are substantially
lower than those in the absence of MHD oscillations
[7].

A distinguishing feature of the perturbations under
study is the deep modulation of the chord-averaged
electron density at the frequency of MHD oscillations
(see Fig. 2 and [8]). The modulation is clearly seenin
signalsfrom all the channels of the microwave interfer-
ometer. The modulation depth of the averaged density
asafunction of the mgjor radiusRisshownin Fig. 5. It
should be noted that the modulation depth at the plasma
periphery is as high as 20%.

Bn ey

4. NUMERICAL SIMULATIONS
OF THE DENSITY MODULATION
IN A MAGNETIC ISLAND

Generally, the local density cannot be reconstructed
unambiguously from measurements along afinite num-
ber of chordsN (inour case N = 9) viewing in onedirec-
tion [9]. Nevertheless, adopting some a priori assump-
tions about the modul ation structure characterized by a
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Fig. 2. (8) Mirnov-probe signal and microwave-interferom-

eter signals taken from the (b) central and (c) innermost
chords.
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Fig. 3. Measured amplitude of MHD oscillations vs. chord-
integrated density (symbols) and its approximation (dashed
line) for By =0.83 T and I, = 125 kA.

few (M) parameters, the problem may be solved if
M < N.

The following parameters were chosen to describe
density modulation: the poloidal number mof an MHD
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Fig. 4. Measured value of 3\ (symbols) and the amplitude

of MHD oscillations Bg/w from Fig. 3 (dashed line) vs.
chord-integrated density for By = 0.83 T and I, = 125 kA.

mode, the radial position rg of the modulation (the
radius of the resonant surface), the radial size w of the
modulation (the width of the magnetic island), and the
amplitude n,,,4 Of the modul ation (the differencein the
electron densities at the O-point and at the separatrix of
the magnetic island).

The shape of the density modulation within the
island was described by the formula

d-ref

() = Ngaee " F(00), @)

where

f(¢o) = 1+ cos[m(¢o—esing,)] 3)

describes the poloidal inhomogeneity of the modula-
tion [10]. Note that the poloidal inhomogeneity of the
modulation should account for atoroidicity correction
related to the concentration of the magnetic field lines
on the high field side of the magnetic surface. In
Eq. (3), this effect is taken into account by introducing
the term esind,,, where ¢, is the poloidal angle. The
value of €, which was constant during arun of the code,
was defined as

_ a L 0
e= g3t @
where the value of (3 + |;/2 was determined from mag-
netic measurements.

The results of integration of Eq. (2) along each of
the nine viewing chords of the microwave interferome-
ter were compared to the oscillating component of the
measured signals. The values of w, r,, and ng,,q Were
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Fig. 5. Modulation depth of the chord-integrated density vs.
major radius.

determined by the least-squares method. The poloidal
structure used to simulate the electron density modula-
tion is shown in Fig. 6. Figure 7 compares the calcu-
lated and measured amplitudes of the density modula
tion for several vertical chords with different positions
along the major axis R. It can be seen that the model
adequately describes the experiment. In this case, the
poloidal number is m = 4, the width of the magnetic
island isw = 0.016 m, the radius of the resonant surface
isrg=0.19 m, and the difference in the densities at the
O-point and at the separatrix of the magnetic island is
nisland = 045 X 1019 m73.

Thethus obtained density modulation within amag-
netic island turned out to be rather deep. Thevalue of n,
changes twofold between the X- and O-points. Know-
ing the modulation parameters, we can evaluate the
radial density gradient within the island. The value of
Onein different calculations varied from 4 x 102 to 7 x
10%° m*, which was larger by one order of magnitude
than the unperturbed plasma density gradient near the
resonant surface. Sincethere were no additional plasma
sources within the magnetic island, we may conclude
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Fig. 6. Structure of electron density perturbation obtained
from numerical simulations of the chord-integrated density
modulation.

that the effective coefficient of diffusion within the
island was nearly ten times lower than that in the sur-
rounding plasma. It should be noted that a similar (but
somewhat shallower) density modulation in amagnetic
island (20-30%) was observed in the TEXTOR-94
tokamak [4]. Note that the mode structures of oscilla-
tions in our experiments and in [4] were different: in
TEXTOR-94, the m/n = 2/1 mode was anayzed,
whereas, in our case, the plasma was accumulated in
the more stable nyn = 4/1 mode. Density modulations
were also observed in experiments with pellet injection
[11], in which the pellet ablated within an island. In
[11], such perturbations were called “ snakes.” The den-
sity modulations observed in our experiments (as well
as in [4]) differ from snakes in that, in our case, the
plasma is accumulated within an island in the absence
of an additional particle source. This indicates that, in
TEXTOR-94 and TUMAN-3M, cross-field transport is
reduced within an island.

5. SIMULATION OF MHD STABILITY

MHD stability of the current profiles was simul ated
inacylindrical model by means of A" analysis without
allowance for the pressure effects. The equation for the
flux function ,

AR ]|

2
o= 0N N
(ryy = oy * thu—n/nﬂw’

was used to determine the stability parameter A',
P(rg+Wi2)—yr(ro—Wi72)
W(rs)

(&)

A(W) =

, W —0.(6)
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Fig. 7. Measured (triangles) and calculated (circles) ampli-
tude of the chord-integrated density modulation vs. major
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If A" < 0, then the current profile is stable, and vice
versa. The current density profile j(r) was described by
the model function j(r) = j,(1 — (r/a)®)". At large values
of v, the j(r) profile is peaked, and it flattens as v
decreases. It was assumed that ¢ = O either at the
plasma boundary (r = a) or beyond it (r = 1.1a). The
radius of the resonant surface r was determined from
calculations of the density modulation in a magnetic
island (see Section 4). It was found that, in the cases
under analysis, a fairly flat current profile at which
modes with low values of m/n were stable was neces-
sary for the excitation the m/n =4/1 mode. Our simula-
tions show that the experimentally observed MHD
oscillations may indicate aflat current profile, whichis
typical of theinitial stage of a discharge. After the j(r)
profile relaxes to a steady-state distribution, al the
modes become stable and the MHD oscillations vanish.
Hence, the observed time evolution of MHD oscilla-
tionsisin qualitative agreement with the A" analysis of
MHD stability.
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6. CONCLUSIONS

MHD oscillations in the initial stage of an ohmic
discharge in the TUMAN-3M tokamak have been
investigated. It is found that the amplitude of these
oscillationsincreases with electron density. At the max-
imum amplitude of the MHD oscillations, the value of
By saturates at alevel of about unity. Thisvalueis sig-
nificantly lower than the maximum value of (3 that was
achieved in the TUMAN-3M tokamak in the absence of
MHD activity.

MHD oscillations with myn = 4/1 are accompanied
by a substantial modulation of the electron density.
Between the X- and O-points, the density changes two-
fold. The gradient of the electron density within an
island is found to be ten times larger than that in the
unperturbed surrounding plasma. This points to
reduced plasma transport within the magnetic island.
The results of calculations of the MHD stability agree
qualitatively with the observed evolution of the MHD
oscillations.
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Abstract—Experiments on the transverse injection of intense (5-20 A/cm?), wide cross-section (10-cm), neu-
tralized, ~100-eV H* plasmaand 100-keV H™ ion beamsinto apreformed B-field reversed configuration (FRC)

are described. The FRC background plasmatemperature was ~5 eV with densities of ~10'3 cmr

. In contrast to

earlier experiments, the background plasmawas generated by separate plasmagun arrays. For the startup of the
FRC, a betatron-type “slow” coaxia source was used. Injection of the plasma beam into the preformed FRC
resulted in a 30—40% increase of the FRC lifetime and the amplitude of the reversed magnetic field. Asfor the
ion beam injection experiment into the preformed FRC, there was evidence of beam capture within the config-

uration. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Thefield reversed configuration (FRC) has attracted
a variety of research for its potential as an aternative
approach for magnetic fusion [1]. Among the various
scenariosfor the production of an FRC, a“slow coaxial
source” promises along lifetime configuration [2]. The
use of the slow coaxial source for the FRC startup has
resulted in FRC durations in the 50- to 100-ps range
[2]. Numerous studies have shown that the loss of
plasma particles from the FRC via anomalous drift of
the thermal ions across the magnetic field and plasma
cooling via collisions and charge exchange with impu-
rities set the critical limits for attainable temperature
and lifetimes of FRCs. A variety of approaches were
considered and some of them tested to provide addi-
tional energy input into the FRC, such as a rotating
magnetic field, neutral beam injection, radio-frequency
heating, etc. [3-6]. Theoretical and some experimental
studies on plasma ion dynamics in the FRC indicate
that only large-orbit (i.e., nonadiabatic) ions are free
from anomalous drift, which may be beneficial for the
extension of FRC lifetimes[7, 8].

In this paper, we present thefirst results on the trans-
verse injection of intense H* plasma (PB) and low-
energy H* ion beams (IB) into a preformed FRC, which
was generated by a coaxial slow source. In Section 2 of
the paper, a short description is given of the experimen-
tal setup. Section 3 is dedicated to diagnostics and Sec-
tion 4 to subsystems. A brief review of previous exper-
iments on PB/IB propagation across the magnetic field
in vacuum and magnetized plasmathat are pertinent to
the study of the beam injection into an FRC isgivenin
Section 5. Section 6 is dedicated to characterizing the

* The text was submitted by the authorsin English.

FRC formed in background plasma without beam
injection. Experiments on FRC formation by PB injec-
tionin vacuum and in background plasma are described
in Sections 7 and 8. Section 9 describes the results on
IB injection into preformed FRC with background
plasma. Gross characteristics of the FRC (the lifetime
and the amplitude of the reversed magnetic field) with
and without PB injection are compared in Section 10.
Analysis and discussion of the obtained results are
given in Section 11, followed by the Conclusions and
Acknowledgments.

2. EXPERIMENTAL SETUP

The general layout of the experiment is shown in
Fig. 1a. The setup consists of a 3-m-long main coaxial
vacuum vessel with outer and inner diameters of 80 and
22.5 cm, respectively; two external coaxial solenoids
(outer solenoid (OS) and inner solenoid (1S)), which
provided a controlled magnetic field configuration
inside the vessel, inductive acceleration and heating of
the plasma, and formation and confinement of the FRC;
two circular plasma gun arrays located symmetrically
with respect to the middle of the vessel that could be
placed at variable distances from each other; a plasma
beam (PB) or ion beam (IB) accelerator, delivering neu-
tralized ion flows to the vessel midplane with energies
of 100 eV and 100 keV, respectively; pul sed power sup-
plies for the OIS, accelerators, plasma gun arrays,
puff valves, and various diagnostics; a data acquisition
system that included multiple Tektronix oscilloscopes;
and a computer controlled triggering system.

1063-780X/05/3110-0809$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. (a) Schematic of the experimental setup: (1) plasmagun arrays power supplies, (2) plasmagun arrays, (3) transport solenoid,
(4) plasmalion accelerator, (5) outer and inner coaxial cails, (6) plasmal/ion beam, (7) background plasma column, and (A) median
plane. (b) Diagnostics and their locations: (/) double Langmuir probe, (2, 5) linear vertical CFC arrays, (3a, 3b) microwave source
and receiver, (4, 6) two B,-dot arrays along axis of vessel, (7) 90°-turn CFC array, (8) circular rotatable “showerhead” CFC array,

(9) PB/IB accelerator, (10) transport solenoid, (11) cable guns, and (12) H, detector.

3. DIAGNOSTICS

The measurements of the magnetic field dynamics,
ambient plasma, and beam parameters were carried out
using avariety of diagnostics (see Fig. 1b). A large area
Rogowski coil (encompassing the lower part of the lon-
gitudinal cross section of the vessel) measured the net
azimuthal plasma current. The spatial distribution of
the magnetic field and itstemporal dynamicswere mea-
sured by axial B,-dot and radial B,-dot probe arrays.
Three arrays of collimated Faraday cups (CFCs) mea-
sured the PB/IB current densities. The two vertical lin-
ear CFC arrayswere|located near the middle of the ves-
sel. Thelower linear CFC array was positioned to inter-
cept the beams as they entered the vessel, while the
upper array was positioned to register a 180° turn of the
beams. The “showerhead” CFC array was located
32 cm from the beam entrance port and in line with the
beam injection axis. The plasmatemperature was mea-

sured by double Langmuir probes. A 40-GHz micro-
wave antenna/detector system that cuts off at (3-4) x
101 ecm™ was used to determine the background
plasma column density at aradius of 25 cm, which cor-
responds to the radius of the plasma gun arrays. Photo-
multiplier tubes (PMTs) with H, and Hg filters pro-
vided data on hydrogen plasma radiation dynamics.
The currents in the OS and 1S were measured by stan-
dard Pearson probes and B-dot probes.

4. SUBSYSTEMS (DESIGN AND OPERATION)

Two plasma gun arrays were placed coaxial with
respect to the vessel and symmetrically about itsmiddle
plane. These sources could be positioned at variable
distances ranging from 40 to 65 cm from the mid-plane
and provided a=25-cm-radius background plasma col-
umn which propagated along the applied axia mag-
netic field. The plasma guns themsel ves were a coaxial

PLASMA PHYSICS REPORTS  Vol. 31
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| x B type with TiH electrodes, 16 in each array. The
guns were driven in groups of four in parallel with
inductive decoupling and a 20-uF capacitor in each
group. Each of the capacitors was switched by a com-
mercial ignitron in a circuit containing a second igni-
tron connected in opposite polarity to prevent ringing of
the capacitor. With charging voltages of 7-13 kV, the
current amplitude through each group of guns was 80—
150 kA with a 25-us FWHM duration pulse. Both the
central and outer titanium electrodes were hydroge-
nated to alevel of 1: 1 following the procedure outlined
in[9].

In several experimental runs, the background
plasma was generated by an inductive discharge in H,
gasdriven by an external 40-cm-diameter one-turn loop
and was organized in the middle section of the vessel
from several of the OS turns connected in parallel. The
loop, playing the role of gas preionizer, was energized
by afast capacitor bank (0.32 uF, 25 nH, 15-20kV, and
t; = 1.0 us). The hydrogen gas, in this approach, was
injected at the midplane of the vessel in aradia direc-
tion outward from the surface of the IS.

The OS generated magnetic fields up to 2.0 kG with
arisetime of ~230 us. ThelS generated magnetic fields
upto 2.5 T with arisetime of ~190 ps. Variable combi-
nation of series/parallel connections of the OS turns
provided the possibility to experiment with passive
magnetic-field end mirrorswith ratiosof upto 3: 1. By
properly adjusting current amplitudesinthe OSand IS,
theresidual vacuum magnetic field in the vessel during
the first 100-ps could be made as low as a few percent
of the maximum magnetic field value from the OS
alone. This independent OS and IS operation then
enabled us to maintain a magnetic field pressure bal-
ance during the initial stage of FRC formation.

The PB/IB accelerator was placed in the midplane
of the vessel that injected plasmalion beams trans-
versely to the applied axial magnetic field and tangen-
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tial to the plasma column (25 cm off the equatorial
plane of the vessel).

The design of the plasma accelerator (PA) followed
the recommendations of [10] to increase the plasma
flow pulse duration. In most of the experiments, we
used squirrel-cage-type coaxial conical electrodes, with
and without additional radial plasma cable guns placed
at the breach of the accelerating channel. A simplified
schematic of the PA isgivenin Fig. 2.

The PA was driven by a 4- to 9-kV pulse 150-uF
capacitor bank that was switched by acommercial igni-
tron. At charging voltages of 9 kV, the PA delivered a
current amplitude of 140 kA witha15-pusrisetime. The
hydrogen was delivered to the breach of the PA by afast
electromagnetic puff-valve with an opening time of
~80 us and was driven by a current pulse of 57 kA
with a plenum pressure in the range of 100400 kPa.
With appropriate time delay between actuation of the
puff valve and triggering the capacitor bank, gas break-
down across the interface of the breach of the PA
occurred at pd > 10 torr cm (over the minimum of the
Paschen pd-curve). This regime corresponded to the
snowplow mode of discharge with a fast rising current
through the formed plasma and its subsequent accel er-
ation to the end of the cathode by the | x B force. The
slanting of the current channel, due to the Hall effect,
resulted in a so-called anode (breach) current crisis,
which limited the duration of axial plasma acceleration
to a few microseconds. To mitigate this phenomenon
and extend the pulse of the accelerated plasma, we
added several (up to four) cable plasma guns near the
insulator interface, which fired radially inside the accel -
eration channel of PA. Using this technique we were
able to obtain plasmaion pulses with durations of 40—
50 ps, though with lower reproducibility and, on aver-
age, alower plasma velocity.

The injection of the PB into the vessel was donein
two configurations. without a collimator through a port
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Fig. 3. Typical CFC signal of the PB in vacuum and without amagnetic field: (a) linear CFC array isin position 2 (signal from CFC
at R=25cm; see Fig. 1b) and (b) “showerhead” CFC array isin position 8 (see Fig. 1b).

of 10 cm in diameter and with a collimator 3.8 cm in
diameter. In the snowplow regime, when injected into a
vacuum without a magnetic field, the typical CFC sig-
nals at the mid-plane of the vessel featured two peaks
separated by a few to ten microseconds. The first
shorter pulse had an amplitude corresponding to 5-10
and 50-70 A/cm? for collimated and noncollimated
beams, respectively, and average ion energies in the
range of 50-100 eV. The second longer pulse of similar
amplitude was followed by a trailing tail of lower
energy and intensity that corresponded to an average
plasma flow energy in the range of 100-20 eV. The PB
temperature was estimated to be in the range of 5-
10 eV based on the beam’s average divergence angle
(a/2 = 4°-6°). These values correspond to and reason-
ably agree with the values deduced from double Lang-
muir measurements. Typical CFC signals taken at the
midplane of the vessel and at the opposite wall along
the line of PB injection in vacuum without a magnetic
field for the collimated beam areillustrated in Fig. 3.

The ion beam accelerator produced a 2 kA, 60—
120 keV, 1-ps duration, ~8-cm-diameter H* beam with
average half-angle of divergence at the entrance to the
vessel of 3° and current density of up to 20-30 A/cm?.
The accelerator consisted of a 120-kV, 1-us, 1.8-u
Marx generator; a magnetically insulated ballistic
focusing diode (MID); atoroidal magnetic lens(TML);
and a transport solenoid (TS) for greater efficiency of
beam propagation to the entrance port of thevessel. The
H* plasma source was located at the MID anode and
consisted of afast puff valve, a supersonic Laval noz-
Zle, and a “shock coil” that generated an inductive dis-
charge in the H, gas. The distance traveled by the ion
beam (I1B) to the vessal entrance from the MID was
90 cm. More detailed information on the design and
characteristics of the plasma and ion accelerators and
the beam parameters can be found in [11, 12].

5. PREVIOUS EXPERIMENTS ON BEAM
PROPAGATION (BRIEF OVERLOOK)

In earlier experiments[12], propagation characteris-
tics of anintense PB (>3 x 103 cm™?) in a background

plasmaof similar density without atransverse magnetic
field were found to be very similar, if not worse, when
transporting in vacuum. The latter could be accounted
for by beam—plasma instabilities, ion—on collisions,
and charge exchange from neutral ion collisionsin the
background plasma[12]. In the case of injection across
auniform magnetic field in vacuum, the PB propagated
without deflection and suffered a pronounced loss of
peripheral layers (see Fig. 4). From the CFCs' signdl
patterns and time of flight data, in this scenario, only
the central core of the PB survived, with considerable
“beam braking” and respective bunching resulting in a
significant increase core current density (one order and
more). This phenomenon could be explained by thedia-
magnetic mode of propagation of a dense PB with vir-
tual anode formation [13]. When injected across the
magnetic field in amagnetized background plasma, the
PB till did not deflect as awhole, but displayed signif-
icantly less bunching (see Fig. 5). The absence of pro-
nounced slowing of the PB, in this scenario, could indi-
cate the absence of virtual anode formation.

Similar to the behavior of the PB in previous exper-
iments[11], the IB ((1-3) x 10'! cm~3), when propagat-
ing in vacuum and transverse magnetic field, did not
deflect as a whole. However, differently from the PB,
the B displayed substantial attenuation acrossitsentire
Cross section without any noticeable bunching or brak-
ing of the beam. Such behavior agrees with an E x B
collective mode of propagation with a substantial
increase in beam divergence and subsequent beam
losses.

When propagating in magnetized plasma of
10"3-cm™3 density, the IB was deflected as a whole fol-
lowing a one-particle Larmor trajectory corresponding
to the average ion energy of the IB. Figures 6a and 6b
show IB “center of mass’ deflection as a function of
increasing magnetic field for the 60- and 120-keV IBs,
respectively. These graphs signify that there was an
efficient shorting of the polarization electric field by the
much denser background plasma.
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(linear CFC array isin position 2; see Fig. 1b).
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Fig. 6. Radial shift of the current density “center of mass’ with respect to the axis of the IB injection as afunction of the transverse
magnetic field. The circles show the experimental data, and the lines show calculated resultsfor (a) 60- and (b) 120-keV IB, respec-
tively.

6. FRC FORMATION
WITHOUT BEAM INJECTION

In most experimental runs, the FRC was formed by
firing the background plasma gun arrays 5-20 s prior
PLASMA PHYSICS REPORTS  Vol. 31

No. 10 2005

to the energizing of both the OS and IS to provide
enough time for plasma to build up in the middle part
of the vessel. When working with the gas-puff and fast
preionizer, the latter was fired with atime delay of 50—
80 mswith respect to the puff-valve and afew to 10 ps
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Fig. 7. (8) Typica B,-dot signals during FRC formation with background plasmaonly: Z=0, Z = 0, Ry, =40 cm, and Ry, =
13 cm; the upper and lower curve correspond to B,-dot probe arraysin positions 4 and 6 (see Fig. 1b), respectively. (b) Typical CFC
signal during FRC formation with background plasma only: —40-V bias and 25-cm radius; linear CFC array isin position 5 (see

Fig. 1b).

prior to the OSand IS. The formation of the FRC in this
typical scenario occurred when a sufficient inductively
driven current in the plasma column was obtained (with
E;.q ~ 1-3V/cm) dueto the rising magnetic flux of the
I'S. A subsequent decoupling of the OS and IS magnetic
fields transpired with magnetic field reversal inside the
plasma donut and reconnection of the magnetic field at
both ends, closing the configuration. In typical pulses
with Vs = 3-5 kV and V,5 = 8-10 kV, the FRC formed
between 5-20 ms after energizing the OS and IS. The
FRC reached maximum field reversal in 30—60 us and
lasted up to 100-150 ps, as long as the inductive azi-
muthal EMF could support the required amplitude of
the azimuthal current in the plasma column.

Typica signals from two B,-dot probes placed at
radii 39 and 12 cm in the median cross section of the
vessel are shown in Fig. 7a, and respective signalsfrom
the linear array of CFCs placed in the same cross sec-
tioninitsupper half are showninFig. 7b. The B, behav-
ior features decoupling of the OSand | Smagneticfields
in the early portion of the OSHS current fronts and a
slow decay of the FRC with a lifetime of ~100 ps.
Experiments showed that the character of the FRC
decay at the end (abrupt or slow) isvery sensitiveto the
tuning theresidua B, inthe coaxial annulusof the ves-
sel when firing OS and 1S without background plasma.
Thus, as long as B, is ~0 (zero-field), the magnetic
field pressure from the OS and 1S on both sides of the
FRC remained balanced and enabled the FRC to remain
stable with respect to radial motion. Furthermore, by
driving the OS or Stoo hard or too little (mismatching
the magnetic field pressures), we were able to clearly
see, from radial B, probe array data, the FRC move
radially inward or outward and collide with the vacuum
vessel walls.

As arule, the CFCs (without or with bias voltages
up to —90 V) featured mainly negative signals, corre-
sponding to the fast electrons with current densities
ranging in the tens of A/cm?, which depended on the
variable time delay between OIS and plasma gun
arrays firings. The biggest electron signas were
detected at the average radius of the plasma column
(=25 cm). The timing and duration of these negative
pulses corresponded in time to the startup and lifetime
of the FRC. Typical microwave cutoff and H, signals
and total induced azimuthal current in the plasma are
givenin Fig. 8.

The FRC decay time clearly corresponded to the
decay of the plasma current, duration of the H,-radia-
tion, and microwave cutoff. The density and tempera-
ture of the FRC in the typical range of the parameters
(Vos=3-5KkV, V,s=8-10kV, and tg4, ~ 20-30 us) cor-
respondedto 3 x 10'*>n,> 3 x 10" cm= and 5-10 eV,
respectively.

7. FRC FORMATION WITH PB INJECTION
IN VACUUM

In the scenario of FRC formation with only the non-
collimated PB, without background plasma prefilling,
the beam wasinjected into the vessel afew to 10 micro-
seconds after or simultaneously with energizing OS and
IS. The reverse of the magnetic field occurred during
the first few microseconds after energizing OS/IS. The
linear array of the negatively biased CFCs, placed in the
upper half of the vessel median cross section, usually
featured bipolar signals corresponding to current
amplitudesin the range of 2-5A/cn? arriving 20-30 us
after firing the plasma accel erator. By the time between
successive positive peaks on the upper linear CFC
array, the ion captured flow energies were in the range

PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 8. (a) Typical microwave cutoff signal (detector and receiver are in positions 3a and 3b, respectively; see Fig. 1b), (b) typical
H,, signal (detector isin position 12; see Fig. 1b), and (c) total azimuthal current in the FRC plasma measured by a Rogowski coil.
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Fig. 9. (a) Typical B,-dot signals during FRC formation with PB only: Z= 0, R, = 40 cm, and R;,,,, = 13 cm; the upper and lower
curve correspond to B,-dot probe arraysin positions 4 and 6 (see Fig. 1b), respectively. (b) Typical CFC signal during FRC forma-
tion with PB only: —40-V bias and 25-cm radius; linear CFC array isin position 5 (see Fig. 1b).

of 15-30 eV. The negative part of the signal represents
fast electron flows with energies higher than the applied
bias voltage (E. > 50-90 eV). It is worth noting the
character of the signals registered by the CFC array
placed in the line of the PB injection at the opposite
vessel wall. The ion signals again featured evident
bunching and short ion spikes with amplitudes of up to
10 A/cm?, which differs from the case of FRC forma-
tion without PB injection (<1 A/cm?). The respective
characteristic waveforms of the FRC B, field and CFC
signal are presented in Fig. 9.

8. FRC FORMATION WITH PB INJECTION
INTO PREFILLED BACKGROUND PLASMA

In this scenario, the PB was injected 10-30 pis after
the background plasma injection into the preformed
FRC (usually when the amplitude of the reverse field
was ~200 G). Typical signals from the B,dot probes
and CFC arrays areillustrated at Fig. 10. Similar to the
case of the FRC formation with PB only, the CFC
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placed at the opposite wall aong the line of the beam
injection featured a structured ion signal preceded by
an electron (negative) pulse with amplitudes of a few
Alcm?. By time of flight measurements, these CFC sig-
nals can be attributed to the straight propagation of the
PB through the FRC. It is worth noting, however, that,
when injecting the PB near the end of the FRC lifetime
with an “overdriven” OS, the CFCs near the opposite
wall along the line of sight of PB injection registered
ion current densities >30 A/cm?, similar to the datain
earlier experiments on PB propagation in vacuum and
transverse magnetic field. This result suggests that the
PB again experienced significant bunching. An expla-
nation of this may be that the plasma column was
driven onto theinterior vessel wall (surrounding the|S)
during PB injection, allowing part of the PB to propa-
gate through the now relatively low density background
plasma and strong magnetic field. The signals from the
linear array of the CFCs placed in the upper half of the
midplane also featured distinct and multiple bipolar
signals with large positive amplitudes (up to 10 A/cm?)
as compared to no positive signalswhen FRC isformed
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with background plasma only. The appearances of
these signals were 2040 ps after FRC formation and
plasma accelerator firing and correspond to ion ener-
giesof 10-20 eV.

9. IB INJECTION IN THE FRC

Before going into details, it is worth keeping in
mind that the current amplitude and particle density of
theinjected IB (~2 kA, ~10'! cm~3) were at least 10 and
10? times lower than the current and particle density
values of the FRC plasma (20-30 kA, >10% cm).
These factors presented a problem in efforts to measure
directly the captured IB in the FRC. However, we were
able to compare the characteristics of the CFC signals
pertinent to the IB injection into preformed FRC by
using our earlier data on IB propagation in magnetized
plasma of density >10% cm~3 at similar magnetic field
values. In the previous experiments, at B ~ 0.6 kG, the
CFC arrays placed at several positions aong the propa-
gation path of the IB in magnetized plasma measured
current densities in the range of afew A/cm? that corre-
sponded to the Larmor trgjectory for IB energiesin the
range of 6090 keV.

In case of IB injection into the preformed FRC
plasma column with similar magnetic field amplitudes,
the measured 1B current densities at the respective
probes were an order less in magnitude on both the
CFC array placed along the line of injection at the
opposite wall and at the 90°-turn CFC array (see
Fig. 1b). These results could be interpreted as a partial
trapping of the ion beam in the FRC.

10. IMPACT OF PB INJECTION ON FRC
CHARACTERISTICS

The table illustrates the main changes of the FRC
characteristics with PB injection compared to the case

without PB injection. The resulting amplitude of the
magnetic field in the FRC and its duration are given for
severa time delays At between the plasma accel erator
firing and the background plasma gun array firing. The
datain thetable correspond to aregimein whichthe OS
and | Sweredrivenin such away asto provide magnetic
field pressure balance inside and outside the FRC,
which generally resulted in the best FRC characteris-
tics. As seen in the table, when the PB was injected (in
the same conditions as when the PB was hot injected) a
longer duration FRC with a higher reverse magnetic
field amplitude occurred. The maximum increase in the
amplitude of the reversed magnetic field, dueto plasma
beam injection, was 50% with a >10% increase in the
FRC duration.

11. ANALY SIS AND DISCUSSION

The lifetime of the FRC formed by the intense PB
alone, injected tangentially acrossthe magnetic field, is
the shortest compared to the life time of the preformed
FRC supported by the injection of PB or the FRC
formed by the background plasma only without PB
injection. At the same time, the magnetic field ampli-
tude of the FRC is greatest when both PB and back-
ground plasmaareinvolved. Thisindicatesthat particle
losses from the configuration are the primary limiting
cause for our FRC lifetimes accompanied by fast
plasma cooling and a subsequent fast decrease of the
induced plasma current in the FRC.

The added PB, with greater average trandlational
velocity of the ions compared with the background
plasma, serves as an additional reservoir of energy and
particles, which resultsin the extension of the FRC life-
time and longer lifetimes.

At this stage of experiments, there are not enough
data to describe in more detail the character and mech-
PLASMA PHYSICS REPORTS  Vol. 31
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FRC characteristics for different time delays between background plasma generation and plasma beam injection

Conditions Background plasma PGAs & PA, PGAs & PA, PGAs & PA,
gun arrays (PGAs) only At=90us At=110ps At=130us
Average FRC duration, ps 130 148 145 150
Average B, field, G 200 300 288 260
Averagereversed B, field, G 120 188 150 138
anism of the high energy IB capture in the FRC and IB ACKNOWLEDGMENTS

impact on lifetimes.

Another likely cause of the FRC lifetime limitation
in our experimental conditions may beimpuritiesinthe
background plasma generated by the TiH guns. Spec-
troscopic studies of thistype of guns showed a substan-
tial presence of C+ and O* ions, which represent alarge
“heat sink” via charge exchange, resulting in the fast
cooling of the expanding plasma and a respective loss
in plasma conductivity [14].

In accounting for these limitations in the next stage
of experiments, we plan to transition to a background
plasma source based on electrodeless inductive dis-
charge in H, gas (plasmathruster type), similar to what
we used intheion active plasmasourcein the IB accel-
erator. Another potential modification would include
adding a stronger end-mirror configuration of the mag-
netic field to aid in decreasing end losses.

12. CONCLUSIONS

Injection of an intense plasma beam with density on
the same order as the density of the preformed FRC
(>10"2 cm3) resulted in an increase in the amplitude of
the reversed magnetic field and the extension of FRC
lifetimes. This may be due to replenishing of the FRC
particle inventory by the captured fast ions of the PB
and additional hesting of the background plasma,
resulting in an increase in plasma conductivity. Modi-
fied plasma sources with smaller percentages of impu-
rities are being designed.

The measurements of the injection and propagation
of the IB in an FRC can be interpreted as partial beam
capture in the FRC. More detailed studies of particle
losses and other causes of FRC lifetime limitations are
currently under way, including additional diagnostics,
such as microwave interferometry and time-resolved

imaging.
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Abstract—A study is made of the propagation of electromagnetic waves in an infinite fine-stratified periodic
structure composed of alternating layers of two different semiconductors. Such a periodic structure, which can
be treated as a uniform uniaxial semiconductor with two different values of the dielectric constant, has four
characteristic frequencies. two plasma frequencies of the layers and two hybrid frequencies, which are deter-
mined by the parameters of the layers. These frequencies govern the dispersion properties of the eigenwaves of
the semiconductor structure. The effect of the dissipative processes on the wave dispersion is considered, and
the dependence of the minimum phase velocity on the thickness of the layers and on the collision frequency
between charge carriers within them is determined. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Interest in the electrodynamic properties of artifi-
cialy produced solid-state structuresis growing simul-
taneously with technological advancesin thisfield. The
search for and devel opment of new materials that have
properties not possessed by natural crystals are among
the most important tasks in solid-state electronics. This
can be done on the basis of the experience gained in
studying the physical properties of crystals, in particu-
lar, by using results that show how the electrodynamic
properties of solid-state structures depend on their
trandational symmetry. The symmetry of complex
semiconductor materials largely governs the properties
of the electron—hole plasma at frequencies on the order
of 10'2 Hz or higher, i.e., in the millimeter to optical
wavelength range [1]. Such investigations opened new
scientific directions, among which are photonics [2]
and research on bianisotropic and chiral media[3, 4], as
well as on Veselago media [5]. At present, however,
there are practically no solid-state devices capable of
generating and amplifying electromagnetic radiation at
millimeter and submillimeter wavelengths [6]. In addi-
tion, there remain problems associated with the pro-
cessing of electromagnetic signals in these wavelength
ranges. A possible way to solve these problems is to
create stratified periodic semiconductor structures. For
the above wavel ength ranges, the thicknesses of thelay-
ers can be greater than or on the order of 1-2 um, i.e.,
they can exceed the Debye radius.

The objective of this paper isto study eigenwaves of
a fine-stratified structure composed of alternating lay-
ers of two semiconductors with different plasma fre-

guencies and with different densities of charge carriers
of different masses. Notethat thetypesof conductionin
the two semiconductors may be different. The layers
are assumed to be arranged in a periodic fashion, the
period being about 1000 times | ess than the wavelength
of the electromagnetic waves. Such astratified structure
can be treated as a continuous uniaxial medium with
two different values of the dielectric constant [7, 8].
The plasma properties of the structure are governed by
the parameters of both of the semiconductor materials.
This paper is aimed at investigating the dispersion
parameters of the plasma waves in such a semiconduc-
tor material. In order to find out whether the fine-strat-
ified semiconductor media under consideration may be
used in active devices in which instability arises as a
result of the Cherenkov interaction of waves with drift-
ing charge carriers, the phase velocities of the natural
waves and their minimum values are studied as func-
tions of the parameters of the semiconductor structure.

2. FORMULATION OF THE PROBLEM
AND BASIC EQUATIONS

We consider an infinite periodic structure composed
of alternating layers of two semiconductors having dif-
ferent dielectric constants and different thicknesses, d,
and d, (Fig. 1), and introduce a coordinate system such
that the x axisis parallel to the boundaries of the layers
and the z axis is perpendicular to the layers, i.e., points
in the direction in which the structure is periodic.

The electromagnetic processes in this structure are
described by Maxwell’s equations and also by the con-

1063-780X/05/3110-0818%$26.00 © 2005 Pleiades Publishing, Inc.
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tinuity equations and the equations of motion of charge
carriers:

on
3?2+V [MNgg, 02V1,2) = 0,
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where ny, and ny, are the equilibrium densities of the
charge carriersin the layers, v, and v, are the frequen-
cies of collisions between charge carriersin the layers,
v; and v, are the velocities of charge carriers, and m, ,
aretheir effective masses. We represent the variablesin
Egs. (1) in the form exp(ikx + ik, ,z —iwt), where

W W

2 L1
k,,= |—=¢€ ,-K, ,& =6 — —————,& =€, —
Z1, 2 C2 1,2 X 1 01 (1)(00"‘ IVl) 2 02

2

_ W2
w(w+iv,)’
Sincethe structure is uniform in they direction, we can
set d/dy = 0; in this case, Maxwell’s equations split into
two sets of equations for two types of waves with dif-
ferent polarizations. In what follows, we will consider
the waves polarized in such away that the only nonzero
components of their fields are the E,, E,, and H, com-
ponents. The boundary conditions imply that the tan-
gential electric field component and the normal compo-
nent of the magnetic induction are continuous at the
boundaries between the layers.

Using the method of the transmission matrix (which
relatesthefields at the beginning of awave period and at
its end) and applying the Floquet theorem, which takes
into account the periodicity of the structure, we abtain
the following well-known dispersion relation [9]:

and w,, are the plasma frequencies.

coskd = cosk,,d, cosk,,d,

_1-|:kzl€2 + Kp2€y
VAN &%

sink,,d;sink,,d @
k21€2i| z1Y1 722y

where d = d; + d, and the averaged wavenumber k
describes the periodicity of the structure.

We investigate dispersion relation (2) for a fine-
stratified medium, i.e., we assumethat k, ,d, , < 1.1In

this case, the Bloch wavenumber k = k, is the trans-
verse wavenumber of a uniaxial medium [7, 8] and the
dispersion relation for a fine-stratified semiconductor
structure has the form

2 2 2
ki, k
4= B 3)
€, Ex C

Fo =

2 2 2 2.2
€01€0 (W — Wy ) (W —wy,)d
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Fig. 1. Geometry of the problem.
Sldl + Ezdz |ji1 dj:l_l
whereg,, = ——= and €,= d—=+ == .
X d z- g, e

Since Eq. (3) relates the three quantities w, k,, and
k., it is convenient to regard it as describing either the
contours of constant frequency in the plane (k,, k) or
the dependence w(k,) at k, = const.

According to dispersion relation (3), a contour of
constant frequency in the (k,, k) plane is a second-
order curve. The contours of constant frequency that
are shown in Fig. 2 were calculated for v, = v, = 0. For
&« z> 0, the contour is an ellipse, as in the case of a
uniaxial dielectric crystal [2]. This situation corre-
sponds to a frequency w above the plasma frequencies
of both dielectrics (Fig. 1a). For €,, < 0 and €, > 0, the
contour is a hyperbola with foci lying on the k, axis:

K =i%)./ezz— € Kr =0 (Fig. 2b). Fore,<0and g, >
0, the foci of the hyperbola are on the k, axis: ks = 0,

K = i%)./sxx— €, (Fig. 2c). Note that these contours

make it possible to infer the signs of the dielectric con-
stants.

Let usignore collisions and analyze dispersion rela
tion (3) in a quasistatic approximation (c — o).
In this case, the dispersion relation takes the form

K slszd2

= = . 4
kz2 (g,d; +€,d,)(€,d, + €,d,) X

We denote the right-hand side of the dispersion rela-
tion by F,, and rewriteit as
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(2)
0.01 . 0.03 0.03
<
t 0 [\ . S A 0
3
-
~0.01 ~0.03 ~0.03
~0.01 0.01 ~0.02 0.02 ~0.02 0.02

ki(d, + dy)

Fig. 2. Dependence of the transverse wavenumber on the longitudinal one for w = (a) 1.25 x 10'2, (b) 0.92 x 10'2, and (c) 0.6 x

102gt,

The |eft-hand side of dispersion relation (4) isinde-
pendent of the frequency and is positive for al values
of the longitudinal wavenumber. The right-hand side of
dispersion relation (4) isindependent of wavenumbers,
it should be positive in order for the dispersion relation
to have a solution. To solve the dispersion relation, we
plot the function F(w) (Fig. 3). Thisfunction vanishes
at the plasma frequencies wy,; (g, = 0) and w,, (€, = 0)
and has nonremovable discontinuities at the hybrid
plasma frequencies

(*}72

g2

Fig. 3. Frequency dependence of the function F,, which
describes the time dispersion in amedium.

2 2
_ | dy + gy
W = e g ved (€, —> ).
€010, T Egply

The solution to dispersion relation (4) falsinto the
frequency range in which the function F, is positive.
This can be the case only under the following two con-
ditions: the dielectric constant of one of the layers is
negative and the denominator in expression (5) is posi-
tive. In Fig. 3, the ranges of existence of a solution to
the dispersion relation are hatched. Hence, dispersion
relation (4) has a solution for F,, > O: there exist two
oscillation branches corresponding to plasma polari-

4x 10"
W, o 1 )
) 0.5 1.0
k. (dy + dy)
Fig. 4. Dispersion curves of the plasma waves.
PLASMA PHYSICS REPORTS Vol. 31 No. 10 2005
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tons—one in the frequency range w,, < W< wy, andthe
other in the frequency range wy, < W< wy,.

Theresults of solving dispersion relation (3) numer-
icaly forv, =v, = 0 areillustrated in Fig. 4. The simu-
lations were carried out for a semiconductor superlat-
tice consisting of alternating layers with the following
parameters: layers 1 with g, = 17.8, w,, = 10? s, and
d, =2 x 10 cm and layers 2 with gy, = 10, @y, =
10" st and d, = 3 x 10~ cm, the transverse wavenum-
ber being k, = 500 cm!. Figure 4 shows two branches
of plasmapolaritons. Thefirst branch emerges from the
point with the coordinates k, = 0 and w= w,, and
asymptotically approaches the hybrid plasma fre-
quency W = wy, ask, —= oo; the group velocity of the
wave is positive. The second branch emerges from the
point with the coordinates k, = 0 and w = wy, and
asymptotically approaches the hybrid plasma fre-
quency W = wy, as k, — oo; the group velocity of the
wave is negative. Note that, for d, = d,, the hybrid fre-
guencies of the two waves coincide and the dispersion
curves approach the same horizontal asymptote. Hence,
for d, # d,, there is a frequency range in which the
eigenwaves of the semiconductor structure cannot
exist.

3. ACCOUNTING FOR DISSIPATIVE PROCESSES

Here, we investigate how the dissipative processes
affect the properties of the plasmawavesin afine-strat-
ified semiconductor structure. To do this, we take into
account the effect of the coallision frequencies on the
wave dispersion properties and solve dispersion rela-
tion (3) numerically for real frequencies w lying in the

ranges revealed in Section 2, assuming that k, = k; +
ik, . In Fig. 5, the dependence of the real part of the
wavenumber, k,d, on w is shown by solid curves and

the dependence k, d (w) is shown by dashed curves. The
calculations were carried out for v, = 8 x 10" s and
v, =1 x 108 s~!. The dispersion curves for waveswith a

positive and with a negative group vel ocity are denoted
by the numeras / and 2, respectively. The spatial

821

-
-

4)(1011 L

(%)
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ki (d +dy), ki (d +d»)

Fig. 5. Dispersion curves with allowance for spatial damp-
ing. The solid curves are for k; (w), and the dashed curves

arefor k§ (w).

damping of wave 1 (dashed curve ') is positive and
weak intherangew=1 x 10''-6 x 10'' s~!. Beyond this
range, the damping is substantially stronger. The spatial
damping of wave 2 (dashed curve 2) is negative. This
feature of the polaritons in question is attributed to the
negative value of the group velocity: the corresponding
eigenwave is damped in the energy propagation direc-
tion. If the damping istaken into account, then the dis-
persion curves have a bend in the range of large values

of k,d. In this range, the vaue of |k,d|is seen to
increase considerably. Hence, accounting for the damp-
ing restricts possible k; d values; in this case, the phase
velocity has a minimum [10-14].

For v, = v, = 0, dispersion relation (4) yields the
relationships

(w’ -

2 2 2
(*)pl)((*) - wpz)

ki = k.d /\/—501502

(€010 + €0p0,) (€010, + €qp0) ((*)2 - ("3(:;21)(("32 - 00;2) , (6)

K!=0,

When dissipative processes are ignored, we see that
Ky —> 0 asw— . ,, i.e, asthe dispersion curve
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2 2 2 2
((,0 B wpl)(m — wpz)

Ky = ky = 'l'kzd/\/—emsoz

J2 W( €10y + €6o05) (€010 + €g2d;) (@’ 00;1)(002 - (ngz)
D 2 2
E Vi, d; + \)2(’02L2dz2 L0y, 7
«B (€010 + €6p0,) (W™ — Wy )
% Vlwildz + Vzwfzdl 0= .
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Figure 6 shows how the minimum phase velocity
depends on the relative thickness of thefirst of the alter-
nating layers. For waves in the frequency range wy, <

Vph min» cm/s
6x10°-
-
45 x 108
>
3x10°
14 x 108
0 0.4 0.8

dy/d

Fig. 6. Dependence of the minimum phase velocity of aplas-
mon on therelativethickness of thefirst of the aternating lay-

ersforv,; =8 x 100571 v, = 108 s7%, and k, = 500 cm .
Vph min» cm/s
8.25 x 108 -
4.57 x 108

4.56 x 10
8.24 x 108

0.10
Vo/Wyn

0.01

Fig. 7. Dependence of the minimum phase velocity of a
plasmawave on the collision frequency in the second of the

alternating layersfor d; =2 x 107% cm, d, = 3 x 10~ cm,
v, =8 x10'%s! and k, = 500 cm™!.

w < Wy, (heavy curve), the minimum phase velocity is
approximately equal to Vg, = 5.2 x 108 crm/s, and, for
waves in the frequency range w,, < w < wy (light
curve), itisabout Vy,:, = 3.3 x 10® cmi/s. Note that the
curves are symmetric with respect to the vertical line
d,/d = 0.5. The symmetry of the curvesin Fig. 6 can be
explained as being due to the symmetry of the right-
hand sides of dispersion relation (4) with respect to sub-
scripts 1 and 2. The minimum value of the phase veloc-
ity correspondsto the case where both of the alternating
layers have the same thickness.

Figure 7 shows the minimum phase velocity as a
function of the ratio v,/w,, for v, = 8 x 10'° s™'. The
light and heavy curves correspond, respectively, to the
upper and lower dispersion curvesin Fig. 3. It is note-
worthy that, as the dissipation rate changes by almost
three orders of magnitude, the minimum phase vel ocity
varies by less than 1%.

4. CONCLUSIONS

We have investigated the dispersion of wavesin an
infinite fine-stratified semiconductor superlattice. We
have found that, for a stratified medium, the depen-
dence of the dielectric tensor on the frequency leads to
a gspecific shape of the dispersion curves. We have
determined the limiting frequencies of waves in a
superlattice. We have shown that accounting for dissi-
pative processes restricts the maximum value of the
longitudinal wavenumber at frequencies close to the
hybrid plasma frequencies; in this case, the phase
velocity has a minimum. We have derived expressions
for the maximum val ue of thelongitudinal wavenumber
and have numerically calculated the dependence of the
minimum phase velocity on the thicknesses of the lay-
ersin asemiconductor and on the collision frequencies
in them. We have established that the phase velocity is
minimum when both of the alternating layers have the
same thickness. The minimum phase velocity increases
with collision frequencies in the layers. From a practi-
cal standpoint, the investigations reported here are
important in connection with the prospect of using fine-
stratified semiconductor structures to develop various
devices for nanoel ectronics.
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Abstract—The conditions for the formation and stability of quasi-crystal helical structures formed of charged
dust grains of equal sizein acomplex plasmaare investigated. A study is made of both the transverse confine-
ment of such structures by means of an external parabolic potential well and the possibility of their self-con-
finement or confinement by the field of the smaller background grains. It is shown that, in the presence of dis-
sipation, any initial random distribution of dust grainsin a cylindrical external potential evolves into an equi-
librium helical structure with a constant pitch angle. It is found that, when the external control parameter is
smoothly varied, the pitch angle of the helix changes abruptly and the structure of the quasi-crystal undergoes
bifurcations, during which the number of interwoven helices changes. The smaller the confinement parameter
and the weaker the attractive forces between the grains, the larger the number of bifurcations. In addition, it is
found that, because of the attraction (both noncollective and collective) between the dust grains, stable helical
structures may exist not only at zero value of the external confinement parameter, but also at anegative one, and
that the collective interaction between the grains not only increases the number of bifurcations but also changes

their character. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

In the present paper, we study the conditions for the
formation and stability of helical quasi-crystals formed
of charged dust grains of equal size in a complex
plasma. By complex plasma, we here mean a partially
ionized dusty (or colloidal) plasma containing dust
grains of two different sizes. Thiswork is ageneraliza-
tion of [1]: it deals with a more complicated physical
situation—the formation of helical structures from
larger dust grains in the potential well of smaller
grains—and thus takes into account the collective
effects that significantly influence the processes under
analysis.

The simplest three-dimensional (3D) quasi-crystal-
line structures (such as helices and their particular
type—one-dimensional (1D) linear strings) were
observed to form from ultracold atomicionsin different
confinement devices (see, e.g., [2]), including Penning
and Paul traps, storage rings, and others [2-6].

In most experiments, quasi-crystalline structures
were observed to form in an external parabolic confin-
ing potential well.

The formation of such 3D quasi-crystals was aso
observed in experiments with colloids [7, 8] and dusty
plasmas (see [9-11]).

In dusty plasmas, 3D crystalline structures (plasma
crystals) occur under the conditions of rf discharges
and dc glow discharges [9-11]. They differ from clus-
tersin three respects: (i) they contain many grains, (ii)
they are three-dimensional, and (iii) the grainsin them
are subject to collective interactions. As for 3D struc-

tures formed of a small number of grains, they differ
from plasmacrystalsin that the interaction between the
grains in them is noncollective and is produced by all
possible combinations of pairwise interactions. Such
structures are 3D clusters.

In our work, theoretical and numerical investiga-
tions of the properties of 3D cluster structureswere car-
ried out for a simple system of identical grainsin a
plasma. Plasma dynamics was not considered, and the
role of plasma was reduced to specifying the type of
intergrain interaction.

Experiments, as well as numerical simulations (see,
e.g., [12]), showed that the shellsin 3D spherical struc-
turesform in much the same way asin two-dimensional
(2D) plane structures. Specifically, as the number of
grains N increases, the initially formed single spherical
shell becomes energetically unfavorable, so a second
shell forms inside it; the third shell then forms inside
the second; and so on. It is thus possible to speak of an
analogue of Mendeleev’ s periodic table of elements: for
a given number of grains N, it is possible to exactly
establish how many grains compose each shell for a
particular type of intergrain interaction. This structure
is similar to that of an atom in the classical atomic
model proposed as early as the 19th century by
J.J. Thomson.

In along cylindrical system, the dust grains can be
prevented from expanding in a transverse direction by
the simplest type of external potential. Inacylindrically
symmetric system, the grains can be confined by a par-
abolic potential well or at the expense of solid walls.
Incylindrical geometry, the simplest 3D structure is

1063-780X/05/3110-0824%$26.00 © 2005 Pleiades Publishing, Inc.
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helical: it has the form of a sequence of plane plasma
crystals equally spaced along the cylinder axis in such
amanner that each crystal is turned through the same
angle relative to the previous one.

One of the objectives of this study is to prove that,
for an arbitrary interaction potential betweenthegrains,
a steady dust configuration in the form of a helica
structure with afixed pitch angle can exist in cylindrical
systems (as well as in large-aspect-ratio toroidal sys-
tems). The constant of such a“lattice” isdetermined by
the mean number of grains per unit length of the struc-
ture. The limiting case of an extended helical structure
isalD linear string.

A uniform helical structure formed of N interwoven
helices is composed of grains lying in planes that are
perpendicular to the symmetry axis of the cylinder and
are equally spaced along it, the distance between them
being A. In each plane, the grainslie at the vertices of a
regular N-goninscribedinacircle of agiven radius. For
an N =2 helix, thisisa“digon” (seeFig. 1). Inthe gen-
eral case, thisisan N-gon. In each pair of neighboring
planes, the polygons are turned relative to one another
through the same constant angle ¢. For N = 2 (Fig. 1),
the helical structure resembles the DNA helix.

Similar structures of ultracold atomic ions were
observed in linear systems [2] and toroidal traps[3]. In
recent years, however, the question of the formation of
such structures in dusty plasmas has also begun to be
widely discussed. Thus, the first experiments have
already been carried out on the injection of dust into the
plasma of cylindrical steady-state (unstratified) dis-
charges under microgravity conditions during parabolic
flights [13]. In those experiments, dust grains were
injected at fairly high speeds, and so the only effects
that were observed were the flows of dust clouds and
the interaction between them. For higher gas pressures
(i.e., stronger friction with neutrals) and for lower dust
injection speeds, theinjected grains should form helical
structures; this is what is expected to be observed in
future experiments. Observations of theinitial stage of
formation of helical structures were also discussed in
[14]. Asfor the problem of the mechanism for their for-
mation, it requires a separate investigation, however.

By varying the external control parameter (e.g., the
number of grains per unit length of the helical structure
or the parameters of the confining potential), a wide
variety of equilibrium configurations can be obtained—
from the simplest structures (such as 1D strings) to
complex helical structures formed of several interwo-
ven helices.

Another objective of the present study isto numeri-
caly investigate the possibility of producing helica
structuresin acomplex plasma(i.e., aplasmawith dust
grains) in the presence of an external confining para-
bolic potential in a plane transverse to the symmetry
axis. The constant determining the confining potential
can be arbitrary. In particular, it can be negative; in this
case, however, equilibrium helical structures can exist
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Fig. 1. Two interwoven helices (N = 2).

only when the long-range interaction between the dust
grains is attractive and sufficiently intense. The prob-
lem to be studied is how various types of intergrain
interactions affect different equilibrium configurations
and their bifurcations. The investigations were carried
out under the assumption that the interaction between
all large dust grains can be described by summing all
the pairwise interactions (the collective interactions
being weak); this is true when the number of grainsin
a 3D structure is sufficiently small, so that the mean
free path of the plasma particles that take part in dust
grain charging ismuch larger than the transverse size of
the helical structure.

Finite-length helical structures were investigated
numerically under the assumption that the confinement
in the transverse direction was far better than that along
the symmetry axis of the structure. The results of
numerical simulations show that, regardless of the type
of pairwise interaction, any random distribution of the
dust grains evolvesinto a helical structure.

We begin by discussing the question about the inter-
action between the grains. We then discuss the results
of numerical simulations, in particular, bifurcations of
the pitch angle and global bifurcations—the onset of
new shells. Finaly, we discuss analytic methods for
investigating equilibrium helical structures and analyze
the role of attraction between the grains in the forma-
tion of self-confining structures. All investigationswere
carried out under the assumption that the interaction
between the large grains can be treated as the sum of
pairwise interactions.

2. INTERACTION BETWEEN DUST GRAINS
IN A COMPLEX PLASMA

Here, we consider the distinguishing features of the
interaction between dust grains in a complex plasma
containing, in addition to electrons and ions, an appre-
ciable amount of dust.
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2.1. Definition of the Terms “ Small”
and “ Large” Dust Grains

Let us consider a complex plasma containing dust
grains of two different sizes, namely, “small” and
“large” grains. The difference between the small and
large grains is characterized by the ratio of the mean
free path A4 of the ions with respect to their collisions
with grains of each species (in which the ions are
absorbed by the grains) to the characteristic size of the
structure. The mean free path of theionswith respect to
their collisions with small grains is much less than the
dimension of the structure, so small grains can be
described in a continuous manner in terms of their den-
sity ny. The mean free path of the ions with respect to
their collisions with large grains is much greater than
both the dimension of the structure and the mean dis-
tance between the grains. When small grains accumu-
lateto form acloud in acertain spatial region, they give
riseto acollectiveion flux in the direction of their den-
sity gradient. The ion flux, in turn, compresses a cloud
of small grains and produces self-consistent distribu-
tions of the ion density, electron density, dust density,
dust charge density, ion drift velocity, and electrostatic
potential around the cloud. Large grains interact with
one ancther via a pairwise (grain—grain) interaction
potential; they also can be affected by the ion flux gen-
erated by the small grains. Moreover, the number of
large grains in the structure is usually much less than
the number of small grains. This interaction of large
grains with small background grains can create condi-
tions such that the external confinement constant
(parameter) K, which is positive in the case of a para
bolic potential well, can even become negative. This
does not mean that large grains in such circumstances
may not evolve to ahelical structure; as will be shown
below, stable helical structures can form even when the
external confinement constant is negative (examples of
such structures, aswell as the corresponding necessary
conditions for the magnitude of the attracting forces,
will be presented below). In what follows, we will
investigate helical structures formed only by the large
grains, whiletreating the small grains merely as a back-
ground for the interaction between large grains. The
case inwhich there are no small grainsin aplasmamay
be called the case of helical structures of equal-size
grains.

For estimates, we consider parameter values typical
of laboratory experiments: the radius of the small
grainsis about a,,; = 8 um, the dust density is on the
order of 10* cm, the ion density is 3 x 103 cm, the
mean free path of the plasmaions absorbed by the small
grains is 50-60 um, and the transverse size of a cylin-
drical structure is on the order of 400-600 pm. In order
for the large grains to be confined in afiner dust back-
ground, it is sufficient that they be larger than the small
grains (say, theradius of thelarge grainsistwice that of
the small ones). Asfor the confining potentiad, it is pro-
portional to (8y,se—man)/&man- UNnder such conditions,
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the structure is composed of a small number (only a
few) of large grains, so the intergrain distance in the
structure is far greater than the above mean free path
(which equal to about 50-60 um).

2.2. Potential of the Small Grains

In order to investigate the possibility of the exist-
ence of helical structures, we ignore the presence of
large grains and consider a complex plasma containing
asingle species of dust grains of the same size. Numer-
ical simulations show that such a plasma should pos-
sess a hew simple physical property. Specifically, in
contrast to a conventional plasma, a homogeneous
dusty plasma is spatialy unstable and tends to form
dust structures with regions of elevated and of
depressed dust density. The instability ends with the
separation of the plasma into dust bunches and dust
cavities (so-called dust voids) [15]. Steady-state dust
bunches (structures) wereinvestigated in detail for very
different conditions (e.g., in plane and spherical geom-
etry, in the presence and absence of the surrounding
walls, and for different values of the ratio of the mean
free paths of the ions with respect to their collisions
with grains and with neutral particles) by using simple
bal ance equations for the electron and ion densities, ion
drift velocity, and grain charge with allowance for the
drag forces exerted on the dust by the ion flow, fric-
tiona forces in a neutral gas, and ion diffusion (see
[16-20]). The genera conclusions reached in these
investigations are as follows: such dust structures gen-
erate a self-confining potential; their main parameters
fall within alimited range, so that all the possible struc-
tures can be captured and analyzed numerically; and
the maximum depth of the potential well created by a
single structure is on the order of (3-5)T, (where T, is
the electron temperature). The last result is physically
natural because the structure itself can be considered as
a kind of wall with a floating potential approximately
equal to =T,, provided that the dimension of the struc-
tureis greater than the mean free path. Near the bottom
of the potentia well, the confining potential can be
approximated by a parabola. We will use the simplest
approximation for the potential of the structure, keep-
ing in mind that the forces experienced by a dust grain
(namely, the electric field force and the ion drag force)
arein balance at each point.

If there is a somewhat larger grain in the field of
smaller identical background grains (the size of the
larger grain may not be very great; it is quite sufficient
that it be twice as great as that of the smaller grain),
then the balance of the forces acting on it can be
expressed as follows: the electric field force increases
in proportion to the grain size, while the ion drag force
increasesto agreater extent, in proportion to the square
of the size (accordingly, doubling in the grain size
results in a fourfold increase in the drag force). The
drag force is driven by an ion flux directed toward the
PLASMA PHYSICS REPORTS  Vol. 31
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center of the structure, so the larger grains aways
remain in a confining potential V, on the order of

Vo= Z4Te'p I\, (1)
where p is the distance from the center of the structure
(in cylindrical geometry, the squared distance from the

symmetry axis zis equal to p? = X + y?).

2.3. Example of a Cylindrical Dust Sructure
whose Potential Confines Large Grains

As an example, we present here the results of
numerical simulations of a cylindrical dust structure
whose size is much less than the mean free path of the
ionswith respect to their collisionswith neutralsfor the
simplest case of alocaly quasineutral plasma[21]. In
solving the problem numerically, the parameters of the
structure, such as the dust, ion, and electron densities,
the dust grain charge, and the ion drift velocity, were
described by the time-independent force balance equa-
tions and the continuity equations for the ion, electron,
and dust plasma components (the dust was character-
ized by the dust number density). The electrons were
treated as experiencing two forces—the pressure force
and the electrostatic force, whereas the ions were
described with allowance for their friction with the dust
grains (as aresult of the ion-flux-driven drag force) and
with the neutral gas particles, their pressure, and their
diffusion caused by collisions with neutral atoms. The
dust grains were assumed to be charged in a plasma
flux, which was regarded as a collective flux, provided
that the plasma contained a sufficiently large dust com-
ponent. The basic equations and the final result of the
calculations can be expressed in terms of the following
dimensionless parameters: the dimensionless ion den-
sity n = ni/n,,., (with n_..., = N(Ain/Aig), the dimen-
sionless electron density n, —= /N, the dimen-
sionless Havnes parameter P = nyZy/n,,..,,» the dimen-
sionless electrostatic potential ¢ — e@/T,, the

dimensionless grain charge z = Z,e*/aT,, and the
dimensionless ion drift velocity u = u/./2 vy (with

v = JTilmy).

The requirements that the plasma be quasineutral,
that the drift velocity and diffusive flux both vanish at
the cylinder axis, and that the equation for the dust
charge have a solution at the center restrict possible
central values of the ion density and Havnes parameter.
In this case, their values turn out to be such that all pos-
sible dust structures can be scanned numericaly by
varying only one parameter over a limited range. Dif-
ferent structures can be distinguished by the different
values of the electrostatic potential drop from the
periphery of the structure (P = 0) to its center (P =

Pmax) "

Figure 2 shows the results of numerical simulations
of acylindrical structure with the maximum potential
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 2. Example of a self-organized cylindrical dust struc-
ture in argon. Here, p isthe distance from the cylinder axis
inunitsof A;,, the electrostatic potential @isin unitsof Tg/e,
ne and n; are the dimensionless electron and ion densities,

and P is the Havnes parameter (increased 50-fold for illus-
trative purposes). The calculations were carried out for the
maximum possible potential drop; in the corresponding
structure, most of the negative charges are concentrated on
the dust grains, the dimensionless grain charge z increases
monotonically from 0.64 at the center to 1.1 at the periph-
ery, and theion drift velocity is directed toward the axis and
changes from u = 0 at the axisto u = —2.8 at the periphery.

drop [21]. The parabolic approximation of the potential
profile in the central region of the structure yields ¢ =
3.3p%. The maximum potential drop depends strongly
on the sort of gas (the calculations illustrated in Fig. 2
were carried out for argon). For hydrogen, the maxi-
mum potential drop is equal to @,,,, = 2.2.

2.4. Nonexponential (Non-Debye) Screening

As was mentioned in [1], the Coulomb interaction
can be described in terms of the Debye screened poten-
tial only when the grain charge is sufficiently small and
the ratio of the grain size to the screening length, as
well as the ion-to-electron temperature ratio, is not too
small.

This is why, in numerical simulations, we used the
following relationship (see [22)):

_ r—af _ al 1-Drp
=H-=8~a-pr)'zt+ .
b= 0 - AP0 SE e

(@)

Here, the distancein thefirst expressionisin dimen-
sional units, and, in the second expression, it is normal-
ized to the spacing A between neighboring lattice
planes of the quasi-crystal helical structure (see[1] for
details).



828

Simulations were also carried out for a Yukawa
potential with the screening factor Yy = exp(-Dyr). It
should be noted that, in order to compare the nonlinear
screening with the Yukawa screening, it is necessary to
keep in mind that the screening distance D in the for-
mula for the nonlinear screened potential is ten times
less than the Yukawa distance Dy in the formulafor the
Yukawa screened potential (at least, for the actua
experiments).

2.5. Noncollective Grain Attraction Model

This issue aso was discussed in detail in [1].
Although noncollective attraction (the shadow effect) is
not, strictly speaking, a screening effect [23-28], the
“screening” factor Y for noncollective attractive inter-
actions may nevertheless be introduced.

The attractive potential is proportional to 1/r, and
the screening factor U, is negative, Y, = —a

The grain noncollective attraction coefficient a may
vary for different experimental conditions by many
orders of magnitude, e.g., from about 10° to values
close to unity.

2.6. Collective Confinement
and External Dust Confinement

It is thought that large dust grains form a helical
structure irrespective of whether or not there is a self-
consistent field that is produced by small grains and
affects the confinement of large partlcles We call this
phenomenon collective confinement.! The length L of
the structure formed by small dust grains is much
greater than the mean free path of the ions with respect
to collisions with these grains (the density of the small
grains is sufficiently high). This is usually the case
when the dust can strongly influence the potentia dis-
tributions, so the potential drop at the center of the
structure is on the order of T, and the confining poten-
tial can be approximated by expression (1). The exter-
nally produced potential is commonly described by a
formula like expression (1), in which A4 is replaced
with L. Since L > Ay, the external confining potential
is, asarule, lower than the self-consistent potential cre-
ated by the dust structure; however, this is not always
the case. The helical structures that will be considered
below are formed by afew large grains. The intergrain
distance in such structuresis much larger than the mean

L The criterion for the onset of collective interaction due to the
presence of small grains has the form L > A4, where A4 is the
mean free path length traveled by an ion beforeit is absorbed by a
grain. It should be noted that the quantity P in the expression for
Aig» Which is presented in the body of the text, is the Havnes
parameter for small grains. This criterion completely determines
the density of small grains and can easily be satisfied in modern
experiments. Helical structures can only be formed by a small
number of large grains when the distance between them exceeds
the ion mean free path; this condition also is easy to satisfy expe-
rimentally.

TSYTOVICH, GUSEIN-ZADE

free path of theionswith respect to their collisionswith
the grains, and the collective effects in interaction
between the grains are associated only with changesin
the background dusty plasma. In numerical ssimula-
tions, the distance A between the planes in the helical
structureswas taken asthe unit of length and the energy
was expressed in units of Z,e”/A. In these units, the self-
consistent confining potential has the form

TA

Var = KU K= (3)

|d|:|

where u=2R/A (the diameter of the structure divided by
the distance between the planes in the structure). This
expression is presented in order to provide estimates of
the self-confining potential for future experiments. In
the presence of an external potential with the confine-
ment constant K.,,, the constant of the total confining
potential isequal to K = K + K,, rather than to K.

2.7. Collective Grain Attraction Model

The background of small dust grains influences the
interaction between large grains, which in turn perturbs
the background. One large grain perturbs the back-
ground and thereby influences another large grain. We
cal this interaction the collective interaction. The
dependence of collective interaction on the distance
between dust grains was found in [29, 30]. In terms of
the dimensionless units used in relationship (2), we can
write

Voo = Ecos(yr) @)

Here, the collective attraction coefficient is equal to
y= Ziefal , (TAL,) (see[29, 30]), where T = T,/T, is
the ion-to-electron temperature ratio (for most experi-
ments, it is about T = 0.01), a,,,; is the radius of the
small grains, and Ap; is the ion Debye radius. We see

that the collective attraction coefficient depends essen-

tially on the grain size and can be much larger than the

noncollective attraction coefficient a = dezafarge/)\DI

because it contains the small parameter T in the denom-
inator. This coefficient also depends strongly on the
background dust density, namely, it is proportional to
the squared dust charge density. For a helical structure
of large grains against the background of small grains
with acharge density on the order of theion density, the
coefficient ymay fall intherange 0.3-0.003, i.e., it may
be of the same order of magnitude as the noncollective
attraction coefficient for large grains. The coefficient y
can be expressed in terms of the screening distance D =
A/, For present-day experiments, it is equal toy =
(0.5-0.2)D. Other estimates can aso be obtained
directly from the corresponding formulas of [29]. For
PLASMA PHYSICS REPORTS  Vol. 31
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our simulations, it was sufficient to know only the
order-of-magnitude values of the parameters in ques-
tion.

2.8. Interaction Potential Model with Allowance
for Nonlinear Screening and the Effects
of Noncollective Attraction and Collective Interaction

The normalized intergrain interaction potential used
in computer simulations and analytic calculations has
the form

Vv(r)

1-Dr

_1 al )
= F[(l—Dr) 5 +|1_Dr|D—a+Bcos(yr)]

Here, the potential isin units of Z,e*/A and theradial
coordinate r is in units of the distance A between the
planes of the helical structure. The approximation used
for the nonlinear screening in this expression implies
that the grain sizes are much less than the distance
between the planes.

Inthelimitingcase D =0, a =0, and 3 = 0, expres-
sion (5) describes the Coulomb repul sive interaction.

In what follows, potential (5) will be compared to
the Yukawa screened potential of the interaction
between the grains with allowance for noncollective
attraction (a # 0) and collective attraction (3 # 0):

1
Vy(r) = FeXp(—DYr)- (6)

This comparison is meaningful only for parameter

values such that D < Dy, e.g., for D =0.1D,.

3. NUMERICAL SIMULATIONS

Here, we describe the results from simulations of a
system of charged dust grains that are initially distrib-
uted in spacein arandom manner and interact by means
of the potentials mentioned above.

We consider a system consisting of a large number
of likely charged dust grains (generally of the same
radius a) that are prevented from expanding by an
external potential U(ry). Near the bottom of an axisym-
metric potential well, the confining potential can
always be approximated by a parabolic potential, U, =

—% K(x? + y?), where K is the confinement constant,

which depends on the parameters of thetrap (inthe case
of self-confinement of the dust grains by attractive
forces, this constant isK < 0).

In most of the present-day experiments, the grains
are confined by an external potential well; however, the
confinement constant K can be varied over a wide
range, including the range of its zero and negative val-
ues, K< 0.

PLASMA PHYSICS REPORTS  Vol. 31

No. 10 2005

829

In ssimulations, we utilized the standard molecular
dynamics method for a one-component plasma. In
molecular dynamics, the equations of motion of the nth
grain have the form

2

or
m—3 +aKr* 20y F(lra—ry) = 0,

n#k

)

where r, are the coordinates of the kth grain. These
equations imply that the interaction between the grains
is described by summing all their pairwise interactions
and that the collective interactions are ignored.

The initial grain positions were chosen to be ran-
dom. The temperature was calculated as the mean
kinetic energy. In order for the system to be capable of
evolving to a steady equilibrium state, we introduced
friction into the model.

We simulated the two following experimental situa-
tions:

The first is that with a circular toroidal trap, which
was calculated under the assumption that the radius of
the torus is infinitely large (so the toroidal curvature
was ignored); in this case, simulations can be done for
acylindrical system with periodic boundary conditions
in the z direction.

The second situation is that with a system of finite
length in which the grainsare confined in the zdirection
by a parabolic potential well or at the expense of solid
walls.

Simulations of a system with periodic boundary
conditions within which the grains interact by means of
potentials (5) and (6) with different values of the
parameters a, D, 3, and (for comparison) Dy yielded
single-shell  equilibrium quasi-crystal  structures
formed of N interwoven helices with a constant pitch
angle and a constant spacing A between neighboring
lattice planes. Other equilibrium single-shell configura-
tions were not observed. It should be noted that, for
some values of the external parameter, helical configu-
rationswere observed to evolveto different equilibrium
configurations, depending on theinitial positions of the
grains.

In ssimulations, we decreased the value of the con-
finement parameter K and observed the following
sequence of bifurcations of the steady-state configura-
tions: linear chain — zigzag (a helix with the angle ¢
equal to ) — helix1 (here, “1” standsfor thefirst sta-
ble branch of a helical structure after the first bifurca-
tion; see, eg., Fig. 5) — tetrahedra configuration
(two interwoven heliceswith ¢ = 1¢2), and so on.

For a certain critical value of the external confine-
ment parameter K (each particular interaction potential
hasitsown critical value of K), we observed the appear-
ance of a second shell, i.e., the formation of a linear
chain within a helix, followed by the formation of two
separate shells, which can a so be regarded as two sys-
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(b)

Fig. 3. Results of molecular dynamics simulations for N = 80 grains that are confined in the z direction within acylindrical tube by
aparabolic potential and interact through a'Yukawa screened potential with Dy = 0.1, the grain noncollective attraction coefficient
being a = 0.1. The evolution of the system is shown as the depth of the external transverse confining potential well (the external
parameter) is decreased. For illustrative purposes, the scales along the axesin the transverse plane are enlarged by afactor of 40 as

compared to the z-axis scale.

tems of interwoven helices, one being nested inside the
other.

All of the above regular features of systems with
periodic boundary conditions should be captured qual-
itatively in simulations of finite-length systems. Of
course, helical structures in finite-length systems are
fairly difficult to classify, but it is nevertheless possible
to draw an analogy with infinite structures. The system
evolves through al the stages: a linear chain changes
into a zigzag, which in turn changes into a helix as the
external parameter is further decreased, and so on

In simulations, we analyzed the two foll owing mod-
els of finite-length systems:

b
3.0
6
—
250 N —m—————————
200 1
1.5} T
N 4 ______________
ol 5 =
7
0.5 k=0
| e

Fig. 4. Extremes of energy and the possibility of self-con-
finement (K = 0) for an N =1 helix inthe (¢, u) plane. Here
and in the subsequent figures, the dashed curves correspond
to the maximum energy of the structure and the dotted curve
corresponds to the boundary of the self-confinement region
(K=0).

First, we considered an axisymmetric finite-length
system in which the grains interacted via potential (5)
and were confined in the z direction by a parabolic
potential well U 00 —1/2(d(x* + y?) + Z2).

Second, we considered an axisymmetric finite-
length system in which the grains interacted via poten-
tial (5) and were confined in the z direction at the
expense of solidwalls, i.e., by means of apotential well
U O-1/2(d(x? + y?) + Z24). The system with solid walls
correspondsto the limit L > 1.

In order to achieve asteady equilibrium statein sim-
ulations, as in the case of infinite systems, we intro-
duced friction into the model, assuming that the fric-
tional force was proportional to the particle velocity.
The results of simulations are essentially the same as
those obtained in [1]. In Fig. 3, we can see dl of the
evolutionary stages of the system: from a linear string
to a structure formed of severa interwoven helices.
Because of the different line densities of the dust grains
(the density per unit length in the z direction), all these
stages were often observed to occur simultaneously. In
a system in which the grains were confined in the z
direction at the expense of solid walls (in contrast to the
case of confinement by a parabolic potential well), the
grain density near the ends of the cylinder was higher
than that in its center. This is why the bifurcation pro-
cess starts precisely at the cylinder ends.

The results of numerical simulations show that any
random distribution of the dust grains interacting by
means of potential (5) relaxesto one of the possible sin-
gle-shell equilibrium configurations in the form of N
interwoven helices. For systems with periodic bound-
ary conditions, the result is a quasi-crystal structure
formed of N interwoven helices with a constant pitch
angle and a constant spacing A between neighboring
|attice planes. Pursuing the analogy with the plane clus-
ters, we can say that, in a 2D planar case, the simplest
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 5. Positions of extremes of the energy of an N = 2 helix and the boundary of the self-confinement region (K = 0) in the plane
(¢, u) for (a—) Dy = 0.1 and a = 0.1, the remaining parameter values being (a) B = 0.5 andy= 0.2, (b) B =0.5 and y= 0.5, and (c)
B=0.1 andy=0.1. Plot (d) correspondstoD = 0.1, a =0.01, and B = 0.

structureisaregular polygon while, ina3D casg, it has
the form of a simple helix (N = 1) or two, three, etc.,
interwoven helices.

A decrease in the external confinement constant is
accompanied by bifurcations in the (u, ¢) plane (see
Section 5). The mechanisms for such discontinuous
transitions from one type of helix to another are not
completely clear.

When the long-range interaction between the dust
grainsis attractive, they can form steady helical struc-
tures in the absence of an external confining potential
and even in the presence of aparabolic repulsive poten-
tial.

Hence, as the confinement parameter K decreases,
interactions with remote grains begin to play an
increasingly important role, so the bifurcations can be
strongly influenced by the character of screening
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(either the Yukawa or nonlinear screening) and also by
the collective and noncollective attractions.

In our simulations, it was found, however, that the
collective interaction substantially changes the bifurca-
tiona picture; specifically, it not only increases the
number of bifurcations (i.e., decreases the difference
between the values of the confinement parameter at
which two subsequent bifurcations occur) but aso
altersthe character of the structural transitions.

4. HELICES

In experiments and numerical simulations, steady
configurations in the form of a helix with constant val-
ues of A and ¢ have been observed. It is therefore rea
sonable to analyze only thistype of configurations.

Let us consider all the possible structures formed of
N interwoven helices.
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To do this, we substitute into general equations of
motion (7) the coordinates of the grains that have
aready formed a quasi-crystal helical structure with a
constant spacing between neighboring lattice planes.

In this case, severa different equilibrium states are
possible. It can be shown, however, that, among all pos-
sible equilibrium configurations, the one in which the
grainsin the (x, y) plane are at the vertices of aregular
polygon possesses a minimum energy and, accordingly,
ismost stable. Thisiswhy we restrict ourselves to con-
sidering only such configurations.

The configurations of interest can be represented as
follows:

Fin = (Xem Yim Z1n)

= (R, nCOSO 1 1 Ry nSING 1 1, 21 1),

I'2,n = (XZ,nl y2,n1 ZZ, n)
= [Ryncos(a +¢, ), Ry nsin(a +¢,,), 24,

ran = (X3 Ya.m Za n)
= [R3 nC0s(20 + &3 ), Ry hSin(2a +¢3 ), Z3 ] »

Inn = (Xngm YN no Zh,n)
= [Ry,nCOs((N-1)a + ¢y ),
RN,ngn((N_l)a+¢N,n)va,n]a
wherez, =2 =2 ,=... = Zy = Z(Nn).

Hereafter, it is assumed that the grain density along
the z axis is constant, i.e., that there are N,, grains over
an interval of length L; so, for an N =1 helix, we have
Z, = L/N,. In a structure formed of N interwoven heli-
ces, the charged grains are separated by the distance Nz,
along the z axis, the linear grain density being the same
asthat in an N = 1 helix. The rest of the notation is as
follows: R, =R, n=Rs n=... =Ry ,=R=constisthe
radius of a structure formed of N interwoven helices,
o = 21¢YN is the angle between each two neighboring
grains at the vertices of aregular N-gon in the same (x,
y)plane, and ¢, , =, n =03 = ... = by = Pnisthe
angle through which the polygons formed by the grains
in the neighboring (x, y) planes are turned relative to
one another.

We are considering the equilibrium conditions for a

helical structure that does not rotate asawhole (¢ =0)
because it is always possible to pass over to aframe of
reference in which the structure is nonrotating.

The conditions for the existence of a steady equilib-
rium state have the form

6U_o; 6U_0;

30, OR,

Eﬂ 0. ®)
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Since the line densities z, and angles ¢,, aways sat-
isfy the force balance equation, we are left with only
one of the three equilibrium conditions:

ou _
b—F\Tn_O.

A full analysis of the properties of ahelix anditslin-
ear stability is a fairly complicated task and is to be
done separately. This is why we perform here only a
gualitative analysis of the possible types of stable con-
figurations and the evolution from one structure to
another when one or several external parameters are
varied.

In order to study this problem, we utilize the foll ow-
ing familiar mechanical principle: in a stable equilib-
rium state, the system has a minimum potential energy.
Thisisindeed the case for systems with dissipation.

When the grains in such configurations interact

through potential (5), the energy of each grain can be
written as

(8a)

E = Ku®+(1-38y1)
N-1

1 410, . 1-DArg
X —_ - Y
kilmo,k[(l DAfo1) 5 |1-DArg -

—a + B cos(yAry, k)}

&)
.|.N_1 °° i[(l—DAr )41' +%D
kZleAr.,k tWo2O  |1-DAr, H
—-a+ Bcos(yArLk)]
Here,

T2, 2. 20 k2

where & , is the Kronecker delta and u = 2R/z, is the
diameter of the quasi-crystal helical structure normal-
ized to the spacing z, between neighboring lattice
planes.

Accordingly, for interactions through Yukawa
screened potentia (6), the energy per grain is equal to
E = Ku’+(1-38y4)
N-1
X
2
N-1
+2

exp(=DAr, ) —o + Bcos(yArg )
Arg

(10)

z exp(-DAr, ) —a + Bcos(yAr, )
Ary '

k=0l=1

Since the infinite sums in expressions (9) and (10)
for the grain energy diverge, it is meaningful to calcu-
PLASMA PHYSICS REPORTS  Vol. 31
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late only the difference between the energy of a struc-
ture formed of N interwoven helices and the energy of
alinear string, Expelix — Esyring: Thisallowsusto set aside
problems associated with the divergence of the infinite
sums.

For a helix, the condition under which the energy
takes an extremal value has the form

dE

00

The stability analysis requires knowledge not only

of the extreme value of the energy but also of its mini-

mum value. The corresponding criterion has a definite

physical meaning: it gives nothing more than the mini-

mum energy per elementary cell, or, in other words, a
minimum in the Madelung energy.

Condition (11) yields phase diagrams in the (u, ¢)
plane. The situation in which two or more different val-
ues of the variables (u, ¢) correspond to one value of
the external parameter K will be regarded as a bifurca-
tion. As will be shown below, the smaller the confine-
ment parameter K, the larger the number of possible
bifurcations.

On the other hand, the expression for the external
parameter K is determined by radia force balance
equation (8a). Consequently, the parameter K depends
more significantly on the radius of the structure and on
the type of the intergrain interaction potential. In the
simplest cases, the dimensionless diameter u of the
structure is inversely proportional to the parameter K,
S0 it is convenient to classify bifurcations in terms of
this parameter:

= 0. (11)

N-1
1 .
K = 5(1-8y,) § Va(ar, Jsin’
k=1 (12)

+ Z Z Vi(Ar, k)sm2d¢ +%E,
k=ol=1

where

V,(r) = [(1 Dr) (1+3Dr)2%+|1 B:E

—a +B(cos(yr) +vrsin(vr))]-

Thisiswhy, in contrast to molecular dynamics sim-
ulations, in which the equilibrium values of the vari-
ables(u, ¢) were calculated from the preset values of K,
it is now expedient to carry out simulations in exactly
the opposite way, i.e., to calculate the external parame-
ter K from formula (12) with the preset equilibrium val-
uesof (u, §).

As was noted above, the intergrain interaction
potentials can be not only repulsive but also attractive;
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therefore, we can also obtain equilibrium structures for
negative K values.

If, under radial force balance condition (8a) and
under condition (11) for the existence of an extremum,
the equilibrium values of (u, ¢) are possible for which
K < 0, then self-confining structures are possible too.
ThevaueK = 0indicatesthat astructure can bein equi-
librium in the absence of any external potential, so a
self-confining helical structure also can exist.

The stability condition for a configuration is the
condition for its energy to be minimal. Accordingly, for
atwo-parameter equation, the minimum-energy condi-
tions have the form

EpoEwu—EwpEsu =K'(u, ¢) >0,

(13)
Ego =F'(U, ) >0,

where

N-1 o

F(ud) = 5 5 —3Vaan, gur’

k=0l=1

[1 smqu) nkg}

+ V o(Ary, k)[u Ismdq) nl@cosgg ﬂ%}

(14)
V,(r) = %[(1—Dr)2(1+2Dr+D2r2)
r

T

—-a+ [3((3—y2r2) cos(yr) + 3yrsin(yr))]

1-Dr
|1-DrlU

Thisfinaly yields

K'(u, ¢) = F'(U,¢){—2K(U,¢)

N-1
+(1-8y )U" Y Valare )RS
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< < add , o
T
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We thus have determined the minimum of the Made-
lung energy.

5. NUMERICAL SIMULATIONS
OF EQUILIBRIUM HELICAL STRUCTURES

A decrease in the external confinement constant is
accompanied by bifurcations of the phase diagramsin
the (u, ¢) plane.

A typical dependence of ¢ onu=2R/z,foranN=1
helix is shown in Fig. 4. The numerals by the curves
label different branches of the equilibrium solutions
describingan N = 1 helix, zigzag, helix1, helix2, helix3,
etc. Astheexternal confinement parameter K decreases,
a pair of new equilibrium states appear, one of which
(aswell asthe corresponding branch of the solutions) is
unstable (dashed curves) and the other is stable (solid
Curves).

In order to provide a complete graphic description
of the grain system, it is convenient to plot these bifur-
cation curves and the family of the characteristic curves
of equilibrium equation (8a) in the same figure. The
resulting plot can thus be scaled by the value of the
external confinement parameter of the system. In the
case under consideration, the equilibrium condition has

TSYTOVICH, GUSEIN-ZADE

the form (hereafter, we use dimensionless variables)

_ : exp(—DAr) —a + Bcos(yAr)
- Z[ Ar

sin (I¢/2)

(ar)®

This condition clearly demonstrates the great differ-
ence between different types of interaction potentials
with different values of D, a, and 3. We see that there
are several regions in which the external confinement
parameter K has different signs. Accordingly, there are
K values a which the grains can evolve to a stable
structure in the absence of an external confining poten-
tial (Fig. 4, dotted curve).

Figure5, whichillustratesan N = 2 helix, also shows
several values of the external parameter K at which a
stable equilibrium structure can arise in the absence of
any external confining potential. (It can be seen from
Fig. 8 that the parameters of the helix at which this con-
figuration is possible depend strongly on the type of the
interaction potential.) However, the question of the sta-
bility of such structures remains open and requires a
separate consideration.

+ Dexp(-DAr) + yBsin(yAr)}

5.1. Dynamics of the Onset of Bifurcations

The results of computer simulations show that, for
the same value of the externa parameter K, several
equilibrium conditions can be satisfied (see, eg.,
Figs. 4, 5). The smaller the externa parameter, the
larger the radius of the helix and the larger the number
of possible equilibrium conditions. At the same time,
the larger the number N of interwoven helices, the
smaller the value of the externa parameter K at which
bifurcations occur.

Itislikely that the grain system will “try” to evolve
to a configuration that is most favorable from the
energy standpoint, but whether or not this will occur
depends, of course, on theinitial grain distribution and
other parameters of the system. This will inevitably
happen, however, in the presence of dissipation.

Taking now an N = 2 helix as an example, we ana-
lyze the onset of bifurcations in more detail and illus-
trate the difference between the nonlinear screening
and the Debye screening (see Fig. 6).

According to the above estimates, we set the nonlin-
ear screening factor D to be ten times smaller than the
Yukawa screening factor D.,. Figure 6 shows the evolu-
tion of the function F(¢) for different values of uinthe
case of grainsthat interact through anonlinear screened
potential with D = 0.1 and experience no attraction
(a=p=0).

Until u= 2.8 (i.e., adong the solid curve), the func-
tion F(¢) is always negative and has two equilibrium
points (u=0; ¢ = 12) and (u =0, ¢ = 0), of which the
latter is unstable because the derivative of the function
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attraction (o = 0.01), and strong collective interactions (B = 0.5, y = 0.2).

with respect to ¢ isnegativethere. Theonly stablevalue
of ¢ isTy2. For u> 2.8, the function along a small por-
tion of the curve near ¢/2 becomes positive. As u
increases further, this portion of the curve (along which
the function F is positive) rises upward and extends, the
curve itself intersects the abscissa at two points, indi-
cating a bifurcation, and the second point of intersec-
tion shifts toward the smaller ¢ values. It can be seen
that, as u increases to the value u = 8.8 (the dotted
curve), the second point of intersection is stable and the
intersection point at ¢ = 172 is unstable. The curve
becomes straighter and, at u = 12 (the dashed curve), it
is seen to have an additional intersection with the

PLASMA PHYSICS REPORTS  Vol. 31
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abscissa. The next maximum can be seen at the dashed-
and-dotted curve, which refers to u = 16 and describes
well a bifurcation characterized by two new branches,
one being stable and the other unstable. It should be
noted that the bifurcation points u = 2.8 and 12, which
were obtained for the nonlinear screening, differ some-
what from those obtained for the Debye screening,
namely, u= 6 and 12.5 (Fig. 5).

We thus see that the nonlinear screening and the
Debye (Yukawa) screening differ not only quantita
tively but also qualitatively. Moreover, this difference
increases substantially for stronger noncollective
attraction and/or collective interaction.



836

TSYTOVICH, GUSEIN-ZADE

Fig. 8. Reliefsof thefunctionsF, F', K1/3, and K' for an N = 2 helix in the case of nonlinear screening (D = 0.1), weak noncollective
attraction (o = 0.01), and weak collective interactions (3 = y = 0.1).

5.2. Linear String

Now, we analyze how a string bifurcates into a
helix.

To do this, we consider an infinitely long chain of
charged grains separated by the same distance z,. Inthis
case, Egs. (7) has the solution

r, = (0,0,z,) = (0,0, zyn).

In Fig. 6, our analysis begins immediately with a
Zigzag—a particular case of ahelical structureinwhich

two grains in the neighboring (x, y) planes are turned
relative to one another through the angle ¢ = 1t.

We seethat alinear chain bifurcatesinto azigzag in
the same manner as was described above. The bifurca
tion occurs when the energy per grain in alinear chain
becomes equal to that in a zigzag:

Ezigzag - Earing = 0.

From thiswe can obtain the instability criterion, i.e.,
the value of the external parameter K at which thelinear
chain becomes unstable:
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K= S [exp(—D(2k+ 1)) —a + Boos(y(2k + 1))
2 u’(2k + 1)

(16)

k
_exp(-D4/(2k + 1)? + u%) — o + Beos(y+/(2k + 1)° + uz)}

u’y(2k + 1)% + U

For particular values of D, a, 3, and y, it is an easy
matter to compare this K value with that found from an
analytic formulain accordance with [31].

5.3. Zigzag

A zigzag is seen to bifurcate into a helix of general
form in the same way as in the case of purely Coulom-
bic interaction. The minimum point of the potential
energy, given by the conditions Ey, E,,,— EyyEy, > 0and
Eyy >0, becomestheinflection point, EyyE,y, — EyyEgy < 0.
Applying the last formula to each particular type of
interaction, we can then find the values of u and, conse-
guently, the values of the external parameter K', at
which a bifurcation occurs [31].

We can see that an evolving N = 1 helix actually
losesits stability only when it undergoes aY-type bifur-
cation, namely, a zigzag — helix1 bifurcation. In this
case, the solution ¢ = 11 becomes unstable and splits
into two symmetric stable branches.

As for transitions like helix1 — helix3, they are
nothing more than discontinuous transitions of the sys-
tem from one stable state to another, provided that the
latter is more favorable energetically. In other words,
the system tends to change to a configuration that pos-
sessesaminimum energy at afixed value of the external
confinement parameter. This process, however,
depends on the initial grain distribution. It is often the
case that configurations differ in energy by only small
fractions of 1%; so, in actual experiments, there may be
severa (rather than one) different stable grain configu-
rations.

This is why, for certain values of the external con-
finement parameter, our numerical simulations yielded
different steady configurations of grains, depending on
their initial distribution.

5.4. Sructures formed of N Helices

Recall that, asthe external confinement parameter K
decreases, the formation of an N = 1 helix can be fol-
lowed by the formation of N = 2, 3, etc., steady helical
configurations.

Of course, structures formed of N helices possess
the sameregular featuresas N = 1 helices. For instance,
for an N = 2 helical structure, the bifurcation process
begins with a “limiting” tetrahedral configuration (an

PLASMA PHYSICS REPORTS  Vol. 31
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N = 2 helix with an angle ¢ equal to 1v2), which then (at
a certain value of the external parameter) changes into
a structure with a larger number of interwoven helices
(seeFig. 4).

Figures 7-10 show the calculated surfaces of the
functions F(u, ¢), K(u, ¢), F'(u, ¢), and K'(u, ¢) for an
N = 2 helix in the case of nonlinear screening (D = 0.1)
with different combinations of weak and strong collec-
tive interactions and weak and strong noncollective
attractions.

Thesefigures also show theplanesF =0, K=0,F' =
0, and K' = 0. The intersections of the surfaces of the
functions with the planes have the following meaning.
On one side of theintersection of the surface K with the
plane K = 0, the confinement is provided by an external
attractive potential (K > 0) and on the other side, by the
repulsive one (K < 0). The intersection with the F = 0
planeisthe equilibrium curve. Finally, the intersections
with the F' = K' = 0 planes are the boundaries between
the stable (F' < 0, K' < 0) and unstable (F' > 0, K' > 0)
regions of the planes.

Numerical simulationswere carried out for different
types of interaction, i.e., for different values of the
parameters D, a, B, and y. For collective interaction
(B # 0), the values of the structure diameter (u = 2R/z)
and the angle ¢ that correspond to the minimum Made-
lung energy can differ substantially for different values
of D, a, B, and y, showing the onset of new bifurcations
and new stable equilibrium states.

The curves in Fig. 11 represent the positions of
extremes of energy for y = 0.5 and different 3 values.
Figure 12 illustrates how the branches of the solutions
change as the parameter y is varied, the values of D, a,
and [3 being fixed. These figures, too, show the onset of
new bifurcations and new stable equilibrium states.

They a so show how the position of the energy min-
imum changes when the val ues of the parameters deter-
mining the type of interaction are varied.

The simplest possible structure into whichan N = 2
helical configuration can bifurcate is an N = 3 helix.
Similar structures were observed to form in experi-
ments with ultracold atomic ions interacting by means
of Coulomb repulsive forces [2]. More precisely, the
structures observed in those experiments were a limit-
ing case of an N = 3 helix—an octahedral configuration,
inwhich thetrianglesformed by the grainsin the neigh-
boring (X, y) planes are turned relative to one another
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Fig. 9. Reliefsof thefunctionsF, F', K!73, and K’ for an N = 2 helix in the case of nonlinear screening (D = 0.1), strong noncollective
attraction (a = 0.1), and weak collective interactions (f = y=0.1).

through the angle ¢ = 173. In this case, asin the cases
of alinear string, a zigzag, and atetrahedral configura-
tion, it isalso possible to obtain the values u,;, at which
the octahedral configuration loses its stahility.

The results of numerical simulations and the data
from experiments with purely Coulomb systems show
that there are only a few possible types of structures
formed of severa interwoven helices. The particles
often form a two-shell structure that is energetically
more favorable than a one-sell structure. In the planar
case, this corresponds to atransition from five particles
at the vertices of aregular pentagon to four particles at
the vertices of asguare and one particle at the center of

the square. The situation with dust structures is, in a
sense, similar, the only difference being that, along with
N = 2 structures, structures with a larger number of
interwoven helices can be energetically favorable. Most
frequently, the results depend strongly on the type of
screened potential and on the efficiency with which the
grains are attracted to one another In the case of
Yukawa screening, thefinal resultsdiffer radically from
those in the case of nonlinear screening, especialy
when the screening parameters are close to certain crit-
ical values. These critical values, in turn, are deter-
mined by the number of grains per unit length of the
No. 10
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Fig. 10. Reliefs of the functionsF, F', K173, and K' for an N = 2 helix in the case of nonlinear screening (D = 0.1), strong noncollec-
tive attraction (a = 0.1), and strong collective interactions ( = 0.5, y = 0.2).

system and can easily be achieved in actual laboratory
experiments, as well as under microgravity conditions.

5.5. Formation of the Second Shell

The formation of the second shell begins with the
onset of a “degenerate’ helical structure—a linear
string at the axisof an N = 1 helix.

Astime elapses, the pitch of the string decreases and
the chain can bifurcate into a configuration of two N =1
helices, one being inside another. In numerical simula-
tions, such a configuration was not observed, however.
The external shell in the form of an N = 1 helix then
evolves into a structure formed of severa interwoven
helices, or, more precisely, into an N = 6 helix, contain-
No. 10

PLASMA PHYSICS REPORTS  Vol. 31 2005

ing within itself alinear string. Asthe external parame-
ter isfurther changed, two nested shells form, followed
by the formation of alinear string inside them, and |ater
by the formation of three nested shells, and so on. We
thus can again draw an analogy with the planar case; as
the external parameter is changed, a particle appears at
the center of the ring, inside which the second ring then
forms, followed by the appearance of a particle at its
center, and later by the formation of thethird ring inside
it, and so on.

We areinterested herein theformation of the second
shell merely in order to determine the parameter range
corresponding to one-shell structures.
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Fig. 11. Positions of extremes of the energy of an N = 2 helix and the boundary of the self-confinement region (K = 0) in the plane
(¢, u) in the case of collective interactionsfor D = 1, a = 0, y = 0.5, and different  values: 3 = (a) 0, (b) 0.2, (c) 0.4, and (d) 1.0.
Plot (€) summarizes all the curves shown in plots (a)—(d).

5.6. Comparison of Energies following configurations. string — zigzag —

. helix1 — tetrahedral configuration, etc. Since the

It can be seen that, as the external confinement energies of some configurations differ by only a few
parameter isvaried, adust structure evolvesthroughthe  percent, it is possible to experimentally observe stable
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Fig. 12. Extremes of the energy of an N = 2 helix and the boundary of the self-confinement region (K = 0) in the plane (¢, u) in the
case of collectiveinteractionsfor D=1, a =0, 3 = 0.5, and different y values: y = (&) 0.4, (b) 0.6, and (c) 0.8. Plot (d) compares dl
the cases of collective interaction illustrated in plots (a)—c) to thecase f = 0.

equilibrium configurations with energies dightly
exceeding the minimum energy. This was indeed
observed in numerical smulations: for the same value
of the external parameter, they yielded different config-
urations, depending on the initial grain positions. Col-
lective attraction is found to considerably complicate
the bifurcational picture because it leads to many new
“competing” equilibrium configurations with nearly
the same energies.

On the whole, the results of numerical simulations
agree well with our analytical estimates, which in turn
are physically more transparent and explain all phase
transitions from one configuration to another. We stress
that, for different configurations, we are comparing the
energies per grain, because the structures under analy-
sisareinfinitely long in the zdirection and thereby have
infinite total energies.

6. CONCLUSIONS

We have investigated typical equilibrium configura-
tions of a system of correlated likely charged dust
PLASMA PHYSICS REPORTS  Vol. 31

No. 10 2005

grains. We have derived stability criteria for severa
configurations (such asastring and azigzag). When the
external confinement parameter K is smoothly varied,
the structure can make either a smooth or a discontinu-
ous transition to a new state. Consequently, it may be
said that, wheresas transitions of a string into a zigzag
and of azigzag into an N = 1 helix are anal ogues of sec-
ond-order phase transitions, transitions between differ-
ent types of helical configurations resemble first-order
phase transitions.

We have carried out a comparative anaysis of the
energies of each of the configurations under study. All
analytical estimates are fully confirmed by the results
of numerical simulations.

We have shown that finite-length systems should
possess all of the regular features revealed in our inves-
tigations of infinite systems. We have described a
scheme whereby instability should develop initsinitia
stage. With the results obtained for an infinitely long
linear chain, it is possible to correctly estimate the val-
ues of the external confinement parameter at which the
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configuration undergoes transitions from one state to
another.

In actual systems, a suspended dust grain can gain
kinetic energy in collisions with plasmaions and elec-
trons. As aresult, the grain begins to oscillate about its
equilibrium position and can even escape from the
potential well. Our results take on special meaning in
this context. If the system has acquired sufficient
energy, then it evolves into a new steady configuration
with aminimum kinetic energy. If, however, the energy
acquired by the system is insufficient for it to evolve
into another steady configuration, then the grainsin it
begin to oscillate about their previous steady-state posi-
tions.

Itisimportant to emphasize the general featuresthat
have been revealed in our numerical simulations:

(i) 1t was found that any random distribution of the
grains evolves into one of the possible steady helical
configurations. No final configurations other than heli-
cal ones were observed.

(i) When the long-range interaction between the
dust grains is attractive, they can form steady helical
structuresin the absence of an external confining poten-
tial and even in the presence of a parabolic repulsive
potential.

(iif) In helical configurations, the dust grain distribu-
tion has a shell structure.
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Abstract—The formation of aneck in the cathode plasmajet in theinitial stage of alow-voltage vacuum spark
isinvestigated experimentally and theoretically. X-ray bursts corresponding to an electron temperature of 150—
300 eV are detected. With the use of apinhole camera, it isfound that an emitting region lessthan 1 mmin size
islocated near the cathode. The free expansion of a current-carrying cathode plasmajet with a current growing
in accordance with the experimentally observed time dependence is simulated using a hydrodynamic model. It
is shown that the neck forms at the front of the plasma jet due to the plasma compression by the magnetic self-
field. In the constriction region, the plasmais rapidly heated and multiply charged ions are generated. The cal-
culated spatial and temporal variationsin the electron temperature and average ion charge are close to the mea-
sured dependences over awide range of the discharge parameters. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Itiswell known that high-current vacuum sparks, in
which plasmais produced due to electrode erosion, are
sources of the characteristic X-ray emission from mul-
tiply charged ions (see, e.g., [1, 2]). According to the
current notion, these ions are generated in micron-size
regions of a high-temperature plasma with an electron
temperature of up to severa kiloelectronvolts [3, 4].
The formation of such regions is attributed to plasma
pinching that occurs in the plasma jet closing the inter-
electrode gap when the discharge current reaches its
maximum. Under these conditions, micropinches form
at a sufficiently high voltage (a few tens of kilovolts)
and high current (about 100 kA) [3-5] and the plasma
is produced from the erosion material of the anode [6].

However, the processes occurring in theinitial stage
of a pulsed vacuum discharge (vacuum breakdown),
when the plasma has the form of a jet emerging from
the cathode, are till poorly understood. This stage is
characterized by the presence of afree boundary of the
cathode plasma expanding into the interelectrode gap
and the rapid growth of the discharge current, which
leads to specific effects. It isin theinitial stage that the
beams of multiply charged ions of the cathode material
were observed both in early experiments with high-
voltage discharges (A1*%, W+ [7]) and in recent experi-
ments with low-voltage discharges with currents of a
few kiloamperes (Cu*!?, Ta*" 8, 9]). The generation of
multiply charged ionsis presumably related to the for-
mation of a neck at the front of the cathode plasma jet.
Theresults of numerical simulations[10, 11] show that
such a neck can develop when the discharge current
rapidly increases to about 1 kKA. It was found in recent
experiments [12] that so-called “hot spots’ emitting

X radiation are generated at the front of the cathode
plasma jet during a laser-induced vacuum discharge
with a current of several amperes.

The objective of the present paper is to investigate
(both theoretically and experimentally) conditions for
the formation of micropinch structures in a macro-
scopic cathode plasma jet in the initial stage of a vac-
uum spark discharge. These investigations, which are
certainly of genera interest, are also important for
applications, namely, a low-voltage vacuum spark can
be used to create a simple and compact source of soft
X-ray emission and multiply charged metal ions.

To solve the problem, we use not only the results of
recent X-ray measurements, but also of our previous
studies of the ion component of the discharge plasma.
The experimental data are compared to the results of
simulations of a current-carrying plasma jet by an
MHD model. In contrast to our preliminary simulations
[10, 11], the parameters of the model are chosen to be
close to the experimental conditions.

Most of the available MHD models apply to fast
Z-pinches with a characteristic current of | = 10°-10% A
and current growth rate of dl/dt = 10103 A/s [13—
15]. As regards a vacuum spark, the fina stage of a
micropinch was studied in [3] under the assumption
that there was radial equilibrium between the plasma
pressure and magnetic pressure and that the constric-
tion region was cylindrical in shape.

Our model deals with moderate discharge parame-
ters: | = 10°~10* A and dl/dt = 10°-10'° A/s. The model
differs substantially from the previous ones in some
respects concerning the specific features of the experi-
ments to be described. In particular, the model consid-
ers a plasma jet that emerges from the cathode and

1063-780X/05/3110-0843$26.00 © 2005 Pleiades Publishing, Inc.
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expands into a vacuum, the jet current growing with
time, and a fresh plasma being continuously supplied
into thejet channel from the cathode surface. We do not
assume a priori that there is equilibrium between the
plasma pressure and magnetic pressure, and the shape
and localization of the neck are governed by the dis-
charge parameters and are calculated self-consistently.

2. EXPERIMENTAL

The experiments with a low-inductance vacuum
spark were performed at a storage voltage U of up to
25kV. The eectrode system consisted of a conical
copper cathodel mm in diameter and a plane grounded
grid anode located at a distance of 9 mm from the cath-
ode end. The electrode system was placed in achamber
evacuated to a pressure on the order of (5-8) x 10 torr.
A discharge at the cathode end was initiated by means
of breakdown produced along the surface of adielectric
inserted between the cathode and the igniting el ectrode.
The discharge current was maintained by a capacitor
(C= 2 pF) and was measured by a Rogowski coil
immediately in the cathode circuit. Thetotal inductance
of the discharge circuit was no higher than 40 nH.
Before measurements, a series of 10° preliminary shots
were produced in order to train the cathode surface;
after training, the discharge parameters in different
shots differed by no more than 20%. The waveform of
the discharge current was a decaying sinusoid with a
half-period of about 1.5 ps.

In our studies, we used two X-ray diagnostics. In
both of them, microchannel plates (MCPs) were used
asradiation detectors. Thetemporal and energy charac-
teristics of X-ray emission from the discharge were
measured with the help of athree-channel detector sim-
ilar to that described in [16, 17]. The hardness of the X-
ray spectrum was estimated using absorbing filters—
polypropylene films of thickness 3.7, 7.4, and 11.1 um
installed in the first, second, and third channels, respec-
tively. The films protected the detector from UV radia-
tion and plasma particles but were transparent to X rays
in acertain spectral range dependent on the film thick-
ness. The geometry of measurements was such that
only the cathode region of the discharge gap fell into
the detector’s field of view; this prevented the detector
from the anode X-ray bremsstrahlung.

The second X-ray diagnostics used a pinhole cham-
ber equipped with an MCP. The plasma jet was imaged
onto the detector surface through a pinhole 0.4 mm in
diameter. Asin thefirst diagnostics, the anode region of
the discharge did not fall into the detector’s field of
view. The spatial resolution of the pinhole cameraat the
surface of the plasma jet was 1 mm. A luminescent
screen placed behind the MCP converted the electron
flux into avisible image recorded by a digital camera.
The detector operated in theintegral mode; i.e., the sig-
nal was averaged over the discharge pulse. Both of the
X-ray diagnostics are described in detail in [18, 19].

ZVEREV et al.

In addition to X-ray measurements, we also mea-
sured the ion energy distribution and the ion charge
composition by the time-of-flight technique using a
plane-capacitor-type electrostatic analyzer with an
energy resolution of AE/E =2 x 102 and atime resolu-
tion of about 40 ns. An MCP was used as an ion detec-
tor. The MCP sensitivity to ions with different energies
and chargeswas corrected using the datafrom [20]. The
analyzer was installed behind both the grid anode and
the drift gap and received the ions emitted from the
cathode jet and moving along the discharge axistoward
the anode. With the time-of-flight technique, the ratio
W/Z (wherep isthe atomic massand eZ istheion charge
number) could be determined for each ion species by
analyzing the delay time of the corresponding signal
from the detector.

3. MODEL OF A NONSTATIONARY
PLASMA JET

3.1. Basic Equations

Without allowance for viscosity, the plasma motion
is described by the following set of MHD equations
[21]:

% v pv) = 0, (1)

ot

Q(—gty—)+VE(pVV) = —VP+%j+B, @)

Lopsd Lyp_ 1.
LeEslvxBrgvP-rixB O)
v =0, 4)
vxB =40, )

C

VB =0 ©)

where p = mN; and P = P+ P, are the mass density and
pressure of the plasma; N, N, T, T;, Pe, P;, Vo, and V
are the density, temperature (in energy units), pressure,
and the électron and ion velocities, respectively; mis
the ion mass; c is the speed of light; E and B are the
electric and magnetic fields; j = eNg(V — V) isthe cur-

rent density; o = chgl ?/Z is the plasma conductivity;
and Z = N./N; is the average ion charge number.

Taking into account that, in the plasmaemitted from
the cathode spots, the inequality T, > T, holds [22, 23]
and that the Joule heat is released predominantly in the
electron gas, we will use the cold-ion approximation,
assuming P = P,. In this case, in order to close set of
Egs. (1)6), it is sufficient to supplement it with the
PLASMA PHYSICS REPORTS  Vol. 31
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electron heat balance equation. Without allowance for
heat conduction, this equation has the form [21]

30P,
20t

Here, Q= Q4 + Q. + Q,,, + Q,, isthe rate of the elec-
tron energy loss in callisions with ions, which is the
sum of thelossin elastic collisions (Qg), losses for the
excitation (Q,,) and ionization (Q,,,) of ions, and
bremsstrahlung loss (Q,,) [24]. The energy losses for
the line and recombination radiation do not enter
explicitly into the heat balance equation but only influ-
encethevaluesof Q., and Q,,,,, because afraction of the
ion internal energy may again return to the electron gas
viathe deexcitation of electronic levels and viarecom-
bination [24].

Inwhat follows, we use cylindrical coordinatesr, ¢,
and z (the z axis being directed from the cathode to the
anode) and assume that the plasma jet is axisymmetric.
Inthis case, the vectors entering into the equations have
the componentsV = (V,, 0, V,), j=(j;,0,],),and B = (0,
By. 0).

.2
-Q

—V[(PVe)+PVDJ =JE

(N

3.2. Quasi-One-Dimensional Approximation

To solve set of Egs. (1)—(7), we used the profiling
method [15], which allows one to reduce a two-dimen-
sional problem to a one-dimensional one, i.e., to study
the dependence of the plasma parameters on z and t
only. This approach is physically justified if the length
of the plasmajet is much larger than its diameter. Asin
[25] (where a stationary case was considered), we
assume that the particle and current densities decrease
to zeroin anarrow transition region at the jet periphery,
whereas, in the bulk of the jet, the parameters p, P, T,
N, V,, and j, are constant. We will also use a similarity
condition for the plasma and current channels, V x j =
0[26], assuming that the boundary of the current chan-
nel coincides with the jet boundary.

Under these assumptions, the two components of
the current density can be expressed in terms of the cur-
rent | and jet radius R(z t) using continuity equation (4)
[25],

_ . O0Rr
i(29) = JzazR )]
i, = -lIS, ©)

where S = iR’ is the cross-sectional area of the jet.
From Eq. (5), we then find
.

By(r,2) = —BRﬁ, (10)
where Bg = 21/(cR) is the magnetic field at the jet
boundary.
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From Eg. (1), we also obtain asimilar linear depen-
denceonr for theradial velocity V,(r, 2) = ViI/R, where
VR(z t) istheradial expansion velocity of the jet,
R oR
ot Veaaz
Multiplying Egs. (1) and (2), written in cylindrical
coordinates, by dS = 21rdr; integrating the product
from 0 to «; and taking into account Egs. (8)—(11), we
obtain quasi-one-dimensiona equations of conserva-
tion of mass and momentum,

9(pS) ,
ot

Vg = (11)

(pSVz) =0, (12)

O(PS)
0z

EIDZGInR
60 oz

3PS ZE'D

R RO’
and the electron heat balance equation
0 PSSO, d PS
atﬁbﬂﬂ 6szZ3 (15)

1R I N0 Ten 2QS
20000~ erD azENﬂiﬂ 3pﬂ3

0 0 2y _
a(psvz) +5_Z(psvz) - = (13)

0 0
a—t(PSVR) +a_z(pSVRVz) (14)

VD

_ o 2r?

308p2/3%l
where P = P, = T.N, and eisthe elementary charge. In
deriving Eqg. (15), we used Egs. (8), (9), and (12) and
the relationship V.=V — j/(eNy).

Equation (13), which describes plasma motion
along the jet, coincides with that from [15], whereas
equation of radial motion (14) differs from the corre-
sponding equation obtained in [15] by a numerical fac-

tor because of the different assumptions on the current
density distributions over the jet cross section.

3.3. Account for the | onization Effect

It is known [22] that, in vacuum discharges, the
cathode surface emits a dense plasma propagating
toward the anode at avel ocity of V, = (1-3) x 10° cm/s.
Because of the high plasmadensity (N, = 10'8-10'° cmr3),
the ion distribution over charge states approximately
corresponds to a local thermodynamic equilibrium
[27]. Asthe plasma expands into the interel ectrode gap,
its density rapidly decreases and the ionization—recom-
bination balance becomes disturbed. At low currents
(1< 500 A), the ion composition of the expanding
plasma remains unchanged and corresponds to that in
the cathode spot. At | > 1 kA, theion charge can further
increase; this process is governed by the rate of elec-
tron-impact ionization (i.e., by the electron temperature
and density) and by the time during which theions stay
inthedischargegap, T;=L/V,=1 us(whereL = 1 cmis
the gap length). In this case, the recombination pro-
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cesses are of minor importance, because the recombi-
nation time is much longer than the ionization time,
x> T;. In [11, 28], it was shown that three-body
recombination canbeignored at N.< 10 cm= and T, =
10-100 eV. Estimation of the photorecombination time
at the same plasma parameters yields 1z = 1/(0gN,) =

10 ps, where oz = 10/, /T, cm3 s (here, T,isineV
[29]).
For this reason, the equations for the ionization bal-
ance can be written in the form [11, 28]
of, . of, _
ot Vo T
Here, f, = N,/N; isthe fraction of ionswith the chargen
and density N,,, and E,,,, and k,, , are the ionization
energy and the ionization coefficient for the generation
of anionwith the charge n + 1. The average ion charge

number isthen defined asZ = anlnfn or Z=Ng/Ni,

knfn—lNe_kn+lane' (16)

whereN;= ) _, N, isthetotal iondensity. Thevalues
of coefficientsk (T, aregivenin[11, 28].

The rate of the electron energy loss for the ioniza-
tion of ionsis defined by the expression

Qion = NeNi Z En+1kn+1fn- (17)
n=1

Below, in most of the calculations, we assume that
Qi=0,Q,=0,and Q, = 0; i.e, ionizing collisions
with ions are considered to be a dominant mechanism
for electron energy losses (Q = Q,,,). The validity of
this assumption is discussed in Section 5.

3.4. Initial and Boundary Conditions

Equations (12)—15), represented in a divergent
form, were solved numerically by the particle-in-cell
method [3]. To compare the results of numerical simu-
lations with experimental data, the growth in the dis-
charge current was described by the formulal(t) = 1, +
| ,sin(Ttt/T), where the current amplitude (I, = 1-10 kA)
and the half-period (T = 1 ps) were taken to be close to
their actual values. The initial spatial distributions of
the plasma parameters (at t = 0) were calculated by the
steady-state arc model [31] for a current of 1, = 100 A.
It was assumed that, at the initial instant, the plasma
expanded from a cathode spot within acone with ahalf-
angle of o, = 176 and that the plasma front was almost
spherical [31]. Thus, the presence of alow-density fore-
plasma in the discharge gap was roughly taken into
account. This plasmawas produced by theignition cur-
rent and provided the closing of the discharge current as
the cathode jet propagated toward the anode. As bound-
ary conditions for the plasma jet at z = z, (near the sur-
face of the copper cathode), we used the velocity and
the ion compositions measured in low-current arcs and
approximately corresponding to the plasma parameters
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in the initial microjets: V, = 1.3 x 106 cmis[32], f) =

0.11, fg =0.72, and fg =0.17, the average ion charge
number being Z;, = 2.06 [27]. The electron temperature
was taken to be Ty, = 1 eV. It was assumed that the

cross-sectiona area §, = nRg of the plasmajet did not

change over time. This agreed with the experimental data
of [33], where it was shown that, in a short high-current
pulse (I = 1-3 kA, T < 1 ps), the plasma was entirely
emitted from a single macroscopic spot. For a copper
cathode, the spot radiusis equal to R, = 0.15 mm [34].

The mass flux through the cross-sectional area S,
can be calculated by the formula Gy(t) = noml(t)/(Z,e),
wheren,=0.1 istheratio between theion and total cur-
rents through the cathode spot [22]. The boundary val-
ues of the mass plasma density and the electron density
were then defined as py(t) = n,ml(t)/(Z,eV,S) and
Ng(t) = Zjppo/m. Thus, in the initial part of the plasma
j€et, the charged particle density steadily increased with
increasing current I(t); this resulted in a nonuniform
plasma distribution along the discharge gap.

4. FORMATION OF A MICROPINCH REGION
4.1. Formation of a Plasma Neck

Figure 1 shows the calculated distributions of the
main plasma parameters along the jet axis. It can be
seen that a neck formsin the jet (Fig. 1a). Due to mag-
netic compression, the longitudinal plasma velocity V,
near the left boundary of the neck decreases and then
vanishes at a certain point at the jet axis (Fig. 1b). At
this point, the plasma stops, and the neck breaks down
into two fragments. After this instant, the computation
was terminated.

As the cross-sectional area of the neck decreases,
the plasmadensity and the electron temperature rapidly
increase (Figs. 1c, 1d). This, inturn, leads to a substan-
tial increasein the average ion charge (Fig. 1€). Hence,
as in the classical Z-pinch, the development of a con-
striction in the expanding plasma jet results in the for-
mation of amicropinch structure with ahot, highly ion-
ized plasma.

It can also be seen from Figs. 1c—1e that, when the
neck breaks down, the plasma parameters (the density,
electron temperature, and average ion charge) reach
their maximum values. Test calculations for the subse-
guent period of time showed that two fragments of the
neck move in opposite directions and the plasma den-
sity and temperature in them slowly decrease. The
dynamics of the micropinch formation isillustrated in
more detail in Fig. 2. It can be seen that the decreasein
the jet cross-sectional area and the accompanying sub-
stantia increase in the plasma density (by more than
two orders of magnitude) occur relatively slowly,
whereas the electron temperature and the ion charge
increase over amuch shorter time (about 5 ns).
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Fig. 1. Calculated distributions of the plasma parameters
along the axis of the cathode jet for a discharge current
amplitude of |, = 3 kA: (a) jet cross-sectional area, (b) lon-
gitudinal plasma velocity, (c) ion density, (d) electron tem-
perature, and (€) average ion charge number at the instants
of 116 (heavy line), 119 (solid line), 120 (dashed line) and
121 (light line) ns from the beginning of the discharge.

PLASMA PHYSICS REPORTS Vol. 31 No. 10 2005

S, cm? N;, cm™3
1072 7
a 1018
1073_
_ 10]7
Wil
10 11016
1073 1015
T, eV Z;
300 18
i 16
2001
= 14
100+
12
1 1
105 110 115 120 125

t, ns

Fig. 2. Time dependence of (a) the cross-sectional area and
ion density in the constriction region and (b) the electron
temperature and average ion charge number.

Note that, the development of the constriction is
accompanied by a sharp increase in the eectric and
hydrodynamic resistances of the jet. Since the dense
cold cathode plasmais unmagnetized, thismay provoke
the formation of anew jet with its own current channel.
Presumably, it isthis effect that was responsible for the
appearance of apeculiarity inthe current derivative sig-
nal (see Fig. 4b) and spikesin the current waveform in
experiments by Plyutto [7].

The results of calculations allowed us to investigate
the development of a constriction in an expanding cur-
rent-carrying plasmajet in more detail. Figure 3ashows
the longitudinal profile of the ratio of the plasma pres-
sure to the pressure of the magnetic self-field, B =

8TP/BZ = 2¢?PS/12, at different times. It can be seen

that, at the initial instant, when the plasma current is
100 A, the plasma pressure is everywhere higher than
the magnetic pressure (3 > 1), so the influence of the
magnetic self-field on the plasma flow can be ignored.
Because of the rapid current growth, the system passes
through the equilibrium state with = 1, and, 20 ns
later, the magnetic pressure exceeds the plasma pres-
sure over the entire jet. This causes plasma compres-
sion toward the axis by the magnetic self-field. How-
ever, different regions of the jet move toward the axis
with different accelerations, which, according to
Eq. (14), are approximately equal to dVg/dt =
12/(pc®R?). Near the cathode, the acceleration is small
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Fig. 3. Longitudinal profile of (a) the ratio of the plasma
pressure to the magnetic pressure B = 8T/ Bé =202PS1?
and (b) theradial acceleration of the cylindrical boundary of
the plasma jet a = dVg/dt at different instants for a dis-

charge current amplitude of 3 kA. The arrow indicates the
point at which the neck starts to devel op.

because of the high mass density p of the plasmaarriv-
ing from the cathode surface, and it is also small at
large distances because of the low gradient of the mag-
netic field, VB? O 1%/R%. Hence, in a certain cross sec-
tion of the jet, the jet boundary moves toward the axis
with the maximum acceleration. It isin this cross sec-
tion that the constriction begins to form. Thisisillus-
trated in Fig. 3b, which shows the longitudinal profile
of the transverse acceleration of the plasma boundary,
dVR/dt. It can be seen that the constriction begins to
develop at adistance of about 0.7 mm from the cathode,
where the transverse acceleration has a pronounced
maximum as early as at t = 50 ns. This region is
entrained by the plasma flow, and, as the neck radius
decreases, the magnetic pressure force increases rap-
idly; as a result, the compression in the final stage
occurs very rapidly. Figure 3a also shows that, during
amost the entire phase of compression, the magnetic
pressure exceeds the plasma pressure. Only in the final
stage does the plasma pressure exceed the magnetic
pressure (B > 1) in the region of maximum compres-
sion.
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Fig. 4. Threshold current for the micropinch formation and
thedistance from the cathode to the micropinch asfunctions
of the discharge current amplitude.

4.2. Spatial and Temporal Characteristics
of the Micropinch

Important characteristics of the micropinch are the
time t. (from the beginning of the discharge) and
location z,., (the distance from the cathode) of its for-
mation. Calculations performed for different ampli-
tudes of the discharge current show (see Fig. 4) that, as
the current amplitudeincreases sevenfold, the threshold
current at which the process of pinching begins, I . =
1 kA, increases by only 50%. This meansthat the larger
the discharge current amplitude (i.e., the larger the cur-
rent growth rate at the same oscillation period), the
shorter the time (with respect to the beginning of the
current pulse) during which the micropinch forms. At
large amplitudes, the micropinch formswell before the
current reaches its maximum. Indeed, in the initial
stage of the current pulse, we have di/dt = 1, /1, so the
time during which the micropinch forms can be defined
ast... = 1/(dl/dt) = It/(1d,). Estimates by this formula
(witht =1 pg) yiddt,., =40-300 nsand Z,.., = Vit peek =
0.4-3 mm for amplitudes varying from 7 to 1 kKA. It fol-
lows from this that the key factor governing the forma-
tion of amicropinch inthe cathodejet isthe growth rate
of the discharge current (rather than its maximum
value). This means that the formation of a micropinch
in a plasma jet expanding into a vacuum differs sub-
stantially from the classical Z-pinch, in which this pro-
cess is determined by the amplitude of the discharge
current [1, 5].

Let us now compare the results of calculations to
experimental data. Figure 5 showsthewaveformsof the
discharge current and its derivative, as well as signals
from one of the channels of the X-ray detector for two
amplitudes of the discharge current. It can be seen that
X-ray signals are observed over awide range of the cur-
rent amplitudes,; however, the parameters of the signals
vary substantially asthe current increases. At relatively
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Fig. 5. Waveforms of (1) the discharge current, (2) the signal from the Rogowski coil, and (3) the signal from the X-ray detector for
discharge current amplitudes of (a) 0.8 and (b) 3.0 kA. The arrow indicates the peak from which the el ectron temperature was esti-

mated.

low currents (see Fig. 5a), the X-ray signa has the
shape of a smooth small-amplitude peak with a micro-
second duration and a gently sloping leading edge. The
maximum of the signal lies behind the maximum of the
discharge current. These data show that a hot plasma
emitting X rays appears in the discharge gap at currents
lower than 1 kA. Since the duration of the X-ray signa
fairly coincides with that of the current pulse, we may
suppose that the plasma jet emits as a whole. The low
level of the signal does not allow us to estimate the
plasma temperature but indicates that it is rather low.

Asthe discharge current amplitude increases to sev-
eral kiloamperes, the character of the X-ray signal
changes markedly. First, the signal appears as a
sequence of bursts, the duration of individual busts ot
being several tens of nanoseconds, which is much
shorter than the rise time of the discharge current. This
indicatesthe small size of the emitting region &z, which
can be estimated by using the measured value of ot:
0z = V0t < 0.1 cm. It should be noted that X-ray bursts
correlate with peculiarities in the waveform of the cur-
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rent derivative, whereas there are no peculiaritiesin the
waveform of the current itself (see Fig. 5b).

Second, X-ray emission at large current amplitudes
is observed in the initial stage of the discharge, before
the current reaches its maximum value. We can esti-
mate the distance z; between the cathode and the source
of X-ray bursts at the time corresponding their maxi-
mum brightness. It can be seen from Fig. 4b that the
brightness is maximum at t, = 400 ns after the begin-
ning of the discharge current, so we find z; = Vt, =
0.5 cm, which is smaller than the length of the dis-
charge gap but larger than the length 8z of the X-ray
generation region. Therefore, it may be supposed that
X rays are emitted from the front of the cathode jet
expanding into a vacuum. This estimate of z, agrees
with calculations of the distance z,., between the neck
and the cathode (see Fig. 4).

To determine of the micropinch location, let us con-
sider pinhole images shown in Fig. 6 for two values of
the discharge current. It can be seen from Fig. 6athat,
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Fig. 6. X-ray pinhole images of a cold cathode jet for dis-
charge current amplitudes of (@) 3 and (b) 10 KA:
(C) cathode, (A) anode.

at a current of 3 kA, the emission source appears as a
bright corelessthan 1 mmin size, which islocated at a
distance of 2-3 mm from the cathode. Taking into
account that the pinhole resolution is also about 1 mm,
we may suppose that the size of the hot plasma region
emitting X raysis substantially smaller than this value.
Asthe current amplitude increasesto 10 kA, the param-
eters of the emission source change (Fig. 6b). First, the
emitting region is somewhat displaced toward the cath-
ode, which is consistent with calculations (Fig. 4). Sec-
ond, the brightness of this region increases and its
image takes the form of abright strip with sharp bound-
aries near the cathode. That the emitting region is
extended toward the anode may be attributed to the
downstream propagation of a hot spot along the jet,
which leads to the spreading of its image. Note that a
similar effect—the propagation of the region of a com-
pressed high-temperature plasma emitting X radiation
along the discharge axis—was recently observed in a
high-current plasma-focus discharge [35].

Let us now discuss the data from measurements of
the ion composition of the cathode plasmajet that were
performed earlier by us under the same experimental
conditions [8, 9]. Figure 7c shows the signal from the
electrostatic energy analyzer measuring accelerated
ions moving toward the anode. The charge spectrum of
ions and the time of their generation (indicated by the
arrow in the figure) were calculated from the measured
values of their energy and flight time. It can be seen
from Fig. 7c that, at a certain instant, the cathode jet
generates short-duration beams of multiply charged
ions of the cathode material. Their duration and the
generation time are close to the corresponding parame-
ters of X-ray bursts (see Fig. 5b, curve 3). Since multi-
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Fig. 7. () Calculated and (b) measured time dependences of
the discharge current and (c) the signal from the electro-
static ion analyzer for E/Z = 2.1 keV. Arrow t; indicates the

instant at which al the ion species escape from the cathode
jet, and arrow t,.. indicates the calculated time of the

micropinch formation.

ply charged ions of the cathode materia are generated in
the high-temperature plasma emitting X radiation, the
datafrom theion measurements are consistent with X-ray
measurements. Moreover, previous experiments [36]
showed that the duration of theion signals decreased with
increasing discharge current amplitude. This also corre-
lates with the data from X-ray measurements.

It can also be seen from Fig. 7c that, besidestheions
of the cathode material in different ionization states, the
experiment showsthe presence of apronounced peak of
No. 10

PLASMA PHYSICS REPORTS  Vol. 31 2005



FORMATION OF A MICROPINCH AND GENERATION OF MULTIPLY CHARGED IONS

H* ions. In addition, ions of other light impurities des-
orbed from the cathode surface and from the dielectric
insert (O™, C™, N™ wheren=1, 2, ...) may also con-
tribute to the signal if the ratios p/Z of these ions are
close to those of copper ions (e.g., O* for Cu*t, O* for
Cu?, etc.). In Fig. 8c, the impurity ions that may con-
tributeto the signal areindicated in brackets. Noted that
it is more reasonable to ascribe the py/Z = 4 peak to O**
ions, rather than to Cu'®*, because there are no peaks of
the copper ions in close intermediate charge states
(such as Cu'3*, Cu'#, etc.). It should also be noted that
there was a considerable scatter in the signal ampli-
tudes in different shots. To exclude this effect, the sig-
nals recorded at fixed discharge parameters were aver-
aged over a series of shots and only these average val-
ues corresponding to different ion species were used in
the subsequent processing of the experimental results.

Figure 7a compares the experimental data to the
results of calculations of the dynamics of the neck for-
mation for the same amplitude of the discharge current.
The calculated time of the micropinch formation is
indicated by the arrow. Thistime is close to the instant
of generation of multiply charged ions observed in the
experiment (Fig. 7b).

4.3. Parameters of the Micropinch Plasma at Different
Amplitudes of the Discharge Current

Let us now consider the measured values of the
plasma parameters in the micropinch and compare
them to the simulation results. The plasma parameters
in the emitting region were estimated using the follow-
ing procedure. In an X-ray signal, we chose apeak with
a maximal amplitude, which apparently corresponded
to maximal values of the plasma temperature and den-
sity that were reached by the time of the micropinch
formation. Signals recorded in this detector channel
during different shots at a fixed amplitude of the dis-
charge current were structurally similar to one another
but had markedly different amplitudes. To obtain a sta-
tistically valid result, the peak amplitude was averaged
over aseries of ten shots. From theratio of the averaged
amplitudes for two channels (which differed from one
another by the filter thickness), we estimated the hard-
ness of the emission spectrum at a given amplitude of
the discharge current. Since the time resolution of the
recording system (about 30 ns) far exceeded the char-
acteristic time of plasma heating in the neck (a few
nanoseconds, see Fig. 3b), this procedure allowed usto
estimate the time-averaged plasma parameters by the
time of the micropinch formation.

In order to determine the parameters of the emitting
plasma (e.g., the electron temperature) from these data,
it is necessary to have information on the relationship
between the bremsstrahlung, characteristic, and recom-
bination components of the spectrum. The line emis-
sion in this case is directly related to the presence of
multiply charged ions of the cathode material in the jet
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Fig. 8. Calculated electron temperature (symbols) and that
estimated from X-ray detector signals (shaded domain) vs.
discharge current amplitude.

plasma. Previoudly, such ions were detected using time-
of-flight diagnostics [8, 9]. However, X-ray measure-
ments could not help usin deciding which of the spectral
components was prevalent. For this reason, when pro-
cessing the experimental data, we assumed that the
plasma bremsstrahlung made amajor contribution to the
signa and that the energy distribution of emitting elec-
trons was Maxwellian with a temperature T,.. Note that,
for the given filter thicknesses, the electron temperature
range within which this method provides a reasonable
accuracy (about 30%) spansfrom 0.1to 1.2 keV.

Figure 8 shows the electron temperature versus the
discharge current amplitude. The temperature was esti-
mated from the signal ratio for two pairs of filters. It can
be seen that the temperature varies in the range 150—
300 eV and increases with increasing discharge current.
The temperatures determined with different pairs of fil-
ters are close to one another; this confirms our assump-
tion that the bremsstrahlung component is dominant in
the emission spectrum. Fig. 8 aso demonstrates fair
agreement between the experimental dataand the calcu-
lated results over the entire current range under study.

The parameters of the ion component of the pinch
plasma were determined as follows. From the average
amplitudes of the signals corresponding to ions in a
given charge state Cu™ and measured at different val-
ues of E/Z, we constructed the energy spectrum of these
ions. Integrating the spectra of different ion species, we
determined the fractions of these species in the ion
beam for a given amplitude of the discharge current.
From the charge composition found in thisway, we cal-
culated the average ion charge number, which is shown
asafunction of the current amplitudein Fig. 9. Thefig-
ure aso shows the dependence of the average ion
charge number on the current amplitude obtained from
model calculations for two instants: just before and just
after the neck breaks down into two fragments (which
correspond to 120 and 121 nsin Fig. 1 for I, =3 kA). It
can be seen from Fig. 9 that both experimental and cal-
culated values of the average ion charge number
increase with increasing discharge current amplitude
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Fig. 9. Average charge number of copper ions in the
micropinch plasma as a function of the discharge current
amplitude: the rhombuses show the measured values, while
the closed and open circles show the maximum computed
values and the val ues obtained at the next computation step,
respectively.

and that these values are close to one another over the
entire current range under study. Calculations also
show that the plasma density in the neck increases with
current amplitude. Since the electron temperature in
thisregion variesonly slightly (seeFig. 8), the observed
increase in the average ion charge number is evidently
related to an increase in the plasma density.

Aswas pointed out in Section 3.3, the production of
multiply charged ions in the expanding plasma jet is
governed by three parameters. the €l ectron temperature
and density and the plasma vel ocity, which determines
the time during which the ions stay in the micropinch
region. In a moving jet, the time during the ions
undergo additional ionization is substantially shorter
than in astationary plasma. Thisiswhy the averageion
chargein our caseissubstantially lower than that cal cu-
lated for astationary plasmawith the same values of the
electron temperature and density [37].

4.4, Effect of the Discharge Gap Length
on the Micropinch Formation

The simulation results show that, asthe amplitude of
the discharge current decreases, the region where the
neck forms is displaced away from the cathode (see
Fig. 4). The reason for this is that the current grows
more slowly and, consequently, the time during which
the neck develops increases. During this phase, the
neck is entrained by the expanding plasma downstream
from the cathode (see Fig. 2b). For discharge current
amplitudes below a certain critical value, the neck is
displaced outside the discharge gap; i.e., a micropinch
has no time to develop. Hence, the formation of a
micropinch and the accompanying phenomena (such as
X-ray bursts and the generation of multiply charged
ions) should occur only when the amplitude of the dis-
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charge current exceeds this critical value, which
depends on the length of the interelectrode gap. Thisis
confirmed by the data from X-ray measurements,
which show that short emission bursts are observed
only at current amplitudes of higher than 1 kA.

Our analysis has shown that the micropinch param-
eters deduced from X-ray and ion measurements agree
with the simulation results over a wide range of dis-
charge currents. Thisindicates that the proposed model
adequately describes the formation of a high-tempera-
ture micropinch plasmain the cathode jet in the initial
stage of the discharge and the generation of multiply
charged ions of the cathode material by this plasma.

5. DISCUSSION

Using the calculated values of the plasma parame-
ters, let us now estimate how the processes that were
ignored in the energy balance equation may affect the
formation of a micropinch. We compare the time of the
micropinch formation T, to the characteristic time 1, =

|§,Ne/K of energy losses by heat conduction from the
heating region [38] (here, |, isthelength of the constric-
tion region and K is the electron thermal conductivity).
Since the ¢ component of the magnetic field B, = By =
21/(cR;) (where R, is the neck radius) is nonzero amost
over the entire cross section of the plasmajet, we have
to do with heat transport across the magnetic field. In
this case, the electron thermal conductivity is K =

ANT/( mecogr o), Where w, is the electron plasma fre-

guency and 1,= 104T§’ 2 /N, isthe electron—€l ectron col -
lision time (here, T, isin eV and N, is in cm3) [38].
From Figs. 1a, 1c, and 1d, we have: |,/R, = 5, T, =
10% eV, and N, = 107 cm™3 for | = 3 kKA. Thus, we find

that the heat losstimeis T, O (I,]/R,)* /To/Ne= 100 s,
whereas the characteristic time during which the
micropinch parameters vary, T, = 10-30 ns, is substan-
tially shorter. Therefore, heat conduction insignifi-
cantly affects the development of the plasma constric-
tion. However, taking it into account would smooth the
temperature distribution and decrease the maximum
electron temperature.

Let us now compare electron energy losses for
bremsstrahlung (Q,,) and ion excitation (Q.,) to losses
for ionization (Q,,). According to [39], we have
Q,/Qu + Q) < 1 a T, = 10'-10° eV; i.e,
bremsstrahlung losses are small. In all cases under con-
sideration, energy losses due to elastic collisions (Qg)
also are insignificant. In [40], the effect of excitation
losses for a vacuum arc with an aluminum cathode at
currents on the order of 1 kA was analyzed. It was
shown that Q.,/Qi,, < 1 at temperatures of T, < 20 €V.
Taking into account losses for ion excitation (i.e., for
line emission at plasma temperatures of several hun-
dred electronvolts; see Fig. 1) is a rather complicated
PLASMA PHYSICS REPORTS  Vol. 31
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problem, because it is necessary to consider a great
number of elementary processes, whereas the val ues of
the effective cross sections for many of them are
unknown. Rough estimates can be made by invoking
the concept of an average energy W of the formation of
an electron-on pair (the difference W - E; corresponds
to electron energy losses for excitation, where E; is the
ionization energy). Experimental datafor several gases
show that o = W/E, =2 [39]. Theoretical calculationsfor
multiply charged ions in a hydrogen-like ion approxi-
mation yield a = 1.5-4 [24] for N, = 10°-10"7 and
TJ/E; = 0.3-1. For this range of a values, the
micropinch parameters were calculated assuming that
the total collision losses are equal to Q = Q,, + Q.. =
0Q,,,. It turnsout that, even for a = 4, adecreasein the
peak value of the electron temperature (in comparison
to the case a = 1) is about 10%. This means that colli-
sion losses are of minor importance during the fast
development of the plasma neck (At = 1 ns), when the
work of the magnetic pressure force goes almost
entirely to an increase in the el ectron kinetic energy. Of
course, these losses may become important in the late
stage of the formation a quasi-equilibrium pinch [3].
However, a detailed discussion of this problem goes
beyond the scope of our study.

Asregardsthe assumption on the composition of the
X-ray spectrum (see Section 4.3), it isworth noting that
the literature data concerning the character of emission
of high-temperature metal plasma are contradictory.
Calculations show that the line emission from multiply
charged metal ions makes the major contribution to the
emission spectrum at electron temperatures of 10>
103 eV [5]. However, an analysis of measurements of
X-ray emission from a micropinch plasma [5] showed
that the effect of the line and photorecombination emis-
sion could be ignored. Experimental results obtained
with the use of Ross filters [41] also indicate that
bremsstrahlung is dominant in the X-ray emission
spectrum of the spark plasma. Notethat, in experiments
with laser plasma, where (as in our case) multiply
charged ions were produced from the target material,
the emission spectrum of the plasma jet was aso
ascribed to bremsstrahlung and the filter method was
successfully used to measure the electron temperature
intherange 0.3-2.5 keV [42].

The X-ray emission spectrum of a plasmamay aso
be modified by the beams of runaway electrons gener-
ated at the instant of the micropinch formation [43].
Model calculations [44] show that the energy of run-
away electrons depends on the discharge current. Fig-
ure 8 shows, however, that, in our case, this dependence
isweak. We believe that, under our experimental condi-
tions, the effect of X-ray emission from runaways on
the estimate of the electron temperatureisinsignificant,
because this temperature itself is evaluated to within a
factor of 2-2.5.
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6. CONCLUSIONS

The results of our experimental and theoretical
investigations allow us to propose the following sce-
nario for the formation of a micropinch structurein the
cathode jet of a vacuum spark discharge at currents of
1-10 KA. In the early stage of the discharge, a neck
forms at the front of the expanding cathode jet (at adis-
tance of afew millimeters from the cathode) as a result
of plasma compression by the magnetic self-field. The
time during which the constriction develops and its
location in the interelectrode gap depend on the growth
rate of the discharge current. However, the further evo-
[ution of the formed micropinch is governed by its own
parameters. In the constriction region, the radius of the
current channel islessthan 0.1 mm; asaresult, the den-
sity increases to 10'7 cm3, the electron component is
rapidly heated to a temperature on the order of 10% eV,
and the averaged ion charge increases substantially.
The calculated spatial and temporal variations in the
electron temperature and average ion charge are close
to the measured dependences over a wide range of the
discharge parameters.

It should be noted that, as the cathode jet generated
in a spark discharge with a rapidly growing current
expandsinto avacuum, it demonstrates features typical
of different plasma objects:

(i) At small (Iessthat 1 mm) distancesfrom the cath-
ode, the action of the magnetic field on a dense, rela-
tively cold plasma jet can be ignored and the plasma
parametersin the jet are close to those in a steady-state
vacuum arc.

(i) As the plasma jet expands further, a micropinch
forms at its front. The micropinch plasmais heated to a
high temperature, which leads to the generation of mul-
tiply charged ions of the cathode material. In this case,
the parameters of the micropinch plasma are compara-
ble to those in high-current vacuum sparks, which,
however, are characterized by a substantialy higher
energy.

(iii) The multiply charged ions generated in the
micropinch move toward the anode. A similar emission
of multiply charged ions from a current-free plasma jet
was observed when a target was irradiated by high-
power laser radiation (see, e.g., [45]). We emphasize
that, in both cases, the generation of multiply charged
ions occurs just at the front of the plasma expanding
into a vacuum. This allows one to directly measure
multiply charged ions. Such a situation is quite differ-
ent from that occurring in the pinch structures of high-
current sparks [2], in which multiply charged ions are
generated in alocal region of the plasma column bridg-
ing the interel ectrode gap. In this case, theions passing
through the surrounding cold plasma undergo charge
exchange and their charge decreases substantialy. Pre-
sumably for this reason, the cathode-material ions
escaping from the plasma column are in low charge
states [46].
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Abstract—A space-charge lens created at the Institute of Physics, National Academy of Sciences of Ukraine,
to focus negative ion beams using an additional electron ionizer is investigated. In the previous version of the
lens, in which the gas wasionized by the ion beam itself, the focal power was quite high (the focal length was
f < 20 cm) but the gas pressure was too great (P ~ 10~ torr), which resulted in significant charge-exchange
losses of the beam ions. The experimental and theoretical study reported here shows that the use of a 100-eV
electron beam as an auxiliary ionizer alows the working pressure in the lens to be significantly reduced. Asa
result, asimple, inexpensive, and efficient lens has been devel oped that can be used in systemsfor transportation

of negative ion beams. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The concept of aspace-chargelensfor focusing pos-
itiveion beamswasfirst proposed by Gabor [1] and was
then developed in anumber of studies (see, e.g., [2-4]).
In such alens, the negative space chargeis produced by
injecting electrons, which are confined in the lens vol-
ume by an external magnetic field. The radial profile of
the electric field is controlled by specifying the electric
potentials of the ring electrodes. It is evident that this
type of lens cannot, in principle, be used to focus nega-
tiveion beams, because this can be done only by means
of apositive space charge. A concept of a space-charge
lens for focusing negative ion beams was first formu-
lated in [5]. In this lens, the space charge is created by
positive ions produced via direct ionization of the
working gas by the negative ion beam itself. The elec-
trons created in the course of ionization are removed
from the system by applying a longitudinal electric
field. The use of easily ionized high-Z gases (such as
argon, krypton, and xenon) allowed us to create a lens
with afocal length of f <20 cm, which iscomparableto
the focal lengths of electrostatic and magnetic lenses.
Note that the potentials of the main electrodes of elec-
trostatic lenses are comparable to the potential of the
ion source; this increases energy consumption and,
most importantly, leads to aberrations and loss of the
beam ions at the electrodes due to intense deceleration
of the beam. Therole of these negative effectsincreases
with the beam current; therefore, as is known from
practice, electrostatic lenses can be used only at beam
currents of lessthan 10 mA. Magnetic lenses arefree of
these drawbacks, so they are widely used in practice.
However, to focus a 10-keV hydrogen ion beam at a
focal length of f =20 cm with an ordinary 10-cm-diam-
eter coil, the latter should have ~2 x 10* ampere turns.
In this case, the power consumption exceeds 10 kW.

Note that the power dissipated in a space-charge lens
with an external electron sourceis~100 W, and it isas
low as a few watts without an external source.

The space-charge lens is a rather simple and com-
pact device consisting of three electrodes with inter-
electrode voltages a few tens of times lower than the
potential of the ion source. However, the lens proposed
in [5, 6] has a significant drawback: since the gas pres-
sure in the lens is rather high (~1073 torr), a significant
fraction of the beam ionsislost dueto charge exchange
with neutral gas atoms.

Here, we propose a space-charge lens of aternative
design in which the gas is ionized not only by theion
beam itself but also by an auxiliary 100-eV electron
beam. The use of an auxiliary ionizer alowed us to
decrease the working gas pressure severafold and,
thereby, to substantially reduce charge-exchange losses
of the beam ions.

The focal power of the lens is measured as a func-
tion of the electron ionizer current. The results of the
corresponding numerical simulations by the particle-
in-cell method agree well with the experimental data.

2. EXPERIMENTAL SETUP AND RESULTS

A scheme of the experiment with a space-charge
lens is shown in Fig. 1. A beam of H- ions with an
energy of 10-12 keV and a current of 10-30 mA was
output from surface plasma source 1 through a 0.5 x
15.0-mm glit. The beam was formed and deflected with
the help of a 2-kG magnetic field created by electro-
magnet 2. After passing through the lens electrodes (3,
4), the beam fell onto measuring collectors (7, 8). Col-
lector 7 (10 cm in diameter) was used to measure the
total beam current, whereas collector 8 (2 cm in diam-
eter) was used to measure the beam compression ratio

1063-780X/05/3110-0855$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Scheme of the experiment: (1) pulsed source of H™ions, (2) deflecting magnets, (3) central electrode, (4) grounded end elec-
trodes, (5) filament circuit of the electron emitter, (6) control grid circuit, (7) beam current collector, and (8) collector for measuring
the beam current density. The gas is supplied through the output aperture of the electron emitter and is fed to a pressure gauge

through pipe 9.

(the ratio of the maximum beam current measured by
collector 8 in the focusing regime to the maximum cur-
rent measured without focusing). The lens was placed
~20 cm away from the dlit of the ion source. The dis-
tance between the outlet plane of the lens and the col-
lector was ~30 cm.

The lens consisted of three electrodes. a centra
cylindrical electrode 15 cm in diameter and 10 cm in
length (the diameters of the inlet and outlet apertures
being 5 cm) and two 1.5-cm-long 5-cm-diameter end
electrodes, placed a distance of 0.5-cm from the central
electrode. The end el ectrodes were grounded, while the
central electrode was at a negative potential, which
could be varied from 0 to —2000 V. The working gas
(argon) was supplied either through a pipe at the wall of
the central electrode or through the outlet aperture of
the electron emitter (see Fig. 1). The gaspressureinthe
lens could be varied in the range (0.1-1.5) x 1073 torr,
the pressure in the beam drift chamber being one order
of magnitude lower.

Two types of electron emitter were used. The first
type was a 7-cm-long 0.03-cm-diameter incandescent
tungsten filament set parallel to the lens axis along the
wall of the central electrode. The electrons were
extracted by the electric field of grid 6 (Fig. 1), whose
potential was varied from 0 to 100 V. The emission cur-
rent was limited by the electron space charge and
reached its maximum value of 25 mA at agrid potential
of 100 V.

The second type of emitter was a 1-cm-long spiral
made of 7-cm-long 0.03-cm-diameter tungsten wire. It
was set in the middle of the central electrode wall,
inside ametal cylinder with an outlet aperture of 1 cm.
The electrons were extracted by applying a positive
potential to the grid. Since the gaswas supplied through
the electron emitter, anon-self-sustained discharge was
ignited between the cathode and the grid. This dis-
charge partially removed the space charge that limited

the emission current. As a result, the e ectron current
injected into the lens could reach 200 mA.

The positive space chargein the lenswas created via
gas ionization by both the negative ion beam and the
electronsarriving from the emitter. Special experiments
and numerical simulations showed that the electrons
produced due to ionization and charge exchange
escaped either to the grid or to the end el ectrodes under
the action of the longitudinal electric field. The ions,
which were inertially confined in the lens, eventualy
escaped to the central electrode. It was shown in [6]
that, when the gaswasionized by theion beam only, the
density of positive ions could be afew orders of magni-
tude higher than the electron density.

The effect of an additional ionizer is illustrated in
Fig. 2 by the dependences of the beam compression
ratio on the emitter current for different gas pressures.

As was noted in the Introduction, in the absence of
additional electron-impact ionization, the optimal com-
pression ratio (sixfold increase in the current density)
was observed at a pressure of ~107 torr. It can be seen
from Fig. 2 that, with the additional ionizer, the beam
compression ratio increases appreciably at pressures as
low as P ~ 0.1 x 1073 torr. The optimal compression is
achieved at a pressure of =0.3 x 103 torr. The physical
picture of the processes occurring in the lens will be
analyzed in the next section using results of numerical
simulations. To make the comparison between the
experimental and numerical results more convenient,
the data presented in Fig. 2 arereplotted in Fig. 3 using
other variables. Here, the ratio of the lens focal length
to the optimal focal length corresponding to the maxi-
mum beam compression ratio is plotted on the ordinate.
2005
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Fig. 2. Compression ratio J/Jy of a12-keV H™ beam vs. elec-
tron emission current for different gas (argon—air mixture)
pressuresin the lens: P = (1) 2.2 x 107, (2) 29 x 107, and
(3) 7.2 x 107* torr. The gas is supplied through the output
aperture of the electron emitter. The lens potential is Uy, =
—1400V, and the ion beam current is 15 mA.

3. NUMERICAL RESULTS

The processes occurring in the lens were simulated
by the particle-in-cell method [7]. The geometrical
parameters of the simulated system corresponded to the
actual experimental parameters (Fig. 1). The voltage
between the central electrode and the end electrodes
was assumed to be constant and equal to U, =-1500V.
The electron emitter was an incandescent filament
wound to form a 14-cm-diameter spiral. A 2-cm-long
12-cm-diameter grid electrode was placed 1 cm away
from the electron emitter. A voltage of 100 V was
applied between the electron emitter and the grid elec-
trode, so theinitia electron energy was optimal for gas
ionization.

In our simulations, the gas pressurewasvaried in the
range (0.2-1.5) x 1073 torr. The current of the 15-keV
H- ion beam was 15 mA. The computational procedure
is described in detail in [6]. The only difference was
that here we took into account ionization produced by
the electrons arriving from the electron emitter.

The results of simulations allowed us not only to
determine all the parameters of the system in a steady
state (the particle trajectories and the spatia distribu-
tions of the electric potential, electric field, and particle
densities), but also to trace their dynamics during the
transient process. For brevity, we present here only the
most important results that are necessary to understand
the physical picture of the processes occurring in the
lens and to make a comparison with the experimental
data. The characteristic parameters of the system are as
follows: the time during which a steady state is estab-
lished is a few microseconds, the radial electric field
2005
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Fig. 3. Relative focal length of the lens for a 12-keV
H™ beam (@) as a function of the electron emitter current at
different gas pressuresinthelens (P = (1) 2.2 x 1074, (2 29x
107, (3) 4.4 x 107, and (4) 7.2 x 10~ torr) and (b) as a
function of the gas pressure at different electron emission
currents (Jgm = (1) 0, (2) 10, and (3) 50 MA). The lens
potential is U;, = —1400 V, and the ion beam current is
15mA.

attains ~100 V/cm, and the positive ion density is as
high as~10% cm=.

Let us consider in more detail how steady-state
operating conditions are established in the lens at an
emission current of 100 mA and a gas pressure of 0.7 x
1073 torr. Figure 4 shows the time evolution of the
potentia at the center of the lens. In the initial stage,
which lastsfromt =0tot=0.5 x 10 s (the so-called
initia filling stage), the potential decreases. The reason
for thisisthat al the newly born particles are accumu-
lated in the volume and the number of the positive ions
produced due to ionization is less than the number of
electrons created via both gas ionization and the
detachment from negative ions in their collisions with
neutral atoms. In this stage, the potential at the center of
the lens becomes lower than the grid potential U and
even than the potential of the central electrode U, so
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Fig. 4. Calculated time evolution of the potential at the cen-
ter of thelens.

the lens is defocusing. The electrons arriving from the
emitter play aminor role because, in this stage, they do
not penetrate into the central region of the lens.

Astime elapses, the el ectrons escape to the end el ec-
trodes and partially to the grid, whereas the positive
ions continue to be accumulated in the lens volume.
Thisleadsto anincreasein the potential at the center of
the lens and, consequently, to an increase in the rate of
gas ionization by the electrons arriving from the emit-
ter. The time evolution of the logarithm of the ratio of
the positive ion density to the electron density in the
lens, 1og(Nign/Nion) » 1S Shown in Fig. 5a. It can be seen

that, 0.5 us after the beginning of the process, the ion
density becomes equal to the electron density and then
exceedsit. The steady state is established over atime of
about 1 us. In this regime, the electrons arriving from
the emitter efficiently ionize gas atoms. They havetime
to perform several oscillations in the lens before escap-
ing to either the grid or the end electrodes. Note that the
electrons born in the interaction between the beam and
the gas atoms escape from the lens only to the end el ec-
trodes.

It should be noted that, in a steady state with addi-
tional electron injection, log(n;y./Nie,) is equa to 0.5
(Fig. 5a), whereas without electron injection, it is~2.0.

In the steady state, the radial profile of the potential
in the lensis close to parabolic (Fig. 5b, upper curve).
In this case, as follows from Fig. 6, the beam is effi-
ciently focused by the lens, the focal length being
25cm.

We performed calculations for different electron
emission currents and gas pressures. The results
obtained are presented in Fig. 6 in the form of pressure
dependences of therelative focal length (theratio of the
focal length f to the optimal focal length f,)) for different
electron emission currents. Here, the optima foca
length is the focal length at a pressure of P = 1.5 x
1073 torr. It can be seen that an increase in the electron

GORETSKII et al.
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Fig. 5. () Calculated time evolution of the logarithm of the
ratio of the positiveion density to the electron density inthe
lens and (b) radial profiles of the potential in the central
cross section of the lens at the initial instant (lower curve)
and in a steady-state operating mode (upper curve). The
increase in the potential at r = 0isAU =400 V.
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Fig. 6. Calculated relative focal length of the lens (f, =

20.0 cm) vs. gas pressure for different electron emission
currents: Jem, = (1) 0, (2) 20, (3) 50, and (4) 100 mA.

current leadsto asignificant decreasein thefocal length
(anincrease in the lens power). This effect is more pro-
nounced at low gas pressures. At the maximum electron
current, the focal length at a pressure of 0.3 x 103 torr
PLASMA PHYSICS REPORTS  Vol. 31
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isonly twice as large as that at apressureof P=1.5 x
103 torr. A comparison of Fig. 3to Fig. 6 showsthat the
simulation results agree well with the experimental
data.

4. CONCLUSIONS

Our experimental and theoretical study has shown
that the use of an auxiliary electron ionizer with an
electron energy that is optimal for ionizing the working
gas in a space-charge lens allows one to decrease the
gas pressure severafold and, thereby, to substantially
reduce charge-exchange losses of the beam ions.
Therefore, such alens is a simple and efficient means
for focusing intense negative ion beams.
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Abstract—The parametric interaction of inertial Alfvén waves with large-scale convective cellsin alow-den-
sity plasmaisinvestigated. It is shown that, in plasmas where the Alfvén velocity is comparable to or exceeds
the speed of light, the parametric interaction is substantially suppressed. A compact expression for the optimal
scale and instability growth rate of the fastest growing mode is obtained. The relevance of our theory to space-
craft measurements in the Earth’s ionosphere is discussed. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The generation and nonlinear evolution of convec-
tive cellsin magnetized plasmas and geophysical fluids
have been the subject of a great deal of research in
recent years [1-9]. Convective cells driven by the para-
metric decay of inertia Alfvén waves (IAWS) in the
topside ionosphere have recently been discussed in
[10]. It has been shown that this instability can provide
an efficient mechanism for the excitation of nonlinear
large-scale el ectrostatic structures. This may lead to the
formation of a turbulent boundary Alfvén layer in the
Earth’s ionosphere. Such a mechanism represents an
inverse cascade in plasma turbulence and can therefore
result in energy transfer from small-scale Alfvénic per-
turbations to large-scale convective motions. Further-
more, in this scenario, one can expect efficient particle
acceleration perpendicular to the external magnetic
field.

Some of the plasmas existing around magnetized
space objects contain regions where the plasma density
is substantially decreased (plasma cavities) relative to
the background environment. Therefore, it is of interest
toinvestigate the parametric instability of Alfvén waves
in alow-density plasmain which the Alfvén velocity is
on the order of the speed of light and the magnetic pres-
sureison the order of the plasma energy density at rest.
Thisapplies, first of al, to the auroral region, where the
plasma density decreases exponentially with height
above theionosphere, while the magnetic field changes
more dowly. The Alfvén velocity in this region
increases sharply toward the magnetosphere and attains
its maximum value at an altitude on the order of the
Earth’s radius. According to observations [11, 12], the
Alfvén velocity in this region is on the order of 2 x
10° km/s or larger and thus becomes relativistic, i.e.,

comparable to the speed of light. This effect was not
included in the analysis of [10].

Theaim of the present paper isto generalize the the-
ory of the AW parametric instability developed in [10]
to the case of a low-density plasma, accounting for
effects of a nonzero ratio between the Alfvén velocity
and the speed of light.

The paper is organized as follows: In Section 2, we
derive the basi c nonlinear equations describing the non-
linear dynamics of |AWSs, taking into account the non-
zero ratio of the Alfvén velocity to the speed of light.
Section 3 is devoted to the derivation and analysis of a
general dispersionrelation for convective modes. A dis-
cussion of our results and their relevance to space
observationsis presented in Section 4.

2. BASIC EQUATIONS

| AWSs correspond to shear (k; > k,) electromagnetic
wavesin low-B (B < m,/m, where my;, is the electron
(ion) mass) plasmas. In the linear approximation, they
obey the dispersion relation

W = kv aBa A, (1)
where w, and k are the wave frequency and wave vec-
tor; k, and k; are the components of the wave vector
along and perpendicular to the external magnetic field
B,, respectively; v, = By/(Lop) " isthe Alfvén vel ocity;
U, is the permeability of free space; and p = nm isthe
plasma mass density. Furthermore, A, =1 + )\ské isa
factor accounting for the wave dispersion, A, = €/t iS

the collisionless electron skin depth, ¢ is the speed of
light, wye = (N€%/gymy)'2 is the plasma frequency, n is
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the plasma density, e isthe elementary charge, €, isthe

permittivity of free space, and B, = 1/(1 + v /&) isthe
factor accounting for thefinite ratio between the Alfvén
velocity and the speed of light. In a plasma with a
weakly relativistic Alfvén velocity, we have B, = 1 —

va/c. In the limit v, > c, dispersion relation (1)
reduces to the ordinary AW dispersion relation. In the
case of very small plasma density, i.e., when the mag-
netic field pressure substantially exceeds the plasma
energy density at rest, we have v, > c¢. According to
Eqg. (1), the dispersion relation in this case is w, =
kzc/\;”2 , and thus the IAW'’s phase and group veloci-
tiesalong the external magnetic field are lower than the
speed of light.

The nonlinear IAWSs can be described in terms of the
two-potential representation [10]: E,=-0d,0 — 0,A, Ep=
-V46,and B = V-A x 2, where E and B are the wave
electric and magnetic fields and Z is the unit vector
along the ambient magnetic field B,. Here, the sub-
scripts z and O denote the components along and per-
pendicular to B, respectively; d, = d/0t; 0, = 0/0z ¢ is
the scalar potentia of the electric field; and A isthe z
component of the vector potential.

We next adopt the equation for the parallel electron
motion, E, + (vg X B),=—(M,/€)d,V,., Wherevg = Bgli X
V¢ istheectric drift velocity,d, =, + vg - V,and V5=

V-2 .V.Here, vo=—j,/enandj,= —uglVéA arethe
paralel electron velocity and electric current, respec-
tively. We then obtain the gauge condition relating the
electrostatic potential ¢ to the vector potential A,

d(1-A20%)A+0,0 = 0. Q)

Taking into account that the perpendicular current is

related solely to the ion inertia, j = ju = —Hg d,V b,
and substituting the explicit expressionsfor the perpen-
dicular and paralld electric currents into the equation

&5’V -j+0,V -E =0, weobtain

2
"4
0,050 +d050 +viad,05A =0, (3
C

whered, =0, + BngD -V=0,+ Bgl{A, ...} isthe
operator of differentiation along thetotal magneticfield
and {A, ...} = (0,A)9, — (d,A)0 denotes the Poisson

bracket. The term proportional to vf\/c2 on the left-

hand side of Eq. (3) is due to the displacement current
inAmpére’slaw. The system of Egs. (2) and (3) consti-
tutes aclosed set of equations that describes the nonlin-
ear dynamics of |AWsand representsthe generalization
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of the equations used in [10] to the case of relativistic
Alfvén velocities.

3. EXCITATION OF CONVECTIVE CELLS

Following [10], we decompose the scalar and vector
potentials (¢ and A) into their low- and high-frequency
parts: ¢ = @+ Y and A= a + A, where @ and a are the
electro- and magnetostatic potentials of the convective
mode that vary slowly with time and do not depend on
the z coordinate.

Averaging Egs. (2) and (3) over the fast time and
short spatial scales of the IAWS, we obtain a set of
equations describing the evolution of convective cells,

0,050 = —Bo'Ba({W, Do} —vAlA D2A ), &)

0(1-A05)a = -By ({w, (1-A0DA . (5)
where the overbar denotes averaging. Hereafter, for
notational convenience, the subscript hin the definition
of the high-frequency part of the vector potential is
omitted.

The coupling of lAWs with convective cells is gov-
erned by the equations

2 2 2
0.0 + v ABA0,05A

= —By Bal{ o oy} +{w .0 ¢ (©)
—va({a, O2A +{A D2a)],
1-A202)A
at( e D) +azlp (7)

= —By ({0 (L-AD2)A +{W, (1-N02)a ).

We choose the potentias of the convective mode in the
form @= @,expli(q - r- Q)] +c.c.anda=a.expli(q - r-
Qt)] + c.c., where @, and a, are the slowly varying Fou-
rier amplitudes of the convective potentias; q = q; and
Q are the wave vector and wave frequency of the con-
vective mode, respectively; and c.c. denotes complex
conjugate. The high frequency potentials are then repre-
sented as a superposition of the pump wave and two
sidebands: Y=Y, + P, + Y_andA=A,+ A, + A. The
potentials Y, = Yexplitk - r — wyt)] + cc. and A, =
Acexplik - r — wyt)] + c.c. correspond to the pump
Alfvén wave with the frequency w, determined by
Eq. (1). The two sidebands are written in the form ), =

Wy, expli(k, - — oy )] +c.c.and A, = A expli(k, -r—
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w, ] + c.c., where w, = kaABA/\;ﬂ2 + Qandk, =
k = q. Asaresult, from Egs. (4) and (5) we obtain
iQq"g,
-1 2 2 % 2 A%
= =By Ba(q x k) [ (ki =K) (W Wi, = VAALAL) (B)
(K=K (W —VAAAD)]

QA8 = —By (0 X K),(A Wk Ay, o
=AW AL+ AW A=A WAL,
where Ay = 1 + qz)\g and A, =1 + ijj. Using

Egs. (6) and (7), we obtain the expressions for the Fou-
rier amplitudes of the sidebands

k ) 2_ 2
I(Q(_?_ gu)_?) Bok k2q BA[LIJk(pq - ViAkaq] ’ (10)

Yy, =

Wic
(axk), K

= (Q 6&))8 k_q BA[qu(pq_VAA aq]

(11)

(qx k),

i /\kAk(pq_/\qukaq
(Q+3w,)B,

Ny '

+

A, = (12)

(g xk),
(Q-0w)B,

A Ak(pq /\qq*':aq
Ay, ’

AL =i (13)
1/2 1/2 . .
where 3w, = K VaBa(A ™ — Ay, ). Substituting expres-

sions (10)—(13) into Egs. (8) and (9), wefind the disper-
sion relation for convective cells

EQ+Al B,
O A,

00 O
oo%o=o,

(14)
Q+B,004,0

where &, = a,VaBa/Aq - . The matrix elements A, , and

B, ,are
(qu) |qu|
Bo
gﬁ-q
Ba- AkﬂQ+6w (15)
k2—k2B52_q22 10 1 0O
* g 0K BA_/\_kEQ_E"”—%
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CELN

B(Z)/\IiJZ/\ 172

k BﬂBA

k —k 1

B]_:_

Dmm (16

d
U
-0

(g % K)2|w *AL”

BoAy

K qZD 1
kf DQ +ow,
(17)

A =

Mm K-qH 1
BS [ k/\DQ+5w+

(18)

In analogy with [10], considering solely large-scale
convective cells (q2)\§ < 1) and keeping in mind that
the strongest interaction of 1AWS corresponds to the

case q < kand q O k, matrix elements (15)—(18) are
reduced to the form

Q
A§O)=q2|VE|2 wz[b_o((1+[3A)], (19)
(0) 2Q

B =—q’|ve’ Q—ézl\km(b a), (20)
A =d Ve T =N 2BA (1)

©_ 2. 2 4Q q2
B,"=—q |VE| QZ—BQ)ZK—Z’ (22)
where [Vef = W PKRBY, 8w = wb(@/2k), b =
KAZ/(1+ K°AZ), anda = v /(v + ). Inthe nonrel-

aivistic case, where 3, — 1 and a — 0, matrix ele-
ments (14)—(22) are reduced to their values obtained in
[10].

From Eqg. (14) with matrix elements (19)—(22), one
finds that parametric instability occursiif

b—2q°/k* > a (1 + BL). (23)
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Note that this condition is not satisfied (and thus the
instability is suppressed) in a plasma with ultrarelativ-
istic Alfvén velocities, when v, > ¢, B, — 0, and
o — 1.

Dispersion relation (14) with matrix elements (19)—
(22) alows us to investigate the parametric instability

of IAWsinthe general case of arbitrary values of vf\/c2
and k\.. The analysis of the dispersion relation in the
general case reduces to an investigation of the roots of
a biquadratic equation for the frequency Q. In order to

make our analysis more transparent, we restrict our
consideration to the most important casein which kA, =

1 and v,i/c2 < 1. Insuch aplasma, b is on the order of
unity, o = v 2 /c2, and Ba=1— v 2 /c. From expressions
(19)—(22) one redlizes that the matrix coefficients A(O)

and B(O) are small relative to the others because v 2
and g*/k*> are small. In this case, our instability analysis
reduces to the solution of the equation
Q°-dw = —A. (24)

Dispersion relation (24) corresponds to a purely
electrostatic convective mode with @, > a,. The solu-

tion of Eq. (24) showsthat therea part of the frequency
equals zero and that the growth ratey =iQ is

12

o 20 v o
= | 2q°|ve b-2—0-dw (25)
O cU

Equation (25) shows that a large Alfvén velocity
results in a decrease of the instability growth rate and
thus plays a stabilizing role. Instability exists for wave-
numbersin the range

2

B2 k2N 0
0<% PrL KA —2% 26)
B2 KXb’0 ¢

For fixed k, the fastest growth is attained at the
wavenumber g given by

2

2 B[’ K*AD v, U
- ABEEAH v N
max BO k b cd
The maximum growth rate is thus
B ICAD  viO
Year = 270, B’ k' A —24] (28)

kfbD

Physically, this instability describes the energy
transfer from short-scale Alfvénic perturbations to
large-scale electrostatic convective motions that is
inherent to the inverse cascade.
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4. SUMMARY

The |AW parametric instability in a low-density
plasma has been investigated under conditions such
that the Alfvén velocity is on the order of the speed of
light. We have derived nonlinear equations (4) and (5),
describing the nonlinear interaction of the |AWSs with
large-scale convective structures. The latter can be
identified in satellite data as wave structures with a
great impedance ratio (on the order of or greater than
the speed of light).

Using the method developed in [10], we have
obtained a nonlinear dispersion relation for convective
modes (14) with matrix coefficients (15)—(18). We have
derived condition (23) for the onset of the parametric
instability of the IAWSs, from which it has been con-
cluded that the instability can be suppressed by the
effects of a nonzero ratio between the Alfvén velocity
and the speed of light.

According to the measurements provided by the
FAST satellite, the value of the parameter v,/c in the
maximum of the Alfvén veocity (the so-called
Dessler’'s maximum) differs substantially for the day-
and nighttime conditions[11, 12]. During the daytime,
this ratio is on the order of 0.1-0.2 (o < 1), whereas
during the nighttime, v,/c = 1 and the parameter a
becomes on the order of unity. Thus, under the night-
time conditions, the parametric instability can be sup-
pressed. It is the case of nighttime ionosphere that is of
the most interest for our study. The IAW generation
(e.g., as a result of feedback instability) is the most
favorable during thistime [13, 14].

Observations provided by the IC-Bulgaria 1300
[15] and FAST [16-18] satellites at the auroral zone,
bel ow the maximum of the Alfvén velocity, indeed give
evidence for the existence in the ionosphere of damped
large-amplitude (up to 100 nT) Alfvén waves and con-
vective perturbations with an impedance ratio greater
than the speed of light. At higher atitudes, where the
Larmor radiusis larger than the skin depth, the appear-
ance of convective cells, according to the Polar data
[19], was not noticed. Thesefactsindirectly confirm the
results of our analysis of the parametric instability of
kinetic Alfvén waves in afinite-pressure plasma[20].

A more detailed comparison of theoretical results
with satellite data requires further development of the
model of parametric interaction of Alfvén waves with
convective cells in the ionospheric plasma. In particu-
lar, it is necessary to take into account the conductive
boundaries (E layer), the dipole structure of the mag-
netic field, etc. Furthermore, the auroral zone is very
inhomogeneous along the altitude. The region where
the Alfvén velocity is on the order of the speed of light
is relatively narrow (on the order of 2000—3000 km).
Thus, the wave perturbations in this region are nonlo-
cally linked to those lying in the lower ionospheric lay-
ers. All this requires the development of a nonlocal
model and quite complex 3D numerical codes. Thefirst
results of numerica simulations of nonlinear Alfvén
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waves in the ionospheric plasma (using a 2D code)
were recently obtained in[21-23]. However, the effects
of parametric interactions were not considered because
of the low dimensionality of the numerical code.
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Abstract—The dynamics of arelativistic electron beam in the vicinity of aninjector in the form of a spherical
conducting body in a space plasmais considered. An equation describing the radial evolution of a steady elec-
tron beam with a self-similar density profilein the electric field of the injector isformulated. A method for cal-
culating the radia evolution of a relativistic electron beam in the vicinity of an injector is developed. The
method is based on the numerical integration of a set of ordinary differential equations for the beam radius and
field potential in the space charge region under the relevant boundary conditions at the injector surface. Results
are presented from numerical simulations of the radial dynamics of an electron beam in the vicinity of a spher-
ical screen system for neutralizing the electric charge carried away by the beam. The numerical results show
that the electric field of the injector hastens the beam expansion. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The problem of the dynamics of charged particle
beams in space plasmas has attracted the attention of
researchers for over more than 30 years. This problem
isof interest primarily in connection with preparing and
carrying out experiments on the probing of the Earth’'s
ionosphere and magnetosphere by beams of accelerated
charged particles (usualy electrons) injected into
plasma from high-altitude space vehicles (and, howa
days, from Earth-orbiting satellites) [1, 2]. In recent
years, new important applications of this problem have
appeared that are associated with research on creating
new types of space accelerating systems, such as beam
systems for active remote analysis of surface rocks of
atmosphere-free celestial bodies [ 3, 4], space accelera-
torsfor investigationsin high-energy physics[5, 6], and
nonrocket propulsion systems based on accelerated
charged particle beams [7]. In this research, the prob-
lem of the dynamics of relativistic electron beams
(REBS) in space plasmas plays an especially important
role because it underlies the concept of most of the
space accelerating systems that are currently under
devel opment.

In studying the problem of REB dynamicsin alow-
density space plasma, the evolution of a beam in the
vicinity of an injecting body usually requires special
consideration because, under the high vacuum condi-
tions of outer space, the strong electric field generated
by the beam in the vicinity of the body can substantially
influence the beam evolution. In my earlier paper [8], it
was shown that a high-altitude space vehicle (SV)
injecting a low-current (about 0.1-1 A) electron beam
can be charged to a potential of severa unitsof MV or
more; in this case, relativistic effects in the motion of

the electrons of the neutralizing plasma current become
important.

The aim of this paper is to consider the radia
dynamics of asteady electron beam in the vicinity of an
injector in the form of a spherical conducting body. In
practical situations, this corresponds to the injection of
a beam from an SV equipped with a spherical screen
system for neutralizing the charge carried away by the
beam. In contrast to the paper by Fedorov [9], who
investigated the effect of the injector’s electric field on
the dynamics of a nonrelativistic beam, here the prob-
lemwill be solved under the assumption that relativistic
effects can play an important role in the dynamics of
both the electrons of the injected beam and the elec-
trons of the plasma current induced during the injec-
tion.

2. PROBLEM FORMULATION
AND BASIC EQUATIONS

Let us consider an REB with a current J, that is
injected into a space plasma from an injector in the
form of a spherical conducting body of a given radius
R. We assume that theinjector isat rest in the surround-
ing background plasmaand that the plasmaitself is col-
lisionless. These assumptions correspond to the condi-
tions

L, > R, (1)
> |:§kTe, i|:|l/2
V < Crom. 0 2)

e, i

where Lg,i are the mean free paths of the plasma elec-
tronsand ions, R* isthe characteristic radius of the per-

1063-780X/05/3110-0865$26.00 © 2005 Pleiades Publishing, Inc.
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turbed region (see below), T, and T, are the electron and
ion plasmatemperatures, and V isthe orbital velocity of
the injector. We assume that the beam is injected in
exactly the radial direction and that, at the exit from the
injector, it is steady and axisymmetric. We also assume
that theintensity of the beam islow enough for the elec-
tric and magnetic fields of its current and space charge
to not serioudly affect the distribution of the plasma
particles in the main part of the perturbed region (esti-
mates show that this assumption is valid in the cases of
most practical interest).

We can readily see that, under the above assump-
tions, the problem of the beam evolution in the vicinity
of the injector splits into two independent problems:
one of theradial profile of the electric field in thevicin-
ity of a spherical conducting body from which a nega-
tive charge is carried away by the current J, of the
injected beam, and another of the dynamics of a steady
electron beam in the electric field of the injector. In the
case under consideration here, namely, when the beam
is injected in exactly the radia direction, the second
problem reduces, in essence, to that of the beam
dynamicsin a prescribed longitudinal electric field,

0 _ 09y(2)-
az Zy

where the potential ®(2) of the externa electricfieldis
related to the solution @ = d(r) to the problem of the
radial profile of the field potential in the vicinity of the
injector by the relationship

®o(2) = O(r). 4)

In [8], it was shown that, under the above assump-
tions, the problem of determining the potential d(r)
reducesto that of solving thefollowing equation for the
dimensionless potential V = ed/m.?:

E

z>R, 3)

B_IdeD 0 595 KT DB/ZER*D _V+1 5)
dnt' dnd (e Ob0 Nv+2)
Here, n = r/R* is the dimensionless radial coordinate;

D is the Debye radius in the background plasma; and
R* is the radius of the space charge region, at the
boundary of which the field potentia is specified to
have a prescribed value ®* satisfying the conditions

edp*

> 1, 6)
*

e” .. %)

m.C

Under condition (6), the value of the radius R* is close
to the value that can be found from the solution to the
equation (see[9])

2 9

Jp/e(8TKT/m,) “n R*? = 1.47. (8)

KOLESNIKQOV

At the boundary of the space charge region, the dimen-
sionless potential V should satisfy the conditions [8]

edJ*z’ )

V(1) = Vv* =
e

v2[] KT ¥4R*
Qnecﬂ D
Assuming that the external longitudinal electric

field E° isknown, let us now turn to the problem of the

beam dynamics in this field. We restrict ourselves to

considering a paraxial beam; i.e., we assume that the

transverse and longitudinal velocities of the beam elec-
trons satisfy the condition

V'(1) = —=1.29(V*) (10)

volv,=v <l (11)

Under this condition, the problems of the transverse
and the longitudinal mation of the beam electrons can
be treated separately (see, e.g., [10]).

The equation of the transverse motion of a beam
electron that does not collide with the particles of the
background plasma can be written in the form [10]

dpy _
B0 = e (0-BAY,

where p; = myyvy is the transverse component of the

momentum of the beam electron, y = 1/4/1— viIc? is
its Lorentz factor, 3 = v/c, and ¢ and A, are the electric

and vector potentials of the self-consistent electromag-
netic field.

The equation for the longitudinal motion of a beam
electron can be obtained from the energy equation

de
@ = evlE,

(12)

(13)

where € = myyc? is the relativistic energy. To within
terms of first order in the parameter v, Eq. (13) can be
written as[10]

Smav(v.)e’ = ev.ED, (14

d

where

Y(v,) = [1=(vc)] "

The first integral of Eq. (14) reflects the conserva-
tion of the total energy of a beam electron:

meoYC2 +ted, = meo\/oc2 + qug" (15)
wherey, and CD(')4 are the values of y and ®,, at the sur-
face of theinjector.

PLASMA PHYSICS REPORTS Vol. 31  No. 10 2005



DYNAMICS OF A RELATIVISTIC ELECTRON BEAM IN THE VICINITY

The dependence of the longitudinal velocity v, on
the z coordinateis given by the expression

= — = A/ -1=Y(2), (16)
where

—Z_[of - dy(2)].

Mg C

Y(2) = Yo+ (17)

Integrating expression (16) yields the following law
for the longitudinal motion of a beam electron injected
a thetimet:

dz _
J’W =t-T. (18)
R

According to conservation law (15), the time depen-
dence of the relativistic energy of a beam electron can
be determined from the relationship

e(t) = g+ e[ Dy — Do(2(1))],

where the function z(t) is given by Eqg. (18).

Equation (18) and relationship (19) imply that, if the
beam at the exit from the injector is monoenergetic,
then all the electrons of the beam’s arbitrary transverse
segment ST injected at thetime T movein the same man-
ner along the z coordinate and, at any time, they have
the same energy €(t) and the same relativistic mass
mg(t).

When there is a statistical spread in the transverse
coordinates and momenta of the beam electrons, the
distribution function F*(r, pg, t) of the electrons of the
segment St in the phase space (r, pp) of the transverse
coordinates and momenta evolves according to the
equation [10]

0 F _Po
m(t)

where my(t) = &(t)/c?, the dependence &(t) is described
by Eqg. (18) and relationship (19), and the dependence
B(t) isgiven by expressions (16) and (17).

Note that, in the cases of practical interest, the beam
density at the surface of the injector is substantially
higher than the density of the background plasma. Con-
sequently, the beam evolution in the vicinity of the
injector is primarily governed by the influence of the
beam’s electromagnetic self-field and the electric field
of the injector. In this case, the quantity in parentheses
in Eq. (20) isequal to ¢ — BA, = (Y’B)'A, (where A, is
the z component of the vector potential of the beam’s
magnetic self-field) and Eq. (20) takes the form

aF Po
m(t)

(19)

M, F —el, (¢ —BA,) (T, F* =0,(20)

M, F'——=0, A0, F = 0. (1)
y B u} [m]
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By averaging Eqg. (21) over the transverse momenta, we
obtain the so-called transport equations, i.e., the equa-
tions for the first moments of the distribution function
FT. In[11], it was shown that these equations yield the
following equation for the beam envelope, which
describes the time evolution of the radius R, of a beam
with aself-similar density profile:

P(x), (22)

X(ro, t) =
b(t)

where ®(x) is a prescribed function of the dimension-
less coordinate X = r/R,,.

In the case under consideration, the beam envelope
satisfies the equation

d’€ , 1dydE _YoBol _ Yo(e"+05)

g2 vardr " 5%E 2 g

where the dimensionless radius ¢ and dimensionless
timet' are defined as

, (23)

¢ = R/R,, t' =t (24)
and thetime scale ist, = YyNe/Wy. The constants € and

0 in EQ. (23) are given by the expressions

. = 2¢(x)x390(x)y0 e = 2E, 25)
R ' - :
WpoNo R§owb0n®

Here, the constant in the denominatorsis defined by
the relationship wr, = 4T Ny, /YoMy (With Ry, =
NS/T[RsO being the initial electron density in the seg-
ment ), 6o (X) istheradial profile of theangular veloc-

ity of the beam electrons, E, is the root-mean-square
beam emittance in the segment S', and the constant
coefficient ng, for agiven radia profile of the beam den-
sity ®(x) hasthe form

1 1

_[Z{GJ(x)dexT.

In Eq. (23), we switch to anew independent variable
z. Using the relationships

(26)

(27)

e _ 2,
dt'2 oV ZD/ dt dZ

22011 dVv,dg dED

: 28
dzﬂ] (28)
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and taking into account Eq. (14), wethen write Eq. (23)
in the form

iéz[l - You 1
i L%z L2792 2y’vits
Yo (£2+03)

e

Here, uistheinitia longitudinal velocity of the beam
electronsin the segment ST and

(29)

+

y(z2)m ¢
L5(2) = - s (;’) : (30)
v, _ v,
L@ = Fa (31)

are the functions of the z coordinate, which are related
to the potential ®,(2) by expressions (16) and (17).

Finally, we reduce Eqg. (29) to adimensionless form
by multiplyingit by (ut,)?> and by using expression (16):
ﬁ = |: 1 + 1 :|£
dz*  US(z) 1“z))9?
3/2
L A[ve-1]", vim1e o
28 y2—1 y2—1 E3
where Z = z/ut, is the dimensionless longitudinal coor-
dinate and the dimensionless functions are defined as

: (32)

15(2) = L%ut,, 17 = L ™ut,.

Equations (29) and (32) determine the surface
described by the boundary of the propagating beam
segment S'.

Hence, the radia evolution of an electron beam in
the vicinity of an injecting body can be determined by
numerically solving Eqg. (29) or (32). Before solving the
equations, however, it is necessary to find analytic

approximations for the functions LE(2), L (2), and y(2)
on the right-hand side of Eq. (29) (or for the corre-
sponding functions in Eq. (32)) on the basis of the
results of numerically calculating the radial profile of
the potential in the vicinity of the injector. Thisiswhy,
in practice, amore convenient procedure is that of cal-
culating the radial evolution of the beam in the vicinity
of the injector by simultaneously solving the equation
for the radial beam dynamics and Eq. (5) for the field
potential in the space charge region with the corre-
sponding boundary conditions for the beam radius and
its derivative, aswell asfor the potential and its deriva
tive, at theinjector surfacez= R. In thisway, the bound-
ary conditionsfor the potential should be determined in
advance by numerically integrating Eg. (5) with condi-

KOLESNIKQOV

tions (9) and (10) at the outer boundary of the space
charge region.

Let usconvert Eq. (29) for theradial beam evolution
into aform that is suitable for calculations by means of
the above procedure. In this equation, we switch from
the variable z to the same independent dimensionless
variable asin Eqg. (5), namely, n = zZ/R*. Using expres-
sions (16), (17), (30), and (31) and performing the cor-
responding manipulations, we reduce Eq. (29) to the
form

d°f _ _y dvde
2 2_1dndn 27[42_

dn® y’-1dndn 2{7_19¢ 33)
28"+ 05)yo—1

&€ y-1
where 1 = (R*/ut,)? is the dimensionless parameter and
Y=Y, + V(n) - V,, with y, and V,, being the values of the
relativistic factor of the beam electrons and of the

dimensionless field potential at the injector surface,
respectively.

Particular problems were solved based on a spe-
cially devised computer program for numerical integra-
tion of the set of Egs. (5) and (33) (written as a set of
four first-order ordinary differential equations) by a
fourth-order Runge—-Kutta-Merson method with an
automatically adjusted integration step [12]. Along
with the procedure for numerical integration of the set
of Egs. (5) and (33), the program also contains a proce-
dure that numerically integrates field equation (5) and
calculates the corresponding values of the dimension-
less potential V and its derivative dV/dn at the injector

surface for given values of the parameters R, J,, ng,
and T.

3. RESULTS OF NUMERICAL CALCULATIONS

To illustrate how the method devel oped here can be
employed, we consider the dynamics of a steady elec-
tron beam in the vicinity of a spherical injecting body
in the following particular situation. Let a steady axi-
symmetric cold electron beam be injected from an SV
equipped with a spherical screen system for neutraliz-
ing the charge carried away by the beam. The beam
parametersare asfollows: the electron energy is5MeV,
the beam current is 20 A, and the initial beam radiusis
1 cm. At the exit from the injector, the beam is uniform
over its cross section, the initial transverse velocity of

the beam electrons being equal to zero, vg =0. The

neutralizing screen system is a spherical conducting
shell of radius 30 m, connected electrically to the SV by
aset of conductors (the characteristic dimension of the
SV is assumed to be much smaller than the screen
radius). The parameters of the background plasma are
PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 1. Calculated beam radius as a function of the distance
from the center of the screen at (a) short and (b) long dis-
tances from the injector with (solid curves) and without
(dashed curves) alowancefor the effect of theinduced el ec-
tric field on the beam evol ution.

specified to be n) =10 cm? and T =1 eV. Let uscal-

culate the transverse beam evolution in the electric field
of the charge accumulated in the screen under the
assumption that the beam is injected exactly in the
radial direction.

According to the analysis carried out in Section 2,
the radial profile of the electric potentia in the space
charge region around the screen is determined by solv-
ing Eg. (5) with boundary conditions (9) and (10) at n =
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r/R* = 1. Let the electric potential ¢* at the boundary
of the space charge region be equal to 10V (this corre-
sponds to ed*/KT = 10). For the above values of the

beam current J,? and of the unperturbed plasma tem-

perature and density, ng and T, the radius of the space

chargeregionisequal to R* = 2.01 km. By numerically
integrating Eq. (5) with conditions (9) and (10) at the
outer boundary of the space charge region, we deter-
mine the values of the dimensionless potential V and of

its derivative at the screen surface: Vi, — 4.20 and

(dv/dn)|,-,, =—288 (in the case at hand, we have

No = R/R* = 0.0149). The dimensional screen potential
and dimensional electric field strength at the screen sur-
face that correspond to these values are equal, respec-
tively, to ®, = 2.14 MV and E, = 71.5 kV/m.

In accordance with the procedure described in Sec-
tion 2, the radial beam evolution is determined by the
simultaneous numerical integration of Egs. (5) and
(33). The calculated dependence of the beam radius on
the axial coordinate z (in the case at hand, it coincides
with the radial coordinate r) is illustrated in Fig. 1,
which shows the dependence R,(2) in azone adjacent to
the injector (over a distance of up to 110 m from the
injector center) and in a zone distant from the injector
(over adistance from 110 m up to the boundary of the
space charge region). In order to illustrate the effect of
the electric field on the beam expansion, the dashed
curve in Fig. 1 shows the radial evolution of a beam
with the same parameters that was calculated without
allowance for the electric field of the injector. From
Fig. 1 it can be seen that, under the action of the injec-
tor's electric field, the beam expands far more rapidly.

4. CONCLUSIONS

The main results of the present work can be summa-
rized as follows.

(i) An equation has been obtained that describes the
radial evolution of a steady axisymmetric REB with a
self-similar density profile in the electric field induced
inthevicinity of aspherical injecting body that isat rest
in a collisionless background plasma.

(i1) A method for calculating the radial evolution of
an REB in the vicinity of the injector has been devel-
oped that is based on the simultaneous numerical inte-
gration of aset of ordinary differential equationsfor the
beam radius and electric field potential in the space
charge region with the relevant initial conditions at the
injector surface.

(iii) Results from numerical calculations of the
radial evolution of a steady REB in the electric field
induced in the vicinity of a spherical screen system for
neutralizing the electric charge of a beam-injecting SV
have been presented that were obtained for the charac-
teristic background plasma conditions at high-altitude
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orbits. The calculated results show that the electric field
substantially hastens the beam expansion.

=
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Abstract—The initial stage of the positive column formation in an argon glow discharge is investigated both
experimentally and theoretically. A decrease in the plasma radiation intensity (the so-called “ dark phase”) was
observed experimentally over atime period of about 1 ms. A similar dip was also observed in the time depen-
dence of the electric field strength. The time evol ution of the population of the lowest metastable state of Ar was
measured. A relevant theoretical model has been developed and used to perform calculations for the actual
experimental conditions. A comparison between the numerical and experimental results shows that the model
adequately describes the processes that occur during the formation of the positive column in an argon glow dis-
charge. Experimental and theoretical study shows that the dark-phase effect is related to an excessive amount
of metastable Ar atoms at the beginning of a discharge and, consequently, to high rates of stepwise ionization
and chemionization. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The so-called “ dark phase” intheinitia stage of the
positive column formation was first observed in [1, 2],
where glow dischargesin pure helium and its mixtures
with small additives of nitrogen or carbon oxide were
investigated under conditions such that the time inter-
vals between the discharge pulses were fairly long. It
was found that, when the output voltage of the power
supply was high enough, i.e., when the discharge cur-
rent was mainly determined by the ballast resistance
rather than the resistance of the dischargeitself, thedis-
charge displayed a number of specific features. In par-
ticular, after a short and very intense emission peak at
the beginning of the current pulse, the emission inten-
sity from all the spectral lines and bands dropped and
remained almost zero over acertain period of time. The
dark phase (DP) lasted from afew tens of microseconds
to afew milliseconds. The emission intensity then rap-
idly increased and reached a steady-state level (gener-
ally, after afew oscillations). In this case, the discharge
current, which was controlled by the ballast resistance,
remained amost constant throughout the discharge
pulse. A similar effect was observed in a continuous
discharge after additional excitation of the plasmaby a
high-voltage nanosecond pulse[3, 4].

In [2], this effect was explained as follows: In dis-
charges excited in mixtures of helium with a small
additive of amolecular gas M, the main ionization pro-
cess is Penning ionization,

He*+M — He + M* + e (1)

At the beginning of the discharge, when the discharge
current is low, the discharge voltage is high and the

electric field in the discharge is much higher than its
steady-state value. Thisresultsin the intense excitation
of the gas atoms and molecules and the generation of
the initial spike in the emission intensity. At the same
time, an excessive amount of metastable atoms are pro-
duced. As a consequence, after the current has reached
its steady-state level, the density of the electrons pro-
duced in reaction (1) is much higher than that in the
steady-state phase of the discharge. This leads to a
redistribution of the voltage between the discharge and
the ballast resistance, the electric field in the discharge
decreasing below its steady-state value, and the excita-
tion rate becoming very low. Since the rate of ambipo-
lar diffusion under these conditions is also low, the
excess electrons very slowly escape to the wall, so the
DP duration can significantly exceed the decay time of
the metastable atoms.

In pure helium, reaction (1) does not occur; in this
case, however, its role can be played by the two-body
collision reaction between metastable He atoms,

He* + He* — He*+ He + e. )

Processes similar to reaction (2) take place in other
noble gases as well. Therefore, it is reasonable to
expect that the DP effect will also manifest itself in
them. The aim of this study was to observe and study
the DP effect in argon.

2. EXPERIMENTAL SETUP

The experimental setup was similar to that described
in [2]. The diameter of the U-shaped discharge tube
made of molybdenum glass was 2.7 cm, the length of

1063-780X/05/3110-0871$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic diagram of the lower electronic states of Ar.

its horizontal part was 12 cm, and the distance between
the cylindrical Ti electrodes was 30 cm. The anode was
grounded. Spectrally pure argon (99.999%) was contin-
uously pumped through the discharge tube and a sys-
tem of liquid-nitrogen traps. A repetitive discharge was
produced by means of an electronic switch set in paral-
lel to the discharge tube. The response time of the
switch was 0.3 us.

Optical measurements were performed along the
axis of the horizontal part of the tube. The plasmaradi-
ation was recorded using a monochromator with a
1200-line/mm diffraction grating, an FEU-106 photo-
multiplier operating in the photon counting regime, a
pulsed amplifier, a 256-channel reverse photon counter
with atimeresolution of 1 ps (designed by G.V. Zhuvi-
kin and V.A. lvanov), and a PC. The concentration of
metastable Ar atoms was determined from the absorp-
tion of the probing radiation produced by a small-size
hollow cathode and propagating along the axis of the
discharge tube. The ratio between the widths of the
emission and absorption lineswas found by the method
described in [2]. We also measured the integral (over
wavelengths) emission intensity from different points
of the positive column. These measurements were per-
formed across the tube using amovabl e photomultiplier
tube.

The €electric field in the plasma was determined
using probes set at the discharge axis, 2.7 cm from one

another. The probe signals were fed to adigital oscillo-
scope through a high-resistance divider and differential
amplifier.

3. EXPERIMENTAL RESULTS

Figure 1 shows a schematic diagram of the lower
electronic states of Ar. The arrows show the spectra
lines whose emission intensities were measured in our
experiments.

By analyzing the time evolution of the emission
intensity from the positive column, we determined the
experimental conditions at which the DP effect was
present in an argon discharge. It was found that the
pressure should be afew torr and the discharge current
should beabout 1 mA. Moreover, aswas said above, the
output voltage of the power supply and the ballast resis-
tance must be high enough. Most of the experiments
were carried out at a pressure of p = 5 torr, steady-state
current of i =0.7 mA, supply voltage of U = 3.6 kV, and
ballast resistance of R, = 4.45 MQ. Under these condi-
tions, the reduced electric field was E/N = 5.5 Td (when
calculating the atomic density N, the gas temperature
was assumed to be 300 K, which is the upper estimate
found from the heat conduction equation). The corre-
sponding electron density averaged over the discharge
cross section was ~1.5 x 10° cm.

PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 2. Measured time evolution of the emission intensity of the 696.5-nm linefor p=5torr, i =0.7 mA, and T = 80 ms. The insert

shows the waveform of the discharge current.

Figure 2 shows the measured time evolution of the
intensity of the Ar 696.5-nm line for a discharge dura-
tion of T = 8 ms and repetition period of T=80 ms. In
fact, thisis a single-pulse mode because the time inter-
val between pulses is much longer than the plasma
decay time (the electron density decreases by two
orders of magnitude over atime of T-t = 72 ms). The
line intensity shows a sharp spike at the instant of dis-
charge ignition, and then, over atime interval of about
1.5 ms, it is much lower than that in the steady-state
phase. After this, it sharply increases again, performs
several oscillations, and reaches a steady-state level.
Similar behavior of the plasma radiation intensity was
observed in helium [1, 2]; however, the emission inten-
sity of helium plasma during the DP was two orders of
magnitude lower than that in the steady-state phase,
whereas, in the case of argon, it was only four times
lower. The intensities of the other Ar spectral lines
behaved in the same manner.

In argon, the range of discharge currents at which
the DP was observed was much narrower than that in
PLASMA PHYSICS REPORTS  Vol. 31

No. 10 2005

helium and its mixtures. Asthe current increased above
1 mA, the effect became less pronounced. This can be
seen from Fig. 3, which corresponds to a current of
1.4mA (R, =2.2MQ). Inthis case, the emission inten-
sity during the DP was only two times lower than that
in the steady state phase. At higher discharge currents,
the DP disappeared. This also occurred when the time
interval between the discharge pulses was reduced
(Fig. 4). In this case, the initial spike in the emission
intensity also disappeared. Such behavior is similar to
that observed in helium [1, 2].

Figure 5 shows the measured time evolution of the
reduced electric field for the conditions corresponding
to Figs. 2-4. It can be seen that the time behavior of E/N
correlates with that of the line emission intensities. In a
single-pulse operating mode (Figs. 5a, 5e; T = 80 ms),
the reduced field E/N shows aspike at theinstant of dis-
charge ignition, a nearly zero value during the DP, and
oscillations in the rest of the discharge. Note that the
sharp change in the discharge voltage and the low elec-
tron density just after breakdown did not allow us to
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Fig. 3. Measured time evolution of the emission intensity of the 706.7-nm linefor p=5torr, i =1.4 mA, and T = 80 ms. Theinsert

shows the waveform of the discharge current.

correctly measurethe electric field in theinitial stage of
the discharge (as well as just after discharge termina-
tion). Nevertheless, the electric field during the DP is
certainly much lower than the steady-state field. Asthe
time interval between the pulses decreased, the time
dependences of the reduced electric field became
smoother (see Figs. 5b, 5¢) and, then, both the initial
spike and the subsequent dip disappeared.

After dischargeignition, the concentration of the 1s;
metastable Ar atoms becomes four to ten times higher
than that in the steady-state phase (Figs. 6, 7). During
the DP, their concentration decreases twofold as com-
pared to that in the steady-state phase. The characteris-
tic decay time of metastable levels during the DP is
appreciably shorter than that after the end of the dis-
charge (cf. Figs. 6a, 6b, 7a, and 7b). This can be
explained by the large density of the electrons and
Ar(ls;) atoms and, accordingly, the large quenching
rate of these levels (see Section 5). A decrease in the
time interval between the discharge pulses leads to a
substantial decrease in the amplitude of theinitial spike
in the concentration of metastable atoms.

All thetime dependences shownin Figs. 2—7 display
oscillationswith aperiod of about 1 ms. Oscillationsin
the electric field and the local emission intensity (mea-
sured across the discharge) were also observed in con-
tinuous discharges: at a current of 0.7 mA, the oscilla-
tion period was the same as in pulsed discharges,
whereas, at a current of 1.4 mA, it was 1.5 times
shorter. Optical measurements performed across a con-
tinuous discharge showed that the oscillation phase
depended monotonically on the photomultiplier posi-
tion; this means that these oscillations are related to
moving striations. Similar measurements performed in
asingle-pulse mode (T = 80 ms) showed adifferent pic-
ture (Fig. 8). In this case, the phases of optical signals
from different points along the discharge axis were the
same,; therefore, the oscillations were caused by in-
phase oscillations of the emission intensity from the
positive column asawhole. A significant misphasing of
oscillations, indicating the origin of moving striations,
was observed only at the end of the discharge.

PLASMA PHYSICS REPORTS  Vol. 31
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Fig. 4. Measured time evol ution of the emission intensity of the 696.5-nm linefor p=5torr, i =0.7mA,and T=(a) 9and (b) 8.2 ms.

4. THEORETICAL MODEL

In order to reveal the mechanisms responsible for
the DP effect in the positive column of aglow discharge
in argon, we have analyzed all the available literature
data on the processes governing the population of the
excited states and the ionization balance in an argon
discharge under actual experimental conditions. Based
on these data, a theoretical model has been developed
that describes the time evolution of the parameters of
the positive column over the time interval from apply-
ing the discharge voltage to establishing a steady state.
The equations for the electron and ion densities and for
the populations of the excited states, the Boltzmann
equation for the electron energy distribution function
(EEDF), and the equation for the electric circuit are
solved self-consistently. The model does not account
for the electrode sheaths; i.e., it concerns only the pos-
itive column, which is assumed to be uniform along the
tube. In other words, the so-called zero-dimensional
model is used to describe the kinetics of the electrons,
ions, and excited atoms. A schematic of the lower elec-
tronic states of Ar isshown in Fig. 1, and the processes
included in the model arelisted in the table. Let us con-
sider the model in more detail.

The kinetics of the four lower electronic states of Ar
is thoroughly taken into account. Two of these levels
(1sy and 1s;) are metastable, whereas the other two (1s,

PLASMA PHYSICS REPORTS Vol. 31  No. 10 2005

and 1s,) are resonant. By analogy to [5], the higher
electronic states are combined into two effective levels
(F and A), with the level F being the sum of the 3p’4p
levels.

We used the same transport cross section for elec-
tron scattering by Ar atoms, cross sections for excita-
tion of electronic levelsfrom the ground state, and cross
section for ionization from the ground state asin [5]. In
that paper, the rate constants for the excitation of the
Iss, 1s,, 1s;, and 1s, levels were measured and com-
pared to those calculated by solving the Boltzmann
equation. The set of cross sections obtained in [5] pro-
vides good agreement between the cal culated and mea-
sured excitation rate constants. Moreover, the calcu-
lated values of the drift vel ocity and theionization coef-
ficient are also in good agreement with the available
experimental data. Therefore, we may consider this set
of the cross sections to be self-consistent.

In [5], the transport cross section was chosen
according to arecommendation in [6], whereastheion-
ization cross section was taken from [7]. The values of
these cross sections are known with a high accuracy.
However, thereis alarge scatter in both the experimen-
tal and theoretical data on the maximum values of the
cross sections for the excitation of the 1s;, 1s,, 1s;, and
1s, levels. The maximum of the cross sections for the
excitation of the lower 1s; metastable level varies from
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Fig. 5. Measured time evolution of the reduced electric field for p =5 torr, i = (a=d) 0.7 and () 1.4 mA, and T = (a, €) 80, (b) 10,

(c) 9, and (d) 8.2 ms.

0.4 x 1077 cm? (experiment [9]) to 107 cm? (experi-
ment [8]) and even to 2.3 x 10~'7 cm? (computations
[8]). There is also scatter in the data on the cross sec-
tions for the excitation of the 1s,, 1s;, and 1s, levels.
Note that, in [5], the cross sections for the excitation of
thels;, 1s,, 1s;, and 1s, levelswere taken from [9]; i.e.,
the minimal known values of these cross sections were
used. Inthisrespect, the set of cross sectionsused in [5]
is open to question.

Under our experimenta conditions, the main chan-
nel for the loss of charged particlesistheir diffusion to
the tube wall. Within the zero-dimensional model of the
positive column of a glow discharge, this process is

usually characterized by the rate of ambipolar diffu-
sion. When the plasma contains several ion species, the
diffusive loss of the charged particles cannot be
reduced to conventional ambipolar diffusion only [10].
In our model, we consider two positiveion species. Ar*

and Ar; . To describe the diffusive loss of the ions and
electrons within the zero-dimensional model, we sim-
plified the problem by assuming that the radial profiles
of the densities of different ion speciesareidentical and
the electron mobility is constant over the tube radius. A
general reason for such a simplification is that the
mobilities of these ions are close to one another (see
PLASMA PHYSICS REPORTS  Vol. 31

No. 10 2005
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Fig. 6. Measured time evol ution of the density of the 1s5 metastable Ar atoms (a) in theinitial stage of the discharge and (b) through-
out the entire discharge for p =5 torr and i = 0.7 mA.. The heavy solid lines show the exponentials with time constants of (a) 500 ps

and (b) 1.2 ms.

below) and the electric field isnearly constant along the
tube radius.

In this case, the coefficient of ambipolar diffusion
for electronis

3)

whereas for ions, the coefficients of ambipolar diffu-
sion are

C))

In formulas (3) and (4), Dg,, De, He and n, are the
coefficient of ambipolar diffusion, the coefficient of
free electron diffusion, the electron mobility, and the
electron density, respectively; D,,, M;, and n, are the
coefficient of ambipolar diffusion, mobility, and den-
sity of Ar* ions; and D,,, W,, and n, are the coefficient

of ambipolar diffusion, mobility, and density of Ar,
ions. The plasma is assumed to be quasineutral; i.e.,
n, + n, = n,. Formulas (3) and (4) can readily be
obtained using a standard procedure for deriving the
coefficient of ambipolar diffusion (see, e.g., [11]). The
electron mobility and the coefficient of electron
diffusion were found by solving the Boltzmann equa-

PLASMA PHYSICS REPORTS  Vol. 31

No. 10 2005

tion for the EEDF. The ion mobilities under normal
conditionsweretakentobep, =1.6cm?V-tstandp, =
27cm?V-1s1[12].

For a cylindrical discharge tube, the electron diffu-
sionlossrateis equal to

Dea
Vea = Fa (5)
N=R/24, (6)

where A is the effective diffusion length. Formulas (5)
and (6) were obtained from the solution to the Schottky
diffusion equation for the electron density [13], in
which the ionization term was assumed to be propor-
tiona to n.. Thisis the case, e.g., when the atoms and
molecules are primarily ionized by electron impact
from the ground state. In glow discharges in noble
gases, stepwise ionization is dominant; i.e., the ioniza-

tion rate is proportional to ns . Generally speaking, the

use of formulas (5) and (6) in this case is unjustified.
Nevertheless, it is possible to use formula (5) for the
rate of ambipolar diffusion if one redefinesthe effective
diffusion length, as was done in [14, 15]. In particular,
it was shown in [15] that, when the ionization rate
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Processes incorporated in the model
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No. Process k,em®s, cm3 s, s7! References
Elastic electron scattering
1 |Ar+e—Ar+e Boltzmann equation [6]
Excitation from the ground state
2 |Ar+e<— Ar(ls;) +e Boltzmann equation [5]
3 |Ar+e=— Ar(Ilsy) + e Boltzmann equation [5]
4 |Ar+e=— Ar(lsy) +e Boltzmann equation [5]
5 |Ar+e=— Ar(lsy)+e Boltzmann equation [5]
6 |Ar+e<=— Ar(F)+e Boltzmann equation [5]
7 |Ar+e=—" Ar(A)+e Boltzmann equation [5]
Ionization from the ground state
8 |Ar+e— Art+e+e Boltzmann equation [7]
Stepwise ionization
9 |Ar(lss)+e— Arf+e+e Boltzmann equation [17]
10 |Ar(ls;)+e— Arf+e+e Boltzmann equation [17]
Chemionization
11 |Ar(lss) + Ar(lss) —= Art + Ar+ e 12x107 cm?® s7! [20, 21]
Ar, +e
12 | Ar(1s;) + Ar(ls;) — Ar* + Ar+ e 1.2x107 cm3 s7! See the text
Ar, +e
13 | Ar(1ss) + Ar(1s;) —= Ar* + Ar + e 1.2x10% cm3 s7! See the text
Ar, +e
Ton conversion
14 T Ar+ Ar* + Ar — Ar, + Ar 2.5%x 107! ecm® 57! [24]
Recombination
15 Ar; +e— Ar(A) + Ar Boltzmann equation See the text
Ambipolar diffusion
16 |e —> Tube wall See the text
17 Ar; — > Tube wall See the text
18 | Ar* — Tube wall See the text
Electron mixing
19 | Ar(lss) + & — Ar(lsy) + € 2x107 cm?® 57! See the text
20 |Ar(ls;) +e— Ar(lsy) + € 2%x107 cm’s7! See the text
Emission
21 |Ar(lsy) —= Ar+hv 5%x10%s7! See the text
22 |Ar(lsy) —= Ar+ hv 25x%x10°s7! See the text
Additional electron mixing
23 |Ar(Iss,1s3) + € — Ar(lpy, ..., Ipjp) + € See the text
24 | Ar(1py, ..., 1pjg) — Ar(ls,, ..., Lss) + v See the text
Atomic mixing
25 | Ar(lss) + Ar — Ar(ls,) + Ar 23 %105 em’s! [5], See the text
26 | Ar(ls;) + Ar — Ar(lsy) + Ar 43x10P cm?s! [5], See the text
Formation of dimers
27 | Ar(1ss) + At + Ar —= ATy + Ar —= Ar + Ar + Ar + hv 1.4 x 1072 em® 57! [5], See the text

PLASMA PHYSICS REPORTS  Vol. 31
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No. Process

k,em®s™ cm3 sl sl References

28 |Ar(ls;) + Ar + Ar —> Ary +Ar —> Ar+ Ar+ Ar + hv

Diffusion
29 | Ar(lss) — Tube wall — Ar

30 |Ar(ls3) — Tube wall — Ar
Cascade population

31 | Ar(A) —= Ar(F) + hv
32 |Ar(F) — Ar(ls,, ..., Lsg) + hv

1.5x 1032 cm® 57! [5], See the text

Dy=0.09 cm?s~! [5], See the text
(under normal conditions)
Dy=0.09 cm? s [5], See the text

(under normal conditions)

See the text
See the text

depends quadratically on the electron density, the effec-
tive diffusion length can be defined as

N=R/1.78. @)

It can easily be seen that the use of expression (7)
(instead of (6)) in formula (5) leads to adecrease in the
rate of ambipolar diffusion by a factor of 1.8. In our
base model, when determining the rate of ambipolar
diffusion, the effective diffusion length was calculated
by formula (7).

In this context, we should mention paper [16]
devoted to the experimental and theoretical study of the
steady-state parameters of the positive column of an
argon glow discharge. In that paper, in order to fit the
simulation results to the measurement data, the rate of
ambipolar diffusion was decreased severafold.

The cross sections for stepwise ionization from the
3p°4slevels were taken from measurements [17]. Note
that the calculated values of these cross sections [18,
19] agree well with the experimental results of [17]. It
isassumed in our model that stepwiseionization occurs
only from the 1s; and 1s; metastable levels because the
populations of the 1s, and 1s, resonant levels (as well
as of the higher electronic levels) are small compared to
the population of the 1s; state.

The rate constant for chemionization with the par-
ticipation of Ar atoms in the 1s; metastable state (see
table, process no. 11) wastaken from[20, 21]. Therate
constants for similar reactions with the participation of
Ar atoms in the 1s; state (process nos. 12, 13) were
assumed to be the same. The yield of molecular ionsin
these reactions was assumed to be 5% [22]. It should be
noted that, in [16, 23], the chemionization rate constant
was taken to be approximately one-half that in[20, 21].

The rate constant for the three-body conversion of
Ar*ionsinto Ar, ionswastaken from [24]. The energy
dependence of the cross section for the dissociative
recombination of electrons with Ar, molecular ions

was assumed to depend on the electron energy u as Cu™.
For such an energy dependence of the cross section and

a Maxwellian EEDF, the recombination rate constant

depends on the electron temperature T, as a, ~ T;O °
which agrees with theoretical and experimental data
[25]. The normalizing factor C was chosen such that
a,=7x107 cm¥sat T,= 300K [25].

An important channel for quenching metastable Ar
statesis electron-impact excitation fromthe 1s; and 1s;
statesto the 1s, and 1s, resonant states (process nos. 19,
20) with a subsequent radiative transition to the ground
state (process nos. 21, 22). The cross sections for pro-
cessnos. 19 and 20 were calculated in[26, 27] and were
then used in [28] to determine the rate constants for
these processes as a function of the electron tempera-
ture. The calculated total rate constant for the quench-
ing of the 1s; level (k=8 x 108 cm¥sat T,= 1.5 eV)
turned out to be far less than the measured one (k=2 x
107 cm¥/sat T,=1-1.7 €V [29]). An additional channel
for the electron-impact mixing of metastable and reso-
nant level sisthe excitation of the 3p’4p states with sub-
sequent radiative transition to different 3p’4s states
(process nos. 23, 24). This channel was not considered
separately in our model. For processnos. 19 and 20, the
mixing rate constant was set at 2 x 10~7 cm?/s, assuming
that this effective value accounts for process nos. 23
and 24. Moreover, using the literature data on the cross
sections for stepwise excitation from 3p’4s to 3p’4p
levels [30—33] (process no. 23), we studied the role of
these processes in the EEDF formation under actual
experimental conditions. It was found that these pro-
cesses only dlightly affect the EEDF, which is obvi-
ously related to the low relative population of metasta-
ble states (~107).

The radiative decay of the 1s, and 1s, resonance
states was considered in the effective lifetime approxi-

mation [34]: T, = A, where A is the probability of

spontaneous emission and 0 is the probability of apho-
ton escaping from the region under study (the trapping
No. 10
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of radiation was thus taken into account). According to
[34], in the case of cylindrical symmetry, we have

1A
4N 2TIR’

where A is the radiation wavelength and R is the tube

radius. The calculated values of re'é are listed in the

table (process nos. 21, 22). The necessary data on the
probabilities of spontaneous emission and the radiation
wavelengths were taken from [35].

The decay rate of the lower metastable states of Ar
as a function of the gas pressure was studied in [5],
where the rates were determined for three types of loss
of excited atoms: (i) the loss rate is inversely propor-
tional to the atomic density, (ii) the loss rate is propor-
tional to the atomic density, and (iii) thelossrateis pro-
portional to the atomic density squared. The first type
correspondsto the diffusive escape of the excited atoms
to the tube wall (process nos. 29, 30), the second type
is associated with the mixing of the metastable and res-
onant atomic levels (process nos. 27, 28), and the third
typeisrelated to the formation of dimers and their sub-
sequent rapid radiative decay (processnos. 27, 28). The
diffusion coefficients and the rate constants for the rel-
evant processes were taken from [5]. Note that the rate
constant for the dimer formation presented in the table
agrees well with the data from [36]. It should also be
noted that, under our experimental conditions, the dif-
fusive loss of metastable atomsisinsignificant.

At the very beginning of a discharge, when the elec-
tric field in the plasma is high enough, the higher elec-
tronic states are mainly excited. Radiative transitions
from these states populate the 3p’4s levels (see, eg.,
[16]). To take into account this cascade population, the
model incorporates the processes of spontaneous emis-
sion (process nos. 31, 32). The characteristic times of
these processes are very short. Hence, it was supposed
that the cascade population proceeds instantaneously. It
is also necessary to know the fractions of the cascade
population from the effective level F (which is a com-
bination of the 3p’4p levels) to each of the four levels
of the 3p°4s state. According to [5], these fractions are
40%, 24%, 7%, and 29% for the 1s;, 1s,, 1s;, and 1s,
levels, respectively.

The eguation for the electric circuit was written in
the form

0 =

(U-V,.-EL)/R, = enV4(§2.3),

where U isthe applied voltage, E isthe electric field in
the plasma, V. isthe cathodefall, L isthe interelectrode
distance, R, is the ballast resistance, e is the electron
charge, V, is the electron drift velocity, Sis the cross-
sectional area of the tube, and n, is the electron density
at the tube axis. The factor 2.3 corresponds to the
Bessel radial profile of the electron density. The cath-
ode fall was assumed to be time-independent (V. =
100V).
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Fig. 9. Calculated time evolution of (a) the discharge cur-
rent and the reduced electric field in the positive column and
(b) the population of the lowest metastable state of Ar for
Ry = (1) 4.45 and (2) 2.2 MQ. Curves 1' stand for calcula-

tions performed in the test model for R, = 4.45 MQ: the

cross sections for the excitation of metastable states are
increased twofold, the ambipolar diffusion rate is halved,
and the rate constant for the mixing of the electronic states
by electronsis decreased fourfold.

The Boltzmann equation for the EEDF was solved
with allowance for electron—electron collisions and
superelastic collisions with excited atoms. The cross
sections for superelastic collisions were calculated
using the detailed balance principle. The procedure for
numerically solving the Boltzmann equation is
described in [37]. Note that the EEDF was calculated in
the local approximation. The applicability of this
approximation under our experimental conditions is
disputable. Thus, it was asserted in [38] that the local
approximation is inapplicable in argon up to pR =
10 cm torr. In our case, pR = 7 cm torr; therefore, one
should expect only qualitative (rather than exact quan-
titative) agreement between the computation and exper-
imental results.
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Fig. 10. Cdlculated time evolution of the (a) electron density
and (b) positiveion densitiesfor R, = (1) 4.45and (2) 2.2 MQ.
Curve 1' stands for calculations performed in the test model
for R, = 4.45 MQ: the cross sections for the excitation of

metastable states are increased twofold, the ambipolar dif-
fusion rateis halved, and the rate constant for the mixing of
the electronic states by electrons is decreased fourfold.

5. RESULTS OF CALCULATIONS
AND COMPARISON TO EXPERIMENT

We performed computations for a pressure of p =
5 torr, supply voltage of U = 3.6 kV, ballast resistance
of R, = 4.45 and 2.225 MQ, discharge tube length of
L =30 cm, and tube radius of R = 1.35 cm. The two
values of the ballast resistance correspond to the two
different steady-state discharge currents: =0.7 and
=1.4 mA. In what follows, the two regimes under con-
sideration will be characterized by the corresponding
values of the steady-state current. The initial electron
density and the population of the metastablelevelswere
assumed to be low, which corresponds to experiments

DYATKO et al.

n. %
100

80 Stepwise ionization

60
40
Chemionization
20
Direct ionization

0f L 1
80 (b)

60 1 Mixing by electrons
4

0 Formation of dimers

20 2 Stepwise ionization

1 Chemionization I 2\
1 . |
0 1 2

t, ms

Fig. 11. Calculated time evolution of the relative contribu-
tions from different processes to (a) ionization and (b) the
decay of the lowest metastable level of Ar for R, = (1) 4.45

and (2) 2.2 MQ.

with large time interval s between the discharge pulses.
The computation results are presented in Figs. 9-11.

Let usfirst consider the results obtained with the use
of the base model. They are shown by solid curves. Fig-
ure 9a showsthe time evolution of the discharge current
and the reduced electric field in the positive column. It
can be seen that, before the steady state is reached, the
discharge current passes through a maximum, whose
magnitude only slightly exceeds the steady-state cur-
rent. The nonmonotonic time dependence of the
reduced electric field is more pronounced. The reduced
field E/N sharply decreases from the initial maximum
value to a minimum value, which is amost three times
lower than the steady-state reduced field. Thereafter,
the reduced field increases and, after afew oscillations,
reaches a steady-state level. For both values of the dis-
charge current, the steady-state value of E/N is almost
the same, although for i = 1.4 mA it isabit lower.

The calculated populations of the lowest metastable
level of Ar are shown in Fig. 9b. It can be seen that the
PLASMA PHYSICS REPORTS  Vol. 31
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population of the 1s; level increases rapidly from zero
to a maximum value and then sharply drops, reaching
its steady-state value after a few oscillations. The
steady-state populations corresponding to the two val-
ues of the discharge currents are close to one another,
whereas the maximum population is significantly larger
at the higher current. Note also that the populations of
the other levels (1s,, 1s;, and 1s,) are small compared
to the population of the 1s; level.

The time evolution of the electron and ion densities
is shown in Figs. 10a and 10b, respectively. The elec-
tron density behaves similarly to the population of the
1s; level: arapid increase to the maximum value isfol-
lowed by a sharp decrease and subsequent damping
oscillations. For i = 1.4 mA, the amplitude of the first
maximum in the electron density is much larger than
fori=0.7 mA (seeFig. 10a). The steady-state val ues of
n, differ by afactor of 2; i.e, their ratio is equa to the
current ratio. The reason for thisisthat the E/N valueis
almost the samein both cases. Note that the densities of
atomic and molecular ions in both cases are nearly the
same (see Fig. 10b).

It follows from Figs. 9 and 10a that the population
of the 1sy state reaches its maximum value before the
electron density does. The peak in the electron density
coincides in time with the dip of the electric field.
According to our simulations, the formation of the pos-
itive column of an argon glow discharge proceeds as
follows: At theinitial instant, when the electric field in
the plasma is high, the electron density increases
sharply due to direct ionization (see Fig. 9a) and the
population of the 1s; level grows. As n, (and, conse-
guently, the discharge current) increases, the electric
field in the plasma sharply decreases and direct ioniza-
tion becomes insignificant as compared to chemioniza-
tion and stepwise ionization. The rate constant for the
excitation of the 1s; level aso decreases. Within the
framework of our model, the decay rate of this state due
to electron mixing and chemionization does not depend
on the electric field; therefore, at a certain instant, the
production rate of this state becomes equal to the decay
rate and the population of the 1s; level reaches its max-
imum value, which is much larger than the steady-state
value. Due to the large concentration of metastable
atoms, the rates of both stepwise ionization and chemi-
onization are much higher than the rate of electron loss
dueto ambipolar diffusion; so, the electron density con-
tinuous to grow. Accordingly, the electric field in the
plasma decreases. As time elapses, the ionization rate
decreases (because of a decrease in the population of
the 1s; level) and becomes equd to the rate of ambipo-
lar diffusion. At this instant, the electron density is
maximum and the electric field is minimum. Thereaf-
ter, the loss of electrons due to ambipolar diffusion
dominates over the production of electrons due to ion-
ization and the el ectron density decreases. This, inturn,
leads to an increase in the electric field in the plasma,
the maximum el ectric field being somewhat higher than
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the steady-state field. Eventually, after a few damping
oscillations, the electric field reaches its steady-state
value.

Thetime evolution of therelative contributionsfrom
different processes to the rate of electron production
and the decay rate of the 1s; level isshown in Fig. 11.
It can be seen from Fig. 11athat, when the concentra-
tion of metastable atomsis maximum, the contributions
from stepwise ionization and chemionization are nearly
the same, whereas in the steady-state phase, stepwise
ionization prevails. The decay of the 1s; metastable
level is mainly caused by electron mixing (see
Fig. 11b). Only at the very beginning of the discharge,
when the electron density is still relatively low, is the
decay of metastable states mainly related to the forma-
tion of dimers.

A comparison between the computation and experi-
mental results shows that the model adequately
describes the time evolution of the plasma parameters
during the formation of the positive column in an argon
glow discharge; specifically, it predicts the presence of
apeak inthe population of the 1s; level and aminimum
in the electric field in the initial stage of a discharge.
The calculated and measured populations of the 1s;
level differ by afactor of lessthan 2 (cf. Figs. 6, 7, and
9b). Moreover, the calculated steady-state value of E/N
agrees well with the measured value (estimated by
averaging the data from Figs. 5a and 5e over time).
However, in calculations, the period of oscillations of
the plasma parameters is shorter and the oscillation
amplitude is appreciably smaller than their measured
values.

The most dragtic difference between the computa-
tion and experimental resultsisthat, in calculations, the
minimum value of the reduced electric field is much
larger than that in the experiment. For example, for i =
0.7 mA, the calculated minimum value of the reduced
field is (E/N)y, = 2.3 Td, whereas the minimum value
of the reduced field estimated from the experimental
datais (E/N),, < 0.5 Td. Our estimates show that, at
(E/N),in = 2.3 Td, the emission intensity of the above
spectral lines only slightly decreases below its steady-
state level. To reduce the calculated value of (E/N) iy, it
IS necessary to increase the maximum electron density.
This, in turn, calls for an increase in the population of
the 1s; level. In principle, this can be achieved by prop-
erly adjusting the cross sections and the rate constants
used in our model. For this purpose, test calculations
for the case of i = 0.7 mA were performed in which the
cross sections for the excitation of metastable states
were increased twofold, the rate constant for electron
mixing was decreased fourfold, and the rate of ambipo-
lar diffusion was halved. The relevant computation
results are shown in Figs. 9 and 10 by the dashed lines.
Let us compare them to the computation results
obtained using the base model. It can be seen that the
maximum population of the 1sy level increased by
=15%, the duration of the time interval in which the
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population is reduced increased twofold, and the
steady-state population decreased by nearly 30%. The
maximum electron density increased by =28%,
whereas the duration of the time interval where n, is
reduced increased twofold. The time evolution of E/N
changed most radically. The minimum reduced field
(E/N),,i, decreased by afactor of amost 3.5. The reason
for such a significant decrease in (E/N),, is that the
electron drift velocity in argon only slightly decreases
with decreasing E/N within therange E/N <4 Td. For a
fixed current, the 28% increase in the electron density
must be balanced by a decrease in the electron drift
velocity, which calls for asignificant decreasein E/N.

As awhole, the computation results obtained using
the test version of the model agree much better with the
experiment than those obtained in the base model. The
validity of using the test model with modified cross sec-
tions and rate constants is questionable, however.

6. CONCLUSIONS

Theinitial stage of the positive column formationin
alow-pressure (p = 5 torr) glow discharge in argon has
been studied at discharge currents of ~1 mA (specifi-
caly, at 0.7 and 1.4 mA). The time evolution of the
emission intensities of the spectral lines, the electric
field in the discharge plasma, and the popul ation of the
lowest metastable state of Ar were measured. It isfound
that the initial spike in the emission intensity is fol-
lowed by a 1- to 1.5-ms-long period during which the
emission intensity islower than that in the steady-state
phase of the discharge. The duration of this dark phase
decreases with increasing discharge current. The time
evolution of the electric field also displays a dip in
which the reduced electric field E/N is much lower than
its steady-state value. At the same time, the population
of the 1s; metastable statein the initia stage of the dis-
charge is much higher than that in the steady-state
phase.

A kinetic model has been developed to simulate the
positive column plasma of aglow discharge in argon by
consistently solving the equations for the electron and
ion densities and for the populations of the excited
states of Ar, the Boltzmann equation for the EEDF, and
the equation for the electric circuit. Using this model,
we have calculated the time evolution of the plasma
parameters (such as the electron density, the reduced
electric field, and the population of the metastable lev-
els). The calculated results agree satisfactorily with the
experimental data.

Our experimental and theoretical study has shown
that the DP effect is related to the production of an
excessive amount of metastable Ar atoms at the begin-
ning of the discharge and, consequently, to high rates of
stepwise ionization and chemionization. The high ion-
ization rate leads to an increase in the electron density
and, accordingly, to asignificant decreaseinthe electric
field in the positive column. This, in turn, results in a

DYATKO et al.

sharp decrease in the rate constants for the electron-
impact excitation of the electronic states of Ar and a
decrease in the emission intensity.

Itisalso shown that quantitative agreement between
numerical and experimental results can be achieved by
adjusting the cross sections and rate constants incorpo-
rated in the model. The validity of such an adjustment
is questionable, however.
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Abstract—The generation of long-lived microplasmoids is observed during the irradiation of a metal—dielec-
tric surface with a high-power microwave beam in a chemically active gas mixture (H, + O,; CH, + O,). The
lifetime of these plasmoids substantially exceeds the characteristic recombination and cooling times of plas-
moids arising at the target surface in a chemically inactive medium. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Plasmoids with an abnormally long decay time
(long-lived plasmoids) have been observed in laser
sparks[1, 2], microwave discharges[3, 4], high-current
arcs [5, 6], etc. Long-lived plasmoids generated under
laboratory conditions have attracted interest primarily
in connection with attempts to model such an interest-
ing (but poorly understood) phenomenon as ball light-
ning [7, §J.

Long-lived plasmoids generated by high-current
multispark gliding surface discharges were first
observed and described in [9]. It was shown that,
regardless of the composition of theambient gas, aglid-
ing surface discharge excited along a multielectrode
metal—-dielectric system generates thermally equilib-
rium plasmoids whose decay time is much longer than
the characteristic recombination time. When such plas-
moids are injected into a chemicaly inactive gas
(argon, nitrogen, air, etc.), their lifetime is determined
by radiative cooling. When plasmoidsfall into a chem-
icaly active gas (suchasaH, : O, or aCH, : O, mix-
ture), their lifetime increases substantially. In [9], this
effect was attributed to the influx of chemically active
particles that compensate for radiative energy losses.
Being sustained by a chemically active medium, the
plasmoid in turn affects the medium by activating the
gas mixture and promoting itsignition.

In this paper, the possibility isinvestigated of gener-
ating long-lived plasmoids in discharges excited by
high-power microwave beams at metal—dielectric sur-
faces in combustible gas mixtures. This type of dis-
charge was described and studied in [10, 11]. In [12-
14], it was shown that, when a dielectric surface inter-
spersed with metal grains was irradiated by a high-
power microwave beam, multiple sparks (microplas-
moids) were generated at the interfaces between the
metal grains and the dielectric. The main goal of the
present study is to find out whether the surface micro-
plasmoids produced in a chemically active medium
may give rise to long-lived plasmoids similar to those

observed in experiments with high-current multielec-
trode gliding discharges [9].

2. EXPERIMENTAL SETUP

A schematic of the experimental setup is shown in
Fig. 1. Pulsed microwave radiation generated by mag-
netron / is fed through attenuator 2 and circulator 3 to
horn-ens antenna 4. The antenna forms converging
microwave beam 12, which islaunched into cylindrical
metal chamber 5 and then into reactor chamber 9. The
reactor chamber is a preevacuated quartz cell that is
filled with aworking gas before each particular experi-
ment. The pressure in the metal chamber is atmo-
spheric.

Dielectric target 10 is placed in cell 9 in the focal
region of the microwave beam. The target surface
exposed to microwave beam 12 contains metal grains
<1 mm in size (see Fig. 2). The number of grains per
unit area of thetarget surfaceis chosen such that the tar-
get is transparent to low-power microwaves. However,

5 6
1 4 \ é
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8

Fig. 1. Scheme of the experiment.
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1 “E
1 H k

Fig. 2. Sketch of a metal—dielectric target: (/) metal grains,
(2) dielectric substrate, and (3) microplasmoids (sparks).

at amicrowaveintensity of | = 10-100 W/cm?, multiple
local sparks arise at the interfaces between the metal
grains and the dielectric and the transmission coeffi-
cient of the target decreases substantialy because of
microwave absorption by local plasmoids.

The parameters of microwave radiation in our
experiments were as follows: the wavelength was A [
2.5 cm, the pulse duration was T; [0 5-10 ps, and the
peak power was P; < 100 KW.

The reactor cell was filled with argon or a hydro-
gen—oxygen (H, : O,) or amethane-oxygen (CH, : O,)
mixture at a pressure of 10 < p <200 torr.

The time evolution of the optical glow from the
reactor cell was recorded with the help of FER-7 streak
camera 7 (see Fig. 1); KADR-IOFRAN image intensi-
fier 8, operating in the frame mode (four successive
frames with a variable exposure time and variable time
delay between them); and collimated photomultiplier 6.

750 ps

887

3. EXPERIMENTAL RESULTS

Figure 3 shows atypical streak image (negative) of
the glow from the reactor cell. The dlit of the FER-7
streak camerawas oriented along the normal to the sur-
face of the metal—dielectric target (along the z axis). In
this case (see Fig. 4), the radiation was received from
the region of width Ax J2.0 mm and length Az (14 cm.

The reactor cell was filled with a H, : O, (180 :
90 torr) mixture. The duration of the microwave pulse
wasT; 10 ps, and the microwave peak power was P; [
100 kW.

Thetarget surface islocated at z= 0, and the micro-
wave pulseisswitchedon at t = 0.

It can be seen from Fig. 3 that local optical bursts
arise on the metal—dielectric target irradiated with
microwaves. These bursts correspond to microscopic
surface discharges developing at theinterfaces between
the metal grains and the dielectric. The duration of the
optical glow from the surface discharges (200-250 us)
substantially exceeds the microwave pulse duration.
Periodical pulsations of the glow are observed.

When the cell isfilled with achemically inactive gas
(Ar, N,, O,, etc.), the glow from surface microscopic
discharges (sparks) terminates just after the end of the
microwave pulse.

It should be noted that streak images obtained with
the help of the FER-7 camera provide information only
about a very small region of the metal—dielectric sur-
face. In order to study the formation of microplasmoids
beyond the field of view of the FER-7 camera, we car-
ried out experiments with the KADR-IOFRAN image
intensifier, operating in the frame mode. This allowed
us to obtain a series of four successive photographs of
the entire target surface during amicrowave pulse. Typ-
ical series of photographs taken during a microwave
pulse are presented in Fig. 5. The exposure time of each

Fig. 3. Typica streak image of the glow from the reactor cell filled with aH, : O, (180 : 90 torr) mixture.

PLASMA PHYSICS REPORTS Vol. 31  No. 10 2005
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2]

Fig. 4. Scheme of photographing the glow from the reactor
cell with the help of an FER-7 streak camerawith a dlit ori-
ented along the z axis.

framewas 30 us, and the delay time between the frames
was 200 us. Thereactor quartz cell wasfilled with (1) a
H, : O, (120 : 60 torr) mixture, (2) aCH, : O, (45: 90)
mixture, and (3) pure oxygen (p 0 135 torr).

It follows from this figure that surface microwave
discharges in oxygen decay just after the end of the
microwave pulse (Fig. 5a, row 3). When the reactor cell
is filled with a chemically active (combustible) gas
mixture (Fig. 5; rows 1, 2), the lifetime of microplas-
moidsincreases on average to ~200 us (Fig. 5b; rows 1,
2). However, a few (usually, one or two) microplas-
moids continue to glow over atime longer than 600 ps.
This effect is most pronounced in a methane—-oxygen
mixture (Figs. 5¢, 5d; row 2).

Photographs of the glow from a methane-oxygen
mixture taken under the same conditions as those in
Fig. 5 but at different times with respect to the begin-

(d)

Fig. 5. Typical photographs of the glow from the reactor cell filled with (1) aH, : O, (180 : 90 torr) mixture, (2) aCHy : O, (45:
90 torr) mixture, and (3) O, (135 torr). The exposure time of each frame is 30 ps, and the time delay between the framesis 200 ps.
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ning of the microwave pulse showed that long-lived
plasmoids existed over 1-1.2 ms, up to the final bright
burst occurring over the entire chamber.

In Figs. 3 and 5, one can see quasi-spherica glow
waves initiated by surface discharges and identified in
[15] as “incomplete-combustion waves.”

4. DISCUSSION

Mechanisms for sustaining long-lived plasmoids
generated in achemically active gas mixture by ahigh-
current multispark surface discharge were discussed in
[9]. It was suggested that any thermally equilibrium
high-temperature plasmoid (regardless of the way in
which it was produced) is long-lived if its size is less
than acertain critical size: rp<r.,.

A surface microwave discharge at ametal—dielectric
target (see Fig. 2) can aso be used to produce plas-
moids of this kind. Experiments have shown [10, 11]
that the irradiation of a metal—dielectric target under
conditions such that

W1,20.1 J/cm? (1

(where W isthe microwave intensity in W/cm? and 1, is
the microwave pulse duration in seconds) is accompa-
nied by the generation of multiple plasmoids (sparks) at
the interfaces between the metal grains and the dielec-
tric.

An analysis of the possible mechanisms for plasma
production alowed the authors of [10, 12] to suggest
that the observed phenomenon isrelated to theinjection
of electrons from the metal to the conduction band of
the dielectric at the metal—dielectricinterface. The elec-
tron emission at the metal—dielectric interface can be
substantialy intensified due to the following two
effects: (i) a decrease in the work function of the metal
and (ii) anincreaseinthe microwave electric field at the
metal grains.

The injection of electrons into the dielectric
increases the conductivity of a narrow dielectric layer
adjacent to the metal up to a value typical of semicon-
ductors (see[16]). Microwave absorption in the dielec-
tric layer with the induced conductivity is accompanied
by its heating. As the temperature at the metal—dielec-
tric interface grows, both the dielectric conductivity
and the electron flux into the dielectric from the metal
increase. The resulting thermal instability [16] leadsto
explosive energy release at the metal—dielectric inter-
face and a solid—plasma phase transition.

This processes may lead to the generation of long-
lived plasmoids observed in our experiment. These
plasmoids are sustained by the influx of chemically
reacting particles from the ambient medium. The plas-
moids in turn can influence the medium [9], thus pro-
moting volume combustion in the reactor cell.

Microplasmoids generated by a surface microwave
discharge (in contrast to those generated by high-cur-
rent gliding discharges[9]) do not undergo axial accel-
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eration under the action of electrodynamic forces. Asa
result, they stay over several milliseconds near the
metal—dielectric interface, where they were produced.

5. CONCLUSIONS

Our experiments have shown that microplasmoids
arising at metal—dielectric surfaces irradiated by high-
power microwave beams in hydrogen—oxygen and
methane-oxygen mixtures can evolve into long-lived
plasmoids similar to those observed in experiments
with high-current multielectrode gliding discharges.

Our experimental results confirm the assumption
that long-lived plasmoids can arise when small-size,
thermally equilibrium plasmoids with a sufficiently
high temperature are somehow produced in a chemi-
cally active gas mixture.

In view of these findings, it is expedient to more
thoroughly investigate the parameters of long-lived
plasmoids and to search for new methods for their exci-
tation, including laser-spark excitation.

Itisalso of interest to study the problem of utilizing
long-lived plasmoids to initiate the combustion of gas
mixtures, in particular, in supersonic flows (see [15,

17)).
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OBITUARY

In Memory of Yakov Borisovich Fainberg
(September 7, 1918-March 7, 2005)

Yakov Borisovich Fainberg, an academician of the
National Academy of Sciences of Ukraine and an emi-
nent physicist who contributed greatly to plasma phys-
ics and the physics of accelerators, passed away March
7, 2005.

Fainberg was born September 7, 1918, in the small
Ukrainian town of Zolotonosha, into the family of a
pharmacist and school teacher. In 1935, he enrolled at
the Physics and Mathematics Department of Kharkov
State University, where hewaslucky enoughto listento
lecturesby L.D. Landau and K.D. Sinel’ nikov. In 1940,
Fainberg became a postgraduate student. World War 11
tore him away from the university over long six years.
During the war, he worked on defense applications. In
19441945, he served a senior engineer in one of the
technical units of the Soviet Centra Intelligence
Agency.

After 1946, the scientific activity of Fainberg was
indissolubly linked to the Kharkov Institute of Physics
and Technology (KIPT). In 1947, he carried out hisfirst
theoretical studies on the dynamics of particles acceler-
ated by atravelling wave field. He devel oped the theory

of phase and radial stability of particles accelerated in
slow-wave structures. Based on his theoretical investi-
gations, the first linear electron accelerators in the
Soviet Union were built at the KIPT. Fainberg partici-
pated in devel oping the theory of high-energy accelera
tors. In particular, calculations were performed for the
largest in Europe, a 2-GeV linear accelerator. Together
with A.l. Akhiezer, he supervised these works. Fainberg
performed a series of studies on the dynamics of parti-
clesin proton accelerators and the electrodynamics of
accelerating systems of such accelerators. He took part
in designing all of the proton accelerators ever built at
the KIPT. Hewas one of the first to investigate charged
particle acceleration in anisotropic media and helical
waveguides. In 1953, he proposed afundamentally new
method of simultaneous radial and longitudinal stabili-
zation of particlesin alinear accel erator—the so-called
method of alternative phase focusing, in which two-
dimensional dynamic stabilization of the accelerated
particlesis achieved with the help of an accelerating RF
field whose phase varies periodically along the accel er-
ator. In recent years, this method has been implemented
in anumber of new accelerators.

In 1956, at the Geneva Conference on High-Energy
Physics, works by V.I. Vekder, A.M. Budker, and Fain-
berg were reported in which the basic ideas of afunda
mentally new direction in the physics of accelerators—
methods of collective acceleration—were formulated.
The method proposed by Fainberg for accelerating
charged particles by space charge waves in plasma
waveguides and uncompensated electron and ion
beams has been further developed and is currently con-
sidered a very promising method, allowing one to cre-
ate new-generation accelerators.

In their pioneering paper published in 1948, Fain-
berg and A.l. Akhiezer predicted beam—plasma insta-
bility. Thisinstability is a manifold physical phenome-
non, having alot of practical applications. A thorough
theoretical and experimental anaysis of the beam—
plasma instability became the basic line of the long-
term activity of Fainberg and his collaborators and stu-
dents. In 1957-1958, beam-plasma instability was
observed experimentally in both magnetized and
unmagnetized plasmas, a new type of discharge—a
beam—plasma discharge—was discovered, and a new
method of collisionless plasma heating—beam heat-
ing—was devel oped.

Fainberg (together with E.K. Zavoiskii, V.A. Sup-
runenko, and others) is a coordinator of the discovery
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“Turbulent Heating and Anomalous Plasma Resistiv-
ity.”

In 1961, Fainberg formulated the problem of control
over plasma microinstabilities; in particular, he pro-
posed a method for controlling beam—plasma instabil-
ity, which was implemented experimentally in 1961—
1965. Fainberg was one of the first to understand and
evaluate the great potentialities of using relativistic
electron beams (REBs). In 1969, he (together with
V.D. Shapiro and V.l. Shevchenko) carried out the first
studies on the nonlinear theory of the interaction of
REBs with plasmas. Later (together with V.I. Kurilko),
he developed the nonlinear theory of the interaction of
REBs with plasma-filled cavities. Experimental studies
of the interaction of high-current REBs with plasmas
demonstrated its high efficiency. These investigations
made it possible to substantially increase microwave
power (1974-1975) and to create a powerful UV laser
based on collective interactions (1969-1971). In 1974—
1987, a series of experimental studies were performed
on the interaction of low-divergent monoenergetic
REBs with a dense plasma (10!°-10'7 cm=). In those
experiments, an anomalously fast relaxation of the
beam was observed for the first time. In 1984, it was
proved that, in high-current REBs propagating in
plasma waveguides, the Cherenkov mechanism of
emission is replaced with the anomalous Doppler
mechanism. As a result, the emission efficiency does
not decrease as the beam energy and the degree to
which the system is nonequilibrium increase.

In 1955-1960, Fainberg predicted the phenomenon
of the frequency multiplication related to the double
Doppler effect during the reflection from a plasma
propagating in a slow-wave system. This effect was
observed experimentally and, in recent years, has
received renewed attention. In 1986, a plasmafilled
free-electron laser was proposed and investigated.

In all of his studies, Fainberg's exhibited a charac-
teristic feature of his scientific activity—an aspiration
for carrying his ideas to experiments, which were per-
formed, as a rule, under his guidance and with his
immediate participation.

Over morethan 20 years (starting in 1949), Fainberg
gave lectures on the physics of accelerators and specia

IN MEMORY OF YAKOV BORISOVICH FAINBERG

issues of electrodynamics at Kharkov State University.
His basic pedagogical principles were (i) to learn to
study and (ii) that to understand is more important than
to know.

Fainberg believed that a professional duty of each
scientist was to train pupils. More than 25 doctors and
30 candidates of sciences regard themselves as pupils
of Fainberg’s scientific school. | deas proposed by Fain-
berg continue to be developed at the Institute of Plasma
Electronics and New Methods of Acceleration.

For hismajor contributionsto science, Fainberg was
elected in 1964 a corresponding member and, in 1979,
an academician of the Academy of Sciences of the
Ukrainian Soviet Socialist Republic. In 1982, he was
awarded thetitle of an Honored Scientist of the Ukrai-
nian Soviet Sociaist Republic and, in 1996, the State
Prize of Ukraine in Science and Technology. Since
1991, he was the chairman of the Scientific Council on
Plasma Electronics and New Methods of Charged Par-
ticle Acceleration of the National Academy of Sciences
of Ukraine. Fainberg was awarded a number of orders
and medals of the Soviet Union and Ukraine.

In spite of hishigh position in the scientific commu-
nity, Fainberg was exclusively democratic man, but, at
the sametime, he wasintolerant of idlersand those who
restricted their scientific activity to their working time.
“In science, oneisto be engaged in what is pleasant for
him. As arule, nothing can be gained without inspira-
tion,” he said in amoment of frankness. Being atactful
and kind man in private talks, he could turn into a
bright, passionate, and expressive speaker at seminars
and meetings of scientific councils, combining his wit-
tiness and nimble mind with deep anger and sizzling
sarcasm when somebody equivocated with scientific
results or violated scientific ethics. Having unique
teaching abilities, he could make his audience (either
students or the members of a scientific council) listen
with keen interest to the most complicated physical
issues.

Fainberg gained world-wide recognition as a bril-
liant and original scientist who succeeded in coupling
the physics of accelerators and electronics to modern
plasma physics. The death of Yakov Borisovich Fain-
berg is an irreplaceable loss for science.
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