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Abstract—The distribution of turbulent phases in a time realization of dynamical systems in the regime of
intermittent lag synchronization has been studied. A method of determining the duration of laminar and turbu-
lent phases by means of the wavelet transform is proposed. © 2005 Pleiades Publishing, Inc.
The synchronization of chaotic oscillations is a
basic phenomenon in nature. Investigations into this
phenomenon are of considerable importance, since it is
encountered in many physical [1, 2], biological [3–5],
and other systems.

There are several principal types of synchronization
of coupled chaotic oscillators [6, 7]. Let us briefly men-
tion some of these types. In the regime of complete
(full) synchronization (CS) [8, 9], the vectors character-
izing the states of the interacting systems obey the rela-
tion x1(t) = x2(t): this equation is characteristic of iden-
tical chaotic oscillators. If the control parameters of the
coupled systems are slightly different, the state vectors
are close, |x1(t)–x2(t)| ≈ 0, but still differ from each
other. Another type of synchronization of coupled cha-
otic oscillators with slightly different control parame-
ters is so-called lag synchronization (LS) [10, 11]. In
this case, the oscillations in one system follow those in
the other system with a certain time lag: x2(t + τ) ≈ x1(t),
where τ is the delay time. As the parameter of coupling
between the two systems is increased, the delay time
decreases and tends to zero, so that the coupled system
pass to the CS regime. The phenomenon of phase syn-
chronization (PS) is usually described and analyzed in
terms of the phase φ(t) of a chaotic signal [6, 7, 12].
Then, the PS regime means entrainment of the phases
of two chaotic oscillators, whereas their amplitudes
remain uncorrelated. The transition from PS to LS pro-
ceeds via an intermittent lag synchronization (ILS)
regime [11, 13]. In the analysis of this process, it is
expedient to study a signal representing the difference
x2(t + τ) – x1(t), which tends to zero in the LS regime.
In the ILS state, this signal appears as a random
sequence of regular (laminar) phases separated by
irregular (turbulent) outbursts. By laminar phase, we
mean the interval of time in which |x2(t + τ) – x1(t)| ≈ 0.
Thus, the differential signal is subject to sharp varia-
tions of large amplitude. When the coupling parameter
is increased, the number of such irregular outbursts
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decreases. This intermittent transient regime is referred
to as the on–off intermittency [14].

In the analysis of intermittency, an important aspect
is related to the diagnostics of laminar and turbulent
phases of motion. There are effective methods of sepa-
rating laminar phases (see, e.g., [13]), whereas the
diagnostics of turbulent phases meets certain difficul-
ties. Previously, we proposed [15] to analyze intermit-
tency using wavelet transformation [16], which offers
an effective approach to analysis of the behavior of
nonlinear systems featuring complicated dynamics (see
also [17, 18]). The continuous wavelet transform of a
chaotic signal is defined as

(1)

where x(t) is a time realization, ψ(η) is the base wavelet
function (the asterisk denotes complex conjugation),
and s is the analyzed time scale. For the base wavelet,
we suggested the Morlet wavelet ψ(η) =

 representing a rapidly decaying har-
monic function with ω0 = 2π to be used. It was shown
that the wavelet surface |W(t, s)| has significantly differ-
ent structures for the laminar and turbulent phases of
motion [15]. Thus, an analysis of the wavelet surface
structure can provide reliable separation of the different
phases of motion.

Let us apply the approach based on the continuous
wavelet transform to the analysis of two mutually (two-
way) coupled nonidentical Rössler oscillators [14]:
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Fig. 1. The regime of intermittent lag synchronization between two coupled Rössler systems (2) with ε = 0.13 (τ = 0.32): (a) the
typical time series of the differential signal x2(t + τ) – x1(t); (b) the corresponding projection of the wavelet surface modulus |W(t, s)|.

(a)

(b)
where ε is the coupling parameter, ω1 = 0.99, ω2 = 0.95,
a = 0.165, f = 0.2, and c = 10. As the ε value increases,
the coupled systems sequentially exhibit the PS, LS,
and CS regimes. In the interval 0.1 < ε < 0.15 (corre-
sponding to the passage from PS to LS regime) the cou-
pled systems occur in the ILS state. For arbitrary sys-
tems, the delay time τ is usually determined using the
similarity function (see, e.g., [11, 13, 14]). However,
recently we demonstrated [19] that τ for the coupled
systems under consideration is proportional to a phase
shift between the main spectral components of the Fou-
rier spectrum and depends on the coupling parameter
according to the power law τ = kε–1. For the values of
parameters specified above, k = 0.0418. In this study,
the delay time was determined using the established
power relation.

Figure 1 shows the typical time series of the signal
x2(t + τ) – x1(t) and the corresponding projection of the
wavelet surface modulus |W(t, s)| for ε = 0.13 (τ = 0.32).
The dark regions correspond to maxima of the wavelet
surface. As can be seen, the projection of the wavelet
surface modulus clearly reveals a pattern of laminar and
turbulent phases in the given time series. In the regime
of chaotic dynamics, the maxima of the wavelet surface
correspond to the outbursts of oscillations with various
time scales. Regions corresponding to the turbulent
phases are clearly localized on the time scale. In the
laminar periods, the wavelet surface structure remains
virtually unchanged and its amplitude is minimal.

Figure 2a shows an average energy distribution with
respect to the time scale for a time series duration of
N = 215 dimensionless time units. This curve exhibits
TE
two clear maxima corresponding to the time scales s1 =
4.4 and s2 = 9. These values determine the average
structure of the wavelet surface in the turbulent phase.
We propose the following procedure for determining
the duration of laminar and turbulent phases. First, the
wavelet transformation  is constructed
for the two time scales (s1 and s2) corresponding to the
maxima of the averaged energy distribution 〈E(s)〉, and
a threshold value ∆i is selected for each wavelet curve
|W(t, si)| (i = 1, 2). As was noted above, the wavelet sur-
face amplitude reaches maximum in the turbulent
phases. It might seem natural to consider the motion as
laminar when the given wavelet curve |W(t, si)| is above
the threshold and as turbulent when it is above this
level. However, situations are possible where the ampli-
tude of the wavelet curve |W(t, s1)| is at a minimum (i.e.,
is below the threshold ∆1), whereas the |W(t, s2)| ampli-
tude is greater than ∆2 and vice versa, so that the time
scale s2 is predominating at a given moment of time.
This possibility is related to the fact that the excitation
and suppression of oscillations takes place for these
very time scales over the entire turbulent phase. There-
fore, exact determination of the laminar and turbulent
phases requires the analysis to be performed for both
time scales. Accordingly, the laminar phase is assigned
only to the states in which both wavelet curves |W(t, si)|
are below the corresponding thresholds ∆i. It should be
noted that, if the system under consideration is charac-
terized by a single maximum in the energy distribution
over the time scales, the problem is simplified and the
wavelet transformation can be considered for this sin-
gle fixed scale.

W t s,( ) s s1 s2,=
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Using the method described above, we have
obtained the distributions of laminar and turbulent
phases in the course of breakage of the LS regime for
various values of the coupling parameter and deter-
mined the dependence of the average durations of these
phases on the coupling parameter. Figure 2b shows the
statistical distribution Λ (plotted on a logarithmic scale)
of the turbulent phase duration T for ε = 0.1. The num-
ber of analyzed phases was about 30000 of the charac-
teristic intervals. As can be seen, the distribution obeys
the exponential law with an exponent of –0.015. The
analogous distribution for the laminar phases obeys the
power law with an exponent of –3/2 (this value is typi-
cal of the on–off intermittency) [13].

We have also constructed plots of the average dura-
tion of the laminar and turbulent phases versus the crit-
ical parameter ε – ε*, where ε* ≈ 0.15 is a threshold
coupling parameter for establishment of the LS regime
(Figs. 2c and 2d). These characteristics were deter-
mined for 600–2700 phases (at a fixed length of the
time series). When the coupling parameter increases in
the interval 0.11 < ε < 0.15, the number of turbulent
(and laminar) phases sharply decreases, the laminar
phases become longer, and the turbulent phases become
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Fig. 2. The results of wavelet analysis of the regime of inter-
mittent lag synchronization between two coupled Rössler
systems (2): (a) an average energy distribution with respect
to the time scale for ε = 0.1 (∆1 = 2, ∆2 = 1.5); (b) a statisti-
cal distribution Λ (plotted on a logarithmic scale) of the tur-
bulent phase duration T for ε = 0.1 (solid line corresponds
to the exponential dependence with an exponent of –0.015);
(c) a double logarithmic plot of the average of the laminar
phase duration L versus critical parameter ε – ε* near the LS
regime threshold ε* ≈ 0.15 (dashed line corresponds to the
power law with an exponent of –1); (d) a semilogarithmic
plot of the average turbulent phase duration T versus critical
parameter ε – ε* near the LS regime threshold ε* ≈ 0.15
(dashed line corresponds to an exponential law).
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shorter. Figure 2c presents a plot of the laminar phase
duration L versus critical parameter ε – ε* on a double
logarithmic scale. As can be seen, the average L value
decreases according to the power law (ε* – ε)–1 typical
of the on–off intermittency. Figure 2d presents a plot of
the turbulent phase duration T (in the logarithmic scale)
versus ε – ε*. As can be seen, the average T value grows
according to the exponential law with increasing differ-
ence ε* – ε. It should be emphasized that the proposed
method (in contrast to that described in [13]) readily
provides data on the turbulent phase durations.

In conclusion, we have developed an effective
method based on wavelet transformation for an analysis
of the LS regime breakage in a system of two coupled
chaotic oscillators. The results obtained for the average
laminar phase duration agree well with the data pub-
lished previously [13]. It is established that the turbu-
lent phase duration obeys an exponential dependence
on the deviation of the coupling parameter from the LS
threshold value. The proposed wavelet analysis proce-
dure has quite a universal character with respect to the
description of intermittency and, hence, can be used for
the separation and analysis of laminar and turbulent
phases in the time series of various dynamical systems
exhibiting the phenomenon of intermittency.
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Abstract—By means of wavelet analysis of the laser interference response signal received from a system sub-
jected to impact loading, it is possible to determine the absolute values of the characteristics of shock wave
propagation in solids. This method has been applied to the experimental investigation of decaying oscillations
induced in a metal rod by a single mechanical impact. © 2005 Pleiades Publishing, Inc.
Introduction. An analysis of the mechanical oscil-
lations excited by impact in solid parts of various sys-
tems is of considerable basic interest in the physics of
shock wave excitation in solids. At the same time, this
analysis is important for evaluating the working proper-
ties of articles operating under impact loading condi-
tions. The response to impact is usually determined
with acoustic sensors. In order to determine the charac-
teristics of mechanical oscillations induced by impact,
such sensors must be preliminarily calibrated. The pos-
sibility of determining the absolute values of the char-
acteristics of oscillations induced by impact without
preliminary calibration is offered by laser interfero-
metry.

Methods for solving the inverse problems in laser
interferometry are well developed only for the case of
periodic oscillations of a reflecting surface [1–3]. In
such cases, the characteristics of oscillating systems
can be determined by means of a Fourier analysis of the
measured laser interference signal. However, the oscil-
lations of a solid surface in response to impact are ape-
riodic, resembling the process developing upon a single
initial perturbation in an oscillatory circuit with losses.

This paper shows that the characteristics of oscilla-
tions of the surface a solid excited by impact can be
determined by means of wavelet analysis of an interfer-
ence response signal [4, 5] received from an autodyne
system with the reflector excited by impact.

Theoretical background of the proposed method.
The normalized variable component of the interference
signal in an autodyne system with the optical feedback
coefficient C ! 1 can be written in the following
form [6]:

(1)

where t is the current time, θ is the signal phase, λ is the
laser radiation wavelength, and f(t) is a function

U t( ) θ 4π
λ

------ f t( )+ 
  ,cos=
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describing longitudinal motions of the object. The latter
function can be represented using a wavelet transfor-
mation as

(2)

where

Here, ψ1 is the base wavelet function, C(a, b) are the
coefficients of the wavelet expansion of f(t) in the ψ1

basis,  is a constant factor determined by the base
wavelet function, and ψf(ω) is the Fourier transform of
ψ1. For Eq. (2) to be valid, the base function ψ1 must
possess wavelet properties—that is, it must be localized
in both space and time, possess a zero average over the
entire interval of time, and be limited.

Let us introduce a function S(t) such that its spec-
trum corresponds to within a constant factor to the
spectrum of the signal to be reconstructed [1]:

(3)

Taking into account expression (1) and using the inte-
gral representation of f(t) given by Eq. (2), we can write
the new function as

(4)
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where ψ2 is the derivative of the base wavelet function.
The sign in the denominator of expression (3) can be

determined using the following procedure. First, the

function U(t) is used to calculate  at the
first point, where the sign at the square root is set arbi-
trarily. Then, the sign of the derivative dU/dt is deter-

mined and the function  is constructed so
that its sign is changed to the opposite at the points
where dU/dt is zero. If this function has discontinuities,
its sign in the intervals between such points is changed
to the opposite. This procedure leads to a continuous

function  with the correctly selected sign.
Below, it is assumed that the wavelet function ψ1(t)

is differentiable and its derivative is a wavelet. A com-
parison of the functions f(t) and S(t) given by Eqs. (2)
and (4) shows that these expressions differ by the base
wavelet functions and by the constant factor 4π/λ. Con-
structing the function S(t) based on the interference sig-
nal (1), we can expand it in the ψ2 wavelet basis with
the wavelet expansion coefficients

(5)

Using these coefficients, we can perform the inverse
transformation in the ψ1 bases to obtain

(6)

Thus, using the interference signal, it is possible to
determine the function describing the motion of the part
of the object from which a laser beam forming the inter-
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Fig. 1. A fragment of the autodyne response signal from an
impact-loaded rod.
TE
ference response pattern is reflected. The arbitrary

choice of the sign of  at the first point
implies that we cannot determine the direction of
motion. However, the proposed method can be success-
fully used in cases where the initial direction of motion
is known a priori or when only the law of the object
motion with time is of interest while the direction of
this motion is insignificant.

Experimental results. In order to study oscillations
induced by impact in a solid, we performed experi-
ments using an autodyne system and a special impact-
loading device mounted on an optical bench. The
impact-loading device comprised a spring-driven
striker and a fixed metal rod to which the impact load
was applied. The spring compression was controlled by
means of changing the plunger position. Thus, we have
experimentally measured the motion of the rod edge
surface, which was related to the time-dependent strain
caused by the impact loading.

The experiments were performed using an autodyne
system employing a laser diode of the RLD-650 type
based on a quantum-confined semiconductor structure
operating in a diffraction-limited solitary spatial mode.
The laser parameters were as follows: output power,
5 mW; working wavelength, 652 nm; threshold current,
20 mA. The laser radiation reflected from the metal rod
edge was used to form the autodyne signal, which was
detected, amplified, processed by an analog-to-digital
converter (ADC), and fed to a personal computer. The
digitized signal was stored and processed so as to
reconstruct the law of motion of the rod edge upon a
single impact produced by the striker. In order to reduce
the influence of noises in the electric circuit on the use-
ful response signal, the laser operating in an autodyne
mode was powered from a storage battery. The coeffi-
cient of reflection and the distance from the rod edge to
the radiation source were selected such that the optical
feedback coefficient obeyed the condition C ! 1.

Figure 1 shows a fragment of the typical time series
of a response signal measured by the photodetector. As
can be seen, the signal was rather noisy, which was
probably related to the instability of the laser diode fre-
quency, mechanical vibrations of the experimental
setup, and noise in the electric circuit. In order to
decrease the effect of noise on the reconstructed signal,
we used two-stage autodyne signal processing. Rough
filtration of the noise was provided by a Savitzky–
Golay digital filter [7], after which fine noise reduction
was ensured by wavelet filtration using the MATLAB
program package [8, 9].

The digitally filtered laser interference response sig-
nal was processed as described above so as to solve the
inverse problem of laser interferometry and reconstruct
the function describing the shock wave propagation in
the solid rod. Figure 2 shows the reconstructed law of
motion of the rod upon a single impact. As can be seen,
the character of the shock wave propagation in the rod

1 U
2

t( )–±
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is similar to the shape of oscillations observed upon a
single initial perturbation in an oscillatory circuit with
losses.

In order to verify the results obtained using the pro-
posed method, we have also measured the parameters
of shock wave propagation in the rod by means of the
so-called induction technique. According to this, the
impact-excited rod is placed inside an induction sensor
whose output signal is digitized by an ADC and fed to
a personal computer. The self-induction emf generated
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Fig. 2. The law of oscillatory motion of an impact-loaded
metal rod as reconstructed by means of the wavelet analysis
of the autodyne response signal.
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Fig. 3. Time variation of the self-induction emf in an
impact-loaded rod measured using the induction technique.
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in the coil of the sensor is induced by oscillations of the
rod caused by the propagating shock wave. The com-
pression of the spring driving the striker was the same
as that in the experiments with autodyne monitoring.
Figure 3 presents the typical time variation of the self-
induction emf measured by the induction technique,
which is proportional to the rod displacement. A com-
parison of the patterns in Figs. 2 and 3 shows that the
frequency and the logarithmic damping factor of oscil-
lations determined using the interferometric method
differ by no more than 0.5 and 1.2%, respectively, from
the corresponding values obtained from the induction
measurements. This is evidence of a good coincidence
of the results obtained by the two methods.

Certain limitations of the proposed laser interfero-
metric technique are related to the finite period of dis-
cretization of the measured autodyne signal, which is
provided by the existing ADCs. In particular, the
restricted rate of ADC operation makes it impossible to
measure shock waves with a front rise time shorter than
the discretization period. On the other hand, for a suffi-
ciently large rise time of the shock wave front, it is
expedient to use the method described previously [10].

Conclusion. We have demonstrated the possibility
of determining the parameters of shock waves propa-
gating in solids using wavelet analysis of the laser inter-
ference response signal received from an autodyne sys-
tem employing a semiconductor laser and an impact-
driven external reflector.
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Phase Transitions in Thin Titanium Oxide Films 
under the Action of Excimer Laser Radiation
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Abstract—We have studied the action of pulsed vacuum ultraviolet (VUV) radiation of an ArF excimer laser
(wavelength, 193 nm; pulse duration, 20 ns; pulse energy density, 40–50 J/cm2) on thin amorphous films of
titanium oxide (TiO2) grown by light-assisted molecular beam epitaxy. A comparison of the Raman spectra of
samples measured before and after exposure shows that VUV irradiation at increasing fluence induces the
crystallization of amorphous TiO2 to anatase, which is further transformed into rutile. © 2005 Pleiades Pub-
lishing, Inc.
Owing to the advantageous combination of physical
and chemical properties, titanium oxide (TiO2) is
widely used as a material for optical and protective
films, photocatalysts, gas sensors, biocompatible coat-
ings, etc. [1]. Another potential field of applications for
this oxide is microelectronics. It has been suggested [2]
to use titanium oxide films as photoresist in laser-beam
lithography and as a high-permittivity material for the
next generation of charge-storage devices (dynamic
memory, field-effect transistors, etc.).

This paper presents the results of investigations into
the action of pulsed vacuum ultraviolet (VUV) radia-
tion of an ArF excimer laser operating at a wavelength
of λ = 193 nm on thin amorphous films of titanium
oxide (TiO2) grown by light-assisted molecular beam
epitaxy. The effects induced by excimer laser radiation
in oxide films are of interest for two reasons. First, the
relatively small radiation penetration depth focuses all
the laser-induced physical and chemical processes
predominantly in a thin (~10 nm) surface layer of the
material. Thus, an energy of 1–100 kJ per unit film vol-
ume (1 cm × 1 cm × 10 nm) is deposited for the laser
pulse energies within 1–100 mJ/cm2. Second, the high
laser photon energy (hν ≈ 6.4 eV) is close to the molec-
ular binding energy of TiO2 and more than twice as
large as the bandgap width of TiO2 (Eg ≈ 3.18 eV for
anatase [3]).

Titanium oxide exists in three different crystal mod-
ifications: anatase, rutile, and brookite, the first two
being most frequently encountered and used. Accord-
ing to the phase diagram of TiO2 [4], anatase and broo-
kite transform into rutile on heating to 700 and 900°C,
1063-7850/05/3111- $26.00 0908
respectively, while amorphous TiO2 crystallizes into
anatase on heating above 300°C. Accordingly, variation
of the parameters of technological processes leads to the
formation of TiO2 coatings with different properties.

Numerous effects were observed previously in irra-
diated titanium oxide films grown by physical gas
phase epitaxy [5], chemical vapor deposition [6], and
electrochemical anodic oxidation [7]. It was also
reported [8] that fluence-dependent changes in the
composition and structure of pressed TiO2 powder sam-
ples took place under the action of a pulsed KrF exci-
mer laser (248 nm, 25 ns). In particular, the anatase–
rutile phase transition was observed at a laser fluence
above 710 mJ/cm2.

Synthesis and characterization of TiO2 films.
Titanium oxide films were obtained by means of light-
assisted molecular beam epitaxy in a reactor designed
and constructed at EPFL (Lausanne, Switzerland).
There are various types of vapor phase epitaxy (VPE),
which can be subdivided depending on the method of
activation—in particular, thermoactivated, plasma-
enhanced, and light-assisted VPE. The method of light-
assisted molecular beam epitaxy belongs to the latter
type. A detailed description of these techniques is given
in monographs [9, 10].

The main advantage of said reactor is the possibility
of obtaining homogeneous deposits with a precisely
controlled thickness on large-area substrates [11].
Films with a thickness nonuniformity below 2% can be
deposited at a growth velocity ranging from 50 to
1000 nm/h. Our experiments were performed with TiO2
© 2005 Pleiades Publishing, Inc.
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Fig. 1. The Raman spectra of three TiO2 films of various thicknesses (indicated at the curves) in comparison to the spectrum of a
pure anatase crystal. As can be seen, the anatase phase is present in all samples. The inset shows the fragments of X-ray duffracto-
grams of the same films.
films of various thicknesses (70, 102, and 513 nm)
grown on Pyrex glass substrates.

The film structures were studied and their degrees of
crystallization were compared by means of X-ray dif-
fraction. The results of such analysis are illustrated in
the inset to Fig. 1. As can be seen from these data, the
films with a thickness of 70 and 102 nm are substan-
tially X-ray amorphous, whereas the 513-nm-thick film
contains an anatase phase with the crystal lattice ori-
ented in the (101), (112), and (200) directions. The lat-
ter sample was grown at a relatively low temperature
(as compared to those used for the deposition of the two
other films). Thus, the degree of crystallization in tita-
nium oxide films obtained in the given reactor increases
with the film thickness.

Figure 1 shows the Raman spectra of three TiO2

films of various thicknesses in comparison to the spec-
trum of a pure anatase crystal. As can be seen, all three
films contain the anatase phase. Indeed, except for the
weak Eg peak at 199 cm–1 observed only for the
513-nm-thick film, all peaks characteristic of the ana-
tase phase are well distinguished in the spectra of three
samples, including Eg mode (143 and 640 cm–1),
A1g + B1g double mode (516 cm–1) and B1g mode
(399 cm–1).
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 11      20
VUV-radiation-induced crystallization. Figure 2
shows a series of the Raman spectra of a 70-nm-thick
TiO2 film measured in the course of irradiation, which
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Fig. 2. The Raman spectra of a 70-nm-thick TiO2 film mea-
sured (1) before irradiation and (2–4) after exposure to 64,
128, and 256 laser pulses, respectively, at an energy density
of 45.1 mJ/cm2.
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demonstrate an increase in the degree of crystallization
with increasing fluence of laser radiation with λ =
193 nm. Indeed, as can be seen, the exposure to an
increasing number of laser radiation pulses with an
energy density of 46.1 mJ/cm2 leads to a significant
increase in the intensity of the signal due to the crystal-
line phase. The peak intensity upon exposure to 128 and
256 laser pulses is about 50 times that for the unirradi-
ated sample. This increase in the signal intensity in the
Raman spectrum of the irradiated zone is attributed to
the growth of the crystalline component in the TiO2 film
under the action of laser radiation.

For a 102-nm-thick TiO2 film irradiated at the max-
imum fluence (64 pulses with 50.1 mJ/cm2), the charac-
teristic signal intensity exhibited an approximately
threefold increase in comparison to that for the unirra-
diated sample. Similar behavior was also observed for
the 513-nm-thick film, where the signal intensity upon
irradiation at approximately the same fluence was
increased by a factor of about 1.5.

Thus, the content of the crystalline phase in thin
TiO2 films significantly increases upon exposure to
VUV laser radiation with λ = 193 nm. The effect of
laser radiation strongly depends on the film thickness:
the thicker the film, the less pronounced the laser
action.

Fig. 3. The Raman spectra of a 70-nm-thick TiO2 film
(1) before irradiation and ( j, j ' ) after exposure to 256 laser
pulses at an energy density of 46.1 mJ/cm2 (for the sample
probed at points j and j ' of the laser-irradiated zone as indi-
cated in the inset). Comparison to the spectra of (2) anatase
and (3) rutile crystals shows that the laser irradiation leads
to the anatase–rutile phase transition, which is more pro-
nounced in the central ( j ' ) than in the peripheral ( j ' ) region
of the irradiated zone.
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Laser-induced anatase–rutile phase transition.
We have measured the Raman spectra in the
50−900 cm–1 range for the regions of films irradiated at
a maximum laser pulse energy for each sample. The
most interesting results are as follows. Figure 3 pre-
sents the Raman spectrum of a 70-nm-thick TiO2 film
exposed to 256 laser pulses at an energy density of
46.1 mJ/cm2. For comparison, this figure also shows
the spectrum of the same sample prior to irradiation
and the spectra of rutile and anatase crystals. The ana-
tase spectrum was measured in the (xx) polarization,
which provides the maximum intensity at 399 and
516 cm–1.

The data in Fig. 1 show evidence of the phase tran-
sition from anatase to rutile. This process is illustrated
by the spectra measured at points j and j ' of the same
irradiated zone of the sample (see the inset to Fig. 3). As
can be seen, the material modified by irradiation con-
tains both phases, predominantly rutile. Differences
between the compositions of central and peripheral
regions of the irradiated zone are explained by the non-
uniform distribution of intensity in the laser beam cross
section: the radiation intensity is higher at the center
than at the edge of the beam. A lower intensity results
in a smaller fraction of the irradiated material being
converted from anatase to rutile at point j ' than at point j
(where a considerable proportion of TiO2 occurs in the
rutile phase). For better illustration of the phase transi-
tion (and in view of the significant difference in the
intensity of the characteristic Raman signals from the
irradiated and unirradiated zones), all the Raman spec-
tra of the 70-nm-thick film in Fig. 3 are normalized so
as to provide equal heights of the peaks at 145 cm–1. In
the 102- and 513-nm-thick films, the phase transition
from anatase to rutile was not observed.

Conclusion. The investigation of the structure of
thin TiO2 films grown by light-assisted molecular beam
epitaxy showed evidence for an increase in the degree
of crystallization with increasing film thickness. The
exposure of these films to pulsed VUV radiation
(193 nm, 20 ns) leads to the crystallization of the initial
amorphous phase to anatase. The smaller the film thick-
ness (i.e., the lower the initial degree of crystallization),
the higher the efficiency of laser action. A further
increase in the laser fluence (at a laser pulse energy
density of 40–50 mJ/cm2) for the thinnest (70 nm) film
leads to the phase transition from anatase to rutile. This
is the first observation of such a phase transition in ini-
tially amorphous TiO2 films under the action of ArF
excimer laser radiation. A comparison of the obtained
results to the data reported in [8] showed that a decrease
in the laser wavelength from 248 nm (for KrF laser [8])
to 193 nm (ArF laser, this study) leads to a significant
decrease in the threshold energy for the phase tran-
sition.
CHNICAL PHYSICS LETTERS      Vol. 31      No. 11      2005
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Abstract—The influence of ultrasonic plastic treatment (UPT) on the relief, microstructure, and phase state of
the surface of nickel titanium (TiNi) has been studied. The UPT leads to significant hardening, nanofragmen-
tation, and a change in the phase state of the surface TiNi layer. © 2005 Pleiades Publishing, Inc.
The physical properties of metals and alloys are
determined to a considerable extent by the structure
(crystalline and granular) and phase state of the surface
layer, as well as by the density and type of structural
defects. As is known, reduction in the grain size to
100 nm and below leads to a significant increase in the
yield stress and ultimate strength of alloys, including
those based on intermetallic compounds and exhibiting
the phenomena of shape memory and superelasticity,
an example being offered by nickel titanium (TiNi) [1].
There are several methods for the formation of nanostruc-
tures in massive TiNi samples, in particular, equichannel
angular pressing (ECAP) and 3D-forging [1]. The most
effective methods of modification are based on defor-
mation by high-pressure torsion [2] and severe plastic
deformation (SPD) by rolling after ECAP [3]. The for-
mation of nanostructured layers on the surface of alloys
requires special processing techniques [4].

A promising method of surface treatment for the
formation of submicrocrystalline and nanostructured
surface layers is offered by ultrasonic plastic treatment
(UPT) [5–7]. However, this method has never been
used previously for the surface modification of shape
memory materials in order to study the influence of
modified layers on the properties of such materials.
This Letter presents the first original results of our
investigation of the influence of UPT on the microstruc-
ture, microhardness, and phase state of the surface lay-
ers of nickel titanium.

Experimental. The experiments were performed on
a TiNi alloy with a nearly equiatomic composition,
which is known to exhibit B2  B19' martensitic
transformations on cooling and heating. The martensi-
tic transformation start (M1 and M2) and finish (A1 and
A2) temperatures for this alloy on cooling and heating,
respectively, are as follows: M1 = 340 K, M2 = 313 K,
A1 = 360 K, and A2 = 370 K. At T = 300 K, the samples

                          
1063-7850/05/3111- $26.00 0912
possessed a martensite (B19') structure and exhibited a
coarse-grain morphology with ~25 µm equiaxial
grains. The samples had the shape of 1.8-mm-thick
disks with a diameter of 30 mm and were preliminarily
ground and then annealed for 1 h at 1073 K in vacuum
at a residual gas pressure below 10–3 Pa. After anneal-
ing, the mechanically damaged outer surface layer was
removed by chemical polishing to a depth of ~0.2 mm.

The source of ultrasonic oscillations was a UZG-
0.2/22 acoustic generator operating at a frequency of
22.8 kHz. The sample surface was processed with an
ultrasound-driven indenter having a spherical tip with a
diameter of 5 mm made of a hard alloy (VK8). The
indenter performed oscillations with an amplitude of 5–
7 µm, being pressed to the sample surface at a normal
load of 75 N [5]. The UPT was performed within a ring
zone with outer and inner radii of 12 and 5 mm, respec-
tively, on the surface of a disk sample. For this purpose,
the disk was rotated at a circular frequency of 62 rpm
and the indenter was shifted in the radial direction at a
velocity of s = 0.05, 0.025, or 0.01 mm per turn.

The parameters of the mesorelief produced by the
UPT were determined using a Micromeasure 3D Sta-
tion profilometer, and the microstructure was studied
by scanning tunneling microscopy (STM) on a CMM-
2000T multimicroscope. The crystal structure and
phase composition of samples upon UPT were studied
by X-ray diffraction on a DRON-3M diffractometer
using FeKα radiation. The microhardness was mea-
sured using a PMT-3 device.

Results. The UPT led to a significant change in the
surface morphology of samples, resulting in the appear-
ance of a spiral mesorelief different from that of the
chemically polished surface (Fig. 1). Data on the
parameters of surface roughness in the initial and ultra-
sonically treated samples are presented in the table.
© 2005 Pleiades Publishing, Inc.
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As can be seen from data in the table, both lateral
(

 

R

 

a

 

) and vertical (

 

R

 

z

 

) roughness parameters are signifi-
cantly reduced upon UPT (by 39 and 24%, respec-
tively) as compared to the values observed for the same
sample after chemical polishing. Note that the parame-
ters of periodicity of the regular mesorelief are not
directly proportional to the radial velocity of the
indenter. At a constant sample rotation speed and a
fixed radial velocity of the indenter, the “grooves” over-
lap and the frequency of impacts increases on
approaching the central part of the sample. In order to
elucidate the character of the resulting microrelief and
to establish the laws of redistribution of the microvol-
umes of the deformed alloy, it is necessary to perform
model experiments for determining the parameters of
impact interactions between the indenter and the sam-
ple surface.

 

Discussion. The results of X-ray diffraction mea-
surements showed that the UPT not only produced a
regular mesorelief on the surface of samples but also
changed the TiNi phase state in the most heavily
strained surface layer (90% of the signal intensity mea-
sured using the FeKα radiation in the angular interval
2θ = 44°–60° is due to the layer with a thickness of
~3.5 µm). The X-ray diffractograms of ultrasonically
treated samples (Fig. 2) display a wide modulated dif-
fraction profile formed by the broadened reflections of
B19' martensite, narrow (110) reflections of the
B2 phase, and probably a (003)–(112) doublet of the
rhombohedral R-martensite (previously observed in
strongly deformed TiNi alloys of nearly equiatomic

Fig. 1. Micrographs of the surface relief on a TiNi sample
after chemical polishing (left-hand side) and upon UPT at
s = 0.05 mm/turn (right-hand side) (magnification, ×200).
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composition [3]). Qualitatively similar X-ray diffracto-
grams were observed in TiNi based binary alloys upon
volume SPD deformation [3]. Such patterns are also
characteristic of ultrafine powders obtained by methods
of mechanoactivation [8], where the B2 phase of TiNi
appears due to a decrease in the start temperatures (
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and 
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2

 

) for the B2  B19' transformation. This
decrease is caused by strain hardening accompanied by
the formation of a submicrocrystalline or nanocrystal-
line structures.

It was reported [1] that TiNi based binary alloys with
submicrocrystalline and nanocrystalline structures
exhibit an increase (about twofold) in microhardness 
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as compared to that of their coarse-grained counter-
parts. The results of microhardness measurements for
our samples also showed that 
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 increased from
1.9 GPa in the initial alloy to 3.5–4.0 GPa upon the
UPT. The thickness of a hardened surface layer (esti-
mated from a change in size of the Vickers pyramid
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alloy samples: (
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) in the initial (chemically polished)
state, measured at 
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= 296 and 360 K, respectively;
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) upon UPT at 
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 = 0.05 mm/turn, measured at 296 K in
the regions spaced by 4 and 6 mm, respectively, from the
outer boundary of the processed ring zone. The area of
scanned regions was 2.5 
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Fig. 3. STM image showing the microstructure of the TiNi surface upon UPD at s = 0.025 mm/turn, measured in the region 6 mm
from the outer boundary of the processed ring zone.
                 
indenter mark with increasing load) was no less than
8 µm (at this depth, the Hµ value exhibited a 10%
decrease).

The results of STM examination of the microstruc-
ture of UPT-modified surface layers showed that this
treatment leads to the formation of an ultrafine-grained
structure including large regions in which the material
occurs in a nanostructured state. Indeed, the STM
images predominantly revealed fragments with an aver-
age size of 100 nm and below (Fig. 3).

The results of our investigation show that UPT is an
effective method for the formation of nanostructured
near-surface layers and their hardening in TiNi based
alloys. However, for practical applications of this
method, it is insufficient to study the material structure
in the near-surface layer: it is no less important to char-
acterize the structural-phase state and defectness of a
deeper zone with a high level of long-range residual
stresses. The thickness of such zones in steels and tita-
nium reaches 200 µm [4–7]. The importance of such
investigations is determined by the strong dependence
of the sequence and temperatures of the martensitic
transformations, shape memory parameters, and super-
elasticity characteristics in TiNi based alloys on the
type and level of internal stresses.
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Abstract—Oriented GaN layers with a thickness of about 10 µm have been grown by hydride–chloride vapor-
phase epitaxy (HVPE) on Si(111) substrates with AlN buffer layers. The best samples are characterized by
a halfwidth (FWHM) of the X-ray rocking curve of ωθ = 3–4 mrad. The level of residual mechanical stresses
in AlN buffer layers decreases with increasing temperature of epitaxial growth. The growth at 1080°C is accom-
panied by virtually complete relaxation of stresses caused by the lattice mismatch between AlN and Si. © 2005
Pleiades Publishing, Inc.
Gallium nitride (GaN) epitaxial films have become
an important semiconductor material for microwave
electronics. For this reason, a currently important task
is to obtain such films on silicon substrates, which
would allow a significant reduction in the production
cost and provide possibilities for integrating GaN-
based optoelectronic devices into silicon-based micro-
electronics. Unfortunately, the growth of epitaxial GaN
layers on single crystal silicon substrate encounters
considerable difficulties: first, because of the significant
differences in the lattice parameters and thermal expan-
sion coefficients of these materials and, second,
because of the active interaction of the silicon surface
with ammonium (with the formation of SiNx) in the
stage of nucleation of the epitaxial layer (epilayer). One
possible way to avoid these difficulties is related to the
use of intermediate layers (sub- or buffer layers) depos-
ited on the surface of silicon substrates. In recent years,
this approach has been successfully employed for the
growth of GaN films by molecular beam epitaxy
(MBE) and metalorganic chemical vapor deposition
(MOCVD) on AlAs [1], HfN [2], Ga2O3 [3], Al2O3 [4],
and AlN [5] sublayers and intermediate AlGaN/GaN
superlattices [6].

The method of hydride–chloride vapor phase epit-
axy (HVPE) is characterized by high growth rates and
is predominantly used for obtaining bulk (>100 µm
thick) GaN layers, in most cases on sapphire substrates.
However, it was reported that relatively thin GaN films
can also be obtained by HVPE on gallium arsenide [7]
and silicon [8, 9] substrates with AlN sublayers depos-
ited by RF sputtering.
1063-7850/05/3111- $26.00 0915
This paper reports the HVPE growth of oriented epi-
taxial GaN films on Si(111) substrates with AlN sub-
layers. The AlN layers were grown on preliminarily
cleaned 2-inch (50 mm) Si(111) wafers rotated in a
flow of hydrogen at a rate of 60 rpm. The ratio of the
H2/NH3 flow rates in the course of AlN growth was
2 : 1, the substrate temperature was varied in the inter-
val from 800 to 1100°C, and the time of exposure in the
AlN growth zone was 1–20 min. The subsequent
growth of 10-µm-thick GaN epilayers was carried out
for 60 min at 950°C on substrates covered by AlN
buffer layers with a thickness of 30–300 nm.

In order to elucidate the details of the formation of
AlN buffer layers and to evaluate the quality of GaN
epilayers, we have performed a comparative study of
the structures of two types, AlN/Si(111) and
GaN/AlN/Si(111). The samples were characterized by
methods of Raman spectroscopy, transmission electron
microscopy (TEM), and X-ray diffraction.

Figure 1 shows the typical Raman spectra measured
in the region of the E2 (high) phonon mode for AlN lay-
ers grown by HVPE at various temperatures on Si(111)
substrates. For comparison, we also present the spec-
trum of a high-quality unstressed 5-µm-thick AlN layer
grown by MOCVD on a sapphire (Al2O3) substrate.
Data on the full width at half maximum (FWHM) of the
observed E2 (high) phonon peak and its spectral posi-
tion ω for AlN films of various thicknesses h grown for
the same period of time t at different temperatures
(Tgrowth) are presented in Table 1 in comparison to the
values for a thick unstressed AlN layer on Al2O3.
© 2005 Pleiades Publishing, Inc.
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As can be seen from the data in Table 1, the peaks of
the E2 (high) phonon mode in the Raman spectra of
AlN/Si(111) epilayers are shifted toward lower fre-
quencies as compared to the ω value for the unstressed
AlN layer on Al2O3. This behavior is evidence for the
presence of tensile stresses in AlN in the plane parallel
to the substrate, while variation of the shift is indicative

580 620 660 700 740
λ, cm–1

I,
 a

.u
.

T = 800°C

T = 900°C

T = 1000°C

E2 (high)

AlN/sapphire

AlN/Si
z(yy)z–

Fig. 1. The typical Raman spectra measured in the region of
the E2 (high) phonon mode for AlN layers grown by HVPE
on Si(111) substrates at various temperatures (in compari-
son to the spectrum of a thick unstressed AlN layer grown
on sapphire).

Table 1.  The frequencies and halfwidths of the E2 (high)
phonon peaks in the Raman spectra of AlN layers grown
at various temperatures on Si(111) substrates (in comparison
to the values for a thick AlN layer on Al2O3)

E2 (high),
ω, cm–1

FWHM,
cm–1

Tgrowth,
°C

t, min h, nm

AlN/Si 654.5 12.4 1000 10 ~1650

AlN/Si 652.4 11.3 900 10 1000

AlN/Si 651.2 12.6 800 10 870

AlN/Al2
O3

657.6 3.5 – – –
TEC
of different values of the residual strain. The existence
of residual stresses in AlN layers grown on Si(111) is
quite natural, because the lattice parameter a in AlN is
smaller, while its thermal expansion coefficient is
greater than the corresponding values for Si(111). This
difference results in the deformation of a growing layer
at T = Tgrowth, which still increases upon cooling from
Tgrowth to room temperature. We estimated the residual
strain ε300 in AlN sublayers using a model of biaxial
straining and assuming that the shift of the phonon peak
is proportional to this strain: ∆ωγ = Kγε300 [10]. The coef-
ficient of proportionality Kγ was taken from [11]. The
resulting estimates of room-temperature stresses σ300 in
AlN layers on Si(111) are given in Table 2.

Table 2 also presents the values of the elastic ther-
mal stress σ∆α calculated using the formula [12]

where h and H are the thicknesses of the AlN layer and
Si substrate, respectively; E and ν are the Young’s mod-
uli and the Poisson ratios of AlN and Si; ∆T = Tgrowth –
300 is the temperature interval of cooling (°C); and ∆α

σ∆α
EAlN

1 νAlN–
------------------ ∆α∆T

1
EAlN 1 νSi–( )h
ESi 1 νAlN–( )H
------------------------------------+

---------------------------------------------,=

Table 2.  The estimates of residual stresses in AlN layers
grown at various temperatures on Si(111) substrates

Tgrowth, °C σ300 K, GPa σ∆α, GPa σgrowth, GPa

800 1.71 0.16 1.55

900 1.35 0.17 1.18

1000 0.74 0.18 0.56

0.2

800
0

850 900 950 1000 1050 1100

0.4

0.6

0.8

1.0

1.2

1.4

1.6

σ∆α

σ300 Κ – σ∆α

Tgrowth, °C

Str., GPa

Fig. 2. Plots of the thermal stresses σ∆α and elastic lattice-
mismatch stresses σ(300 K)–σ∆α versus growth temperature
for AlN layers on Si(111) substrates.
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GaN

Si(111)
AlN

(a) (b)

Fig. 3. The patterns of electron microdiffraction in the transmission mode showing the AlN sublayer structure in the regions of the
(a) AlN/Si and (b) AlN/GaN interfaces of GaN/AlN/Si(111) heterostructures.
is the difference of the thermal expansion coefficients
of AlN and Si. As is known, nucleation and multiplica-
tion of dislocations in crystals take place when the
stresses exceed a certain critical level σcr. It is com-
monly accepted that thermal stresses in most hetero-
structures (at least, at temperatures below half of the
melting temperature) exhibit no relaxation and are man-
ifested by room-temperature elastic deformation [13].
Assuming this statement to be valid, we can estimate
the residual stresses σgrowth for AlN/Si at the tempera-
ture of epitaxial growth as

As can be seen, an increase in the temperature of epi-
taxial growth of AlN is accompanied by a decrease in the
elastic stress σgrowth. As a result, the elastic strain caused
by the lattice mismatch between the AlN layer and Si
substrate exhibits almost complete relaxation for the lay-
ers grown at a temperature of about 1080°C (Fig. 2).

The crystal structure of GaN epilayers was studied
by means of X-ray diffraction measured on a three-
crystal X-ray diffractometer using CuKα radiation. The
X-ray rocking cures were obtained for two Bragg
reflections—symmetric (0002) and asymmetric
(1124)—in the regimes of two-crystal (ω scan) and
three-crystal (ω–2ω scan) diffraction. The results of
these measurements (including the reflection half-
widths and the average lattice parameters 〈a〉  and 〈c〉)
are presented in Table 3. The values of the crystal lattice

σgrowth σ300 K σ∆α .–=
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deformation in the grown layer were determined by com-
parison to the parameters of nondeformed GaN [14].

Figure 3 shows the patterns of electron microdif-
fraction measured in the transmission mode for
GaN/AlN/Si(111) heterostructures with different thick-
nesses of the AlN sublayer. As can be seen, the 30-nm-
thick sublayer has a polycrystalline structure, while the
pattern observed for the 300-nm thick sublayer (at the
AlN/GaN interface) exhibits a coalescence texture
characteristic of the azimuthal orientation of grains. For
this reason, the GaN films in all heterostructures with
AlN sublayer thicknesses below 100 nm also had a
polycrystalline structure, whereas in the structures with
AlN sublayer thicknesses above 250 nm, the GaN lay-
ers were oriented and had the lattice parameters indi-
cated in Table 3.

The results of our investigation agree with the pub-
lished data [15], according to which the AlN layers
grown by MOCVD on sapphire initially possess a poly-
crystalline structure, but the subsequent annealing
accompanied by coalescence leads to the formation of
oriented films. In the case of high-temperature (Tgrowth =
1080°C) HVPE on a Si substrate, an almost polycrys-
talline AlN island film is also formed at the initial
growth stage and then transforms (via island growth
and coalescence) into a layer with a degree of crystal
orientation sufficient for the subsequent growth of a
substrate-oriented GaN epilayer.

Thus, we succeeded in obtaining HVPE-grown ori-
ented GaN epilayers with a thickness of about 10 µm on
Table 3.  Parameters of the X-ray diffraction pattern and the crystal structure of GaN epilayers grown by HVPE on Si(111)
substrates with GaN sublayers

hk · 1 ωθ ωθ/2θ θB, deg
c (5.1850 Å)
a (3.1892 Å)

∆c (Å)
∆a (Å)

GaN/AlN/Si (0002) 660″ 45″ 17.2814 5.1859 +0.0009

(1124) 780″ – 49.9694 3.1898 +0.0006
05
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Si(111) substrates with intermediate thin elastically
stressed AlN buffer layers.
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Abstract—We have numerically modeled the development of instability of the boundary of a nonviscous
dielectric liquid with a free surface charge occurring in an external electric field and compared the behavior of
this system in the two limiting cases, whereby the surface charge produces complete screening of the field above
and below the surface. Although the linearized equations of motion in the two cases coincide, the scenarios of
instability development are substantially different, which is indicative of the determining role of nonlinearity
in this process. © 2005 Pleiades Publishing, Inc.
As is known, the surface of a dielectric liquid bear-
ing a free surface charge becomes unstable as soon as
the control parameter (representing the sum of the
energy densities of the electric field above and below
the surface) exceeds a certain threshold [1, 2]. In the
linear stage of the development of this instability, the
system features exponential growth of the amplitude of
periodic surface perturbations. A necessary condition
of the applicability of the linearized equations of
motion is that the perturbation amplitude is small as
compared to the characteristic wavelength. Evidently,
this condition is unavoidably violated within a finite
time, after which the further evolution of the system
will be determined by nonlinear processes.

This Letter presents the results of numerical model-
ing of the dynamics of the system in the nonlinear stage
of the development of instability, that is, when the
amplitude of perturbations on the initially flat surface
becomes comparable with the characteristic wave-
length (which can be more than ten times greater than
the surface curvature radius).

Let us consider a dielectric liquid occurring in an
external electric field between flat electrodes. The liq-
uid surface in the unperturbed state is assumed to be
flat, coinciding with the horizontal plane z = 0, and the
electric field vector is normal to this surface (i.e., the
field is directed along the z axis). Restricting consider-
ation to the axisymmetric case, deviations of the liquid
boundary from the initial flat surface can be described
by the function η(r, t), so that the shape of the perturbed
surface is determined by the equation z = η(r, t). For the
sake of simplicity, the distance h from the upper elec-
trode to the liquid surface is set equal to the depth of the
liquid layer and to the distance from the axis of symme-
try to the side boundaries of the region occupied by the
liquid.
1063-7850/05/3111- $26.00 0919
Assuming the liquid to be ideal (i.e., incompress-
ible) and its motion to be potential, the Laplace equa-
tion describing the velocity field potential Φ for axi-
symmetric perturbations of the liquid surface can be
written as

(1)

This equation has to be solved jointly with the bound-
ary conditions

(2)

where α is the coefficient of surface tension, ρ is the
density of the liquid, and PE is the electrostatic pres-
sure.

The temporal evolution of the free liquid surface is
determined by the kinematic relation

(3)

and the electrostatic pressure at the charged surface of
the liquid is described by the expression

(4)

where ϕ is the potential of the electric field and ε is the
permittivity of the liquid.

Below, we will compare the two limiting cases.
Case A corresponds to the limit whereby the liquid sur-
face bears positive ions which produce complete
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screening of the field in the liquid (i.e., below the sur-
face), whereas the limiting case B corresponds to the
surface charged with electrons screening the field
above the boundary. Such situations are realized, for
example, in liquid helium and hydrogen with strongly
charged surfaces [3, 4]. Note that, for these fluids, ε ≈ 1
in Eq. (4). A situation analogous to case A also takes
place in the ideal conducting liquid, since the field does
not penetrate into such a medium because of screening
by the induced surface charge. The influence of nonlin-
earity on the evolution of the surface of a liquid conduc-
tor was previously studied by analytical methods (see,
e.g., [5, 6]).

The electric field potential ϕ in the axisymmetric
case under consideration obeys the Laplace equation

(5)

This equation has to be supplemented with the condi-

ϕ rr r
1– ϕ r ϕ zz+ + 0.=

0.20 0.4 0.6
0.9

1.0

1.1
z

r

3a

2a
1a

1b
2b
3b

Fig. 1. The results of numerical modeling of the develop-
ment of instability of a dielectric liquid surface in an exter-
nal electric field in the two limiting cases, whereby the sur-
face charge produces complete screening of the field below
(case A, curves 1a–3a) and above (case B, curves 1b–3b)
the surface, for the moments of dimensionless time t =
0.08 (1a, 1b), 0.11 (2a, 2b), and 0.11825 (3a, 3b).

0.090.08 0.10 0.11
–100

–50

50
C

t
0.12 0.13

0
a

b

Fig. 2. Temporal evolution of the liquid surface curvature C
at the axis of symmetry in the limiting cases A (curve a) and
B (curve b).
TE
tion of equipotentiality of the liquid surface and solved
together with the appropriate boundary conditions on
the electrodes, the side boundaries, and the axis of sym-
metry:

, (case A)

, (case B)

where U is the potential difference.
The dispersion relation corresponding to the prob-

lem under consideration for the plane surface waves in
the short-wavelength limit (kh @ 1) is as follows:

where ω is the circular frequency and k is the wavenum-
ber. It should be noted that the form of this relation is
independent of the sign of the surface charge—that is,
this relation is valid in both limiting cases A and B.
Therefore, the development of instability in the linear
stage proceeds according to the sane scenario and the
differences can be related only to the nonlinearities
entering into the dynamic and kinematic boundary con-
ditions (2) and (3), respectively.

For modeling the dynamics of the charged liquid
surface, it is convenient to introduce dimensionless

variables by using h as the unit of length and 
at the unit of time. A numerical solution of the Laplace
equations (1) and (5) with the corresponding boundary
conditions was obtained by mapping the initial compu-
tational domain onto the rectangular domain

  

and assuming that U2 = 144παh (which corresponds to
an electric field strength above the critical value neces-
sary for the development of instability).

The results of numerical calculations are presented
in Fig. 1. In case A (curves 1a–3a) the system exhibits
a tendency to the formation of a cone-shaped cusp (see
also [7], where the analogous model calculations were
performed for a viscous conducting liquid). In accor-
dance with the hypothesis formulated in [8], the forma-
tion of cone-shaped surface features with an apical
angle of 98.6° is determined by self-similar solutions of
the equations of hydrodynamics. In case B, for which
the initial perturbation was set with the opposite sign,
this tendency is not observed: the surface is “pulled”
downward without forming a cusp (for linearized equa-
tions, the surface evolution would follow the scenario
of case A to within the substitution η  –η). This
asymmetry is emphasized in Fig. 2, which shows the

ϕ z η= U , ϕ z +h= 0= =

ϕ z η= 0, ϕ z h–= U= =

ϕ r r 0= 0, ϕ r r h= 0,= =

ω2 α
ρ
---k

3 U
2

4πρh
2
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2
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temporal evolution of the curvature of the liquid bound-
ary at the axis of symmetry. In case A, this curvature
tends to infinity within a finite time, whereas, in case B,
the curvature exhibits slow growth without singula-
rities.

We can suggest that case B is characterized by the
growth of the surface depression toward the lower elec-
trode. The possibility of this scenario in the develop-
ment of instability was previously pointed out in [9],
where exact partial solutions of the equations of motion
obtained in the limiting case of a strong external field
represented paraboloidal depressions in the charged
surface of a dielectric liquid, which propagated into the
liquid at a constant velocity.

The qualitative difference in behavior of the liquid
boundary on the developed stages of instability devel-
opment in the limiting cases A and B is indicative of a
determining role of nonlinearity in electrohydrody-
namic processes in the presence of supercritical electric
fields.
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Abstract—The electron energy distribution function (EDF) in a hollow-cathode glow discharge in nitrogen–
sulfur hexafluoride (N2–SF6) gas mixture has been studied by experimental and theoretical methods. On adding
a small amount of SF6 to N2, the density of electrons in the energy interval (2–4 eV) of the EDF inversion
increases by approximately one order of magnitude. © 2005 Pleiades Publishing, Inc.
The phenomenon of inverse electron energy distri-
bution in low-temperature plasma is of considerable
interest because such media can be used for obtaining
inverse populations of the atomic and molecular elec-
tron levels (see, e.g., [1] and references therein). The
results of our previous experimental and theoretical
investigations [2] showed that such distributions can be
realized in hollow-cathode glow discharge in nitrogen.
In such cases, the region of inversion of a stationary
electron energy distribution function (EDF) occurs in
the interval from 2 to 4 eV, which corresponds to char-
acteristic thresholds of the electron excitation of gas
molecules. The EDF inversion in pure nitrogen is
related to certain features of the interaction of N2 mol-
ecules with electrons. Indeed, electrons with the ener-
gies ε = 4–7 eV exhibit no inelastic collisions with N2
molecules and rather slightly lose energy via inelastic
collisions with these molecules. As a result, the density
of electrons with energies in the indicated interval tends
to increase. In the region of 2–4 eV, electrons quite rap-
idly lose their energy for the excitation of vibrational
levels of N2 molecules, which results in the appearance
of a trough in the corresponding region of the EDF.
Unfortunately, the absolute majority of electrons occur
in the region of lower energies (ε < 2 eV), and their
density in the region of EDF inversion is rather insignif-
icant.

Previously [1], we theoretically predicted the possi-
bility of increasing the fraction of electrons in the
region of EDF inversion by adding a small amount of
an electronegative gas (SF6 of CCl4) to nitrogen. It was
suggested that the attachment of low-energy electrons
to the electronegative molecules would lead to a
decrease in the number of such electrons in the dis-
charge and, accordingly, to an increase in the relative
fraction of electrons with higher energies including
1063-7850/05/3111- $26.00 0922
those corresponding to the interval of inversion. Other
inelastic interactions of electrons with the electronega-
tive admixture do not significantly affect the EDF
because of the low concentration of this gas.

This paper presents the results of experimental
investigations of the EDF in a mixture of N2 and SF6
and theoretical calculations using parameters corre-
sponding to the experimental conditions. It will be
shown that adding a small amount of SF6 to N2 signifi-
cantly increases the fraction of electrons in the interval
of the EDF inversion.

The EDF was experimentally determined using a
setup described in detail elsewhere [2]. The setup was
based on a cylindrical vacuum chamber with a diameter
of 280 mm and a height of 400 mm, which also played
the role of a hollow cathode for the glow discharge. The
chamber was evacuated with a mechanical pump to a
minimum residual pressure of ≈2 × 10–3 Torr. Since the
pumping rate was virtually independent of the residual
pressure in the interval from 2 × 10–3 to 2 × 10–1 Torr,
the working mixture of N2 and SF6 in the chamber was
prepared using the following procedure. Initially, the
chamber was evacuated to the minimum residual pres-
sure. Then, the necessary amount of SF6 was introduced
and the chamber was filled with nitrogen to a total pres-
sure of 0.1 Torr. The partial pressure of SF6 in our
experiments was varied within (1–10) × 10–3 Torr,
which amounted to 1–10% of the total gas pressure.
The plasma density and the EDF were measured with
the aid of Langmuir probes, which were made of a
tungsten wire with a diameter of 50–100 µm and had a
charge collector length of 10–12 mm. The probes could
be moved in the radial and axial direction in the cham-
ber. In order to eliminate the influence of surface con-
taminations on the current–voltage (I–V) characteristic
© 2005 Pleiades Publishing, Inc.
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of the probe, it was cleaned after each measurement by
heating to 800°C in vacuum.

The I–V curves were measured using an automated
system controlled by a personal computer provided
with special software. The system provided pro-
grammed variation of the probe current (which was set
with an accuracy of 0.1 µA) and simultaneously mea-
sured the probe potential (relative to the anode), the
anode voltage, and the discharge current. The current
increment at each step was automatically calculated
using a special algorithm so as to optimize the signal-
to-noise ratio in the entire experimental range (the
number of steps used for the measurement of each I–V
curve was 1500–2000). The measurements in a strobo-
scopic regime were performed at a frequency of 100 Hz
and synchronized with the power supply variations in
order to eliminate their influence on the experimental
results. The measured signals were gated over a 1-µs
period of time. The delay of this period relative to the
onset of the power supply voltage halfwave was
selected so as to optimize the signal-to-noise ratio. The
results of measurements were digitized and stored in
the computer memory in the form of an I–V curve for a
given discharge current and voltage. The measurements
at a fixed set of parameters were repeated up to 30 times
and the obtained data averaged. The plasma potential
was determined as corresponding to the point where the
second derivative of the probe current with respect to
the voltage is zero, and the electron density in the
plasma was calculated using the value of the saturation
current of electrons to the probe. The density of nega-
tive ions in the plasma was determined using the
method described in [3].

During the EDF measurements, the systematic error
in the region of small electron energies (≤0.2–0.3 eV)
was decreased using a method based on the combina-
tion of the first and second derivatives of the electron
current to the probe [4]. In this case, the EFD had the
following form:

(1)

where C0 is the normalization constant, je is the density
of the electron current to the probe, V is the probe
potential relative to the plasma potential, ψ = aci/γ0λ is
the diffusion parameter of the probe, a is the probe
diameter, λ is the electron mean free path, ci =
ln(πl/4a), l is the probe length, and γ0 = 4/3 (for a ! λ).
For determining the derivatives, we used the total cur-
rent to the probe instead of the electron current, because
estimates showed that the contribution of ion current to
the total probe current can be ignored in the range of
electron energies up to ~10 eV.

The partial pressure of SF6 in our experiments did
not exceed 6 × 10–3 Torr. Higher densities of this gas in
the discharge plasma led to the excitation of intense

f eV( ) 1
C0
------ je'' eV( ) je' eV( ) Ψ

eV
------– 

  ,≈
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relaxation oscillations with frequencies in the range
from 102 to 105 Hz, which hindered correct measure-
ments of the plasma characteristics.

The introduction of SF6 into nitrogen led to an
increase in the discharge voltage. In pure nitrogen, the
voltage drop across the discharge was 520–540 V at a
discharge current of 1 A. In a mixture of nitrogen with
SF6 at a partial pressure of 6 × 10–3 Torr, the discharge
voltage for this current reached 700–800 V. The plasma
density at this SF6 pressure was about 2 × 1010 cm–3,
and the longitudinal inhomogeneity of this value did
not exceed 10%. The density of negative ions in this
case was several times greater than the electron density.
The presence of SF6 also led to an increase in the elec-
tric field strength in the plasma: at a partial pressure of
SF6 on the level of (5–6) × 10–3 Torr, the longitudinal
electric field strength reached ~0.1 V/cm, which was
almost ten times as strong as the value in the case of
pure nitrogen. The radial electric field strength Er also
exhibited an increase, and the radial field profile
became more complicated as compared to that in the
pure nitrogen plasma. The maximum radial field
strength (0.4−0.7 V/cm) was observed in the paraxial
region and at the periphery of the discharge, whereas in
the intermediate region this value did not exceed 0.1–
0.2 V/cm.

Figure 1 (curve 2) shows the EDF measured with a
probe occurring at a distance of 70 mm from the cham-
ber axis for a discharge in N2–SF6 mixture with an SF6

partial pressure of about 5.7 × 10–3 Torr. For compari-
son, we also present an EDF measured under otherwise

109876543210
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1E–4

1E–3
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f(ε), eV–3/2

ε, eV

1

2

Fig. 1. The experimental EDFs measured in hollow-cathode
glow discharge in (1) pure nitrogen and (2) an N2–SF6 mix-
ture with the ratio of components 1 : 0.057 at a total pressure
of 0.1 Torr.
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identical conditions in pure nitrogen plasma (curve 1).
As can be seen from these data, the presence of the
electronegative additive in the mixture leads to a signif-
icant increase in the electron density in the region of
inversion, so that the number of electrons with energies
in this interval increases by approximately one order of
magnitude.

For a numerical calculation of the EDF, we solved
the Boltzmann equation in a two-term approximation

109876543210
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1E–4

1E–3

0.01

0.1

1

f(ε), eV–3/2

ε, eV

1

2

Fig. 2. Theoretical EDFs numerically calculated for a hol-
low-cathode glow discharge in (1) pure nitrogen and (2) an
N2–SF6 mixture with the ratio of components 1 : 0.05 at a
total pressure of 0.1 Torr.
TE
with allowance for the elastic and inelastic collisions of
electrons with neutrals, the electron–electron scatter-
ing, and the gas ionization by a beam of high-energy
electrons. Detailed description of the scheme of calcula-
tions and the interaction of electrons with molecules of
the working gas mixture was presented in [1, 2]. The
EDF was calculated for N2–SF6 mixtures with various
ratios of components and a total pressure of 0.1 Torr. In
agreement with experimental data, the electric field
strength in the discharge region was set equal to
0.1 V/cm and the electron density was taken equal to
~1010 cm–3. Figure 2 shows the EDFs calculated for
pure nitrogen and an N2–SF6 mixture with the ratio of
components 1 : 0.05. As can be seen from a comparison
of Figs. 1 and 2, the results of calculations qualitatively
agree with the experimental data, according to which
adding several percent of SF6 to N2 significantly
increases the density of electrons in the energy interval
of the EDF inversion.
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Abstract—Exact analytical methods are applied to description of second-order thermal slip for a polyatomic
gas (with the number of atoms in the molecule N ≥ 2) with allowance for the rotational degrees of freedom of
the gas molecules. The thermal slip coefficients are determined for some particular molecular gases. It is shown
that the second-order thermal slip coefficients of polyatomic gases depend on the Prandtl number. © 2005 Ple-
iades Publishing, Inc.
The presence of gradients of hydrodynamic quanti-
ties (temperature, mass flow rate, concentration) in a
rarefied gas leads to the phenomenon of gas slip along
streamlined surfaces [1]. The problem of gas slip on a
plane solid surface has been studied in sufficient detail
using exact analytical methods for both mono- and
polyatomic gases (with the number of atoms in the mol-
ecule N ≤ 2). In contrast, the problem of obtaining exact
analytical solutions in the case of a  polyatomic gas
slipping round a curved surface is still open.

The aim of this study was to obtain exact analytical
solutions to the problem of second-order thermal slip for
a polyatomic gas. The approach is based on the Bhatna-
gar–Gross–Kruck (BGK) model of the Boltzmann
kinetic equation, which is generalized to include the rota-
tional degrees of freedom of the gas molecules [2]. It is
assumed that the vibrational degrees of freedom are
frozen, while the rotational motions are described in
terms of the classical kinetic theory of gases.

For monoatomic gases, exact analytical solutions of
the problem under consideration have been obtained
previously within the framework of the BGK [3] and
ES [4] models of the Boltzmann kinetic equation and
using the Williams model [5].

1. Formulation of the problem. Main equations.
Consider a spherical aerosol particle suspended in a rar-
efied molecular gas with an inhomogeneous tempera-
ture field. Let a spherical coordinate system (r, θ, ϕ) be
related to the center of curvature of the particle, with
the polar axis oriented parallel to the temperature gra-
dient in the region far from the particle surface. The
inhomogeneity of the temperature distribution in the
gas volume implies that the ∂T/∂r and ∂T/∂θ values are
nonzero. Let us assume that the temperature gradient
component normal to the particle surface slowly varies
1063-7850/05/3111- $26.00 0925
along the surface. Then, the second-order derivative
∂2T/∂r∂θ is nonzero, which is just what accounts for the
so-called second-order thermal slip.

In what follows, the above derivatives are assumed
to be small. In this case, the problem admits lineariza-
tion, whereby the distribution of gas molecules with
respect to coordinates and velocities can be represented
as

Here, f (0) is the equilibrium distribution function in the
gas volume far from the aerosol particle surface; r0 =

2λr/( ) is the dimensional radius vector; λ is the
mean free path of gas molecules, which is related to the
kinematic viscosity by the relation λ = νg(πm/2kBT)1/2;

Pr is the Prandtl number; C = ; ν =

; v and ω are the translational velocity and
rotational frequency of the gas molecules, respectively;
Tw is the particle (wall) surface temperature; kB is the
Boltzmann constant; m and J are the mass and the
moment of inertia of a gas molecule, respectively; and
Y(r, C, ν) is a solution of the following equation [2]:

(1.1)

where l = 2 and dΩ = 2π–3/2exp(–C2 – ν2)νdνd3C for a
diatomic gas; l = 5/2 and dΩ = π–3exp(–C2 – ν2)d3νd3C

f f
0( )

1 Y r C ν, ,( )+[ ] .=

πPr

v m/2kBTw

ω J /2kBTw

Cr
∂Y
∂r
------ Y r C ν, ,( ) Cθ

∂Y
∂θ
------

Cϕ

θsin
-----------∂Y

∂ϕ
------ Cθ

2
Cϕ

2
+( ) ∂Y

∂Cr

---------+ + + +

+ Cϕ
2 θcot CrCθ–( )

∂Y
∂Cθ
--------- CϕCθ θcot CrCϕ+( ) ∂Y

∂Cϕ
---------–

=  k C ν; C ' ν', ,( )Y r C ' ν', ,( ) Ω,d∫
© 2005 Pleiades Publishing, Inc.
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for a polyatomic gas (N ≥ 2); k = 4Kn/( ) for the

isothermal slip; k = 2Kn/( ) for the thermal slip;
Kn = λ/R0 is the Knudsen number; R0 is the dimen-
sional radius of the aerosol particle, and

Let us seek a solution to Eq. (1.1) in the form of an
expansion with respect to the small parameter k:

(1.2)

With allowance for this expression, the tangential
component Uθ of the dimensionless mass flow velocity
can be also expanded into series with respect to k and
written as

Substituting expression (1.2) into Eq. (1.1) and
equating the coefficients at k, we eventually obtain the
following equation for the function Y2(r, C, ν):

(1.3)

In this equation,

(1.4)

Z1(x, Cr) and Z2(x, Cr) coincide with the distribution
functions constructed in solving the problem of temper-
ature jump [2],

πPr

πPr

k C ν; C' ν', ,( ) 1 2CC '+=

+
1

l 1/2+
--------------- C

2 ν2
l– 1/2–+( ) C

2 ν'
1/2

l– 1/2–+( ).

Y r C ν, ,( ) Y1 r C ν, ,( ) kY2 r C ν, ,( ) ….+ +=

Uθ Uθ
1( )

kUθ
2 ….+ +=

Cr

∂Y2

∂x
--------- Y2 x C ν, ,( )+

=  k C ν; C' ν', ,( )Y2 x C' ν', ,( ) Ωd∫
– Cθ

2
Cϕ

2
+( )

∂Y1

∂Cr

--------- Cϕ
2 θcot CrCθ–( )

∂Y1

∂Cθ
---------+

– CϕCθ θcot CrCϕ+( )
∂Y1

∂Cϕ
--------- Cθ

∂Y1

∂θ
---------.–

Y1 x C ν, ,( )

=  Z1 x Cr,( ) γ C
2 ν2

l– 1/2–+( )Z2 x Cr,( )+[ ] KT ,

Z x µ,( ) x/η–( )F η µ,( )A η( ) η ,dexp

0

∞

∫=

F η µ,( ) ηP
1

η µ–
-------------E η2( )B η( )δ η µ–( ),exp+=

B η( ) λ η( )E
1
2l
----- 1/2 η2

– 1/2 l η2
–+

1 1
,+=
TEC
Here, λ(z) is the Cercignani dispersion function, E is
the unit matrix, x = r – R0, Px–1 is the distribution of the
principal value of the integral of x–1, δ(x) is the Dirac
delta function, γ2 = 1/(l + 1/2), KT = (1/Tw)(∂T/∂r), and
the symbol t denotes transposition.

Let us seek a solution to Eq. (1.3) in the form of the
expansion

(1.5)

where Cθ together with bk(Cθ, Cϕ) form a complete set
of orthogonal polynomials in the velocity space. By the
orthogonality of g(C) and f(C) in velocity space, we

imply zero of the integral .

Substituting expressions (1.4) and (1.5) into
Eq. (1.3), multiplying the obtained relations by

exp(−  – ), and integrating with respect to Cθ and
Cϕ from –∞ to +∞, we eventually arrive at the following
equation for the function ψ(x, µ, ν):

(1.6)

where dg = 2π–1/2νdν for a diatomic gas, dg = 2π–1/2d3ν
for a polyatomic gas, µ = Cr, and kT = (1/Tw)(∂2T/∂r∂θ).

A solution to Eq. (1.6) will be found in the following
form:

(1.7)

Upon substituting expression (1.7) into Eq. (1.6),
we multiply the obtained relation by νexp(–ν2) and
integrate the obtained relation with respect to ν from 0
to +∞ for a diatomic gas; for a polyatomic gas, we mul-
tiply the result of substitution by exp(–ν2) and integrate
the obtained relation with respect to νi from –∞ to +∞.

λ z( ) 1
1

π
-------z

µ2
–( ) µdexp

µ z–
------------------------------,

∞–

∞

∫+=

A η( ) A1 η( ) A2 η( ),[ ] t
,=

Z x µ,( ) Z1 x µ,( )Z2 x µ,( )[ ] t
.=

Y2 x C ν, ,( ) Cθψ x Cr ν, ,( )=

+ bk Cθ Cϕ,( )ψk x Cr ν, ,( ),
k

∑

C
2

–( )g C( ) f C( ) Cdexp∫

Cθ
2

Cϕ
2

µ∂ψ
∂x
------- ψ x x µ ν, , ,( )+

=  µ'
2

– ν'
2

–( )ψ x µ' ν', ,( ) g µ'ddexp∫
– kT Z1 x µ,( ) γ µ2 ν2

l– 3/2+ +( )Z2 x µ,( )+[ ] ,

ψ x µ ν, ,( ) ϕ x µ,( ) ν2
l– 1+( )ϕ1 x µ,( ).+=
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In both cases, we eventually arrive at the same set of
equations for the functions ϕ(x, µ) and ψ1(x, µ):

(1.8)

Assuming that the gas molecules exhibit diffuse
reflection from the surface of the aerosol particle, we
can write the boundary conditions for ϕ(x, µ) and
ψ1(x, µ) as follows:

(1.9)

Since the unknown slip velocity enters only into the
boundary conditions for ϕ(x, µ), we may restrict the
consideration to Eq. (1.8) with the boundary condi-
tions (1.9).

Introducing the notation

(1.10)

(1.11)

(1.12)

we can rewrite Eq. (1.8) as follows:

(1.13)

Thus, the solution of the problem of determining the
second-order thermal slip velocity of a rarefied poly-
atomic gas on a curved surface with allowance for the
rotational degrees of freedom of the gas molecules
reduces to the solution of Eq. (1.13) with the boundary
condition (1.9).

2. Calculation of the second-order thermal slip
velocity. Equation (1.13) with the boundary condi-
tion (1.9) fully coincides with an analogous equation

µ∂ϕ
∂x
------ ϕ x µ,( )+

1

π
------- τ2

–( )ϕ x τ,( ) τdexp

∞–

∞

∫=

– kT Z1 x µ,( ) γ µ2
1/2+( )Z2 x µ,( )+[ ] ,

µ
∂ϕ1

∂x
--------- ϕ1 x µ,( )+ kTγZ2 x µ,( ).–=

ϕ 0 µ,( ) 2U0, µ– 0, ϕ +∞ µ,( )≥ 0,= =

ϕ1 0 µ,( ) 0, µ 0, ϕ1 +∞ µ,( )≥ 0.= =

a η µ,( ) a1 η( ) µ2
a2 η( ),+=

a1 η( ) kT A1 η( ) 1
2
---γA2 η( )+ ,=

a2 η( ) kTγA2 η( ),=

b µ( ) a µ µ,( )λ µ( ) ---=

+
1
2l
-----kT A1 µ( ) γ l 1+( )A2 µ( )+( ) µ2( ),exp

µ∂ϕ
∂x
------ ϕ x µ,( )+

1

π
------- τ2

–( )ϕ x τ,( ) τdexp

∞–

∞

∫=

– x/η–( )ηa η µ,( )
η µ–

---------------------- ηdexp

0

∞

∫ x/µ–( )b µ( )Θ+ µ( ).exp–
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and the corresponding boundary condition derived pre-
viously [3]. Using the solution found in [3], we obtain

(2.1)

Then, taking into account relations (1.10)–(1.12)
and calculating the second integral in Eq. (2.1) by parts,
we eventually obtain

(2.2)

Here [2],

U0

kT

2 π
---------- η2

a2 η( ) ηd

0

∞

∫ 2
ηa3 η( )
X η–( )
----------------- ηd

0

∞

∫+ ,=

a3 η( ) a1 η( )=

+ ηλ η( )a η η,( ) 1

π
-------ηb η( ) η2

–( )exp– '.

U0

kT

2 π
---------- γ η2

A2 η( ) ηd

0

∞

∫=

+ 2 η 1 1/l+( )A1 η( ) γ 3/2 1/l+( )A2 η( )+[ ] ηd
X η–( )
----------------

0

∞

∫

+
1
l
--- η2

A1 η( ) γ l 1+( )A2 η( )+[ ] ηd
X η–( )
----------------1

π
---

0

∞

∫

× θ τ( ) π–

τ η+( )2
-------------------- τd

0

∞

∫ .

µA j µ( )

=  
1

2 π
---------- X j1

+ µ( ) X j1
– µ( )–( ) α1µ α0

α 1–
µ µ0–
--------------+ + 

 

+ X j2
+ µ( ) X j2 µ( )–( ) β1µ β0

β 1–

µ µ0–
--------------+ + 

  ,

i 1 2,,=

X11
+ µ( ) X11

– µ( )–

=  1 µ2
1/2+

r µ( )
-------------------– 

  U1 µ( ) θ1 µ( )sin+−

+ 1 µ2
1/2+

r µ( )
-------------------+ 

  U2 µ( ) θ2 µ( )sin ,

X12
+ µ( ) X12

– µ( )–
2γ µ2

l– 1/2–( )
r µ( )

--------------------------------------±=

× U1 µ( ) θ1 µ( )sin U2 µ( ) θ2 µ( )sin–[ ] ,

X21
+ µ( ) X21

– µ( )–

=  
2

γr µ( )
------------- U1 µ( ) θ1 µ( )sin U2 µ( ) θ2 µ( )sin–[ ] ,+−
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(where the upper sign refers to the interval 0 ≤ µ ≤ µ0
and the lower sign, to the interval µ > µ0),

µ0 is determined from the equation

X22
+ µ( ) X22

– µ( )–

=  1 µ2
1/2+

r µ( )
-------------------+ 

  U1 µ( ) θ1 µ( )sin+−

+ 1 µ2
1/2–

r µ( )
-------------------+ 

  U2 µ( ) θ2 µ( )sin

U j z( ) A z( )– 1–( ) j
r z( ) B z( ) R z( )+( )+[ ] ,exp=

j 1 2,,=

A z( ) 1
2π
------ a τ( ) τd

τ z–
----------------, B z( )

0

∞

∫ 1
2π
------ b τ( )

r τ( )
---------- τd

τ z–
----------,

0

∞

∫= =

R z( ) τd
r τ( ) τ z–( )
--------------------------,

0

µ0

∫=

a τ( ) θ1 τ( ) θ2 τ( ) 2π, b τ( )–+ θ1 τ( ) θ2 τ( ),–= =

θα µ( ) π
2
---

Ωα µ( )

πµ µ2
–( )exp

----------------------------------, α  = 1 2, ,arctan–=

Ωα z( ) λ z( ) 1
10
------ z

2 3
2
---– 1–( )α

r z( )+ , α– 1 2,,= =

r z( ) q z( ), q z( ) z
2 3

2
---– 

  2

4l,+= =

1
2π
------ b τ( ) τd

r τ( )
----------------

0

∞

∫ τd
r τ( )
----------

0

µ0

∫+ 0,=

α1 q0, β1 q0/γ, β 1–– µ0
2α1 δβ1–

α δ–
--------------------,= = =

α 1– αβ 1– , α 1
2
---γ r µ0( ) µ0

2
1/2+ +[ ] ,–= =

β0 µ0β1–
2µ0 α1 δβ1–( ) α'β 1––

α δ–
-----------------------------------------------------,+=

δ 1
2
---γ r 0( ) 1/2–[ ] ,= α' µ0γ

µ0
2

3/2– r µ0( )+
α δ–

--------------------------------------,–=

α0 δβ0 µ0 α1 δβ1–( ),+=

X z( ) 1
z
--- 1

π
--- θ τ( ) π–( ) τd

τ z–
------------------------------

0

∞

∫–
 
 
 

,exp=
TE
The results of our numerical calculations gave U0 =
0.5740kT for diatomic gases and U0 = 0.5873kT for
polyatomic gases.

Passing to dimensional variables and using the form
commonly accepted in the theory of rarefied gases (see,
e.g., [3]), we can write

Taking into account that KTs = 0.7662/Pr for polyatomic
gases [2], we obtain βR = 1.6934/Pr for diatomic gases
and βR = 1.7299/Pr for polyatomic gases. In particular,
for Cl2 (Pr = 0.64) and CO (Pr = 0.74), the second-order
thermal slip coefficients are 2.64459 and 2.2884,
respectively. For monoatomic gases, βR is independent
of the Prandtl number and, for example, in the BGK
model this value is 2.3524 [3]. The scatter of results is
on the order of 2.7–11.1%.

Conclusions. Using exact analytical methods, we
have calculated the second-order thermal slip velocity
for polyatomic gases with allowance for the rotational
degrees of freedom of the gas molecules. It is estab-
lished that the second-order thermal slip coefficient of
such gases substantially depend on the Prandtl number.
The results obtained with allowance for the rotational
degrees of freedom significantly differ from those
obtained with neglect of the internal structure of mole-
cules
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Abstract—The process of ultra-wideband (UWB) data transmission with double spectral processing of noise
waveforms is considered. A new method of code spectral modulation based on the interference of perfectly
incoherent noise waveforms is proposed. The possibility of compressing UWB noise waveforms by means of
real-time double spectral processing with subsequent extraction of transmitted data has been experimentally
demonstrated. © 2005 Pleiades Publishing, Inc.
Investigations into new methods of modulation,
encoding, and spectral compression of ultra-wideband
(UWB) signals are of considerable importance for the
development of high-speed data transmission systems
[1–3]. Wireless UWB communication systems possess
high potential information capacity [1] and are charac-
terized by highly reliable data transmission under the
conditions of multibeam propagation [2, 4, 5]. An
increase in the number of active channels and a
decrease in the level of mutual interference are
achieved due to the orthogonal chaotic coding in multi-
address systems with spread spectrum [5]. A promising
approach to hidden data transmission is based on the
nonlinear systems with chaotic dynamics [6–8].

This Letter presents the results of experimental
investigations into a new method of UWB data trans-
mission with code spectral modulation.

According to the proposed method, the data are
transmitted with continuous noise waveforms of low
power spectrum density in the 3.1–4.1 GHz frequency
band. The UWB signal n(t) from a noise generator is
separated into two parts, one of which is used as a ref-
erence signal. The other part of the n(t) signal is
delayed in a two-section delay line either for the time
T1 = 33.7 ns upon arrival of the informative symbol
(binary code) “1” or for the time T0 = 18 ns upon arrival
of the binary code “0.” It is assumed that the transmis-
sion coefficients H1, 0 = h1, 0exp(iθ1, 0) and the delay
times T1,0 in the sections of the delay line are indepen-
dent of the noise frequency f in a frequency band ∆f.
The delayed and reference signals are subjected to
mutual interference in the transmitter. In a linear sum-
mator, the reference signal n(t) is added to the noise sig-
nal delayed for T1 or T0, depending on the binary code
(1 or 0, respectively):

(1)z1 0, t( ) n t( ) H1 0, n t T1 0,–( ).+=
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The power spectrum of signal (1) over the period of
arrival ta of the binary codes is calculated as

(2)

where ( f ) is the estimated power spectrum of the ini-
tial noise signal n(t) over the time of analysis equal
to ta .

The summation of perfectly incoherent noise wave-
forms takes place when the relative delay (T1 or T0)
between the reference and delayed signals is signifi-
cantly greater than the coherence time τc ≈ 1/(∆f ) of the
UWB signal n(t):

(3)

In the case of the interference of perfectly incoher-
ent noise waveforms [2, 10, 11] under conditions (3),
the spectral density (2) is modulated by a harmonic
function of frequency f with periodicity scale δf1, 0(t) =
1/T1, 0.

Figures 1a and 1b show examples of the power spec-
tra of noise waveforms entering the transmission line
upon the arrival of binary codes 0 and 1. In the experi-
ment, the spectra were measured by a panoramic spec-
trum analyzer with a high-frequency resolution of
1.0 MHz. The frequency band of the continuous noise
signal was ∆f = 1000 MHz and the coherence time was
on the order of τc ≈ 1/(∆f ) = 1 ns. The noise signal was
subjected to spectral modulation with a period of δf0 in
the case of binary code 0 (Fig. 1a) and with a period of
δf1 in the case of binary code 1 (Fig. 1a). The nonuni-
form depth of spectral modulation as a function of the
current frequency in Figs. 1a and 1b results from the

Ŝz f( )

=  Ŝn f( ) 1 h1 0,
2

2h1 0, 2πf T1 0, θ1 0,+( )cos+ +[ ] ,

Ŝn

T1 0,  @ τc or T1 0, ∆f  @ 1.
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Fig. 1. Double spectral processing of UWB noise waveforms with code spectral modulation: (a, b) experimental power spectra with
the spectral modulation periods δf0 = 55.56 MHz and δf1 = 29.67 MHz corresponding to the transmitted binary codes 0 and 1,
respectively; (c, d) secondary UWB noise waveforms containing correlation peaks with the shifts T0 = 18 ns and T1 = 33.7 ns for
the reproduction of data bits 0 and 1, respectively.
frequency and dispersion distortions of the UWB signal
in the experimental circuit.

It should be noted that a wide frequency band (∆f @
δf1, 0) of the noise waveforms is a necessary condition
for realization of the proposed method of digital data
transmission [2, 11]. The interference of perfectly inco-
herent noise waveforms is accompanied by the appear-
ance of numerous interference maxima and minima in
the resulting spectra (Figs 1a and 1b). The UWB noise
waveforms with a periodic code spectral modulation (2)
enter the wireless transmission line in accordance with
the sequence of binary codes.

The optimal receipt of the continuous noise wave-
forms consists in the measurement of the function of
mutual correlation with the reference signal over a
period of one data bit [8]. An alternative method con-
sists in the measurement of the mutual correlation func-
tion for the delayed noise waveforms in the frequency
domain by means of the double spectral processing
described in [2, 4, 10, 11].

According to this method, the received noise wave-
forms are subjected to spectral compression via double
spectral processing. Using a panoramic spectrum ana-
lyzer, the estimated power spectrum (2) is measured
over a finite time of analysis ta for each binary code
(Figs. 1a and 1b). The spectral estimate (2) is a random
value whose dispersion is inversely proportional to the
length ta of the period of signal averaging [2]. The inter-
TE
val ta of the arrival of binary codes determines the rate
U = 1/ta of data transmission in the channel. An increase
in the data transmission rate U = 1/ta leads to the corre-
sponding growth of the dispersion of the estimated
spectrum (2). The maximum possible data transmission
rate is determined by the frequency band ∆f of the car-
rier noise signal and by the permissible dispersion of
the estimated spectrum [1, 2].

Determination of the correlation function with
allowance for expression (2) for the spectrum of
received signals is performed by a high-speed digital
Fourier processor [2, 4]. Using the inverse Fourier
transform of the power spectrum (2), the autocorrela-
tion function of the received UWB signal is calculated
according to the Wiener–Khinchin theorem as

(4)

Here, k is the coefficient of signal attenuation in the
transmission line and Rn(τ) is the autocorrelation func-
tion of the initial UWB noise signal n(t). The estimate (4)
is valid for the equal transmission coefficients h1 = h0 = 1
of the two-section T1 and T0 delay line.

R̂z τ( ) 4πk
2

Ŝz f( ) 2πfτ( ) fdcos

0

∞

∫=

=  2k
2

R̂n τ( ) R̂n τ T1 0,–( ) R̂n τ T1 0,+( )+ +[ ] .
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The autocorrelation function determined in the
course of the double spectral processing of the received
signal contains an informative peak at a delay time of
T1 = 33.7 ns or T0 = 18 ns depending on the binary
code 1 or 0, respectively (Figs 1c and 1d). A decision
concerning the presence of a binary code is taken based
on the shift (T1 or T0) of the informative peak in the
autocorrelation function. In this way, the transmitted
information is unambiguously recovered. The spectral
compression coefficient B = ∆fta of the received UWB
signals is determined by a product of the frequency
band ∆f and the period of signal averaging, which is
equal to the data bit length ta . For data transmission at
a rate of U = 1/ta = 200 Kb/s based on continuous noise
with a bandwidth of ∆f = 1000 MHz, the compression
coefficient is B = ∆fta = 5000. The data transfer with
such a coefficient of coherent compression of the noise
signal is characterized by high immunity to arbitrary
disturbances [9].

The results of experiments have confirmed the pos-
sibility of using UWB continuous noise waveforms for
the reliable digital data transmission with high interfer-
ence immunity. According to the proposed method, the
code spectral modulation is realized using interference
of the delayed noise signals with a shift according to the
sequence of transmitted data bits. The spectral com-
pression of received UWB signals is performed via
real-time double spectral processing. The secondary
spectrum contains an informative peak in the form of a
correlation function of the received UWB signal. The
sequence of data bits is unambiguously recovered
based on the shift of the informative peak in the second-
ary spectrum.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 11      20
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Abstract—The effect of a polarizing voltage on the electrical properties of a magnetic fluid confined between
the plates of a plane capacitor connected to a series resonance circuit has been studied. The magnetic fluid layer
features the formation, development, and self-organization of aggregates with dimensions on the order of sev-
eral millimeters. These processes influence the physical properties of the magnetic fluid layer. © 2005 Pleiades
Publishing, Inc.
The phenomenon of a change in the physical prop-
erties of magnetic fluids as a result of their structuring
under the action of external electric fields has been
extensively studied in recent years [1–3]. In particular,
we have investigated the formation of structures in
magnetic fluids exposed to relatively weak electric
fields with a strength not exceeding 400 kV/m. It was
established that the average size of observed structural
elements did not exceed several microns, and their for-
mation was attributed to an increase in the concentra-
tion of a disperse phase near electrodes and the subse-
quent aggregation processes in this phase. As is known,
strong external actions on various media may lead to
the appearance of substantially new structures as a
result of the phenomenon of self-organization.

This Letter presents the results of investigations into
the physical properties of a layer of magnetic fluid
exposed to strong electric fields.

The experiments were performed using a setup
based on a series resonance circuit comprising a stan-
dard coil with an induction of L = 0.22 H and a plane
capacitor. The capacitor represented a cell formed by
two plane-parallel glass plates with transparent con-
ducting coatings and a layer of magnetic fluid confined
between these plates [3]. The thickness of the magnetic
fluid layer was determined by dielectric spacers. The
cell allowed a polarizing electric field with a strength of
up to EP = 5000 kV/m to be generated between the
capacitor plates. The magnetic fluid was based on ker-
osene and represented a suspension of magnetite parti-
cles (with a total solid phase content of about 2%) sta-
bilized by oleic acid.

The series resonance circuit was excited by a sinu-
soidal signal from a generator with an effective voltage
amplitude of U = 1.5 V and a variable frequency. The
resonance was achieved by finding the signal frequency
corresponding to a maximum of the alternating current
1063-7850/05/3111- $26.00 0932
in the circuit, which was determined by measuring the
voltage drop on a shunting resistor Rs = 100 Ω . The
polarizing voltage was applied to the cell from a source
of controlled dc voltage and measured by a voltmeter.

Observations in the transmitted light revealed the
formation of structures in the magnetic fluid, with the
characteristic dimensions of the elements varying from
0.1 to 5 mm. The observed patterns and the size of their
elements depended on the polarizing voltage and the
duration of its application. When the polarizing field
strength was increased, the structural elements increased
in size and the pattern changed from a cellular structure
to labyrinth and to fractal clusters (Figs. 1a and 1b).
Simultaneous observations of interference patterns at the
cell surface in reflected light revealed the presence of
autowave processes in the magnetic fluid layer.

Figure 2 shows plots of the resonance current versus
polarizing voltage for various thicknesses of the mag-
netic fluid layer. The observed variations are related to
changes in the conductivity of the cell, which are
caused by the formation of aggregates, their structur-
ing, and self-organization. The smaller the thickness of
the magnetic fluid layer, the more pronounced the field-
induced changes in the resonance current. The struc-
tures formed in 20- to 40-µm-thick layers under the
action of a polarizing voltage of 20–30 V have the form
of vortices with spiral waves outgoing from the center
(Fig. 1c). The appearance of a maximum of resonance
current for magnetic fluid layers with thicknesses in the
range from 80 to 220 µm at a polarizing voltage of
20−30 V reflects the synchronization of autowave
processes. As can be seen from Fig. 2, an increase in the
layer thickness from 80- to 220 µm does not change the
character of variation of the resonance current as a func-
tion of the polarizing voltage. The results were repro-
duced well and the random errors did not exceed 1.5%.

It was established that the resonance current in the
cell circuit (and, hence, the cell conductivity) in the
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Dissipative structures observed in the transmitted light in magnetic fluid layers of different thicknesses for various polarizing
field strengths EP = 100 (a), 300 (b) and 1000 kV/m (c).
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Fig. 2. Experimental plots of the resonance current IR versus polarizing voltage UP for magnetic fluid layers with a solid phase (mag-
netite) content of 2% and various thicknesses (µm): (1) 20; (2) 40; (3) 80; (4) 110; (5) 150; (6) 220.
absence of a polarizing voltage is independent of the
magnetic fluid layer thickness. Therefore, the electrical
properties of this layer under such conditions are deter-
mined by the near-electrode regions, which are charac-
terized by low conductivity. The application of a polar-
izing voltage to the cell with the magnetic fluid gives
rise to correlated motions of the charge carriers, which
is manifested by the observed macroscopic structures.
The behavior of the resonance current in the circuit as a
function of the polarizing voltage changes when the
magnetic fluid layer thickness is decreased below a cer-
tain level, which is explained by a decrease in the num-
ber of magnetite particles in the interelectrode space,
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 11      20
which are involved in the formation of dissipative struc-
tures.
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Abstract—The charge of a subnanosecond beam of runaway electrons generated in a dense gas is principally
limited by decreasing strength of the applied electric field. The field decreases because a positive charge appears
in the plasma, which compensates for the charge of runaway electrons. The dependence of the limiting beam
charge on the voltage applied to the electrodes is determined using the calculated electron runaway curves. The
potential of increasing the electron beam intensity is demonstrated. © 2005 Pleiades Publishing, Inc.
Recently, we reported on the generation of high-cur-
rent (hundreds of amperes) subnanosecond pulsed
beams of runaway electrons in diodes filled with gases
at atmospheric pressures [1, 2]. The most important
aspects in the mechanism of formation of such beams
are as follows. The electron beam is generated when a
nonlocal criterion of electron runaway [2–4] is satis-
fied, since plasma formed at the cathode approaches the
anode to a distance comparable with the inverse
Townsend ionization coefficient. Thus, plasma effec-
tively decreases the interelectrode gap, which ensures
validity of the electron runaway criterion. The plasma
propagates due to the multiplication of background elec-
trons, rather than due to the electron transport [5, 6]. The
background ionization is provided by high-energy elec-
trons emitted from inhomogeneities on the cathode sur-
face. For effective electron beam generation at atmo-
spheric pressure, it is necessary to use voltage genera-
tors with a nanosecond pulse front width and to match
the arrival of the electron multiplication wave at the
anode to the moment the maximum voltage is reached.

It is obvious that physical limitations of the maxi-
mum current transferred by such electron beans must
exist, similar to the limitations imposed by the well-
known “3/2” law on the dc current value (see, e.g., [7–9]).
This Letter is devoted to an analysis of such limitations.

Electron runway curve. Let us assume that the
electron multiplication wave [5] approaching the anode
has a sufficiently steep front. At a given voltage U
between the electrodes, the electron beam generation
takes place when this wave front occurs at a certain dis-
tance from the anode. This distance d can be deter-
mined from the aforementioned nonlocal criterion of
electron runaway [2–4],

(1)

where p is the gas pressure and ξ(E/p) is a certain func-
tion of the reduced field strength E/p characteristic of a

pdξ U/ pd( ) 1,=
1063-7850/05/3111- $26.00 0934
given working gas. The latter function determines the
Townsend ionization coefficient for the given gas:
αi(E, p) = pξ(E/p).

The function U(pd), which is determined by Eq. (1),
is called the electron loss curve [2, 4]. This is a two-val-
ued function, which separates the region of parameters
corresponding to the intense electron multiplication in
the volume of discharge and the region of parameters
for which electrons leave the discharge without signifi-
cant multiplication. The existence of two branches in
the electron loss curve U(pd) is related to the presence
of a maximum in the ξ(E/p) function. The electron loss
curves for some gases are presented in recent reviews
[2, 4]. The lower branch of the runaway curve, separat-
ing the regions of multiplication and the electron loss
via drift, is called the electron drift curve. The upper
branch, which separates the region of multiplication and
the region corresponding to the formation of a bean of
runaway electrons, is called the electron runaway curve.
The consideration below is devoted to the latter curve.

Limiting electron beam charge. The phenomenon
of limitation of the charge carried by the electron beam
is related to the appearance of an excess positive charge
at the electron multiplication wave front approaching
the anode, which compensates for the charge of run-
away electrons. This positive charge effectively
decreases the field pulling out the electrons, which
leads to the violation of criterion (1). This situation is
analogous to the stationary case, whereby the space
charge of particles pulled by the field accounts for a
limitation imposed by the well-known “3/2” law [7–9].

In the space between the multiplication wave front
and the anode, the electric field strength is E = U/d.
Accordingly, the charge density compensating this field
is q = E/2π = U/2πd. Expressing d from Eq. (1), we
determine the dependence of the limiting charge den-
sity q of runaway electrons on the applied voltage U
(Fig. 1c).
© 2005 Pleiades Publishing, Inc.
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The time of formation of the aforementioned charged
layer can be evaluated as τ = d(2me/eU)1/2 (Fig. 1b).

Discussion. The limiting charge density q depicted
in Fig. 1c is never reached in experiment. For example,
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Fig. 1. Plots of the quantities characterizing limitations
imposed on the runaway electron beam intensity versus
interelectrode voltage U for high-pressure discharges in
helium, neon, nitrogen, xenon, and sulfur hexafluoride:
(a) the product of gas pressure p and the distance d from the
multiplication wave front to anode; (b) the product of gas
pressure p and the time of charged layer formation τ =
d(2me/eU)1/2; (c) the limiting charge density q carried by
the beam of runaway electrons.
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a beam with a current of 200 A and a duration of 0.3 ns
obtained in helium at a peak voltage of 200 kV for an
electrode area of about 1 cm2 corresponds to a charge
density of 60 nC/cm2, whereas the limiting charge den-
sity for a beam in helium at this voltage is q =
550 nC/cm2 (Fig. 1c). For the other gases, the limiting
beam charge density exceeds the experimental values to
an even greater extent.

The reason for this difference is probably related to
the fact that the multiplication wave front is usually
smeared as compared to the extremely small d value
determined from Eq. (1). An increase in the distance at
which the runaway electrons are generated is accompa-
nied by a decrease in the field strength and, hence, in
the limiting charge density. It should also be noted that,
in order to suppress the beam generation, it is sufficient
to somewhat reduce the field strength rather than to
fully compensate the charge of runaway electrons.

Refinement of the limiting beam charge current val-
ues and determination of the time variation of the beam
current are very difficult problems, which require solv-
ing the kinetic equations (e.g., the Vlasov equation)
jointly with the Poisson equation.

Conclusion. The above considerations show that
the intensity of subnanosecond electron beams gener-
ated in dense gases can be, in principle, increased.
Since a further decrease in the multiplication wave
front duration encounters extremely complicated tech-
nical problems, it would be expedient to optimize the
conditions of electron beam generation with respect to
the gas pressure.
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Abstract—An effective Airy stress function of a disclination is constructed with allowance for the screening
effect of a system of distributed dislocation charges. The spatial distributions of the stress tensor of a screened
disclination and the dislocation charge density are determined. The elastic energy of a screened disclination is
calculated. © 2005 Pleiades Publishing, Inc.
In the stage of developed plastic deformation, the
collective modes of the motion of dislocations lead to
the appearance of a large-scale order in the distribution
of dislocations in the applied stress field. Such ordered
dislocation structures are called mesodefects [1–3]. The
characteristic mesodefects formed in the stage of devel-
oped plastic deformation have been established and
classified, the most typical of them representing broken
dislocation boundaries [4]. From the theoretical stand-
point, it is interesting to understand why the formation
of such boundaries in the bulk of grains is energetically
favorable. This problem is especially important, since
the existence of broken dislocation boundaries is
prohibited by the classical theory of crystal lattice
defects [5, 6].

According to [7, 8], broken subboundaries can be
interpreted in many cases as partial disclinations. As is
known, the elastic fields of disclinations grow with dis-
tance. In the existing models [8, 9], the screening of the
elastic fields of disclinations is provided by allowance
for the existence of disclinations of the opposite sign.
Therefore, it is assumed that the disclination systems of
real crystals always comprise dipoles, quadrupoles, and
other compensated configurations. It should be noted,
however, that (i) experiments show evidence for the
existence of uncompensated broken dislocation bound-
aries (branching small-angle boundaries, subbound-
aries terminating with a “torch” of lattice dislocations
of a deformed grain, etc.) [2] and (ii) it is evident that
both nucleation and propagation of broken subbound-
aries (partial disclinations) in the bulk of grains pro-
ceeds as a result of the collective motion of disloca-
tions.

In view of the above considerations, it is expedient
to evaluate the elastic fields of disclination configura-
tions taking into account the contribution due to sur-
rounding dislocations, since their redistribution in the
elastic field of disclinations can reduce the total elastic
1063-7850/05/3111- $26.00 0936
energy of the system. This Letter presents the results of
the development of this approach.

Let us consider a wedge disclination (situated at the
origin of a coordinate system) surrounded by an ensem-
ble of edge dislocations, which realize plastic deforma-
tion in an external stress field σe . The dislocations are
characterized by the density ρa(r, t) and the Burgers
vector ba (oriented in the dislocation slip direction
(0x(ba || ex)). The dislocation ensemble has a zero total

Burgers vector  = 0, where ρa0 = ρ0/2 is the
density of a homogeneous distribution of dislocations
in the given stress field σe and a = ±. The total elastic
field due to the disclination and the ensemble of dis-
locations is determined by the effective Airy stress
function

(1)

where ψ(r) = Dω/2(r2ln(r/R) – r2/2) is the Airy stress
function for the wedge disclination [8], R is the radius
of truncation of the elastic field (e.g., the characteristic

crystal size), ω is the disclination power, (r) =
−baDyln(r/r0) is the Airy stress function for the edge
dislocation [5], I(r) = ρ+(r) – ρ–(r) is the excess dislo-
cation density (dislocation charge), D = G/2π(1 – ν),
G is the shear modulus, and ν is the Poisson ratio.

A consistent analysis of the problem related to the
determination of the effective Airy stress function ψΣ(r)
can be performed within the framework of a self-con-
sistent field approximation which has been developed
in plasma physics and is known as the Debye approxi-

baρa0a∑

ψΣ r( ) ψ r( ) ρa r'( )ψa
e r r'–( ) r'd∫

a

∑+=

=  ψ r( ) Db I r'( ) y y'–( )
r0

r r'–
--------------- r',dln∫+

ψa
e

© 2005 Pleiades Publishing, Inc.



        

SCREENING OF THE DISCLINATION ELASTIC FIELD BY A SYSTEM OF DISLOCATIONS 937

                                                        
mation [10]. A characteristic feature of this approxima-
tion is that, in the state of thermodynamic equilibrium,
both electrons (e) and ions (i) in a self-consistent field
(Ueff = eϕeff) are distributed according to the Boltzmann
law. Under the condition of electroneutrality (n0e =
n0i = n0/2), the charged particles obey the relation
(ni − ne)/n0 =  . –Ueff /kT characteristic
of the given approximation [10].

In a Coulomb plasma, the equilibrium distribution
of charged particles is established as a result of their
thermal motion (and, accordingly, temperature plays
the role of an external parameter determining the pro-
cess of relaxation toward the equilibrium state). In the
problem under consideration, a stationary state of the
dislocation system under the conditions of plastic
deformation is attained as a result of the generation and
annihilation of dislocations. Here, an analog of the tem-
perature is offered by the work of plastic deformation

Text . bσe , which corresponds to the propagation of a

dislocation over a mean free path length .

Thus, applying the logic of the self-consistent field
approximation to the problem under consideration, we
may suggest that

(2)

where (r) =  is the energy of interac-
tion of a separate dislocation with the self-consistent
elastic field. Passing to the Fourier components in
Eqs. (1) and (2), we obtain

(3)

where  = πρ0b2D/Text . Using relations (3), we can
determine the stationary spatial distribution of the dis-
location charge (see figure) in the elastic field of a dis-
clination:

(4)

where Ic = ω/πbrd and K0(r/rd) is the zero-order Mac-
donald function [11]. Finally, applying the inverse Fou-
rier transformation and taking into account the

eϕeff/kT–( )sinh

L

L

I r( ) ρ0

Ueff r( )
Text

----------------–
ρ0b
Text
--------∂ψΣ r( )

∂y
-----------------,–= =

Ueff
a

ba∂ψΣ r( )/∂y

ψΣ k( ) 4πDω
k 4

4ky
2
rd

2–
+

------------------------------, I k( )
iky4ωb

1–
rd

2–

k 4
4ky

2
rd

2–
+

------------------------------,= =

rd
2–

I r( ) 1

2π( )2
-------------

iky4ωb
1–
rd

2–

k 4
4ky

2
rd

2–
+

------------------------------e
ikr– kd∫=

=  Ie y/rd( )K0 r/rd( ),sinh
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unknown function ψΣ(k), we obtain expressions for the
stress tensor of the defect system under consideration:

(5)

(6)

(7)

where K1(z) = – (z) is the first-order Macdonald
function.

Equations (5)–(7) show that the elastic fields 
decay with distance and become very small at r @ rd

(K0(r/rd) ~  [11]). For this reason, the
parameter rd can be considered as the radius of screen-
ing of the elastic field of a disclination in the dislocation
slip direction 0x (in the 0y direction, the elastic field

σyy
Σ r( ) ∂2ψΣ r( )

∂x
2

--------------------=

=  –Dω y/rd( )K0 r/rd( )cosh y/rd( )y
r
--K1 r/rd( )sinh+ ,

σxx
Σ r( ) ∂2ψΣ r( )

∂y
2

--------------------=

=  –Dω y/rd( )K0 r/rd( )cosh y/rd( )y
r
--K1 r/rd( )sinh– ,

σxy
Σ r( ) ∂2ψΣ r( )

∂x∂y
--------------------–=

=  –Dω y/rd( )x
r
--K1 r/rd( ),sinh

K0'

σij
Σ

πrd/2re
r/rd–
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decays according to a hyperbolic law). It should also be
noted that the spatial scale rd coincides with the screen-
ing radius introduced in [12].

Using expressions (5)–(7), we can readily determine
the energy WΣ of the elastic field of the disclination–
surrounding dislocations system:

(8)

Comparing this formula to the energy W = DωR2/8 of
an unscreened disclination [8], we obtain

(9)

Let us obtain some estimates. The screening radius
according to [12] is on the order of an average distance
between dislocations. In the stage of developed plastic
deformation, the density of dislocations is ρ ~ 1010 cm–2

[1], so that rd ~ ρ–1/2 . 10–5 cm. Taking the characteristic
scale R equal to the grain size D = 2 µm, we obtain
WΣ/W = 3 × 10–2, whereas for D = 10 µm the screening
effect is WΣ/W ~ 3 × 10–3. Thus, a system of excess dis-
locations distributed according to the law (4) estab-
lished for mesodefects produces effective screening of
a disclination and significantly decreases the elastic
energy of the disclination.

In the initial formulation, the problem was consid-
ered in infinite space. However, taking into account that

W
Σ D

2ω2

2G
------------- r r y/rd( )K1

2
r/rd( )sinh

2[
0

2π

∫d

0

R

∫=

+ 1 2ν–( ) y/rd( )K0
2

r/rd( )cosh
2 ]dϕ

. 
π

4
-------Dω2

rd
2 R

rd

----.

W
Σ
/W 2 π rd/R( )3/2

.=
TEC
the characteristic scale rd of decay of the elastic field is
rather small (except for the direction perpendicular to
the slip system), we may suggest that the obtained
results can be generalized to the case of grains with
dimensions d @ rd .
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Abstract—A new method is proposed for estimating the control parameters of single-mode semiconductor
optical-feedback lasers from experimentally measured time series of the laser intensity. The procedure is based
on a statistical analysis of specially selected points of the time series and on the phenomenon of chaotic syn-
chronization of unidirectionally coupled lasers with coinciding parameters. © 2005 Pleiades Publishing, Inc.
In recent years, much attention has been devoted to
the use of semiconductor optical-feedback lasers for
secure data transmission [1–3]. The interest in these
lasers as potential sources for data transmission sys-
tems with a high degree of information security is
related to the fact that the laser intensity exhibits wide-
band chaotic oscillations of very high dimension. The
extraction of transmitted data in communication sys-
tems employing chaotic signals is possible due to the
phenomenon of synchronization of coupled chaotic
dynamical systems [4–6]. Such a synchronization of
the interacting chaotic systems is manifested for certain
types of coupling between them and can be used to
estimate the control parameters of the coupled systems
[7–12]. Previously, several methods were proposed for
the estimation of parameters of coupled dynamical sys-
tems, which were based on autosynchronization [7],
adaptive control [8, 12], random optimization [9], error
minimization [10], and iterative adaptation of parame-
ters [11].

This Letter describes a new method for sequential
refinement of the control parameters of semiconductor
optical-feedback lasers, which is based on the phenom-
enon of chaotic synchronization.

Let us consider a single-mode semiconductor opti-
cal-feedback laser whose operation is described by the
Lang–Kobayashi equations [13]. After appropriate nor-
malization, these equations can be written in the fol-
lowing form [14]:

(1)

where E(t) is the complex amplitude of the electric
field, which exhibits slow variation (on the time scale of
optical oscillations); F is the density of nonequilibrium

Ė t( ) 1 iα+( )F t( )E t( )=

+ ηE t τ0–( ) iΩτ0–( ),exp

TḞ t( ) P F t( )– 1 2F t( )+( ) E t( ) 2
,–=
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charge carriers; T = τs/τp is the ratio of the carrier life-
time τs to the photon lifetime τp in the laser cavity; P is
the pumping parameter (in excess of the generation
threshold); τ0 is the delay time in the optical feedback
chain; η is the feedback gain; α is the factor of noniso-
chronicity; Ω is the laser frequency in the absence of
the feedback; and the upper dot denotes differentiation
with respect to dimensionless time t (expressed in units
of the photon lifetime τp).

Writing the complex field amplitude as E(t) =
ρ(t)exp(iφ(t)) [where ρ(t) and φ(t) are the modulus and
phase of E(t)], denoting ρ = ρ(t), ρτ = ρ(t – τ0), φ = φ(t),
φτ = φ(t – τ0), and F = F(t), and taking into account that
the complex constant exp(–iΩτ0) determining the phase
shift in the feedback chain does not qualitatively influ-
ence the procedure proposed below for evaluation of
the delay time (and, hence, can be omitted), we can
rewrite system of equations (1) as follows:

(2)

Previously, we demonstrated that the time series of
delay systems of the type (t) = F(x(t), x(t – τ)) possess
virtually no extrema separated from each other by τ [15]
and developed a method employing this circumstance
for determining τ. Now we will show that this method,
after appropriate modification, can also be applied to a
time-delay system of the type described by Eqs. (2).
Differentiating the first equation in system (2) with
respect to time t, we obtain

(3)

ρ̇ Fρ ηρτ φ φτ–( ),cos+=

ρφ̇ Fαρ ηρτ φ φτ–( ),sin–=

TḞ P F– 1 2F+( )ρ2
.–=

ẋ

ρ̇̇ Ḟρ Fρ̇ ηρ̇τ φ φτ–( )cos+ +=

– ηρτ φ φτ–( ) φ̇ φ̇τ–( ).sin
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Estimation of the parameters of a Lang–Kobayashi system (2): (a) typical experimental time series for the system with
parameters P = 1.1 × 10–3, τ0 = 2 ns, η = 5 × 10–3, T = 103, and α = 5; (b, c) plots of N(τ) for the time series of variables ρ and I
normalized to the total number of points simultaneously obeying conditions (4) and (6); (d) autocorrelation function R(τ) for the
laser intensity oscillations.
The typical time series of oscillations of the variable
ρ = |E | for a single-mode semiconductor optical-feed-
back laser described by Eqs. (2) with a small value of
parameter P exhibits a large number of extrema in
which ρ is close to zero (Fig. 1a). Such points are char-
acterized by simultaneously obeying two conditions:

(4)

where ε is a certain small quantity. According to
Eq. (3), these points also obey the relation

(5)

In the typical case of quadratic extrema, we have
 = 0 and  ≠ 0. From this we infer that, for small ρτ ,

the ratio /ρτ must be quite large. Taking this fact into
account, we can use the following method of process-
ing of the time series of ρ to determine the delay time
τ0 in a system described by equations (2). First, we con-
sider the points satisfying conditions (4) and select
those also meeting the conditions

(6)

for sufficiently large Θ. Since τ0 is unknown, we try
various τ and count the number N of the pairs of points
simultaneously satisfying conditions (4) and (6). Then,

ρ̇ 0, ρ ε,<=

ρ̇τ

ρτ
-----

ρ̇̇ ηρτ φ φτ–( ) φ̇ φ̇τ–( )sin+
ηρτ φ φτ–( )cos

-----------------------------------------------------------------.≈

ρ̇ ρ̇
ρ̇τ

ρτ ε, ρ̇τ /ρτ Θ,><
TE
the function N(τ) represents the number of the pairs of
points for which conditions (4) are satisfied at the time
t and conditions (6) at t – τ. For τ equal to the true delay
time τ0, the number of points N(τ0) must be greater than
that for arbitrary τ, where the conditions (6) may not be
satisfied. Therefore, the position of the maximum in the
N(τ) curve gives us an estimate for the delay time τ0.
The same considerations are applicable to the experi-
mental time series of oscillations of the laser intensity
I = |E |2.

Figure 1b shows the N(τ) curve constructed as
described above for a time series of the variable ρ in
Eqs. (2) with τ0 = 2 ns, P = 1.1 × 10–3, η = 5 × 10–3, T =
103, α = 5, ε = σ1/k1, and Θ = σ2k2, where σ1 is the rms
deviation of ρ, σ2 is the rms deviation of /ρτ , k1 = 1,
and k2 = 7. This plot was constructed using a series of
400000 points, which contained about 4000 points sat-
isfying conditions (4). As the values of k1 and k2 are
increased, the number of points used for the construc-
tion of the N(τ) curve decreases. When τ was varied at
a step of 0.01 ns, the absolute maximum of N(τ) is
observed at τ = 2.00 ns, which is precisely the actual
delay time. Figure 1c presents a plot of N(τ) constructed
using time series of the intensity I for system (2) with the
same control parameters as in Fig. 1b, but with k1 =
k2 = 4. In this case, the procedure of delay time estima-
tion based on the search for a maximum of the autocor-
relation function yields τ0 = 2.10 ns (Fig. 1d).

ρ̇τ
CHNICAL PHYSICS LETTERS      Vol. 31      No. 11      2005



ESTIMATING THE PARAMETERS OF SEMICONDUCTOR OPTICAL-FEEDBACK LASERS 941
For estimating the other parameters of the system
under consideration, we suggest the phenomenon of
chaotic synchronization observed for two semiconduc-
tor lasers with unidirectional coupling be used. Such
unidirectionally coupled systems (1) are described by
the following equations [16]:

(7)

where the variables and parameters of the drive system
(transmitter) are indicated by superscript “T” and those
of the response system (receiver) are indicated by
superscript “R.” When the parameters of two coupled
systems are sufficiently close, these systems exhibit
synchronization [16].

Since the α and T values in real lasers of the same
type are fixed and close, we assume these parameters
for the transmitter and receiver to be same: αT = αR and
TT = TR. The other parameters of the transmitter (PT, ηT,
and τT) will be estimated by providing its synchroniza-
tion with the receiver, whose parameters (PR, ηR, and
τR) can be tuned. A convenient quantitative measure of
synchronization is provided by the correlation function

(8)

where IT, R = |ET, R |2 and the angle brackets indicate
averaging with respect to time. In the case of compete
synchronization, this function has a maximum value at
the origin, and this maximum reaches unity when all
parameters of the transmitter and receiver are identical.
If the analogous parameters of the transmitter and
receiver are slightly different, the maximum value of
C(τ) differs from unity, while its shift from the origin
gives an estimate of the difference of delay times in the
transmitter and receiver.

Let us set the same transmitter parameters as those
used above for a single system and select the initial
approximation as τR = 2.00 ns (which corresponds to
the absolute maximum of N(τ)) and ηR = 1 × 10–3. The
third parameter (PR) will be estimated by plotting the
maximum value (Cmax) of the correlation function (8)
versus the parameter PR (Fig. 2a). As can be seen, Cmax

reaches the absolute maximum at PR = 1.8 × 10–3. Then,
we plot Cmax as a function of ηR for PR = 1.8 × 10–3

(Fig. 2b). This curve has the absolute maximum at ηR =
5.2 × 10–3. In the next step, we again plot Cmax versus
PR, but with the just refined value of ηR (Fig. 2c), and
so on. The next step (Fig. 2d) already gives the true
value of the feedback gain, ηR = ηT = 5.0 × 10–3, for
which the PR value no longer varies in subsequent iter-

Ė
T R,

1 iαT R,
+( )F

T R,
E

T R,
=

+ ηT R,
E

T T,
t τT R,

–( ) iΩT R, τT R,
–( ),exp

T
T R,

Ḟ
T R,

P
T R,

F
T R,

– 1 2F
T R,

+( ) E
T R, 2

,–=

C τ( ) I
T

t( )I
R

t τ+( )〈 〉

I
T

t( )2〈 〉 I
R

t( )2〈 〉
-------------------------------------------,=
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ation steps. The correlation function exhibits maximum
at the origin and this maximum is Cmax = 1. This result
confirms that the plot of N(τ) constructed as described
above provides exact estimation of the delay time, since
τR = τT = 2 ns.

Applying the proposed method for the numerical
investigation of system (7), it is also possible to esti-
mate the other parameters of the transmitter, for exam-
ple, αT and TT, under the conditions ηR = ηT and
PR = PT. If all parameters of the transmitter in the
numerical experiment are unknown, the procedure con-
verges to the true values only provided that the initial
values are selected close to the corresponding true
parameters.

We have also evaluated the robustness of the above
procedure of sequential refinement of the control
parameters by introducing an additive noise into the
communication channel between the transmitter and
receiver. It was established that the proposed method
provides correct estimation of the parameters PT and ηT

even in the presence of significant noise on a level
of 10%.
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Fig. 2. Sequential refinement of the transmitter parameters
based on the chaotic synchronization of unidirectionally
coupled lasers as illustrated by plots of the maximum
(Cmax) of the correlation function (8) versus the receiver

parameters PR and ηR: (a) ηR = 1 × 10-3, Cmax(PR) is max-

imum at PR = 1.8 × 10–3; (b) PR = 1.8 × 10–3, Cmax(ηR) is

maximum at ηR = 5.2 × 10–3; (c) ηR = 5.2 × 10–3, Cmax(PR)

is maximum at PR = 1.1 × 10–3; (d) PR = 1.1 × 10–3,
Cmax(ηR) is maximum at ηR = 5.0 × 10–3.
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Conclusion. We have developed a new method for
the sequential refinement of parameters of single-mode
semiconductor optical-feedback lasers described by the
Lang–Kobayashi equations. The proposed procedure
employs the phenomenon of chaotic synchronization of
unidirectionally coupled lasers. We also described a
procedure for the initial estimation of the delay time in
the feedback chain, which is based on the statistical
analysis of specially selected points of a measured time
series of the laser intensity. The efficiency of the pro-
posed method is confirmed by the results obtained for
unidirectionally coupled Lang–Kobayashi systems.

The possibility of estimating the parameters of
semiconductor optical-feedback lasers provides a
means of useful signal extraction in communication
systems employing chaotic signals for masking the
transmitted data. Therefore, the level of security pro-
vided by such communication systems based on single-
mode semiconductor lasers can be insufficient, despite
the very high dimension and the large number of posi-
tive Lyapunov exponents for chaotic attractors in these
dynamical systems.
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Abstract—The main integral parameters of stationary plasma thrusters (SPTs) of the ATON type with the outer
channel diameters 60 mm (model A-3) and 100 mm (model A-5) are presented. The SPT characteristics have
been studied for the propellant (Xe) consumption rates  = 2 and 1 mg/s for A-3 and  = 4 and 1.5 mg/s for
A-5. Special attention has been devoted to the operation of SPT models at high voltages and low propellant con-
sumption rates. An increase in the voltage has to be accompanied by a corresponding change in the magnetic
field topograph and by an increase in the magnetic field intensity at the channel edge, which leads to a decrease
in the discharge current and its oscillations. Model A-3 operating at  = 1 mg/s and a voltage somewhat below
1000 V exhibited a specific momentum of ~3400 s. The integral characteristics of SPTs depend on the ratio of
differently charged ions in the plasma. The most efficient operation of the plasma source is observed in the case
of equal concentrations of singly and doubly charged xenon ions. A new method is proposed for evaluation of
the limiting SPT efficiency using only the current–voltage and propulsion characteristics of discharge. © 2005
Pleiades Publishing, Inc.

ṁ ṁ

ṁ

The physical processes in stationary plasma acceler-
ators with closed electron drift, also called stationary
plasma thrusters (SPTs), have been described in con-
siderable detail [1–3]. Since monitoring of the degree
of ionization of the propellant (xenon) at the SPT out-
put encounters certain technical difficulties, the devel-
opment of methods for the rapid and reliable evaluation
of the charged state of plasma is among currently impor-
tant tasks. Previously, we proposed a method [1, 2] for
determining the charged state of plasma using the
results of measurements of several integral characteris-
tics, including the propellant consumption rate ( ),
discharge current (Jd), and propulsion (F).

A series of SPT models of the second generation
(ATON type) operating on xenon have been developed
at the Moscow Institute of Radio Engineering, Elec-
tronics, and Automatics (MIREA). These models have
various dimensions of discharge chambers and operate
in different ranges of propellant consumption. As is
known [3–5], SPTs with different geometries working
on the same propellant are characterized by a certain
range of the main parameters (propellant consumption
rate, ; discharge voltage, Ud) in which the accelera-
tors operate in a similar manner from the standpoint of
physical processes. In this regime, the minimum con-
sumption of the working gas is determined by the sim-

ṁ

ṁ
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ilarity criterion α = ( /S)b ≈ 2 × 10–2 mg/(s mm),
where b and S are the channel width and the output
cross section area, respectively.

This paper presents the results of investigation into
the working characteristics of two SPT models with the
outer channel diameters 60 mm (model A-3) and
100 mm (model A-5). Special attention has been
devoted to the operation of SPT models at high volt-
ages. The current–voltage (Jd–Ud) characteristics were
measured in the range of discharge voltages from 200
up to about 1000 V. At each point, the model operation
was optimized with respect to the magnetic field. The
results of these experiments showed that an increase in
the voltage has to be accompanied by a change in the
magnetic field topograph in the channel, so as to
increase the magnetic field intensity at the channel
edge. This leads to a decrease in the discharge current
and its oscillations. The Jd–Ud curves and propulsion
characteristics were measured in a broad range of
working gas consumption rates (below, the data are pre-
sented for two values of  characteristic of each SPT
model).

Figures 1 and 2 show the integral characteristics of
SPT models A-3 and A-5 as functions of the discharge
voltage for two propellant consumption rates. As can be
seen from Fig. 1a, the Jd–Ud curves are practically hor-

ṁ

ṁ
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izontal in the entire discharge voltage range studied,
while the propulsion F grows with the voltage and the
rate of this growth increases with the rate of working
gas consumption. For  = 1 mg/s, the efficiency of A-3
attains a plateau at Ud ~ 700–900 V and the specific
momentum reaches a level of ~3400 s. The main
parameters of A-5 generally exhibit the same behavior
as functions of the discharge voltage. However, the effi-
ciency of this SPT at  = 1.5 mg/s is somewhat lower
than that of A-3, because this consumption rate is too
low for a wide-channel thruster.

According to the notions formulated in [1], the SPT
output plasma jet is considered as a completely ionized
medium consisting of three fractions, which represent
the singly and doubly charged ions and the particles not
subjected to acceleration (nonionized, lost on the walls,
converted into neutrals, etc.). We have studied the influ-
ence of the ratio of these fractions of particles on the
efficiency of SPT operation in a broad range of para-
meters.

Let us assume that the first and second ionization
events take place in the same region of the system. In

ṁ

ṁ
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Fig. 1. The experimentally measured integral parameters of
SPT model A-3 operating at a propellant consumption rate
of  = 2 mg/s (1, 2) and 1 m/s (3, 4): (a) current voltage
characteristics (1, 3) and propulsion F (2, 4); (b) efficiency
η (1, 3) and specific momentum (2, 4).

ṁ

TEC
this case, we have ε2 ≥ 2ε1, where ε1 ,2 are the corre-
sponding ion rates. The flows of ions of the three types
obey the following system of equations:

(1)

where  is the total gas flow rate; , , and  are
the consumption rates of the singly and doubly charged
ions and the lost particles, respectively; e/M is the ratio
of the electron charge to the xenon atom mass; ∆U is
the potential with allowance for losses; k is the coeffi-
cient determining the contribution of the “through” cur-
rent to the discharge current (k ≈ 0.1); and ε ≈ 1 is the
number of ionization events. As can be seen from
Eqs. (1), only the ions (both singly and doubly charged)
contribute to the propulsion, whereas the discharge cur-
rent depends on the flow rates of all particles.

ṁ ṁ1 ṁ2 ṁ*,+ +=

F
2e
M
------ Ud ∆U–( ) ṁ1 2ṁ2+( ),=

Jd
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M
----- 1 k+( ) ṁ1 2ṁ2 εṁ*+ +( ),=
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Fig. 2. The experimentally measured integral parameters of
SPT model A-5 operating at a propellant consumption rate
of  = 4 mg/s (1, 2) and 1.5 mg/s (3, 4): (a) current voltage
characteristics (1, 3) and propulsion F (2, 4); (b) efficiency
η (1, 3) and specific momentum (2, 4).
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Equations (1) yield the following expressions for the
flow components:

(2)

where

Jd is the discharge current, F is the propulsion, and Ud–
∆U is the effective accelerating voltage.

Figures 3 and 4 show the values of , , and 
calculated using formulas (2) with the values of integral
parameters determined for the SPT regimes studied. As
can be seen from these data, the growth of the discharge
voltage leads to a decrease in the fraction of singly
charged ions and to an increase in the fraction of doubly

ṁ1
2A– 2 ε–( )B 2εC+ +

2 1–( ) 2 ε+( )
---------------------------------------------------------------,=

ṁ2
A ε 1–( )B εC–+

2 1–( ) 2 ε+( )
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J
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Fig. 3. The plots of (1) , (2) , and (3)  versus Ud

for SPT model A-3 operating at a propellant consumption
rate of (a) 2 and (b) 1 mg/s.
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charged ions. For small propellant consumptions (  =
1 mg/s for A-3 and 1.5 mg/s for A-5) these fractions
become equal at Ud ~ 600–700 V. In the operation
regimes with higher propellant consumptions, the flow
rates of singly and doubly charged ions become equal at
a much higher discharge voltage (see Figs. 3a and 4a).

A comparison of the dynamics of variation of the
fractions of singly and doubly charged ions (Figs. 3
and 4) to the dynamics of the SPT efficiency η (Figs. 1
and 2) shows that η reaches maximum when the frac-
tions of singly and doubly charged ions become equal
(i.e., at a discharge voltage of ~600–700 V). This result
implies that the SPT efficiency in the optimum opera-
tion regime can be determined without conducting
detailed investigations of the plasma source. Indeed,
using the experimentally measured Jd–Ud curves and
propulsion characteristics, we can determine the dis-
charge voltage  at which ( ) = ( ) from
the following relation:

(3)

ṁ

Ud* ṁ1 Ud* ṁ2 Ud*

F Ud*( )/
2e
M
------ Ud* ∆U–( )

=  1 2+( ) J Ud*( )/
e
M
----- 1 k+( ) ṁ– 

  .
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Fig. 4. The plots of (1) , (2) , and (3)  versus Ud

for SPT model A-5 operating at a propellant consumption
rate of (a) 4 and (b) 1.5 mg/s.

ṁ1 ṁ2 ṁ*
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Then the maximum efficiency can be evaluated as

(4)

where η(Ud0) is the efficiency at Ud0 <  ≈ 600 V.

Conclusions. The obtained experimental results
lead to the following conclusions:

(i) Within the framework of the three-component
model, the maximum efficiency of operation of a
plasma source of the SPT type is achieved in the
regimes corresponding to equal fractions of singly and
double charged ions in the plasma.

(ii) The limiting efficiency of a classical SPT of the
ATON type operating at a relatively low level of power
supplied to the discharge can be evaluated using for-
mula (4) and the results of measurements of only the
current–voltage and propulsion characteristics.

ηmax = η Ud0( )
∂ηd ṁ Ud,( )

∂Ud
----------------------------

Ud Ud0=
Ud

* Ud0–( ),+

Ud*
TE
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Abstract—The structural and magnetic characteristics of Fe/Si bilayer and multilayer films with nanometer-
thick layers obtained by thermal deposition in ultrahigh vacuum have been studied by methods of small-angle
X-ray scattering, electron spectroscopy, and magnetometry. It is established that the mechanisms involved in
the formation of Fe/Si and Si/Fe interfaces are different. © 2005 Pleiades Publishing, Inc.
In recent years, increasing attention has been
devoted to multilayer magnetic structures in view of
their unique physical properties and good prospects for
practical applications [1, 2]. In particular, the phenom-
enon of colossal magnetoresistance, which had origi-
nally been discovered in metal superlattices, was later
also observed in multilayer structures composed of
alternating metal and semiconductor layers [3]. Investi-
gations into the properties of multilayer structures with
semiconductor interlayers (spacers) open the way to the
creation of novel materials possessing unique proper-
ties for micro- and nanoelectronics [4]. In the technol-
ogy of multilayer structures consisting of ultrathin lay-
ers, there are special requirements related to precise
control over the composition of each layer, which
implies that the deposition of layers has to be per-
formed under ultrahigh vacuum (UHV) conditions.

This Letter presents the results of investigation of
the structural and magnetic characteristics of Fe/Si
bilayer and multilayer films with nanometer-thick lay-
ers obtained by thermal deposition in UHV on silicon
substrates.

We have studied multilayer structures comprising
iron layers with silicon spacers obtained by thermal
evaporation in vacuum with deposition on single crystal
Si(100) and Si(111) substrates at room temperature.
The samples were prepared on a modified molecular
beam epitaxy setup of the Angara type with a residual
vacuum in the UHV technological chamber 10–7 Pa.
The component materials were evaporated from refrac-
tory (boron nitride) crucibles. The evaporation rate
could be controlled by varying the crucible tempera-
1063-7850/05/3111- $26.00 0947
ture, so that the deposition rates were equal to
0.16 nm/min for iron and 0.9 nm/min for silicon. The
control over the temperatures of Fe and Si evaporators
and their shutters used for the formation of multilayer
structures was provided by an automated programmed
complex [5].

The compositions of deposited layers were studied
by Auger electron spectroscopy (AES) and electron
energy loss spectroscopy (EELS). These measurements

876543210
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Fig. 1. The typical experimental SAXS data (open symbols)
and the results of model calculations (solid curves) for a
20-layer [Fe(2 nm)/Si(2 nm)] × 9/Fe(10 nm)/Si(10 nm)
structure.
© 2005 Pleiades Publishing, Inc.
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were performed in situ in the UHV technological sys-
tem. The structural characteristics (layer thickness,
interface roughness) of [Fe(2 nm)/Si(2 nm)] ×
9/Fe(10 nm)/Si(10 nm) superlattices were determined
from the results of small-angle X-ray scattering
(SAXS) measurements [6]. Figure 1 presents the typi-
cal experimental SAXS data (open symbols) and the
results of model calculations (solid curves) for this
structure. Table 1 gives the characteristics of Fe and Si
layers obtained from the model calculations, which pro-
vided for the best fit to the experimental SAXS data for
a 20-layer [Fe(2 nm)/Si(2 nm)] × 9/Fe(10 nm)/Si(10 nm)
structure, in comparison to the values determined using
technological parameters. The values of the surface
roughness determined by fitting the model SAXS inten-

6000
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Fig. 2. The typical curves of the magnetization M versus tem-
perature T (on the T3/2 scale) for a [Fe(5 nm)/Si(2 nm)] ×
2/Fe(5 nm)/Si(10 nm) superlattice measured in an external
magnetic field of H = 1 kOe in the temperature range from
4.2 to 250 K: open circles present the experimental data and
solid curves show the results of their approximation using
expression (1).

Table 1.  Data on the layer thickness determined from the
deposition time (dtechnol) and the thickness (dcalcd) and rough-
ness (hcalcd) calculated from the SAXS data for a 20-layer
[Fe(2 nm)/Si(2 nm)] × 9/Fe(10 nm)/Si(10 nm) structure

Layer dtechnol, nm dcalcd, nm hcalcd, nm

Si 10 9.87 2.16

Fe 10 13.71 1.94

Si 2 1.46* ± 0.27 1.34* ± 0.16

Fe 2 1.51* ± 0.27 1.46* ± 0.21

Si Substrate – 1.62

* Average for 9 bilayers.
TEC
sity profiles to the measured data were comparable with
the thicknesses of the component layers. The absolute
values of roughness were independent of the thick-
nesses of adjacent Fe and Si layers and of the order
(Fe/Si or Si/Fe) of their deposition. These data charac-
terize the inhomogeneity of multilayer structures with
respect to the thicknesses of Fe and Si layers.

The magnetic properties of Fe/Si multilayers were
studied on an automated vibrating-sample magnetome-
ter with a superconducting coil [7]. Figure 2 shows the
typical curve of the magnetization M versus tempera-
ture T (on the T3/2 scale) for a [Fe(5 nm)/Si(2 nm)] ×
2/Fe(5 nm)/Si(10 nm) superlattice measured in an
external magnetic field of H = 1 kOe in the temperature
range from 4.2 to 250 K. The general character of this
M(T) curve is indicative of the absence of paramagnetic
and superparamagnetic responses. As can be seen from
Fig. 2, the experimental data are well described in terms
of a theoretical relation known as the Bloch law
(depicted by solid lines) [8]:

(1)

where M0 is the zero-temperature magnetization and B
and C are temperature-independent coefficients. A rela-
tion of the B value to the main magnetic characteristics
of the material is described by the empirical formula

(2)

where A is the exchange coupling constant and µB is the
Bohr magneton.

Table 2 presents the A, B, and C constants for the
multilayer Fe/Si structures under consideration in com-
parison to the data for body-centered cubic (bcc) α-Fe
crystals and a single iron film on silicon. The coinci-
dence of the values of magnetization for a single Fe
layer and a bulk bcc α-Fe crystal shows that this Fe
layer was also composed of pure bcc iron. A decrease
in the effective exchange constant A for this single-
layer iron film (with a thickness of d = 15 nm) as deter-
mined from the Bloch T3/2 law in comparison to the
value for bcc α-Fe is consistent with the well-known
effect of decreasing effective exchange predicted for
thin films within the framework of the spin wave the-
ory [9].

The decrease in M0 and A values observed for a
[Fe(5 nm)/Si(2 nm)] × 2/Fe(5 nm)/Si(10 nm) multi-
layer film is related to the mutual penetration of Fe
and Si atoms into the neighboring layers of this struc-
ture [10]. This interdiffusion results in the formation of
an interfacial region composed of a Fe–Si solid solution
or iron silicides. The observed increase in B (or a
decrease in A) and a decrease in M0 for iron layers of
smaller thickness can be readily explained. These
changes are related to the formation of a magnetic het-
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A
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erophase system and, hence, correspond to an increase
in the volume fraction of the interfacial region with
lower values of the exchange constant and magnetiza-
tion. The magnetization of the iron layer with such an
interfacial region can be described as

(3)

where na and nb are the fractions of Fe atoms in the
interfacial regions and iron layers, respectively, and Ma

and Mb and the corresponding magnetizations; ∆ is the
thickness of the interfacial region; and dFe is the iron
layer thickness. Relation (3) corresponds to a simplified
model, whereby a concentration profile characteristic
of the real Fe–Si interface is replaced by a stepwise pro-
file [11] including a transition layer with a constant
composition and the thickness ∆. In terms of such a
model Fe–Si interface with a constant composition and
the effective magnetic parameters Ma and Aa , it is con-
venient to evaluate ∆ characterizing the thickness or
volume fraction of the interfacial region.

An analysis of the phase diagram of the Fe–Si sys-
tem [12, 13] showed that the interfacial regions of a
multilayer Fe/Si structure can feature the formation of
a ferromagnetic solid solution or Fe3Si and FeSi com-
pounds. For obtaining estimates, we suggested that
Ma = M(Fe3Si = 1270 G [12] (nonmagnetic silicide was
rejected, since its presence could not account for the
observed decrease in the exchange coupling constant A).
Within the framework of this model, we have evaluated
the thickness of weakly-magnetic interfacial regions
formed in a six-layer [Fe(5 nm)/Si(2 nm)] ×
2/Fe(5 nm)/Si(10 nm) structure. The total thickness of
interfaces in this structure was estimated at 6∆ =
5.4 nm.

Assuming that the thicknesses of transition layers at
the Fe/Si and Si/Fe interfaces are the same, the thick-
ness of each interfacial region in the six-layer
[Fe(5 nm)/Si(2 nm)] × 2/Fe(5 nm)/Si(10 nm) structure
under consideration is ∆ = 0.9 nm. In this case, a single
Si/Fe interface for the aforementioned 15-nm-thick
Fe film on a silicon substrate must, according to for-
mula (3), decrease the magnetization by 30 G. How-
ever, the data in Table 2 show that no such decrease
takes place for a real iron film on silicon substrate. This
discrepancy can be related to a difference in the param-
eters of Fe/Si and Si/Fe junctions, which, in turn, is
caused by the different mechanisms of formation of
such interfaces in the course of sample preparation by
means of thermal deposition.

In order to elucidate the mechanism of the Fe–Si
interface formation, we have studied by EELS the
bilayer structures of two types, Fe(10 nm)/Si(1.5 nm)
and Si(10 nm)/Fe(1.5 nm), which were specially pre-
pared for this purpose. It was found that the electron
energy loss spectrum of a Si(10 nm)/Fe(1.5 nm) sample
with the upper layer of iron is virtually the same as that

M0 Mbnb Mana+ Mb Mb Ma–( )2∆
dFe
-------,–= =
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of a single 10-nm-thick iron film on a silicon substrate.
In contrast, the spectrum of a sample with the upper
layer of silicon exhibited peaks with energy positions
(21.9 eV for the first bulk plasmon) corresponding to
those reported for iron Fe3Si silicide [14]. Our results
also agree with the conclusions made by Klasges et al.
[15] upon a comparison of the electronic structures of
iron silicides formed in a Fe film on Si substrate and a
Si film on Fe substrate. According to the data of spin-
resolved photoemission spectroscopy, it was concluded
that the mechanisms of formation of Si/Fe and Fe/Si
interfaces are different [15]: in one case, a metal-like
interface with a thickness of ~2 nm and a composition
close to Fe3Si was formed, whereas the photoemission
spectrum in the other case corresponded to an amor-
phous layer of bulk silicon or a FexSi1 – x so lid solution
with small x.

In conclusion, the results of our complex study of
the structural and magnetic characteristics of Fe/Si
multilayer films obtained by thermal deposition in
UHV on single crystal silicon substrates show evidence
for a significant influence of the transition region with
a modified chemical composition formed at the Fe–Si
interface on the magnetic properties of the system. The
possible difference in the mechanisms of formation of
the Fe/Si and Si/Fe interfaces must be taken into con-
sideration in the interpretation of physical properties of
multilayer Fe–Si systems.

Acknowledgments. This study was supported
within the framework of the “Spintronics” Program of
the Department of Physics of the Russian Academy of
Sciences.

REFERENCES
1. M. N. Baibich, J. M. Broto, A. Fert, et al., Phys. Rev.

Lett. 61, 2472 (1988).
2. R. E. Cambley and R. L. Stamps, J. Phys.: Condens.

Matter. 5, 3727 (1993).
3. A. E. Berkowitz, J. R. Mitchell, M. J. Carey, et al., Phys.

Rev. Lett. 68, 3745 (1992).
4. V. P. Dragunov, I. G. Neizvestnyœ, and V. A. Gridchin,

Grounds of Nanoelectronics: A Textbook (Izd. NGTU,
Novosibirsk, 2004) [in Russian].

Table 2.  The main magnetic characteristics of multilayer
Fe/Si structures

Material

M
0,

 G

B
,

10
–5

 K
–3

/2

C
,

10
–8

 K
–5

/2

A
,

10
–6

 e
rg

/c
m

α-Fe (fcc) 1740 0.34 0.1 2.1

Single Fe layer 1750 0.49 0.1 1.7

Multilayer Fe/Si structure 1560 1.38 1.0 0.9
05



950 VARNAKOV et al.
5. S. N. Varnakov, A. A. Lepeshev, S. G. Ovchinnikov,
et al., Prib. Tekh. Éksp. 6, 252 (2004).

6. E. E. Fullerton, I. K. Schuller, H. Vanderstraeten, and
Y. Bruynserade, Phys. Rev. B 45, 9292 (1992).

7. A. D. Balaev, Physics of Magnetic Films: Collection of
Scientific Works (Irkutsk, 1980), Vol. 14, p. 171 [in Rus-
sian].

8. F. Keffer, in Handbuch der Physik, Vol. XVIII.2: Ferro-
magnetism, Ed. by H. P. J. Wijn (Springer, Berlin, 1966).

9. D. L. Mills and A. A. Maradudin, J. Phys. Chem. Solids
28, 1855 (1967).

10. G. J. Strijkers, J. T. Kohlhepp, H. J. M. Swagten, and
W. J. M. de Jonge, Phys. Rev. B 60, 9583 (1999).
TE
11. R. S. Iskhakov, N. A. Shepeta, S. V. Komogortsev, et al.,
Fiz. Met. Metalloved. 95 (3), 37 (2003).

12. Magnetic Properties of Metals: D-Elements, Alloys and
Compounds, Ed. by H. P. J. Wijn (Springer, Berlin,
1991), p. 190.

13. C. J. Smithells, Metals Reference Book (Butterworths,
London, 1967), Vol. 2.

14. J. M. Gallego and R. Miranda, J. Appl. Phys. 69, 1377
(1991).

15. R. Klasges, C. Carbone, W. Eberhardt, et al., Phys. Rev.
B 56, 10801 (1997).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 31      No. 11      2005



  

Technical Physics Letters, Vol. 31, No. 11, 2005, pp. 951–954. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 22, 2005, pp. 9–16.
Original Russian Text Copyright © 2005 by Koronovski

 

œ

 

, Popov, Hramov.

                                                                                                          
Generalized Synchronization in Autooscillatory Media
A. A. Koronovskiœ, P. V. Popov, and A. E. Hramov*

Saratov State University, Saratov, Russia
* e-mail: aeh@cas.ssu.runnet.ru

Received May 30, 2005

Abstract—The phenomenon of generalized chaotic synchronization has been found in autooscillatory media
described by the Ginzburg–Landau equations. A mechanism responsible for the establishment of generalized
synchronization regimes in one-way coupled autooscillatory media exhibiting chaotic spatiotemporal behavior
is proposed. The mechanism of generalized synchronization is described based on an analysis of a modified
Ginzburg–Landau equation with an additional dissipative term. © 2005 Pleiades Publishing, Inc.
The process of the synchronization of chaotic oscil-
lations in dynamical systems has been extensively stud-
ied in recent years [1, 2]. This phenomenon is both of
basic importance and of considerable practical signifi-
cance, in particular, for biology [3], hidden data trans-
fer using chaotic carrier signals [4–6], control of micro-
wave electronic systems [7], etc. According to the mod-
ern classification, there are several types of
synchronous behavior in a system of coupled chaotic
oscillators, including phase synchronization (PS) [2],
generalized synchronization (GS) [8], intermittent lag
(LS) [9] and GS regimes [10], and complete synchroni-
zation (CS) [12]. In recent years, it has been established
that various types of chaotic synchronization can be
considered as different forms of manifestation of the
same laws governing the synchronous dynamics in cou-
pled chaotic oscillators (see, e.g., [13, 14]). In particu-
lar, previously we have considered a new type of the
synchronous behavior of chaotic oscillators called the
time scale synchronization, which allows the aforemen-
tioned different types of synchronization to be general-
ized [15, 16].

One type of synchronous behavior that has received
much attention is the GS of one-way coupled chaotic
oscillators [8]. This type of synchronization implies
that there exists a certain function F[·] relating the
states of the response (xr(t)) and drive (xd(t)) chaotic
oscillators (with either continuous or discrete time)
upon termination of the transient process, whereby
these states are related as xr(t) = F[xd(t)]. The form of
the F[·] function can be quite complicated, which
means that a nontrivial procedure may be required for
establishing this relation.

A convenient approach to the diagnostics of GS
between the drive and response systems under consid-
eration is offered by the auxiliary system method [17].
According to this method, an additional response sys-
tem xa(t0) identical to the response system xr(t) is intro-
duced whose initial conditions xa(t0) are different from
xr(t0). If the GS is absent, the vectors of both the
1063-7850/05/3111- $26.00 0951
response xr(t) and auxiliary xa(t) systems belong to the
same chaotic attractor, but they are always different. In
contrast, when the GS takes place, the relations xr(t) =
F[xd(t)] and xa(t) = F[xd(t)] are valid and, hence, the
states of the response and auxiliary systems upon termi-
nation of the transient process must be identical: xr(t) ≡
xa(t). Thus, the identity of states of the response and
auxiliary systems upon the termination of the transient
process is a criterion of the existence of GS between the
drive and response systems.

The GS phenomenon was previously studied in suf-
ficient detail for the systems with small numbers of the
degrees of freedom [8, 17, 18]. Recently, we described
a method of GS diagnostics in such systems by consid-
ering a modified system with additional dissipation. At
the same time, the GS in distributed systems is still
insufficiently studied, although the phenomenon of
synchronization in spatially distributed autooscillatory
media exhibiting spatiotemporal chaos is of consider-
able general interest. Other types of synchronous
behavior in spatially distributed systems have been
studied and it was established that CS and PS can take
place in coupled systems described by the Ginzburg–
Landau and Kuramoto–Sivashinsky equations [1, 20–
25], while the time scale synchronization was found in
coupled electron-wave media [26]. Boccaletti et al.
studied the chaotic synchronization in discrete distrib-
uted autooscillatory systems. As for the GS in distributed
systems, this type of synchronous behavior was only
revealed in a model describing chemical reactions [27].
Questions concerning the mechanisms by which the GS
regime is established in coupled distributed autooscilla-
tory systems remain open.

This Letter addresses the phenomenon of GS in one-
way coupled active media described by the Ginzburg–
Landau equations, which are standard models for inves-
tigations into the spatiotemporal chaos and the forma-
tion of structures in distributed systems.
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Spatiotemporal evolution of the distribution of the difference of states of the response and auxiliary systems, |u(x, t) – ua(x, t|,
for two values of the coupling parameter: (a) ε = 0.5 < εGS, the GS is absent; (b) ε = 1.0 > εGS, the GS is present. The arrow indicates
the switch-on (t = 20) of the coupling between the two systems.
Let us consider a model system of two active media
described by the Ginzburg–Landau equations with one-
way dissipative coupling,

(1)

(2)

with the periodic boundary conditions. Here, Eq. (1)
describes the distributed drive system, Eq. (2) refers to
the distributed response system, and ε is the parameter
characterizing the intensity of dissipative coupling with
which the drive system acts upon every point of the
response system. For this study, the parameters of sys-
tems under consideration are selected as follows: αd =
1.5, βd = 1.5. αr = 4.0, βr = 4.0, and L = 40π. It is known
that autonomous distributed systems with such control

∂v
∂t
------- v 1 iαd–( ) v 2v– 1 iβd+( )∂v

∂x
-------,+=

v 0 L,[ ] ,∈

∂u
∂t
------ u 1 iα r–( ) u 2u– 1 iβr+( )∂u

∂x
------ ε v u–( ),+ +=

u 0 L,[ ] ,∈
TE
parameters occur in a state of spatiotemporal chaos.
The initial conditions were set randomly, and the
numerical modeling of Eqs. (1) and (2) was carried out
using an explicit computational scheme with the ∆t =
0.0002 and ∆r = L/1024.

GS probing using the method of an auxiliary system
showed that, as the coupling parameter increases to a
certain value ε = εGS, the two subsystems exhibit the GS
regime. In this investigation, the auxiliary system was
represented by Eq. (2) also coupled to Eq. (1), but with
the initial conditions different from those for the origi-
nal system. The observed behavior is illustrated in
Fig. 1, which shows the spatiotemporal distributions of
the difference of states of the response and auxiliary
systems, |u(x, t) – ua(x, t)|, for two coupling parameters.
For ε = 0.5 < εGS, the GS is absent (Fig. 1a), while for
ε = 1.0 > εGS, the GS is present (Fig. 1b). As can be
seen, the difference of states of the response and auxil-
iary systems in the second case tends to zero in the
entire space, which implies the establishment of the GS
regime.
CHNICAL PHYSICS LETTERS      Vol. 31      No. 11      2005
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In order to elucidate the mechanism of the GS devel-
opment, let us follow the approach described in [19]
and consider a modified spatially distributed response
system

(3)

where εu(x, t) is the external action. Note that the term
εum(x, t) introduces an additional dissipation into the
modified Ginzburg–Landau equation.

An increase in the coupling parameter ε corresponds
to an increase, on the one hand, in the amplitude of the
external action on the response system and, on the other
hand, in the dissipation in this active medium. The sec-
ond factor results in a decrease in the amplitude of
oscillations in the modified system and, at ε = ε0 = 1,
this distributed system features a stationary spatiotem-
poral regime (this ε value corresponds to vanishing of
the um term in Eq. (3)). Figure 2 (curve 1) shows a plot

of the average square amplitude of oscillations 
described by the modified Ginzburg–Landau equation
as a function of the coupling parameter. As can be seen,
the amplitude exhibits a linear decrease with increasing
the dissipative term εum (i.e., with increasing ε).

Previously, we demonstrated [19] that there are two
possible mechanisms of the GS establishment in such
one-way coupled systems. The first mechanism is
related to the introduction of additional dissipation
described by the dissipative term εum. In this case, the
modified system either exhibits periodic oscillations or
passes to a stationary regime. This mechanism is real-
ized for ε > ε0 = 1. However, in the system under con-
sideration, the GS regime appears for εGS = 0.72 (as
indicated by an arrow in Fig. 2), which is smaller than
the value of ε0 = 1 corresponding to a stationary regime:
εGS < ε0.

This behavior is related to the second possible
mechanism of the GS establishment. Figure 2 (curve 2)
shows the dependence of the average square amplitude
of an external (drive) signal 〈(εv )2〉 , which is introduced
into the response system, on the coupling parameter. As
can be seen, the power of this signal increases with ε,
and at ε = εGS it is about three times as large as the
amplitude of intrinsic oscillations in the response sys-
tem. Evidently, the external action shifts the spatiotem-
poral state of the response system in the phase space
toward the regions corresponding to strong dissipation.
As a result, the intrinsic spatiotemporal chaotic dynam-
ics of the response system described by the modified
Ginzburg–Landau equation is suppressed and the GS
regime is established at εGS < ε0. It should be noted that,
in the interval of εGS < ε < ε0, the GS regime is estab-
lished under the action of both mechanisms.

∂um

∂t
--------- um (1 iα r) um

2um– 1 iβr+( )
∂um

∂x
--------- εum,–+–=

um 0 L,[ ] ,∈

um
2〈 〉
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To summarize, we have revealed the establishment
of the GS regime in a system of one-way coupled Gin-
zburg–Landau equations and described mechanisms of
the establishment of this synchronization in distributed
autooscillatory systems. These mechanisms are based
on the suppression of the intrinsic spatiotemporal cha-
otic dynamics as a result of the introduction of an addi-
tional dissipation into the spatially distributed response
medium. The additional dissipation, first, directly leads
to a decrease in the amplitude of intrinsic oscillations in
the active medium and, second, shifts the spatiotempo-
ral state of the response system in the phase space
toward the regions corresponding to strong dissipation.
The latter factor leads to an increase in the amplitude of
the drive signal introduced into the response system,
thus also suppressing the intrinsic signal dynamics. At
a relatively large value of the coupling parameter, the
former mechanism of the GS establishment predomi-
nates. There is a certain interval of coupling parameters
featuring the joint action of both mechanisms.
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Abstract—We describe a new method for estimating the electroluminescence parameters of ZnS:Mn thin-film
emitters based on an analysis of the experimental kinetic curves of the instantaneous internal quantum yield in
the first half-period of the excitation voltage at a low-frequency for which the current buildup rate does not
exceed the luminance growth rate. Using the proposed method, it is possible to evaluate (i) the probability of
radiative relaxation in Mn2+ centers upon their electron-impact excitation, (ii) the time variation of the electron
multiplication coefficient, (iii) the number of ionization events per electron escaped from the ionization region,
and (iv) the length of the impact excitation of the emitting centers. © 2005 Pleiades Publishing, Inc.
The operation of electroluminescent thin-film
(ELTF) emitters employing metal–insulator–semicon-
ductor–insulator–metal (MISIM) structures based on
manganese-doped zinc sulfide (ZnS:Mn) is related to
the tunneling of charge carriers from the surface states
at the cathode insulator–semiconductor (phosphor)
interface in a strong electric field, the subsequent elec-
tron-impact excitation of Mn2+ centers, and the ava-
lanche multiplication of carriers due to the impact ion-
ization of intrinsic structural defects and impurities [1].
The main parameter characterizing the efficiency of
electroluminescence (EL) in this system is the internal
quantum yield ηint , which, in turn, depends on the elec-
tron-impact excitation cross section σ of Mn2+ centers,
their concentration profile N(x) in the phosphor layer,
the effective thickness dpe of this layer featuring the
impact excitation of Mn2+ centers, and the probability
Pr of the radiative relaxation of Mn2+ centers [2].

The instantaneous internal quantum yield can be
expressed as [2]

(1)

where t is the current time of variation of the ELTF
emitter excitation voltage. The cross section σ(t) rela-
tively weakly increases from 3 × 10–16 to 4 × 10–16 cm2

with increasing field strength in the phosphor layer [1, 3].
The N(x, t) profile depends on the ELTF emitter tech-
nology and is usually unknown. The effective EL layer
thickness dpe is determined by the difference between
the phosphor layer thickness dp and the thickness xc(t)
of a nonradiative cathode layer, which varies from
20 nm for ELTF emitters obtained by atomic epitaxy to
200 nm for the structures grown by electron-beam dep-

η int t( ) σ t( )N x t,( )dpe t( )Pr t( ),=
1063-7850/05/3111- $26.00 0955
osition [1]; this value depends on the electric field dis-
tribution in the phosphor layer and is also usually
unknown. The radiative relaxation probability Pr is
determined by the ratio of the luminescence decay con-
stant τ* to the radiative relaxation time constant τr of
Mn2+ centers,

(2)

This ratio decreases with increasing concentration of
Mn2+ centers [4, 5] and does not depend on the amplitude
Um and frequency f of the excitation voltage U(t) [6]. The
exact value of Pr is also unknown and varies, according
to various estimates, from 0.22 to 0.4–0.5 [1, 7, 8].

The process of impact ionization of the intrinsic
structural defects and impurities is characterized by the
electron multiplication coefficient:

(3)

where np(t) is the number of electrons escaped from the
region of strong field and np0(t) is the number of elec-
trons tunneling from the surface states at the cathode
insulator–phosphor interface. The multiplication coef-
ficient M(t) can be related to the number of ionization
events per electron escaped from the ionization region,
which is defined as

(4)

The electron-impact ionization of defects is a pro-
cess that is competitive with the electron-impact excita-

Pr
τ*
τ r
-----.=

M t( )
np t( )
np0 t( )
-------------,=

m t( ) 1
1

M t( )
------------.–=
© 2005 Pleiades Publishing, Inc.
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Fig. 1. The plots of (a) luminance L(t), (b, e) intrinsic quantum yield ηint(t), (c) phosphor layer current Ip(t), and (d, f) electron mul-
tiplication coefficient M(t) in ELTF emitters. (a–d) Sample 1, f = 10 Hz, Ts = 1 s (+Al variant): (1) U(t), (2–7) Um = 120, 125, 130,
140, 1540, 160 V, respectively (regions I–IV are indicated for Um = 160 V); (e, f) sample 2, f = 10 Hz, Um = 160 V (–Al variant):
(1–4) Ts = 0.5, 5, 20, and 100 s, respectively (regions I–IV are indicated for Ts = 100 s).
tion of Mn2+ centers, which significantly limits the
internal quantum yield ηint [8]. However, an exact
description of the influence of impact ionization on
the internal quantum yield ηint has not been developed
thus far.

This study was aimed at estimating the values of Pr ,
M(t), and m(t) using the curves of ηint(t) measured in
experiment.

Let us consider the first half-period of the linearly
increasing excitation voltage U(t) applied to a MISIM
TE
structure (see Fig. 1a), in particular, the initial region I
corresponding to a rapid buildup of the current Ip(t)
through the phosphor layer and of the luminance L(t)
(prior to the point “r,” where the current growth rate
begins to decrease). Previously, we demonstrated [2, 9]
that the electric field strength in the phosphor layer in
region I is homogeneously distributed due to the
absence of the impact ionization of structural defects and
impurities in this layer. In the subsequent regions II, III,
and IV of the Ip(t) profiles (Fig. 1a), the field in the
CHNICAL PHYSICS LETTERS      Vol. 31      No. 11      2005
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phosphor becomes inhomogeneous because of the
space charge formation as a result of the ionization of
defects in the phosphor, primarily of the intrinsic

defects related to the sulfur vacancies ( ) and zinc

vacancies ( ) [8]. Denoting the concentration of ion-
ized vacancies by Nv(t) and assuming that each free
electron participates on average in no more than one
ionization event (M < 2), the number of electrons np(t)
escaped from the ionization region can be expressed as

(5)

We can neglect the electron recombination in the
region of a strong electric field, since the electron flight
time in the phosphor layer with a thickness of dp ≈
0.5 µm at a drift velocity of 0.75 × 107 cm/s [10] is
~6.7 × 10–12 s, which is much shorter than the possible
recombination time (3 × 10–3–3.5 × 10–4 s [8]) at an
excitation voltage frequency of 10 Hz. Therefore, all
np0 electrons escaped from the ionization region are
involved in the impact excitation of Mn2+ centers. Tak-
ing into account relations (3)–(5), an expression for the
instantaneous internal quantum efficiency can be writ-
ten as

(6)

where N*(t) is the number of excited Mn2+ centers.
Equations (1) and (6) yield

(7)

The condition N*(t) = np0(t) determines the time tr
for which the length of the effectively emitting near-
anode phosphor region dpe(tr) is equal to the length lMn

of the impact excitation of Mn2+ centers [5]:

(8)

The time tr corresponds to the maximum value of
ηint(tr), whereby the impact ionization of defects in the
phosphor layer is still absent, that is, to the boundary
between regions I and II (Fig. 1a), where M(tr) = 1 and

(9)

(it should be recalled that Pr is independent of Um).
Assuming that N*(t) ≈ np0(t) for t > tr in regions II

and III (due to a relatively weak variation of the average
field strength Fp(t) in the phosphor layer [2, 9]), we
obtain

(10)

VS
+

VZn
2–

np t( ) np0 t( ) Nv t( ).+=

η int t( )
N* t( )Pr t( )

np t( )
---------------------------

N* t( )Pr t( )
M t( )np0 t( )
---------------------------,= =

N* t( )
np0 t( )
-------------- dpe t( )σ t( )N x t,( ).=

dpe tr( ) lMn
1

σ tr( )N x tr,( )
-------------------------------.= =

η int tr( ) Pr tr( ) Pr const= = =

η int t( )
Pr

M t( )
------------≈ Pr 1 m t( )–[ ] .=
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Taking into account the homogeneous distribution of
the electric field strength Fp(t) in region I, the effective
emission length in this region can be expressed as

(11)

where tt is the threshold time of the field buildup at
which the ELTP emitter begins to operate. Using
expressions (8) and (11), we obtain the relation

(12)

where tt and tr are determined from the experimental
L(t) curve (Fig. 1a).

Thus, the values of Pr and dpe(tr) = lMn at the point
“r” (Fig. 1), as well as the M(t) and m(t) dependences in
regions II and III, can be determined using the experi-
mental kinetics of luminance L(t) and current Ip(t) and
the ηint(t) curves calculated as described in [8]:

(13)

where A is a constant coefficient. In the approximation
of monochromatic emission from an ELTP emitter sur-
face uniformly radiating in all directions, this coeffi-
cient is given by the formula

A = πSeq/k0fλhν,

where Se is the emitter surface area (in our experiments,
1.77 mm2), q is the electron charge, k0 is the coefficient
of radiation extraction (~0.17), fλ is the luminous effi-
ciency (~510 lm/W), and hν is the photon energy
(2.12 eV).

The experiments were performed using ELTP sam-
ples and methods described elsewhere [8]. The emitters
were excited by the trains of two-period triangular
pulses supplied from a generator at a repetition rate of
10 Hz, for which the current Ip(t) buildup rate did not
exceed the luminance L(t) growth rate [8]. The time
interval between excitation cycles was Ts = 0.5, 1, 5, 20,
or 100 s and the pulse amplitude was varied within
Um = 120–160 V. In the first half-period, either positive
or negative excitation half-waves can be applied to the
upper electrode, which is referred to as the +Al and –Al
regimes, respectively.

As can be seen from Figs. 1a and 1c, an increase in
the excitation voltage amplitude to Um = 125 V and
above leads to the appearance of regions II and III in the
L(t) and Ip(t) curves. The intrinsic quantum yield ηint(t)
reaches a maximum value at the point “r” (Fig. 1b) and
then remains almost constant (being equal to Pr given by
formula (9)) when Um is increased from 125 to 160 V.

dpe t( ) dp 1
Fp tt( )
Fp t( )
--------------– 

  dp 1
tt

t
---– 

  ,= =

dpe tr( ) lMn dp 1
tt

tr
---– 

  ,= =

η int t( ) A
L t( )
Ip t( )
-----------,=
05
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In regions II and III, the value of ηint(t) decreases in
accordance with Eq. (10). The values of Pr and lMn were
found to be –0.24 and 0.27 µm in the +Al variant and
~0.11 and 0.26 µm for the –Al variant, respectively,
being close to the data obtained in the experiments
described in [8]. The maximum value of M at t = tm in
the M(t) curves (Fig. 1d) increases with Um, reaching
1.48 (–Al) and 1.4 (+Al) at Um = 160 V, also in agree-
ment with the results obtained in [8]. The m(t) curves
have similar shapes with the absolute maxima of ~0.32
(–Al) and ~0.29 (+Al). A certain difference in Pr values
is probably related to the nonuniform distribution of
Mn2+ centers over the phosphor layer thickness,
whereby their concentration is higher at the Al elec-
trode. Figures 1e and 1f show the ηint(t) and M(t) curves
measured for a different ELTP emitter (sample 2) using
various excitation periods Ts . As can be seen from these
data, the M(t) curve measured in the –Al variant exhib-
its a maximum within regions II and III followed by
decay, which can also be related to a nonuniform distri-
bution of Mn2+ centers and structural defects in the
phosphor layer, since the corresponding M(t) curve
observed in the +Al variant is analogous to the curves
in Fig. 1d. The maximum values of ηint(t) and M(t)
increase with Ts , which is explained by (i) the increas-
ing degree of space charge neutralization in the phos-
phor layer in the pause between ELTP emitter excitations
and (ii) the increasing homogeneity of field distribution
in region I [2, 8, 9].
TEC
We believe that the proposed method can be used for
determining the EL parameters of other phosphors fea-
turing the intracenter emission.
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Abstract—A method of determining the impedance of magnetic microwires in the microwave frequency range
is proposed that is based on the measurement of a complex coefficient of microwave reflection from a sample
placed into a shorted rectangular waveguide. The proposed method has been applied to the investigation of the
effect of an external constant magnetic field on the impedance of a cobalt-rich microwire. © 2005 Pleiades Pub-
lishing, Inc.
Amorphous magnetic microwires (fibers) exhibit
special physical properties that make such wires prom-
ising materials for numerous applications. For exam-
ple, magnetic field sensors and radio-wave-absorbing
structures make use of the natural ferromagnetic reso-
nance and of the strong dependence of the impedance
of ferromagnetic wires on an external dc magnetic field
(giant magnetoimpedance effect) [1, 2]. In the micro-
wave range, the impedance of microwires is usually
measured with the aid of a coaxial line, where a sample
of the microwire partly replaces the central conductor.
The impedance is calculated in the quasi-static approx-
imation from data on the complex reflection coefficient
R measured using a vector network analyzer [3]. The
requirement of obeying the quasi-static conditions
implies that, for frequencies on the order of several GHz,
the sample length must not exceed 1–2 mm, which
makes the arrangement of samples in the coaxial cell a
difficult task.

Previously, we proposed a waveguide method for
impedance determination [4] that was based on the
measurement, with the aid of a scalar network analyzer,
of the moduli of the reflection and transmission coeffi-
cients of a microwire placed inside a matched rectangu-
lar waveguide. Unfortunately, the modulus of R
amounted to several percent and was comparable with
the intrinsic coefficient of reflection of the matched
load, which resulted in a large relative error of determi-
nation of the reflection coefficient of the microwire and,
hence, of its impedance.

This Letter describes a modified waveguide tech-
nique for determining the impedance of microwires that
is free of the above disadvantage. The measurements
are performed using a setup schematically depicted in
Fig. 1. The system comprises a sweep generator, two
identical 23 × 10-mm waveguide sections (S1 and S2,
0.425-m-long, each provided with a directional cou-
pler, and separated by a 0.1-mm-thick symmetric
1063-7850/05/3111- $26.00 0959
inductive diaphragm with a 9-mm window), a sample
holder consisting of two short waveguide sections (D1
and D2, 4.06- and 4.76-mm-long, respectively), and a
shorted end section (S3, 10.02-mm-long). A glass-
coated microwire sample fixed in the holder is perpen-
dicular to the wide walls and spaced by x0 = 11.5 mm
from the narrow walls. This system is used to measure
the multiresonance frequency dependence of the ratio
Ψ(ω) = V2/V1, where V1 and V2 are the output signals of
scalar detectors of the directional couplers. The Ψ(ω)
function can be processed using a method described
in [5] to determine the reflection coefficient R. The
microwire is positioned in the sample holder at x0 =
11.5 mm with the aid of special grooves in D1
waveguide section and then clamped between D1 and
D2 sections closely tightened with screws, whereby the
glass shell is broken to ensure the electric contact of the
wire with the waveguide. The magnetoimpedance mea-

1 2 3

4 5

V1 D1

S1

V2 D2

S2

S3

Fig. 1. Schematic diagram of the setup for the measurement
of the impedance of microwires by the waveguide method:
(S1, S2) identical waveguide sections; (D1, D2) sample
holder; (S3) shorted end section; (V1, V2) directional cou-
plers; (1) sweep generator; (2) scalar network analyzer;
(3) computer; (4) inductive diaphragm; (5) microwire.
© 2005 Pleiades Publishing, Inc.
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surements are performed upon the application of an
external constant magnetic field H along the wire axis,
which is generated by a dc electromagnet.

In order to solve the problem of electromagnetic
wave scattering on a microwire in a shorted rectangular
waveguide, we have used an approach analogous to that
described in [4, 6]. With a time-dependent factor
selected in the form of exp(+iωt), the complex coeffi-
cient R of reflection in the plane of the waveguide cross
section where the microwire is positioned has the fol-
lowing form:

(1)

Here, Γm is the propagation constant for a wave of the
Hm0 type; a is the waveguide width; r = d/2, d is the wire
diameter; l is the distance from the wire to the shorted

section; i = ; µ0 is the permeability of vacuum; and
Z is the impedance. The absolute error of R determina-
tion in terms of formula (1) is estimated as described
in [6]. By the order of magnitude, this error amounts to
(d/λ)2, where λ is the wavelength of radiation in the
waveguide. For example, the relative error for d ~
10 µm and λ ~ 1 cm is on the order of 10–6. Using for-

R = e
2iΓ1l

–
2 1 e

2iΓ1l
–( )

2 πx0

a
--------sin

2

2aΓ1

ωµ0
------------Z 2F r( ) F 2l r+( )– F 2l r–( )–+
------------------------------------------------------------------------------------------,–

F s( )
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Γn

----- nπ
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------x0 iΓns( )exp .sin
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Fig. 2. Frequency dependences of the real (X) and imagi-
nary (Y) parts of impedance Z for various values of the
external constant magnetic field H (indicated at the curves).

100000
TE
mula (1), it is possible to determine Z from the mea-
sured values of R. The convergence of series F(s) can be
improved through separation and analytical summation
of the principal part.

The proposed method was used to measure the
impedance of a Co68.7Fe4Ni1B13Si11Mo2.3 microwire
with a diameter of d = 8.2 µm and a glass shell thick-
ness of 2.5 µm. Figure 2 presents the frequency depen-
dences of the real (X) and imaginary (Y) parts of Z for
various values of the external constant magnetic field H.
The effect of a glass shell on the R value is insignificant,
since the displacement current in the shell is, according
to estimates, several orders of magnitude lower than the
current in the central conductor. As can be seen from
Fig. 2, the frequency dependence of the impedance has
a resonance character and the resonance frequency
depends on H, which is explained by a ferromagnetic
resonance in the microwire.

The relative errors ∆Z for X and Y were determined
by introducing the absolute errors ∆|R| = 0.01 and
∆  = 1° in the modulus and phase of R, respec-
tively, which correspond to the accuracy of the multi-
resonance method of R determination [5] and the preci-
sion of modern vector network analyzers. The ∆Z val-
ues estimated in this way did not exceed 5%.

To summarize, we have proposed a waveguide tech-
nique for determining the impedance of microwires in
the microwave frequency range that provides a simpler
experimental realization and a higher precision in com-
parison to the other known methods. The accuracy of
impedance determination by this method is determined
almost completely by the accuracy of measurements of
the complex reflection coefficient in the waveguide,
since formula (1) has been derived without using the
quasi-static approximation. With the modern tech-
niques of R measurements, the relative error of imped-
ance measurements does not exceed 0.05.
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Abstract—Chaotic pulse trains (rf pulses) can be generated by a dynamical system driven by a periodic signal.
This possibility is demonstrated using a generator of chaotic oscillations with 2.5 degrees of freedom. By con-
trolling the frequency of external action and selecting a constant bias (working point), it is possible to vary the
width of rf pulses and their repetition rate within broad limits. © 2005 Pleiades Publishing, Inc.
In recent years, chaotic radio pulses have been
widely used as data carriers in wideband and ultrawide-
band communication systems [1–4]. A train of such
pulses can be obtained by modulating a stationary sig-
nal at the output of a generator of chaotic oscillations.
However, this method implies the constant operation of
the source of chaos and, hence, has low energy effi-
ciency (especially in the case of small duty cycles).

This paper reports on the possibility of generating
trains of chaotic pulses by means of a periodic action
upon a dynamical system. The task is to select the
parameters of external periodic action so as provide for
the excitation of chaotic oscillations only during a part
of the period, thus simplifying the process and increas-
ing the energy efficiency.

Let us use a source of chaotic oscillations represent-
ing the conventional chaotic signal generator with a
bipolar microwave transistor as the active element
(Fig. 1a). The generator employs a three-point capaci-
tive scheme described by three ordinary differential
equations [5, 6], with an additional low-pass RLC filter
in the feedback chain. This filter increases the number
of the degrees of freedom to 2.5 and provides additional
possibilities for the synthesis of a desired power spec-
trum of chaotic oscillations. The external action upon
the generator is produced by a source of alternating
voltage in the power supply chain.

The model system is described by the following sys-
tem of differential equations:

(1)

C1V̇CE IL2 IC,–=

C3V̇ BE VE V BE–( )/RE IL1– IB V BE( ),–=

C2V̇A = IL1 IL2–
C2

C3
------ VE VBE–( )/RE IL1– IB VBE( )–( ),–

L1 İ L1 VC V A– RL1IL1,–=
1063-7850/05/3111- $26.00 ©0961
where VE = VDC + VACsin(2πft); VDC and VAC are the
amplitudes of the dc and ac components, respectively,
of the external signal VE (in the autonomous regime,
VAC = 0); f is the frequency of this signal; VCE and VBE

are the collector–emitter and base–emitter voltages;

L2 İ L2 V A V BE VCE– R2IL2,–+=

(b)

6

5

A

0.7 1.10.9 VE

7

B
C

C1 C2

VE

R2 RL1

IC IL2 IL1 IB

C3
E

L2 L1
VC

(a)

RE

+

–

Fig. 1. A model chaotic generator with 2.5 degrees of free-
dom: (a) schematic diagram; (b) diagram of working
regimes for VC = 5 V, L1 = 25 nH, L2 = 2.5 nH, C1 = 10 pF,
C2 = 1 pF, C3 = 1.3 pF, RBE = 200 Ω , RE = 246 Ω , R1 =
20 Ω , R2 = 20 Ω , β = 425, VT = 0.75 V. A denotes the local
maxima of the VA time series of the autonomous generator.
 2005 Pleiades Publishing, Inc.
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VA is the voltage at point A; VC and VE are the potential
differences of the corresponding voltage sources; IL1,
IL2, IC , and IB are the currents passing through the
inductances L1 and L2, collector C, and base B, respec-
tively; IC = βIB; and β is the transistor gain.

Below, the transistor operation in the model genera-
tor is described using a piecewise-linear approximation
of the static current–voltage characteristic IB(VBE) of a
bipolar transistor:

(2)

where VT is a threshold potential (~0.75 V) and RBE is
the resistance of the base–emitter junction. Oscillations
in the system under consideration will be analyzed in
terms of the variable voltage VA .

Figure 1b shows a diagram of the working regimes A
of the autonomous generator at various voltages versus

IB 0, for    V BE V T ; ≤ =  

I

 

B

 

V

 

BE

 

V

 

T

 

–

 
( )

 

/

 

R

 

BE

 

, for    V BE V T , > =                               

(a)
0

–10

P, dB

0 0.80.6 F, GHz

–20

0.40.2

–30

10

–40

(b)
6

5

VA, V

0 8642

4

10
(c)

6

5

0 86
T, µs

42

4

10

Fig. 2. The model generator operating under the action of an
external modulating signal: (a) the typical output power
spectrum of a train of chaotic pulses; (b, c) pulse trains
(rf pulses) with the duty cycles 1/2 and 1/4, respectively.
TEC
the base–emitter voltage VE . As can be seen from this
diagram, the chaotic oscillations are generated at all VE

values above the threshold VT . This circumstance is
explained by the fact that a key parameter of the cur-
rent–voltage characteristic, which determines the
regime of oscillations, is the slope of the linear region
of this characteristic. The bias voltage applied to the
transistor only determines the characteristic amplitude
of oscillations and serves as a normalizing factor on the
passage from dimensional to dimensionless description
of the model. In other words, the shape of the current–
voltage characteristic is invariant with respect to a sim-
ilarity transformation not changing the slope of the lin-
ear region, and this invariance accounts for the qualita-
tively similar regimes corresponding to the values of
parameters obtained as a result of such a transformation.

Figure 2a presents an output power spectrum of the
chaotic signal generator operating in an autonomous
regime with the values of parameters indicated in the
legend to Fig. 1 and a base–emitter voltage of VE = 1 V.
As can be seen, the main fraction of power is concen-
trated in the frequency band from 250 to 500 MHz.

Let us consider the operation of the generator under
the action of an external harmonic signal producing a
slow (in comparison to the characteristic frequency)
periodic variation of the base–emitter voltage VE . Cal-
culations show that the presence of such a periodic
(harmonic) signal leads to the modulation of chaotic
oscillations with a period inversely proportional to the
modulating signal frequency f. As the amplitude of the
external signal is increased, the depth of modulation of
the intrinsic chaotic oscillatory process also grows and
eventually the output signal acquires the shape of trains
of chaotic pulses. In this regime, the periods of time
during which the chaotic oscillations are generated are
separated by periods in which these oscillations are
absent (Fig. 2b). The distance between trains (rf pulses)
is determined by the period and amplitude of the exter-
nal action and by the dc bias voltage VDC on the transis-
tor emitter.

From the standpoint of the regime of transistor oper-
ation, this behavior is related to the opening and closing
of the p–n junction in the course of modulation,
whereby the chaotic generation takes place when VE

exceeds the transistor threshold voltage VT

 

. Thus, by
selecting the modulation frequency 

 

f

 

, amplitude 

 

V

 

AC

 

,
and constant bias 

 

V

 

DC

 

, it is possible to obtain chaotic
pulse trains with a variable duty cycle. For example,
Fig. 2b shows a fragment of the output time series
observed when the generator is modulated by a signal 
V

 

E

 
 with the parameters 

 
V

 

DC

 
 = 

 
V

 

T

 
, 

 
V

 

AC

 
 = 0.25 V, and 

 
f 

 
=

500 kHz. This set of control parameters provides for
obtaining chaotic pulse trains (rf pulses) at a duty cycle
of 1/2. Figure 2c presents a fragment of the output time
series observed when the same generator is modulated
by a signal 

 

V

 

E

 

 with the parameters 

 

V

 

DC

 

 = 0, 

 

V

 

AC

 

 = 1 V,
and 

 

f 

 

= 250 kHz, which yields chaotic pulse trains with
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a duty cycle of 1/4. It should be noted that the current
in the interval between adjacent chaotic pulses is close
to zero, which significantly increases the energy effi-
ciency of the proposed generator.

What are such chaotic pulse trains from the stand-
point of nonlinear dynamics? On the time axis, there
are periods featuring both regular behavior (intervals
between rf pulses) and chaotic behavior (trains of cha-
otic pulses). An analysis of the Lyapunov exponents
shows that regular periods correspond to negative val-
ues of the major Lyapunov exponent, whereas the peri-
ods filled with chaotic oscillations are characterized by
positive average values of this exponent.

These features of the system dynamics are eluci-
dated by an analysis of the data presented in Fig. 1b.
This diagram shows that, when a periodic external
action is absent and VE > VT , the system exhibits chaotic
oscillations (this is confirmed by direct calculation of
the Lyapunov exponent). The periodic action was pro-
duced at a frequency well below the characteristic fre-
quency of intrinsic oscillations. From the standpoint of
the dynamical properties of the system under consider-
ation, the external action is quasi-stationary. According
to this, when the variable component of VE exceeds
0.75 V, the system also occurs in a chaotic regime,
which is confirmed by the generation of chaotic pulses.

It is interesting to note that the system under consid-
eration can also generate the trains of virtually identical
pulses. This behavior is observed in the case of short
pulses separated by rather long time intervals, whereby
the average major Lyapunov exponent in the time inter-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 11      20
vals with pulses is positive. However, since the initial
conditions for the pulses are almost identical, small dis-
tinctions of these conditions do not lead to significant
differences between the trajectories.

Using the effects described above, it is possible to
generate ultrawideband pulse trains (rf pulses) with
preset pulse widths and duty cycles at a controlled con-
tinuous signal power spectrum.

Acknowledgments. This study was supported by
the Russian Foundation for Basic Research, project
no. 05-02-17667A.

REFERENCES

1. A. S. Dmitriev, B. E. Kyarginskiœ, A. I. Panas, et al.,
Radiotekh. Élektron. (Moscow) 46, 224 (2001).

2. A. S. Dmitriev and A. I. Panas, Dynamical Chaos: New
Information Media for Communication Systems (Fiz-
matlit, Moscow, 2002) [in Russian].

3. A. S. Dmitriev, B. E. Kyarginskiœ, A. I. Panas, et al.,
Pis’ma Zh. Tekh. Fiz. 29 (2), 21 (2003) [Tech. Phys.
Lett. 29, 72 (2003)].

4. A. S. Dmitriev, B. Ye. Kyarginsky, A. I. Panas, et al., Int.
J. Bifurcation Chaos Appl. Sci. Eng. 13, 1495 (2003).

5. M. V. Kapranov, V. N. Kuleshov, and G. M. Utkin, Oscil-
lation Theory in Radio Engineering: A Student’s Text-
book (Nauka, Moscow, 1984) [in Russian].

6. M. Kennedy, IEEE Trans. Circuits Syst. 41, 771 (1994).

Translated by P. Pozdeev
       

05

                                       



  

Technical Physics Letters, Vol. 31, No. 11, 2005, pp. 964–966. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 22, 2005, pp. 36–41.
Original Russian Text Copyright © 2005 by Poletika, Narimanova, Kolosov.

                                                                                     
Unstable Plastic Flow in a Zirconium Alloy
T. M. Poletika*, G. N. Narimanova, and S. V. Kolosov

Institute of Strength Physics and Materials Science, Siberian Division, Russian Academy of Sciences, 
Tomsk, 634055 Russia

* e-mail: poletm@ispms.tsc.ru
Received June 20, 2005

Abstract—Unstable plastic flow has been observed in the parabolic stage of work hardening of a zirconium
alloy, which was manifested by periodic variations of a spatiotemporal pattern of the local strain distribu-
tion. A synergistic model explaining this behavior is proposed according to which the plastic flow evolution
in the final stage is considered as an unstable limiting cycle of the dynamical system. © 2005 Pleiades Pub-
lishing, Inc.
It has been experimentally demonstrated [1, 2] that
the deformation of single- and polycrystalline materials
might be accompanied by the development of both
wave and stationary spatiotemporal patterns of strain
localization. The appearance of each particular pattern
is determined by the regime of plastic flow and by the
law of work hardening operative in the corresponding
stage of deformation. Our recent investigations [3, 4]
showed that stationary patterns of strain localization
characterized by a constant spatial period λ are typical
only of that part of the parabolic stage of work harden-
ing (σ ~ εn) where n ≥ 0.5. The other parts of this stage,
corresponding to n < 0.5, are characterized by the
motion of strain localization foci with variable λ, which
proceeds up to the end of the parabolic stage [3–5].

This Letter presents the results of our investigation
into the development of strain localization in the para-
bolic stage of plastic flow and in the stage of prefracture
of a technical polycrystalline zirconium-rich alloy
(Zr−1 wt % Nb–1.3 wt % Sn–0.4 wt % Fe) under uniax-
ial extension conditions. This process is accompanied
by unstable plastic straining and leads to the neck
formation. Knowledge of the laws governing the
appearance and development of plastic strain macro-
localization, which leads to the instability of plastic
flow and to material breakage in the course of plastic
shaping, is of considerable practical significance. In
particular, this knowledge can help to evaluate the mar-
gin of technological plasticity of zirconium alloys in
which large strains are developed in the course of pro-
cessing [6].

In order to determine the character of evolution of
the spatiotemporal pattern of strain distribution, we
have studied by speckle interferometry [1] the local
deformation at the strain macrolocalization foci imme-
diately in the course of plastic flow. Using these data,
we determined both the total local elongation (by inte-
grating the εxx component of the plastic strain tensor
over the area occupied by a given localization focus)
1063-7850/05/3111- $26.00 ©0964
and the local strain increment ∆εxx in the given focus.
The summation of εxx values in the parabolic stage of
loading revealed three zones of intense strain localiza-
tion. In these zones, the local strain increments ∆εxx

were determined as differences between the integral εxx

values corresponding to every 0.2% step of the total
strain. It was found that the εxx increases more rapidly
in one of the three zones, which transforms first into a
focus of prefracture and then into a neck. A similar evo-
lution of the strain localization focus accompanied by
the appearance of several “inactive” necks, one of
which then became “active” (stable), was previously
observed during the extension of In–Pb alloys [6].

An analysis of the patterns of plastic strain localiza-
tion corresponding to various parts of the parabolic
curve showed that the distance λ between the localiza-
tion foci value is constant for n ≥ 0.5, whereas for n <
0.5, this distance exhibits periodic variations in the
course of straining (Fig. 1, curve 1). The experiments
also revealed a correlation between the periodic varia-
tion of the spatial period λ of the strain macrolocaliza-
tion and the periodic change in the local elongation
increment ∆εxx in the foci of intense strain localization.
Figure 1 (curve 2) shows the behavior of ∆εxx in that
focus of strain localization, from which the neck is sub-
sequently formed.

Since the spatial period λ of strain localization is the
distance between the active strain localization foci [1],
we may assume that the number of such foci can be
determined in the general case as N = L/λ, where L is
the length of the working part of a sample. From this we
infer that a decrease in N is accompanied by the intense
accumulation of local strain or, in other words, a
smaller N corresponds to a greater intensity of strain
localization characterized by ∆εxx .

The experimental data indicate that it is the corre-
lated periodic variation of the spatial period λ of strain
localization and the strain intensity ∆εxx at the localiza-
 2005 Pleiades Publishing, Inc.
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tion focus that determines the instability of plastic flow
in the parabolic stage of deformation of the zirconium
alloy studied, which leads eventually to the formation
of a single localization focus, a precursor of the future
neck.

The results obtained in this study correspond to
notions about a spatiotemporal periodicity of the pro-
cess of plastic strain localization [7, 8], according to
which the instability of plastic flow is a consequence of
a local increase in the strain rate leading to a local
hardening in the strain localization zone. The corre-
sponding growth of yield stress at this site leads to a
retardation of the process of strain localization and to a
more uniform character of sample shaping. One cycle
of such hardening and loosening corresponds to one
period observed in the part of the parabolic curve with
n < 0.5.

The curve of λ(t) presented in Fig. 1 is characteristic
of a rigid loss of stability, whereby the system exhibits
a jumplike transition from a stationary state to an oscil-
latory quasi-periodic regime corresponding to a limit-
ing cycle of the dynamical system [9]. Variation of the
strain localization pattern in this case can be described
by a trajectory in the phase space, whereby the motion
of an imaging point along this trajectory corresponds to
the temporal evolution of a deformed sample (Fig. 2).
This trajectory reflects a relationship between ∆εxx and
N in the course of straining (i.e., with time). As can be
seen from Fig. 2, an increase in the total strain corre-
sponds to the system evolving along one turn of the spi-
ral, whereby the density N of the strain localization foci
first decreases (as a result of their merging together)
and then increases again. Accordingly, the intensity of
strain localization ∆εxx at the foci initially grows and
then drops as a result of the local strain redistribution
between the appearing additional strain localization
zones, which corresponds to a more uniform sample
shaping. One turn of the spiral trajectory corresponds to
a part of the parabolic curve with n < 0.5 and represents
one step in the plastic flow localization in the given
alloy sample. The oscillatory regime is unstable, since
the trajectory goes away from the limiting cycle [9] and
tends to a point corresponding to the system with a single
strain localization focus, a neck precursor (Fig. 2).

The stability of plastic flow along a phase trajectory
depends on the character of work hardening and the
margin of plasticity of a given material. In particular,
the stress–strain curve for many plastic materials is
restricted to a parabolic stage of work hardening with
n ≈ 0.5, which eventually leads to an increase in the
strain amplitude at one of the stationary strain localiza-
tion foci and its subsequent transformation into
a neck [2]. If the parabolic curve has at least one part
with n < 0.5, then one cycle of a quasi-periodic varia-
tion of λ is possible, such as that recently observed in a
polycrystalline Fe–Si alloy [10].

Thus, the experimental data obtained in this study
allow us to conclude that the evolution of a nonequilib-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 11      20
rium system in the final stages of plastic flow is charac-
terized by a loss of stability with the formation of a lim-
iting cycle, the stability of which is determined by the
capacity of a given material for plastic shaping.
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Fig. 1. Plots of (1) the spatial strain localization period λ
and (2) the local elongation increment ∆εxx in the region of
a prefracture focus versus the total strain ε for a zirconium
alloy.
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Abstract—The gas pressure variation in a vacuum system featuring dynamic gas evolution in the form of a
sequence of rectangular pulses has been experimentally studied. The observed behavior can be described in
terms of a model developed previously. © 2005 Pleiades Publishing, Inc.
In solving problems related to vacuum technology, it is
necessary to analyze the dynamics of the total and partial
gas pressures in a given vacuum system on the real time
scale. One important problem is the in situ diagnostics of
friction couples operating in vacuum. A system of such
diagnostics developed at the Bauman Moscow State
Technical University measures and analyzes the flow of
gas evolved from a sliding or rolling friction couple and,
using known relations, estimates the degree of wear, and
assesses the technical state of the assembly [1]. Previ-
ously, it was shown [2–8] that the gas evolution during
friction is a substantially nonstationary process represent-
ing a random sequence of pulses with certain distributions
of the pulse amplitude and width. This character of gas
evolution is related to the contact mechanics between
rough surfaces of the two bodies, whereby each pulse of
gas evolution corresponds to the interaction of one pair of
protruding microsummits of the contacting surfaces.

The main problem in the abovementioned diagnos-
tic system is related to determining the flux of evolved
gases as a function of time, which has to be calculated
from the curve of pressure variation measured in a
given vacuum system in the course of friction. Previ-
ously, we established that the use of analytical models
for particular forms of the initial gas flux variation
offers a number of advantages to the universal methods
of data processing with the use of functional transfor-
mations. An analytical model describing variations of
the total and partial gas pressures p(t) in a vacuum sys-
tem for one of the main forms of gas evolution—mean-
der—was recently described in [9]. This model
describes the pressure in a dimensionless form, which
makes it applicable to vacuum systems of all types. The
results of modeling showed that a vacuum system can
be considered as an aperiodic link, whereby the p(t)
function appears either as a sequence of peaks or as a
smooth curve (representing unresolved peaks), depend-
ing on the parameters of the gas evolution process and
on the vacuum system characteristics [1].

In order to verify the aforementioned model, we have
modified the experimental setup described in [1] and per-
1063-7850/05/3111- $26.00 0967
formed a series of experiments as described below. The
vacuum chamber had a volume of V = 40.4 liters and the
effective pumping rate determined by the constant pres-
sure technique was S = 71 l/s, so that the characteristic
time constant of the vacuum system was τ0 = V/S =
0.57 s. The vacuum system was preliminarily evacuated
to 1.3 × 10–3 Pa. The gas pulses were produced with the
aid of a piezoelectric gas leak valve with a system of flex-
ible control over the valve opening and closing process
and the total gas flow. The valve opening and closing
times could be varied using a set of resistors. In order to
decrease the role of the dependence of the pumping rate
on the pressure and to facilitate the pressure monitoring,
the maximum gas flow rate  was selected so that the
pressure varied by no more than one order of magnitude
and the pressure could be monitored without switching
the gauge from one scale to another.

It was most interesting to study the behavior of gas
pressure in the system in the course of periodic gas evo-
lution pulses with a period within 0.1τ ≥ Tt ≥ 10τ. In
experiments, we varied the gas evolution pulse duration
b at a constant period Tt (Fig. 1b). Figure 1b shows a
sequence of control pulses Upz applied to the piezoelec-
tric gas leak valve, which correspond to the pulses of
gas evolution, and Fig. 1a shows the corresponding
pressure response. The amplitude A of pressure pulses
and the maximum (pmax) and minimum (pmin) pressures
exhibited nonlinear variation depending on the pulse
duration b at Tt = 16 s. As the gas pulse duration was
increased, the peak pressure gradually increased to a
maximum value (pmax), while a minimum pressure
between the peaks also increased from the background
pressure level (p0) to a stable value (pmin). 

Since the increase in pmin was achieved with a delay
relative to the growth in pmax, the peak amplitude ini-
tially increased to a maximum (for b = 0.5Tt) and then
decreased. It is interesting to note that the increase in b
was accompanied by a significant change in shape of
the pressure peaks. The pressure peaks changes so as to
remain symmetric relative to the central level: the peaks

Qm*
© 2005 Pleiades Publishing, Inc.
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corresponding to a certain b value appear as mirror
reflections of the peaks corresponding to the pulse
duration Tt–b relative to the horizontal axis p* = (pmax +
pmin)/2. This explains the symmetry of the function A =
f(b) relative to the point b = 0.5Tt . Thus, the amplitude
of the pressure peaks in the indicated interval of b and
Tt is determined by the minimum of the two values, b or
Tt−b, which is related to the equal time constants of the
transient processes of pressure equilibration upon
opening or closing of the leak valve. 

In order to compare the experimental data with the
results of model calculations, the experimental values
were converted into the dimensionless form [9]: the
dimensionless pressure was calculated as ρ = (p –
p0)S/  and the dimensionless time, as τ = tS/V. Fig-
ure 2 shows a comparison of the experimental behavior
(points) to the theoretical curve calculated for the given

Qm*
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Fig. 1. (a) Variations of the total pressure p in the course of
pulsed gas evolution via a piezoelectric gas-inlet device. (b) A
sequence of control voltage pulses Upz with increasing dura-
tion b = 0.5, 4, 8, and 15 s at a constant period Tt = 16 s.
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Fig. 2. A plot of the pressure pulse amplitude A versus gas
evolution pulse duration η (in the dimensionless variables).
Points present the experimental data; the curve shows the
results of model calculations using formula (1).
TE
experimental conditions using the following formula [9]:

where η and T are the dimensionless analogs of b and
Tt , respectively. As can be seen, the agreement between
theory and experiment is generally good, but there are
some systematic deviations: for b < 0.5Tt , the measured
peak pressure is lower than the calculated values,
whereas for b > 0.5Tt the experimental points occur
above the theoretical curve. These discrepancies are
probably related to a nonideal operation of the piezoelec-
tric gas leak valve, namely, to a finite time of opening and
closing (not taken into account in the model calcula-
tions). The finite valve opening time makes the real gas
evolution pulse duration shorter, which is especially sig-
nificant for small b values and leads to a decrease in the
pressure amplitude. By the same token, the finite closing
time makes the real gas evolution pulse duration longer
and the gas amplitude greater than the theoretical values,
which is more pronounced for large b values.

Conclusions. The obtained experimental data are
consistent with the results of modeling. As the gas evo-
lution pulse duration increases, both maximum and
minimum pressures gradually increase, but the former
pressure grows faster than the latter for b < 0.5Tt and
slower, for b > 0.5Tt . As a result, the pressure peak
amplitude is maximum at b = 0.5Tt . On the passage
through the point b = 0.5Tt , the pressure peaks are sym-
metric relative to the level of p* = (pmax + p0)/2.

Subsequent experiments will be performed with
various gases and different forms of the gas evolution
function.
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Abstract—We have studied the temperature dependence of the tensile strength for polymers at temperatures
above the glass transition temperature and for metals, above about half of the melting temperature. An empirical
relation is found between the strength of these materials, the temperature, and the time to fracture. © 2005 Ple-
iades Publishing, Inc.
Introduction. As is known [1–7], the time to frac-
ture (lifetime) τ of metals, crystals, polymers, and other
solids is related to the temperature T and the tensile
strength σ by the Zhurkov equation:

(1)

where τ0 ≈ 10–13 s, U = U0 – γσ is the activation energy
for the rupture of interatomic bonds under the action of
thermal fluctuations, U0 is the value of this energy at
σ  0, γ = ∂U/∂σ is a parameter related to the over-
stress coefficient and the activation volume of bond
rupture, and k is the Boltzmann constant. Equation (1)
has a clear physical meaning: the fracture takes place as
a result of the accumulation of fractured bonds, and the
activation energy for this fracture decreases by γσ
under the action of mechanical stresses.

The initial activation energy U0 is equal to the
energy of dissociation of interatomic bonds and can be
determined from independent measurements. There-
fore, for determining the lifetime of a material for the
given temperature and load, it is only necessary to
determine the value of γ. As is known, this parameter
depends on the defect structure of solids [4–6]. When
the structure is subject to changes, the dependence of
the lifetime on the temperature and stress becomes
more complicated. In the presence of tensile stresses at
elevated temperatures determined by the conditions T >
Tg for unoriented polymers and T ≥ 0.5Tm for non-
strain-hardened metals (where Tg is the glass transition
temperature and Tm is the melting temperature), these
materials exhibit deviations from Eq. (1) [1–7]. These
deviations are related to the fact that the prefracture
strain under such modified conditions sharply increases
and the γ value decreases [4–7].

τ τ 0
U
kT
------exp τ0

U0 γσ–
kT

------------------,exp= =
1063-7850/05/3111- $26.00 0969
It was demonstrated [8, 9] that the dependence of
the lifetime on the temperature and stress for polymers
and metals at elevated temperatures can be described by
the following empirical relation:

(2)

where σ∗  and m are certain constant “fitting” parame-
ters. In contrast to the quantities entering into the
Zhurkov equation, relation (2) contains two empirical
parameters whose meaning is unclear. Use of this equa-
tion for estimating the lifetime of materials also meets
additional difficulties, since both these parameters (σ∗
and m) must be preliminarily determined, as opposed to
one (γ) in the case of the Zhurkov equation.

Previously, we studied the temperature dependence
of the strength of adhesion between epoxy-rubber glues
and Steel 45 at temperatures T > Tg [10] and established
that Eq. (2) well described the experimental data. It was
also found that the parameter m is related to the activa-
tion energy for the rupture of adhesive bonds:

(3)

Substituting expression (3) into Eq. (2), we obtain

(4)

The aim of this study was to check for the validity of
Eq. (4) in the case of unoriented polymers and annealed
(non-strain-hardened) metals.

τ τ 0
σ*
σ

------ 
 

m U0

kT
------,exp=

m
U0

3kTg
------------.=

τ τ 0
σ*
σ
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 
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Experimental. We have studied the temperature
dependence of the tensile strength of unoriented poly-
mer films and annealed metal foils. The polymers were
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Fig. 1. The temperature dependences of the tensile strength
of (a) PETP and (b) Al samples for a constant extension rate
(corresponding to tf ≈ 10 s).

A comparison of the glass transition temperatures Tg for poly-
mers and the melting temperatures Tm for metals estimated
using formula (7) with the published data for Tg [13] and Tm [14]

Material
Tg or Tm, K

reported [13, 14] according to Eq. (7)

PA66 340 320

PETP 370 390

PE 250 250

POM 480 470

PVF2 300 290

PA66/6 310 330

Al 933 1080

Cu 1356 1160
TE
polyethylene (PE), polyamide 6 (PA6), polyamide 6.6
(PA66), polyamide 6.6/6 (PA66/6), poly(ethylene
terephthalate) (PETP), poly(oxymethylene) (POM),
and poly(vinylidene fluoride) (PVF2); the metals were
copper (Cu) and aluminum (Al).

The samples cut from polymer films and metal foils
were 30 mm long, 1.5–2 mm wide, and 20–100 µm
thick. The tensile tests were performed on UMIV-3
(ZIP, Ivanovo) and 1958 U-10-1 (NIKIMP, Moscow)
testing machines at a fixed temperature and a constant
strain rate in the interval from 0.005 to 500 mm/min. At
each temperature, 5–10 samples were loaded until
breakage and the results were averaged. The spread of
σ values for samples tested at the same temperature did
not exceed 5%.

Results. Figure 1 presents the temperature depen-
dences of the tensile strength of PETP and Al samples
for a constant extension rate. The curves obtained for
the other polymers and copper had similar shapes. As
can be seen from Fig. 1, the curves can be divided into
two parts. In the first part, which corresponds to tem-
peratures below Tg for polymers and 0.5Tm for metals,
the tensile strength exhibits a linear decrease with
increasing temperature. At elevated temperatures, the
slope of the temperature dependence of the strength
gradually decreases with increasing temperature. The
values of Tg (for polymers) and Tm (for metals) reported
in the literature [13, 14] are presented in the table.

Discussion. The temperature dependence of the ten-
sile strength at T < Tg for polymers and T < 0.5Tm for
metals at a constant extension rate can be described
using Eq. (1) and the Baily criterion of damage addition
[4–6]:

(5)

where tf is the time to fracture. Upon integration [7, 8],
we obtain the following approximate expression:

(6)

where τef ≈ 0.1tf and σf is the fracture stress. According
to relation (6), the tensile strength at a constant loading
rate is an approximately linear function of the tempera-
ture. This result agrees with the experimental data for
unoriented polymers at T < Tg and annealed metals at
T < 0.5Tm. At elevated temperatures, the tensile
strengths of polymers and metals deviate from those
predicted by the linear relationship (Fig. 1).

The defect structure of samples and the parameter γ
(dependent on this structure) are known to change as a
result of deformation. Below Tg (for polymers) and
0.5Tm (for metals), the strain at fracture did not exceed
10–20% and, hence, a change in γ in the course of ten-

td
τ σ t( ) T,[ ]
------------------------

0

t f

∫ 1,=

σ f T( )
U0

γ
------

kT
γ

------
τef

τ0
------,ln–≈
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sile testing could be ignored. At elevated temperatures
(above Tg and 0.5Tm), the situation changes and the pre-
fracture strain significantly increases (reaching espe-
cially large values—up to several hundred and thou-
sand percent—in polymers). According to the pub-
lished data [4, 5, 7], we may suggest that deviations
from the Zhurkov equation are related to this significant
increase in the prefracture strain. In order to verify this
assumption, we have studied the samples of polymers
upon preliminary orientational drawing at a tempera-
ture close to the melting point (methods of preparing
highly oriented polymer samples were described
in [11]). After this drawing, the prefracture strain of
samples did not exceed 10–15%. It was found that the
temperature dependences of the tensile strength for
such polymer samples were linear (the Zhurkov equa-
tion was valid). This is illustrated in Fig. 2, which
shows the temperature dependences of the tensile
strength of some highly oriented polymers.

The empirical equation (4) can be rewritten as fol-
lows:

(7)

From this expression, it is seen that the logarithm of
strength for a fixed loading rate must exhibit linear
growth with the inverse temperature, with a slope (3Tg)
independent of the time to fracture. Figure 3 shows
plots of the logarithm of strength versus inverse tem-
perature at T > Tg for the samples of unoriented PETP.
As can be seen, the experimental points corresponding
to various times to fracture fit to virtually parallel
straight lines. The experimental plots of lnσ = f (1/T)
for the other polymers, copper, and aluminum also fit to
the straight lines. By measuring the slopes of these
plots, we estimated the values of Tg for the polymers
studied and Tm for copper and aluminum. As can be
seen from the table, these estimates are close to the pub-
lished values [13, 14].

Equation (4) can be also rewritten as

(8)

from which it is seen that the parameter γ can be
expressed as

(9)

It was reported [12] that the tensile strength of poly-
mers at low temperatures (≈73 K) was related to the
preliminary deformation ε of samples by the expression

σln σ*ln
3kTg

U0
------------

τef

τ0
------ 3

Tg

T
-----+ln–≈ A 3

Tg

T
-----.+=

τ τ 0

U0

U0T
3Tg
---------- σ

σ*
------ 
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U0T
3Tgσ
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σ ≈ σ(0)(1 + ε), where σ(0) is the strength of the unde-
formed sample. Substituting this expression into for-
mula (9), we obtain

This relation shows that the value of γ at temperatures
above Tg (for polymers) and 0.5Tm (for metals) is
inversely proportional to the degree of elongation at
break 1 + ε and directly proportional to the temperature.

γ
U0T

3kTgσ 0( ) 1 ε+( )
-----------------------------------------.≈
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Fig. 2. The temperature dependences of the tensile strength
of some highly oriented polymers for a constant extension
rate (corresponding to tf ≈ 10 s): (1) PAN; (2) PA6;
(3) PETP.
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Fig. 3. Plots of lnσ = f(1/T) at T > Tg for the samples of
unoriented PETP at various constant loading rates corre-
sponding to tf = 10 (1), 102 (2), and 103 s (3).
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For practical applications, it was also of interest to
obtain a relation between the parameters σ∗  and γ.
Equating expressions (1) and (8) at T = Tg, we obtain

(10)

where σg is the tensile strength at Tg for polymers and
at 0.5Tm for metals. Thus, we obtained a relation
between σ∗  in Eq. (2) and the physically clear parame-
ter γ in the Zhurkov equation.

In conclusion, the temperature dependence of the
tensile strength for polymers at T > Tg and for metals at
T > 0.5Tm is satisfactorily described by the empirical
equation (6).
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Optical Diagnostics of Dynamic Structures 
in Shock Waves
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Abstract—We demonstrate the possibility of applying optical diagnostics based on laser Doppler anemometry
techniques and the laser imaging of dynamic density fields to the investigation of kinematic and structural
parameters of shock waves and the properties of air perturbed by shock waves. Using the proposed methods,
dynamic structures in the shock wave have been revealed and the velocity of their motion over the wave front
has been determined. It is suggested that these dynamic structures have an oscillatory nature. © 2005 Pleiades
Publishing, Inc.
Investigations into shock waves and related pertur-
bations in gaseous media are among the most difficult
tasks of experimental gasdynamics [1]. This Letter
reports on the observation of dynamic structures
formed at the shock wave front in air.

The experiments were performed in a small-size
shock tube based on an air gun of the Izh-53 type with
a barrel of d = 4.5 mm calibre and 200 mm length. The
shock wave was generated upon the breakage of a dia-
phragm made of one or two layers of a 0.05-mm-thick
aluminum foil. The use of an air gun as a portable shock
tube provides for the simplicity and high efficiency of
experiments.

The shock wave diagnostic setup was based on a
Pulsar-3M laser Doppler anemometer (LDA) [2]
intended for the measurement of 2D flow velocities in
gaseous and condensed media in a range of up to
103 m/s. A special feature of this instrument is the high
upper boundary of the dynamic range of velocities,
which makes possible the investigation of high-rate
nonstationary processes in the frequency range up to
250 MHz. The experimental setup consisted of a mech-
ano-optical unit and a computer-controlled high-speed
data acquisition and processing system. The radiation
source was a 15-mW He–Ne laser, but the setup can
operate (without significant modification) using other
laser radiation sources, including semiconductor laser
diodes emitting in the visible and near-IR spectral
ranges.

Figure 1 shows a simplified diagram of the experi-
mental arrangement, with a barrel axis oriented at an
angle of 45° relative to the xy plane of a 2D base coor-
dinate system set by the probing laser field in the LDA
frame. Each realization of the process was used to mea-
sure one of the two orthogonal components of the
velocity vector. Optical channels forming the 2D base
coordinate system were switched by acousto-optical
1063-7850/05/3111- $26.00 0973
modulators of the running wave, which operated
according to a preset program or under the action of an
external control signal. The ultrasonic wave frequency
in the modulators was 80 MHz. The dynamic structure
of a probing laser field formed in the LDA (Pulsar-3M)
was such that the array vector coinciding with the direc-
tion of motion of the interference fringes was oriented
in the opposite direction relative to the measured com-
ponents v x and v y of the shock wave velocity vector.
For this reason, the Doppler shift equal to the carrier
frequency f0 = 80 MHz in the light scattered from the
dynamic structure corresponded to a zero velocity. The
probing field was localized within a volume bounded
by an ellipsoid with a semiminor axis of 25 µm and a
semimajor axis of 0.35 mm.

The Doppler signal is formed when the shock wave
front travels through the probing field. This signal has
the form of a short video pulse with the envelope mod-
ulated at a frequency determined by a periodic structure
of the probing field and the corresponding component
of the shock wave front velocity. Kinematic perturba-
tions in the shock wave structure must be manifested in

LDA

45°
Barrel

d

xy

v

d

Fig. 1. Schematic diagram of the experimental arrangement
(see the text for explanations).
© 2005 Pleiades Publishing, Inc.
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Fig. 2. (a) A fragment of the time series of a Doppler signal obtained for the y component of velocity in the shock wave front plane.
The inset shows the time variation of the local velocity of motion of the dynamic scattering structure formed at the shock wave front.
(b) Laser Doppler image of the dynamic structure formed at the shock wave front crossing the laser sheet.
the dynamic velocity. In order to measure this velocity,
the base coordinate system set by the probing laser field
was oriented so that the y axis would be parallel to the
wave front velocity.

Figure 2a shows an example of the typical time
series of the Doppler signal observed during the mea-
surement of the y component of the velocity vector in
the plane of the shock wave front. The probing field was
localized at a distance of 10d from the barrel edge. The
existence of the y component of the velocity vector in
the configuration of Fig. 1 is indicative of the fact that
laser radiation is scattered from the optical inhomoge-
neities moving in the plane of the wave front.

The shape of the Doppler signals corresponding to
the y component of the velocity vector is indicative of
the ordered structure of dynamic perturbations at the
TE
shock wave front. The inset in Fig. 2a shows the time
variation of the local velocity of motion of the dynamic
scattering structure formed at the shock wave front. The
time intervals corresponding to the measured signal and
the dynamic velocity are mutually consistent. As can be
seen from Fig. 2a, the envelope of the Doppler signal is
modulated at a variable frequency. The measured
velocity is a single-valued function of this frequency.
The velocity varies from 300 m/s to zero over a 0.08 µs
time interval and then changes the sign. One possible
explanation is that a signal of this type can be due to the
scattering of a probing field on a tangential rotating
dynamic structure.

In order to reveal the structure of the shock wave
front, we performed special experiments using a 2D
“laser sheet,” which was formed by radiation of a
CHNICAL PHYSICS LETTERS      Vol. 31      No. 11      2005
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200-mW argon laser (λ = 0.515 µm) at distance of 20d
from the barrel edge. The shock wave was initiated by
the breakage of the diaphragm made of single-layer
aluminum foil. The shock wave crossing the laser plane
was monitored using a CCD camera. Figure 2b shows
an example of the image of a shock wave front crossing
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Fig. 3. The typical time variation of the (a) x and (b) y com-
ponents of velocity in air perturbed by the shock wave in the
geometry depicted in Fig. 1.
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the laser sheet, which clearly reveals the radial-tangen-
tial mode structure of optical density and is indicative
of the possible oscillatory nature of such structures.

The LDA (Pulsar-3M) was used for the investiga-
tion of dynamic perturbations produced in air by the
propagating shock wave. The particles and optical
inhomogeneities crossing the probing field produce
random discretization of a nonstationary process,
which reflects the dynamic state of the medium in the
spatial region within the localized probing field. Com-
puter processing of the signal corresponding to a ran-
dom sampling provides information on the local veloc-
ity field evolution during the shock wave propagation in
the medium.

Figure 3 shows the typical time variation of the local
velocity in air perturbed by the shock wave. The mea-
surements were performed in the geometry depicted in
Fig. 1. The probing field was localized at a distance of
10d from the barrel edge. The velocity component was
measured along the x axis in the shock wave propaga-
tion direction (Fig. 3a) and along the y axis parallel to
the shock wave front plane (Fig. 3b). These data illus-
trate the evolution of orthogonal components of the
local velocity in air perturbed by the shock wave.
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Abstract—Radiation pulses of an injection laser with a saturating absorber layer have been synchronized using
a harmonic microwave (0.8–2.6 GHz) current with a power below 1 mW. The synchronization leads to a sharp
decrease in instability of the laser pulse repetition period. The dependence of the synchronization frequency
band on the pumping current, the synchronizing signal amplitude, and the temperature has been studied. © 2005
Pleiades Publishing, Inc.
The phenomenon of synchronization of self-sus-
tained pulsating injection lasers by external microwave
oscillations was originally observed about four decades
ago [1, 2]. The first experiments were performed with
laser diodes possessing a rather imperfect structure, in
which the synchronization effect was observed only for
large pumping currents and significant microwave pow-
ers. The laser generation proceeded in a multimode
regime, involved the joint action of several mechanisms
of vibrational instability, and was accompanied by
modulation of the width of the emitting region. These
factors complicated the course of experiments and the
interpretation of results. The fact of synchronization
was established using the measurements of time series,
which required laborious procedures and did not ensure
high accuracy [3].

In recent years, periodic sequences of subnanosec-
ond pulses have been obtained using injection lasers
with saturating absorber layers [4–6]. A special feature
in the structure of such a saturating absorber injection
laser (SAIL) is a region of nonlinear optical absorption,
which is formed in a layer of semiconductor parallel to
the active region by the implantation of heavy metal
ions at an energy of 106–107 eV. Another possible vari-
ant is the creation of a saturating absorber layer by dop-
ing the surface layers of reflectors of the injection laser.

This Letter reports on the synchronization of SAIL
pulsations by a harmonic microwave current. The
experiments have been performed using a series of
786-nm lasers with room-temperature threshold cur-
rents Ith = 20 ± 0.4 mA and specific radiation output
powers about 0.8 mW/mA. The laser emission in a self-
sustained pulsation regime was observed for pumping
currents in the interval from Ith up to I1 ≈ 35–40 mA.
Being pumped in the vicinity of Ith , lasers generated
periodic sequences of pulses with a width below
200 ps. The pulse repetition (self-pulsation) fre-
quency fsp increased with the pumping current and
1063-7850/05/3111- $26.00 ©0976
could be varied within 0.8–2.6 GHz (Fig. 1). Near the
boundary I1 of the continuous generation region, the
emission did not completely decay during the interval
between pulses and the resulting envelope acquired the
shape of amplitude-modulated pulsations with a modu-
lation depth that decreased on approaching I1. At a
pumping current of I1, the lasers began to operate in a
continuous regime.

A special feature of the injection lasers studied was
the single-mode emission in the entire interval of
pumping currents used in the experiment. No signifi-
cant variations in the near-field spatial structure of radi-
ation were observed during the laser pulse.

The course of synchronization was monitored using
a spectral technique. The laser radiation pulses were

20 25 30 35
I, mA

0

0.5

1.0

1.5

2.0

2.5

3.0
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Fig. 1. A plot of the self-pulsation frequency fsp versus
pumping current I for a saturating absorber injection laser.
 2005 Pleiades Publishing, Inc.
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(‡) (b) (c)

Fig. 2. Spectrograms of the optical pulse envelopes: (a) free self-pulsation regime (fsp = 785 MHz, I = 20.5 mA); (b) asynchronous
regime (fsp = 1120 MHz, I = 23 mA, fs = 1095 MHz, Is = 2.5 mA); (c) synchronized self-pulsation regime (fsp = fs = 1120 MHz,
I = 23 mA, Is = 2.5 mA). T = 17.5°C. The spikes in the spectrograms represent 10 MHz marks.
detected by an avalanche photodiode (LFD-2), whose
output signal was fed to a microwave spectrum ana-
lyzer (S4-27). The spectral line of the first harmonic of
the optical pulse envelope exhibited a maximum at the
frequency of self-pulsation. At a pumping current
slightly above Ith, this spectral line was significantly
broadened, which is indicative of a high level of fluctu-
ations of the time interval between laser pulses
(Fig. 2a). As the pumping current was increased, the
line exhibited narrowing (cf. the peak in Fig. 2a to the
left peak in Fig. 2b).

The phenomenon of synchronization was studied by
applying a harmonic signal from a microwave oscillator
together with the dc pumping current to a laser diode.
The entire range of synchronization frequencies fs =
0.8–2.6 GHz was covered using three oscillators (G4-
129, G4-78, and G4-79). The action of a harmonic cur-
rent component led to modulation of the onset of laser
pulsations, which was manifested by the appearance of
a line with the frequency fs in the spectrum of the opti-
cal pulse envelope. If fs was significantly different from
the self-pulsation frequency fsp, then two spectral lines
were separately displayed by the spectrum analyzer
(Fig. 2b). When fs was tuned so as to approach the self-
pulsation frequency, the fsp line also exhibited a shift
towards fs . Depending on the pumping current and the
synchronizing signal amplitude, this shift amounted to
from several units to several tens of megahertz.

With the subsequent tuning, the fsp and fs lines
merged together, which was accompanied by a sharp
narrowing of the resulting spectral line (Fig. 2c). This
moment represented a boundary of the synchronization
band. Attempts to further change the external signal fre-
quency fs led to the breakage of synchronism and the
appearance of two separate lines in the spectrum.

Figure 3 illustrates the dependence of the synchro-
nization band on the microwave current amplitude Is
and the pumping current I. As the pumping current I is
increased above the threshold Ith , the synchronization
band initially exhibits narrowing (Fig. 3a), but then,
for  I approaching I1, the band becomes broad again
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 11      20
(Fig. 3b). The nonmonotonic dependence of the syn-
chronization bandwidth on the pumping current indi-
cates that the mechanisms of synchronization of the
laser radiation pulses near the lasing threshold and near
the boundary of the region of stable self-sustained pul-
sations are different. Some qualitative considerations in
favor of this hypothesis can be formulated using a SAIL
model based on the rate equations [7]. According to this
model, the addition of a harmonic signal to the pump-
ing current near the threshold changes the time to
reaching a threshold density of carriers in the active
region and thus controls the repetition period of light
pulses. This mechanism is analogous to the traditional
scenario of synchronization of a sawtooth oscillator [8].
The situation near a boundary of the transition to a
regime of continuous generation is different. At a
pumping current exceeding I1, the microwave compo-
nent produces forced modulation at the fs frequency
rather than synchronization. At a somewhat lower
pumping current (I < I1), the microwave oscillations at
a frequency of fs also produce forced modulation of the

16
14
12
10
8
6
4
2
0

Is, mA

–200 0 200 400
fs – fsp, MHz

I = 20.5 mA
I = 21 mA
I = 22 mA
I = 25 mA

400–40
fs – fsp, MHz

I = 26 mA
I = 28 mA
I = 30 mA
I = 31 mA

Fig. 3. Effect of the synchronizing signal amplitude Is on
the synchronization bands for SAILs in self-pulsation
regimes (a) near the generation threshold and (b) near the
boundary of the region of continuous generation.
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light intensity and, in addition, suppress the self-pulsa-
tion at fsp as a result of the asynchronous quenching [8].

The phenomenon of SAIL synchronization was
observed in a temperature interval from 8.5 to 45°C. As
the temperature was increased, the frequency of self-
pulsation at a fixed pumping current decreased at a rate
of 25 MHz/K. This was accompanied by narrowing of
the synchronization band at a constant microwave sig-
nal amplitude. For example, the synchronization band-
width for Is = 4.5 mA and fsp = 1.0 GHz decreased from
250 MHz at 8.5°C to 70 MHz at 45°C.

The SAIL radiation pulses were also synchronized
under the microwave action at a second harmonic fre-
quency, provided that fs ≈ 2fsp . In this regime, the syn-
chronization band was much narrower and varied,
depending on the conditions, from 16 to 30 MHz (for
Is = 2–6 mA).

The effect of synchronization was reached at a syn-
chronizing signal power of 10–5–10–3 W, which is three
to five orders of magnitude lower than the power used
in the early experiments [3]. This result opens the way
to using the phenomenon of SAIL synchronization in a
number of practical applications. First, the microwave
synchronization provides for an increase in the stability
of SAIL pulsation frequency. This synchronization
decreases the influence of both the working tempera-
ture and pumping current variations, as well as of the
gain fluctuations in the active region. Second, by
changing the microwave signal frequency, it is possible
to control the period of SAIL pulsations in a broad
range (up to 40% and even more, see Fig. 3a). Third,
one master microwave oscillator can be used for the
TEC
synchronization of several SAILs, and then the appro-
priate delay elements can readily provide desired time
shifts between the stable pulse sequences of different
lasers.
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Abstract—We have studied the influence of the relative film–substrate lattice mismatch in the 0.5–0.85% range
on the behavior of coercivity in epitaxial garnet ferrite (EGF) films with compositions (Bi, Sm, Lu, Ca)3(Fe, Sc,
Ga, Al)5O12 grown on (111)-oriented gadolinium gallium garnet (GGG) substrates. As the relative film–sub-
strate lattice mismatch increases, the coercivity of EGF films initially grows, passes through a maximum, and
then decreases. The maximum in the coercivity is related to periodic localized stresses caused by the formation
of a misfit dislocation network whose period is comparable with the width of domain walls. The period of
localized stresses is determined by the relative lattice mismatch between the EGF film and the GGG substrate.
© 2005 Pleiades Publishing, Inc.
Epitaxial garnet ferrite (EGF) films are widely used
in thermomagnetic data recording devices [1] and in
systems used for the topography and imaging of inho-
mogeneous magnetic fields. In these applications, a
special position is occupied by the EGF films with
increased coercivity, which make possible the imaging
of even weak inhomogeneous magnetic fields, with
strengths on the order of 0.1 Oe and spatial periods
below 1 µm, using replication techniques [2]. Previ-
ously, it was established [3–5] that the coercive force Hc
of EGF films depends on a relative lattice mismatch f
between the epitaxial film and a substrate. In particular,
it was found that Hc significantly increases with f grow-
ing from 0.2 to 0.5%, and it was suggested that the
coercivity would further increase with f exceeding
0.5%. However, no experimental data for the influence
of the relative lattice mismatch above 0.5% on the coer-
civity of EGFs have been reported so far. Jatau et al. [6]
explained the increase in the coercivity of GGG films
by the presence of iridium inclusions, which induce
stresses and produce local changes in the EGF anisot-
ropy at various distances from the substrate surface,
while the possible influence of the film–substrate lattice
mismatch was ignored.

In this context, we have studied the influence of the
relative lattice mismatch above 0.5% between epitaxial
films and substrates on the coercivity of the EGF films.

The investigation was performed for EGF films with
compositions (Bi, Sm, Lu, Ca)3(Fe, Sc, Ga, Al)0.5O12
grown on (111)-oriented gadolinium gallium garnet
(GGG) substrates by the method of isothermal liquid
phase epitaxy from Bi2O3–PbO–B2O3 solution melts.
The f values were varied by changing the growth tem-
1063-7850/05/3111- $26.00 0979
perature and the molar ratio of components in the initial
mixture.

The coercivity Hc was determined from magnetoop-
tical hysteresis loops, which were recorded using a
magnetooptical polarimeter. The relative lattice mis-
match f was estimated using a standard technique based
on X-ray diffraction measurements, which were per-
formed on a DRON-3 diffractometer. The effective
uniaxial anisotropy fields, saturation fields, and equilib-
rium periods of the domain structure of EGF films were
determined using magnetooptical techniques. In all the
EGF films studied, the effective uniaxial anisotropy
field was about 103 Oe, the saturation fields varied
within 149−290 Oe, the coercivity fields Hc varied from
25 to 70 Oe, the equilibrium periods of the domain
structure upon exposure to an ac magnetic field fell
within 4.6−8.0 µm, and the Néel temperatures were
TN = 55−97°C. The EGF film thicknesses upon surface
polishing were 3–4 µm. We have studied EGF films
grown with the relative lattice–substrate mismatch f
varying from 0.55 to 0.85%. The films with f values in
this interval were continuous and exhibited a suffi-
ciently high specific Faraday’s rotation for the imaging
of inhomogeneous magnetic fields. Further increase in
the relative lattice mismatch led to violation of the con-
tinuity of EGF films, sharp deterioration of their optical
properties, and even delamination of the epilayers from
the substrate surface.

The results of our experimental investigation of the
coercivity of EGF films as a function of f showed that
Hc reached a maximum at a relative film–substrate lat-
tice mismatch of about 0.7% (Fig. 1). We may suggest
that the initial growth, followed by the passage through
a maximum and a subsequent decrease in the coerciv-
© 2005 Pleiades Publishing, Inc.
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ity, is related to the formation of a network of misfit dis-
locations in the EGF film. This misfit dislocation net-
work creates periodic localized stresses and a related
potential relief with a certain period l, which hinders
the motion of domain walls and leads to a change in the
Hc value [7].

Previously, the behavior of coercivity was explained
in terms of the stress theory [8–10], and it has been con-
cluded that Hc acquires the maximum value for a given
magnetic material when the period of local stresses is
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Fig. 1. The experimental plot of coercivity Hc versus rela-
tive film–substrate lattice mismatch f for EGF films on
GGG substrates.
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Fig. 2. Plots of the (1) δB, (2) δN, and (3) Ld versus f for
EGF films on GGG substrates.
TE
approximately equal to the domain wall width. There-
fore, it is logical to assume that the period l is equal to
the interdislocation distance Ld.

We have plotted the width δ of the domain walls (of
the Bloch and Néel types) and Ld versus lattice mis-
match f. The δ values were calculated using the formu-
las [11] δB = π(A/Ku)1/2 for the Bloch walls and δN =

π[A/(Ku + 2π )]1/2 for the Néel walls, where A is the
exchange constant, Ku is the uniaxial anisotropy con-
stant, and Ms is the saturation magnetization. The
exchange constant was calculated as [12] A = A0(TN –
T)/(TN0 – T), where A0 = 3.7 pJ/m is the exchange con-
stant for yttrium iron garnet (YIG), TN0 = 560 K is the
Néel temperature of YIG, and T = 300 K. The values of
Ku were calculated using the measured effective fields
of uniaxial anisotropy of the EGF films, and their Ms
values were determined using data on the saturation
fields, equilibrium periods of the domain structure, and
film thicknesses [12]. The interdislocation distances
were calculated using the formula Ld = kb/f [13, 14],
where b = 2af as /(af + as) is the Burgers vector of dislo-
cations, af is the lattice period of the EGF film, as =
12.383 Å is the substrate lattice period [15], and f =
[(af – as)/af ] × 100%. In the (111)-oriented EGF films
under consideration, k = 1 for the edge dislocations and
k = 0.3 for 60° dislocations [13].

As is known, the misfit dislocation network can be
formed by the edge dislocations and 60° dislocations.
Figure 2 shows the plots of δB( f ), δN( f ), and Ld( f ),
where Ld is determined for 60° dislocations. As can be
seen, the δN(f ) and Ld(f ) curves intersect at the f value
corresponding to the Hc maximum in the Hc(f) curve
(Fig. 1). In the interval of f values studied, the δB( f ) and
δN(f) curves do not intersect with Ld( f ) for the edge dis-
locations.

The equality of δN and Ld (for 60° dislocations)
observed for the EGF films with the maximum Hc value
is in agreement with conclusions of the stress theory.
Thus, we may suggest that EGF films with maximum
Hc contain domain walls of the Néel or mixed types and
that the dislocation networks are formed predominantly
by 60° dislocations.

In conclusion, we have established that an increase
in the relative film–substrate lattice mismatch leads to
an increase followed by decrease in the EGF film coer-
civity. It was demonstrated that the maximum coerciv-
ity is characteristic of EGF films with the domain wall
width equal to the period of localized stresses caused by
the formation of a misfit dislocation network. The
period of localized stresses is determined by the relative
lattice mismatch between the film and the substrate.
Using the obtained results, it is possible to predict the
coercivity of EGF films in a broad range of the lattice
mismatch between the film and the substrate and to
obtain films with a desired coercivity.

Ms
2
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Experimental Investigation of Electron Beam
in the Squeezed State
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Abstract—The electron beam transported in a two-section drift tube of a SINUS-7 setup has been studied.
A high-density electron beam in the “squeezed” state has been obtained with a relativistic factor γb below that
corresponding to the limiting current (γb < Γ1/3). © 2005 Pleiades Publishing, Inc.
It is well known that an electron beam with a given
total current I transported in a cylindrical channel can
occur either in the normal “fast” state or in a “slow” (or
“squeezed”) state. The fast state is characterized by a
low density of electrons and a high relativistic factor,
γb > Γ1/3 (where Γ = 1 + eU/mc2, e is the electron charge,
m is the electron mass, c is the velocity of light, and U is
the diode voltage), whereas the slow state corresponds
to a high density of electrons and a relatively low rela-
tivistic factor, γb < Γ1/3 [1]. Electron beams obtained in
experiments usually occur in the fast state.

Ignatov and Tarakanov [2] originally demonstrated
by means of numerical simulation that electron beams
in the squeezed state can be obtained using a two-sec-
tion drift channel. When the injected beam current (Iinj)
exceeds a certain threshold corresponding to the limit-
ing transport current (Ilim2) for the channel section with
a greater radius, a virtual cathode (VC) is formed at the
junction between sections. If the injected current is fur-
ther increased to exceed a certain critical transition
value (ITr), the VC shifts toward the electron injector
and the beam behind the VC plane passes to the
squeezed state [3]. However, electron beams in the
squeezed state have not been experimentally studied
so far.

This Letter reports on the results of an experimental
investigation of an electron beam in the squeezed state
transported in a two-section drift channel. The experi-
ments were performed on a high-current electron accel-
erator SINUS-7 [4] operating at a cathode voltage of up
to 2 MV, a diode current up to 20 kA, and an injected
current pulse duration of 50 ns.

Figure 1 shows a schematic diagram of the experi-
mental arrangement. The electron beam was generated
in a coaxial vacuum diode with magnetic isolation and
injected via an anode insert into the two-section drift
1063-7850/05/3111- $26.00 0982
tube. Electrons were emitted from a cylindrical graph-
ite explosive-emission cathode with a radius of RC ≈
9.5 mm and a ridge width of 0.5 mm. As a result, a thin-
wall annular electron beam was formed in a homoge-
neous longitudinal magnetic field of sufficiently high
strength (~15 kOe). The anode insert had a channel
radius of 20 mm and a length of 130 mm. The fixed
lengths of the first and second sections of the drift chan-
nel in our setup (Ldr1 ≈ 150 mm and Ldr2 ≈ 400 mm,
respectively) were significantly greater than the corre-
sponding radii (RA1 ≈ 24 mm and RA2 ≈ 41 mm). The
current injected into the drift channel could be con-
trolled by changing the distance from the cathode to the
anode insert (LAC) at a constant diode voltage U ≈
(800 ± 30) kV. The potential difference between the
electron beam and the anode was measured using
capacitive voltage dividers arranged in the central part
of each section of the drift tube. The beam current was
measured using a low-inductance ohmic shunt in the
collector circuit.

The vacuum diode current ID was measured in a
series of experiments with a collector arranged at the
end of the anode insert. In this geometry, variation of
the anode–cathode distance LAC from 70 mm (when the
cathode occurs in the anode tube, Fig. 1) to –15 mm
(whereby the cathode edge protrudes 15 mm into the
anode insert) led to a change of the diode current within
IFD < ID < IFA, where IFD ≈ 3 kA and IFA ≈ 6.8 kA are the
Fedosov currents of coaxial diodes with magnetic iso-
lation and the drift channel radii equal to the radii of the
anode tube and anode insert, respectively.

In experiments with the electron beam transported
via the two-section drift channel, the collector was
arranged at the end of the second section (Fig. 1) and
the injected current upon the VC formation was deter-
mined with allowance for the magnitude and direction
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic diagram of the experimental arrangement: (1) cathode; (2) anode tube; (3) anode insert; (4) capacitive voltage
dividers; (5) collector; (6) solenoid; (7, 8) drift channel sections of small and large radius, respectively.
of the current (Iback) reflected from the VC: Iinj = (ID +
Iout)/2, where ID = Iinj – Iback is the experimentally mea-
sured value of the diode current in the presence of VC
at a given gap width LAC and Iout is the collector current.

Figure 2 shows the typical oscillograms of signals
measured using the voltage dividers and the low-ohmic
shunt in the cases of beam transport without and with
VC in the drift channel. At a large gap width LAC, the
VC is absent (because ID < Ilim2) and the signals have
nearly trapezoidal shapes (Fig. 2a). In this case, the col-
lector current Iout coincides with the injected current,
Iout = Iinj = ID (straight segment in the plot of the relative
collector current versus injected current in Fig. 3a).
When the injected current slightly exceeded the limit-
ing value for the second channel section (Iinj > Ilim2), the
oscillogram of UC2 exhibited a sharp decrease at a cer-
tain moment of time (indicated by the arrow in Fig. 2b).
The results of numerical simulation performed using
the PIC code KARAT [5] showed that this moment cor-
responded to the VC formation. For this reason, the
experimental data were processed assuming that the
collector current Iout after this moment corresponded to
the beam current behind the VC.

Thus, the results of experiments (Fig. 2b) and
numerical simulations (Fig. 3a) showed evidence for a
decrease in the transmitted beam current when the
injected current exceeded Ilim2. This is explained by the
fact that, at the moment of VC formation near the junc-
tion of the two drift channel sections, the fluxes of the
z-component of the electric field and particle momenta
at this junction exhibit jumplike changes. Numerical
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 11      20
estimates of these changes for the case under consider-
ation correspond to ∆I ≈ 0.1Ilim2, in agreement with the
experimental values. As the injected current is
increased further, the transmitted current approaches
Ilim2 (to within the experimental accuracy). In our previ-
ous experiments involving the measurement of the
beam current behind the VC in a homogeneous drift
channel [6], the transmitted current also decreased
upon the VC formation, but the precision of the mea-
surements and numerical calculations was insufficient
for reliably detecting this effect.

The state of the electron beam in a transport channel
can be characterized using the results of potential mea-
surements. As can be seen from Fig. 3a, the value of the
electron beam potential UC2/U in the channel section of
greater radius and its dependence on the injected cur-
rent correspond to a beam with the limiting current, that
is, to a beam in the fast state.

The experiments and the numerical simulations
showed that, as the injection current was increased, the
beam potential UC1/U in the channel section of smaller
radius initially exhibited a monotonic growth. When
the injected current reached a certain level [3], the beam
potential ceased to grow and remained virtually con-
stant (Fig. 3b). For the interpretation of experimental
data, we have estimated the UC/U ratio using data on
the beam charge in the channel section of smaller radius
for two cases (Fig. 3b). In the first case, it is assumed
that, when the injected current exceeds Ilim2, a VC is
formed at the junction of two sections and a reflected
current appears, but the beam still occurs in the fast
state (Fig. 3b, curve ABCD). In the second case, it is
05
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assumed that, when the injected current reaches the
transition value Iinj = ITr [3], the VC shifts from the junc-
tion to the beginning of the first channel section and a
squeezed beam is formed behind the VC (Fig. 3b,
curve ABCEF). As can be seen from Fig. 3b, the results
of calculations in the second case well agree with the
obtained experimental data. Therefore, in all experi-
ments where the injected current reached or exceeded
the transition value, Iinj ≥ ITr, the electron beam in the
channel section of smaller radius occurred in a single-
flux squeezed state. In this state, the measured beam
potential in the first section remained constant, inde-
pendently of the injected current (Fig. 3b). The kinetic
energy of electrons in the squeezed beam, mc2(γb – 1) ≈
70–80 keV, was approximately one order of magnitude
lower than their energy on the collector, and the relativ-
istic factor (γb = 1.15) was smaller than that for the
beam with Iinj = Ilim2 (for which Γ1/3 ≈ 1.36).

The transition current calculated using the law of
conservation of the z-component of the field and parti-
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Fig. 2. The typical oscillograms of the beam potential and
current in the two-section drift channel (a) without and
(b) with VC (arrow indicates the moment of VC formation).
TE
cle momentum, ITr = 5.4 kA [3], well agrees with the
minimum injection current at which the beam potential
in the first channel section becomes equal to that for a
beam in the single-flux squeezed state.

The results of numerical simulations showed that, in
the interval of injection currents Ilim2 < Iinj < ITr
(whereby the VC occurs at the junction of two sec-
tions), the first channel section features a two-flux state
of the beam and the VC is formed at the front of the
voltage pulse applied to the diode. For this reason, low-
energy electrons reflected from the VC are accumulated
in the drift channel (rather than returned to cathode),
which leads to an increase in the electron density and in
the potential energy of particles in the beam behind the
VC. This probably accounts for the discrepancy between
the results of measurements and the approximate calcu-
lations for this interval of Iinj (Fig. 3b, curve BCE), in
which this effect was ignored.

In conclusion, we have reported on the first experi-
mental verification of the possibility of obtaining elec-
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Fig. 3. Plots of the relative beam potential UC/U and current
Iout/Ilim2 versus relative injected current Iinj/Ilim2 for a two-
section drift channel. Solid curves in (a) and filled symbols
present the results of numerical simulations performed
using the PIC code KARAT; open symbols present the
experimental data obtained on a SINUS-7 accelerator;
curves ABCD and ABCEF in (b) show the results of approx-
imate calculations of UC1/U using two models (see the text).
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tron beams in the squeezed state, in which the relativis-
tic factor γb of electrons in the beam is below the value
corresponding to the limiting current (γ < Γ1/3).
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Abstract—The sound velocity profile in the direction across the positive column of glow discharge in air has
been experimentally measured and theoretically calculated. The sound velocity exhibits a sharp local increase,
which coincides in the experimental and theoretical profiles. © 2005 Pleiades Publishing, Inc.
In studying the stability and destruction of shock
waves in the case of glow discharge in air, it is impor-
tant to use a correct classification of the observed phe-
nomena. For a strong shock wave, the electric plasma is
an energy medium with a high degree of excitation of
the internal degrees of freedom. This situation is analo-
gous to that in the case of exothermal reactions, such as
explosion or combustion, in which the instability is
described in terms of the classical theory of shock wave
instability [1]. However, a thorough analysis of plasma
instabilities shows that, in the case of a plasma in air,
the instability is restricted to moderate Mach numbers
(approximately to M = 3–5) and appears only in the
presence of restrictions imposed on the preexponential
factor of the equilibrium constant (Saha’s formulas).
For a weak shock wave, the situation is substantially
different and the aforementioned mechanism is impos-
sible. Therefore, the destruction of a weak shock wave
can be explained only within the framework of a
description of the relaxation of excited plasma compo-
nents [2].

The results of our experiments performed using a
setup described elsewhere [3], in which ultimately low
shock wave velocities (on a level of the sound velocity
in plasma) at which the shock wave still exists were
measured, showed that the sound velocity exhibits
sharp local maxima in the direction across the dis-
charge column (Fig. 1). The question arises as to
whether this behavior is related to the presence of a
charged component or is determined entirely by the
laws of sound velocity dispersion in reacting mixtures.
The answer must show us whether it is possible to use
the observed effect in more than the plasma alone, the
formation of which is energy consuming.

Calculation of the velocity of sound is not a simple
problem even for a single-temperature mixture of react-
ing gases. In low-temperature plasma, where physico-
1063-7850/05/3111- $26.00 ©0986
chemical processes are determined both by the temper-
ature of a heavy component (atoms) and by that of the
light component (electrons), solving this problem
involves additional complications. In the case of an
equilibrium mixture of reacting components, it is pos-
sible to use the method of the transition to a system of
intense thermodynamic parameters proposed by Ryda-
levskaya [4, 5]. According to this method, the sound
velocity is defined as a square root of the coefficient
entering into the wave equation for the density of the
heavy component. The approach can be applied to the
investigation of flows in gas mixtures featuring various
physicochemical processes. In order to determine the
influence of various components, the sound velocity
calculations can be performed for a gas mixture, with a
sequential addition of the required components. This
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Fig. 1. The experimental sound velocity profile along the
radius of the positive column of glow discharge in air.
 2005 Pleiades Publishing, Inc.
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approach not only simplifies the calculation, but also
provides grounds for assuming that the resulting equi-
librium sound velocity approximately describes (dis-
cretely, but with small jumps) the dependence of the
nonequilibrium sound velocity on the concentrations of
reacting components. At the same time, the process of
the establishment of equilibrium can be considered as a
discrete series of such processes with respect to sepa-
rate components, for example, via the formation of
transition complexes. We believe that this methodolog-
ical idea is also applicable to the establishment of tem-
perature equilibrium between light and heavy compo-
nents of a mixture.

The nonequilibrium state of a low-temperature
plasma with respect to the temperature poses the prob-
lem of taking into account the existence of two temper-
atures in this medium. The energy of heavy particles in
the plasma is insufficient for the effective excitation,
dissociation, and ionization. We may assume that phys-
icochemical processes involving the Coulomb interac-
tion at small scattering angles [6, 7] are determined by
the temperature of electrons (whose energy is high and
is maintained by the electric field). More precisely, we

must consider the effective electron temperature ,
which is 10–20% lower than the electron temperature
Te, since a certain portion of the particles is still excited
due to collisions with heavy particles. This effective
reduction in the electron temperature is indicated in
Fig. 2 as a percentage decrease from Te .

We have calculated the radial profiles of the concen-
trations of component and of the sound velocity in the
plasma column using the method described in [4, 5]
with the partition functions taking into account the
translational and rotational degrees of freedom, the
excitation of vibrational and electron degrees of free-
dom, and the dissociation and ionization of components
(the distributions of the temperatures of electrons and
atoms were taken from the experimental data [8, 9]).
The temperature determining these processes was cal-
culated as the average-weighed value using the formula

Teff = α  + (1 – α)Ta , where the weight α decreased
from unity at the discharge axis to zero at the periphery
as a linear function of the ratio of the total cross section
to the translational cross section, so that the tempera-

ture varies from  on the axis to Ta at the periphery.

In our experiments, a local increase in the velocity
of sound was observed at a distance of about 20 mm
from the axis (Fig. 1). The results of calculations per-
formed for the effective electron temperature 20%
below Te also showed an increase in the relative concen-
tration of excited components at a distance of approxi-
mately 20 mm from the center (Fig. 2a). At the same
time, a 20–40% decrease in the electron temperature
leads to a local increase in the sound velocity at a dis-
tance of 20–30 mm from the center (Fig. 2b). The

Te
eff

Te
eff

Te
eff
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results of calculations also revealed a small increase at
the center of the discharge column, which was con-
firmed in experiment.
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Fig. 2. The calculated radial profiles of (a) the concentra-
tions of excited components and (b) the sound velocity
across the positive column of glow discharge in air: O2aD–
O2 (a1∆), O2aD–O2 (b1Σ), O1D–O (b1Σ), N2V, and O2V
are the concentrations of components with the average ener-
gies of vibrational excitation; dashed and solid curves refer
to the cases of Te reduced by 40 and 20%, respectively.
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Abstract—The contributions of fast and slow ion components to the average mass transfer rate in the cathode
plasma jet of a low-inductance vacuum spark have been determined using time-of-flight measurements. The
total mechanical momentum of the cathode plasma jet has been found using the ballistic pendulum technique.
The coefficient γ of ion erosion of a cathode material was evaluated in the range of discharge current amplitudes
3–13 kA and the discharge current buildup rates 4 × 109–1.5 × 1010 A/s. The γ value exhibits small variations
in the indicated range of discharge parameters and is close to the values known for vacuum arcs. © 2005 Ple-
iades Publishing, Inc.
Introduction. As is known, a plasma jet in vacuum
discharge arises at the cathode and expands into the
interelectrode gap. According to the ecton model, the
plasma generation processes in stationary vacuum arc
and spark discharges are generally similar [1]. Using
this model, it is possible to estimate an important
parameter called the ion erosion coefficient and defined
as γ = M/Q, where M is the mass of a cathode material
transferred by the discharge current and Q is the trans-
ferred charge. The γ value has proven to be independent
of the discharge current buildup rate below a certain
threshold (dI/dt)th ≈ 1.4 × 108 A/s [2]. Previously, the ion
erosion coefficients were measured for various cathode
materials under stationary arc discharge conditions with
arc currents in the range from 50 A to 1 kA [3]. Recent
measurements performed using pulsed arc discharge
with a pulse duration of about 300 µs gave γ values
close to those reported in [4]. The close coincidence of
the calculated γ values with the experimental data for
various cathode materials was important evidence for
the validity of the ecton model of vacuum arc dis-
charge. The applicability of this model to spark dis-
charges, for which the ion erosion measurements were
previously performed at relatively small discharge cur-
rents (on the order of several tens of amperes) and cur-
rent buildup rates (on the order of 109 A/s) [5, 6], has
been studied to a lesser extent.

In this context, the aim of this study was to establish
the main laws of the charge and mass transfer in the
cathode plasma jet of vacuum spark discharge at ele-
vated amplitudes (above 10 kA) and buildup rates (up
to 3 × 1010 A/s) of the discharge current.

Experimental. The investigations were performed
with low-inductance (L = 40 nH) vacuum spark dis-
charge. The electrode system comprised a cylindrical
1063-7850/05/3111- $26.00 0989
copper cathode with a diameter of 1 mm occurring at a
distance of 9 mm from an anode connected to a
grounded vacuum chamber with a diameter of 50 mm
and a length of 100 mm. The residual pressure in the
vacuum chamber was (5–8) × 10–6 Torr. A capacitive
energy store (C = 2 µF) was charged to an initial volt-
age of Ud and then used for initiating a discharge at the
cathode edge by means of a high-voltage breakdown
over the surface of a dielectric sleeve between the cath-
ode and a firing electrode. The discharge current with
the amplitude determined by the Ud value was mea-
sured directly in the cathode circuit. The temporal res-
olution of the measuring system was about 40 ns.

The experiments were carried out in two variants. In
the first variant, the ion flow velocity was measured
using the time-of-flight technique in the discharge
chamber with a grid anode, through which the plasma
generated at the cathode edge expanded into a drift tube
with a length of L = 10 or 36 cm. After traveling via this
channel, ions were detected on a collector occurring at
a negative potential of 200 V relative to the anode,
which corresponded to the ion saturation current. In the
second variant, the mechanical momentum of the cath-
ode plasma jet was measured using a ring anode with a
10-mm central hole, through which the ion jet was
emitted from the interelectrode gap to strike a ballistic
pendulum (a metal disk weighing 0.35 g) suspended on
a grounded metal filament. The angle of deviation of
the disk under the action of the plasma jet was mea-
sured to determine the mechanical momentum transfer
from the jet to the pendulum.

Results. Figure 1 presents the results of the time-of-
flight measurements using drift tubes of different
lengths. As can be seen, the cathode plasma jet consists
of ions of two types. A smaller delay relative to the
© 2005 Pleiades Publishing, Inc.
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Fig. 2. Plots of the (1) ion erosion coefficient γ, (2) average
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tum of the cathode jet plasma versus parameters of the vac-
uum spark discharge.

Vm
TE
onset of discharge corresponds to a fast ion component,
while a greater delay corresponds to the slow compo-
nent. An analysis of the obtained data showed that the
fast component represents multiply charged ions of
cathode material, which are generated in the initial
stage of discharge [7]. The slow component accounts
for the main part of ions of the cathode plasma jet, and
the average ion velocity in this component at a small
amplitude of the discharge current is close to the stan-
dard ion velocity in vacuum arc discharge [8]. As the
discharge current amplitude is increased, the average
velocities for both plasma jet components grow. It is
important to emphasize that, even with allowance for a
rather large average ion charge, the number of fast ions
in each pulse (which is proportional to the area under
the corresponding part of the oscillogram in Fig. 1b),
accounts for a quite significant part (several tens of per-
cent) of the total ion current. Therefore, since the veloc-
ity of fast ions is 3–5 times that of ions in the main
(slow) component, it is necessary to take into account
the contribution of the fast component to the total
mechanical momentum of the cathode plasma jet.

For a given value of the initial stored charge and the
corresponding discharge current amplitude, the veloci-
ties of both ion current components were calculated by
averaging data over a series of oscillograms. The veloc-
ity of the main component was determined from the
delay of the maximum of the corresponding signal of
the collector current relative to the first peak of the dis-
charge current (which corresponds, according to the
ecton model, to the peak of the ion current). The veloc-
ity of the fast component was determined from the
delay of the maximum of the corresponding signal rel-
ative to the initial time moment t0 = 300 ns from the
onset of discharge. This moment of time corresponds,
according to the results of preliminary investigations [7],
to the generation of fast multiply charged ions in spark
discharge. The ion velocities were determined using
only experimental data for the drift tube with L =
36 cm, which provided (see Fig. 1) for a satisfactory
accuracy (about 20%).

Using the ion velocities of the current components
measured as described above, we determined the aver-
age mass transfer rate  in the cathode plasma jet
with allowance for the relative content of the ions of
two types. This ratio was evaluated from the collector
signal components measured using the tube with L =
10 cm. As can be seen from the data presented in Fig. 2,
the average mass transfer rate  exhibits a significant
growth with increasing discharge current amplitude.
Figure 2 also shows the mechanical momentum P of the
plasma jet, which was determined using the ballistic
pendulum technique. It was assumed that the entire
momentum of the plasma jet is transferred to the pen-
dulum and that the reflection of ions from the pendulum
surface can be ignored.

Vm

Vm
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Using data on the charge, mass, and momentum
transfer in the plasma jet, we evaluated the ion erosion
coefficient as

,

where M and Q are the total mass of the cathode mate-
rial and the total charge transferred by the plasma in
each pulse. The dependence of γ on the discharge
parameters is presented in Fig. 2. As can be seen, the
variation of the ion erosion coefficient in response to a
more than threefold increase in the discharge current
amplitude and buildup rate, as well as approximately
the same growth in the mechanical momentum of the
cathode plasma jet, does not exceed 20% and falls
within the experimental accuracy limits. The absolute
value of γ is also close (taking into account the rela-
tively low accuracy of mechanical measurements) to
the well-known value for vacuum arc discharge with
copper cathode: γ ≈ 40 µg/C [3].

Discussion. The results of our investigation show
that the coefficient of ion emission for the given cath-
ode material is a stable parameter having close values
for the stationary arc and spark discharges with rela-
tively high current buildup rates (above 1010 A/s). The
value of γ exhibits relatively small variations when the
discharge current changes from tens of amperes (in arc
discharge) to more than 10 kA (in the spark discharge
studied in our experiments), that is, by almost four
orders of magnitude. These results provide evidence for
the applicability of the ecton model to the vacuum dis-
charges of various types in a broad range of their
parameters.

Using the obtained data, it is also possible to esti-
mate the mechanical momentum of a cathode plasma
jet produced by the given ion source per unit of trans-
ferred charge: P/Q ≈ 5 × 10–3 (kg m)/(s C), which is one
and a half orders of magnitude greater than the typical
value for a vacuum arc (about 2 × 10–4 (kg m)/(s C) [1]).
The significantly higher specific momentum transfer
observed in our system can be explained by several fac-
tors. First, the data in Fig. 2 show that the cathode
plasma jet velocity in our case is 3–6 times that in the
arc discharge. Second, the vacuum discharge at cur-
rents above 1 kA is accompanied by radial contraction
of the plasma jet under the action of the intrinsic mag-
netic field [9], which decreases the spread of the trans-
verse ion velocity and increases the longitudinal
momentum of the plasma jet. Third, the value of the
momentum transfer estimated using the ballistic pendu-
lum technique can be overstated due to the possible ion
reflection from the pendulum surface.

It should also be noted that another well established
fact is the presence of fast and slow ion components at
zero current in a laser-generated plasma. This phenom-
enon is related to the emission of hot electrons in a

γ M
Q
-----

PVm

Q
-----------

P/Vm

CUd
-------------= = =
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plasma jet expanding in vacuum. The ambipolar field of
these electrons entrains a fraction of ions and acceler-
ates them to energies significantly exceeding that in
the thermal region of the ion energy distribution (see,
e.g., [10]). Recently, we reported on the high-energy
electron beams generated by a current-carrying cath-
ode plasma jet in the initial stage of vacuum spark dis-
charge [11]. In this case, the electron beam generation
is explained by the formation of micropinch structures
at the plasma jet front, where the plasma is heated to a
temperature of Te ≈ 100–200 eV [11, 12]. It is natural to
assume that the fast ion component observed in the
present experiments also appears as a result of the
entrainment of multiply charged ions formed in the
micropinch by the ambipolar field of high-energy elec-
trons.

Let us consider some possible applications of the
above results. At present, the maneuver reaction pro-
pulsors intended for correcting the orbits of artificial
satellites predominantly employ gas plasma accelera-
tors that are based on the closed electron drift effect.
The results presented in this paper show the principal
possibility of using vacuum spark discharge for the
development of a small-size plasma propulsor with suf-
ficiently high thrust characteristics. In the present state
of the art in this field, such a propulsor has the follow-
ing parameters:

(i) weight (without power supply source), not
exceeding 1 kg;

(ii) thrust force (at a 10 Hz pulse repetition rate),
about 10–3 N;

(iii) efficiency (P /C ), up to 20%;

(iv) power consumption, below 50 W;

(v) characteristic velocity, up to 8 × 106 cm/s.

The advantages of the proposed ion jet propulsor are
the simple design, the absence of heated and eroded
elements (except for the cathode, which is a working
body), and the possibility of using metals with large
atomic weights as working bodies in order to increase
the propulsion characteristics.
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