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Abstract—A correlation analysis for a survey of compact radio sources (~0.1′′ ) is presented. The survey is
based on interplanetary-scintillation observations carried out at 102 MHz on the Large Phased Array of the
Lebedev Physical Institute. The survey area covers 0.1 ster centered on the direction α = 10h28m and δ = 41°.
The distribution of scintillating sources is uniform on scales 1° < θ < 6.5°. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Information about the large-scale structure of the
Universe and, in particular, about large-scale clustering
of matter is very important for modern cosmology.
Theoretical studies usually consider uniform models,
which assume that the Universe is statistically uniform
beginning on some scale (see the review [1]). However,
on small scales, matter is distributed substantially inho-
mogeneously. Stars are concentrated in galaxies, which, in
turn, form groups, clusters, and superclusters. In addition,
giant voids on scales to 100 Mpc are observed in the dis-
tribution of galaxies [2, 3]. There is currently no evidence
that this represents a limiting scale for inhomogeneity
in the distribution of matter in the Universe. The ques-
tion naturally arises of to which scales the Universe
remains inhomogenous, such that, after averaging over
these scales, the distribution of matter can be consid-
ered uniform and isotropic.

The solution of this problem encounters consider-
able difficulties; in particular, it is difficult to find
appropriate “test particles”—beacons that can be used
to trace the large-scale distribution of matter in the Uni-
verse. Optical galaxies are ill-suited for this purpose,
due to the presence of dust that absorbs the optical radi-
ation. It is difficult to distinguish inhomogeneities in
the dust distribution from inhomogeneities in the gal-
axy distribution. Statistically uniform samples can be
constructed on the basis of radio surveys. Radio radia-
tion is not absorbed by dust, making radio samples
preferable to optical samples. Unfortunately, here,
there are also difficulties. Observations have demon-
strated that the weakest radio sources are not necessar-
ily the most distant ones. At flux densities of S > 1 mJy,
the main contribution to the radio-source population is
made by active galactic nuclei, which are at cosmolog-
ical distances and have substantial redshifts; at flux
densities of S < 1 mJy, the main contribution to source
counts is made by blue galaxies whose activity is asso-
1063-7729/00/4406- $20.00 © 20349
ciated with star formation, which are comparatively
nearby objects (mean redshift z ~ 0.7 [4]).

The situation changes if we consider only compact
(~0.1′′ ) radio sources at meter wavelengths. As shown
in [5], the vast majority of low-frequency compact
radio sources are associated with active galactic nuclei.
Even high-luminosity infrared galaxies with outbursts
of star formation do not have appreciable compact
radio structure at meter wavelengths [6].

A survey of compact (~0.1′′ ) radio sources based on
102-MHz scintillation observations on the largest
meter-wavelength radio telescope—the Large Phased
Array (LPA) of the Lebedev Physical Institute in Push-
chino—enabled the detection of compact (scintillating)
sources that were an order of magnitude fainter than
previously known sources [7, 8]. In two areas of the 7C
survey with total area 0.144 ster, 395 scintillating
sources were detected, of which 380 had not been
detected previously. The detected sources are charac-
terized by a high degree of compactness and the pres-
ence of steep radio spectra for both compact and
extended components. Analyses of observations of var-
ious classes of active galaxies (quasars, BL Lac objects,
radio galaxies, Seyfert galaxies, LINERs) and normal
galaxies carried out on this same instrument indicate
that the scintillating sources are primarily quasars [9].

Scintillating-source counts from our survey [7, 8]
have shown a sharp fall-off in the counts at weak flux
densities (S < 0.6 Jy), which could be due to the birth of
radio sources in the nuclei of galaxies during the course
of cosmological evolution [10]. If the appearance of
compact radio sources in galactic nuclei occurs at an
early stage in the evolution of a galaxy, we expect that
most weak scintillating sources have large redshifts,
making them suitable objects for studies of the large-
scale structure of the Universe.
000 MAIK “Nauka/Interperiodica”



 

350

        

ARTYUKH

                                                                                                                         
2. CORRELATION ANALYSIS
FOR THE SCINTILLATING-SOURCE SAMPLE

To search for clustering of the compact radio
sources, we conducted a correlation analysis of the dis-
tribution of scintillating sources from the second 7C-
survey area [11]. In this area, which covers 0.1 ster
(~327 square degrees) centered on the direction (α =
10h28m, δ = 41°), 289 scintillating sources with 102-MHz
flux densities S > 0.1 Jy were detected. We used these
data to estimate the two-point correlation function for
the distribution of scintillating sources over the celes-
tial sphere using the method presented in [12].

We will present the main assumptions of this
method. The probability that a source is located in an
arbitrary area of the celestial sphere δΩ is equal to

(1)

where n is the mean surface density of sources. The
probability of finding one source in an area δΩ1 and a
second source in an area δΩ2 separated from the first by
a distance θ is

(2)

where w(θ) is the two-point correlation function for the
distribution of sources. If the source distribution is
described by a continuous function n(ω), then n =
〈n(ω)〉 , and

(3)

It follows from (2) that the expected number of pairs
of sources separated by distances from θ to θ + δθ
within an area Ω is equal to

(4)

Here, 〈Ω〉  is the mean value of the solid angle for the inter-
section of the survey region Ω and the ring (θ, θ + δθ). The
coefficient 0.5 accounts for the fact that each pair gives
rise to two terms. The solid angle for the survey is

(5)

where αB and αE are the right ascension of the begin-
ning and end of the survey and, similarly, δB and δE are
the maximum and minimum declinations for the sur-
vey. We obtain an estimate of Np via a direct count of the
number of neighbors for all the scintillating sources in
our catalog, based on the fact that the distance between
two sources with coordinates (α1, δ1) and (α2, δ2) is
given by the expression

(6)

We adopted n = N/Ω as an estimate of n, where N is the
total number of sources in the catalog. The quantity
〈δΩ〉  depends on the thickness of the ring δθ, which we
can chose somewhat arbitrarily; we adopted δθ = 0.2θ.
However, this arbitrariness can be completely excluded

P nδΩ,=

P n2 1 w θ( )+[ ]δΩ1δΩ2,=

w θ( ) n ω θ+( ) n–[ ] n ω( ) n–[ ]〈 〉 /n2.=

N p θ( ) 0.5n2 1 w θ( )+[ ]Ω δΩ〈 〉 .=

Ω0 αB αE–( ) δB δEsin–sin( ),=

θcos δ1 δ2sinsin δ1 δ2 α2 α1–( ).coscoscos+=
by the method proposed in [1], based on model compu-
tations. Generating random coordinates for N sources
by computer, we use them to fill an area Ω of the same
shape as the observed area. We then conduct a count of
pairs of the “artificial” sources using the same program
as in the analysis of the real observations, with the same
δθ. Since the distribution of sources in the model com-
putations is completely random (Poisson), by defini-
tion, w(θ) = 0. In addition, it follows from (4) that the
ratio of the number of pairs in the real catalog Np to the
number of pairs in the model computations Nm is equal to

(7)

We can estimate w(θ) from this expression. In order to
avoid taking into account edge effects in a complicated
way, when counting pairs, we chose only sources at
least θ from the survey boundary. In this case, neigh-
bors that are separated from the boundary by less than
θ appear in the counts one time, while neighbors sepa-
rated from the boundary by more than θ are counted
twice. The ratio of counts of pairs for the real and
model surveys allows us to exclude this effect.

With what step in θ should we estimate w(θ)? It was
shown in [13] that the output signal of a radio telescope is
correlated and that the correlation function is equal to

(8)

Here, ‡ is a normalized coefficient and ä(θ) is the
antenna beam pattern. Relation (8) is valid when the
angular size of the radio source is substantially smaller
than the antenna-beam size. Since, in our observations,
the sizes of the scintillating sources are ~0.1′′  and the
size of the LPA antenna beam is ~1° × 0.5°, this condi-
tion is satisfied. It follows from (8) that the characteris-
tic scale for correlation of the output signal of a radio
telescope is determined by the size of the antenna
beam. In fact, if the functions in (8) have second
moments, it follows from the properties of the convolu-

tion that σγ = σE [14], where

(9)

σγ is determined in an analogous fashion. An estimate
of any correlation function is itself correlated, and the
covariance of these estimates is [15]

(10)

It follows from (10) that the characteristic correlation
scale for estimates of w(θ) is determined by γ(θ),
which, in turn, is determined by the antenna beam.
Therefore, in our analysis of our catalog, the estimates
of w(θ) will be independent if we choose them with a
step that is no smaller than the maximum half-width of

N p/Nm 1 w θ( ).+=

γ θ( ) a K r( )K r θ+( ) r.d∫=

2

σE
2 θ2K θ( ) θ/ K θ( ) θd∫d∫=

cov w θ1( ) w θ2( ),[ ]

≅ 1/T( ) γ r( )γ r θ2 θ1–+( ) γ r θ2+( )γ r θ1–( )+[ ] r.d∫
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the LPA antenna beam (∆θ ≥ 1°). The size of the survey
area obviously determines an upper limit to θ.

The figure presents the resulting estimates 1 + w(θ),
together with their statistical errors. The dashed line
corresponds to a Poisson distribution. The angle θ lies
in the range from 1° to 6.5°. Note that observations for
the analyzed survey of scintillating sources were car-
ried out on a single radio telescope with equal sensitiv-
ities and that absorption by dust is negligible at radio
wavelengths. Therefore, the systematic errors that
dominate in estimates of w(θ) for optical surveys are
virtually absent from our analysis. The main contribu-
tion to the errors is statistical. As shown in [1], if the
survey objects are uncorrelated, the statistical error in

the mean number of pairs Np in the ring δΩ is .
It is this error that is presented in the figure. Of course,
the estimates of the number of pairs for the model com-
putations Nm also have statistical errors. However, after
averaging over 100 realizations of the computations,
these errors are an order of magnitude smaller, so that
they become negligible.

3. DISCUSSION

As we can see from the figure, the estimates of the
two-point correlation function for the distribution of
scintillating sources are consistent with zero to within
the errors. Although the rise in the correlation function
at θ = 6.5° suggests possible clustering on this scale, in
our view, this result is preliminary and requires verifi-
cation. Thus, we can take the scintillating sources to be
distributed uniformly on scales from 1° to 7° in the
given area.

In spite of the fact that the analyzed survey area is
rather large (320 square degrees), it is clearly insuffi-
cient to extrapolate our results to the entire sky—our
sample is not sufficiently representative for this, espe-
cially given that earlier observations on the LPA
detected a clear deficit of scintillating sources (a radio
void) in the direction of the radio galaxy DA 240 (in an
area of 20 square degrees). The linear scale of this void
is estimated to be 103 Mpc [16]. It is not yet clear
whether this is a unique fluctuation or whether there
exist other regions on the sky with clearly reduced or
enhanced source densities. It is evident that new sur-
veys of compact radio sources are needed, preferably of
the entire sky.

The results of the present study indicate only that
there are large areas of the sky in which the distribution
of compact radio sources is uniform. Note that, if fluc-
tuations in the density of sources are present only in a
small area of the sky, and sources are uniformly distrib-
uted over the remaining surface of the celestial sphere,
correlation analyses will not be sensitive to this sort of
inhomogeneity, as pointed out in [1]. This may be why
the correlation analysis of 4C radio sources carried out
in [17] did not detect any deviations from a uniform

N p
1/2–
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distribution; other methods of cluster analysis are
required to search for such nonuniformity.
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Abstract—The results of observations of a complete sample of radio sources with spectral indices α > –0.5
(S ~ να) are presented. The sample was selected from the Zelenchuk Survey at 3.9 GHz and contains all sources
with declinations 4°–6°, Galactic latitudes |b| > 10°, and 3.9-GHz fluxes > 200 mJy. Spectra at 0.97–21.7 GHz
were obtained for all 69 sample sources. The spectra were classified, and a correlation between variability
amplitude and spectrum shape was found. The spectra were separated into extended and compact components.
The distribution of spectral indices α for the extended components coincides with the distribution for sources
with power-law spectra. The correlation between the luminosity and frequency of the peak flux density is con-
firmed. This correlation is due to the fact that the distribution of source linear dimensions does not depend on
luminosity. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Many radio sources with spectral indices α > –0.5
(S ~ να) have complex morphologies. We also classify
objects whose spectra cannot be described by a power law
over a wide frequency range and whose two-frequency
spectral index at centimeter wavelengths is > –0.5 as flat-
spectrum sources. In such sources, along with the emis-
sion of extended structures, an appreciable, and often
dominant, fraction of the emission comes from very
compact structures with angular sizes less than one arc-
sec. In some objects, these compact components are not
resolved by VLBI on the largest baselines available on
the Earth’s surface. These compact structures are iden-
tified with active galactic nuclei (AGN) and the “central
machines” that are ultimately responsible for the radio
emission.

Nonstationary processes that take place in AGN
result in variations of the flux densities of radio sources
on various timescales, from days to decades. After the
detection of variability in discrete sources in 1966 [1, 2],
this phenomenon has been actively studied at many
observatories. Long-term series of observations of
large samples of radio sources at decimeter [3], centi-
meter [4, 5], and millimeter [6] wavelengths have been
obtained. Detailed studies of the most remarkable rep-
resentatives of this class of objects are also carried out
(see, for example, [7]).

During the last 1.5 years, we have been studying the
variability of sources with flat spectra over a wide fre-
quency range. For this purpose, we observed sources in
a complete sample selected from the 3.9-GHz Zelen-
chuk Survey [8]. The sample includes all sources with
1063-7729/00/4406- $20.00 © 20353
3.9-GHz flux densities S3.9 ≥ 200 mJy with declinations
4°–6° and Galactic latitudes |b| > 10°. The sample con-
tains 161 sources, of which 69 objects (43%) have flat
spectra (α(3.9–7.7 GHz) > –0.5). We presented an analysis
of the spectra of the sample sources with spectral indi-
ces α (3.9–7.7 GHz) ≤ –0.5 (steep spectra) in [9]. Based on
RATAN-600 monitoring in 1985–1992 at 3.9 and
7.5 GHz, we found that only 14 of the 69 flat-spectrum
sample sources did not display significant variability
during the observation period [10].

The purpose of the present work is to study the spec-
tral parameters of compact components and their possi-
ble connection with the character of the variability. The
spectra of the variable sources change with time; there-
fore, studies of instantaneous spectra require measure-
ments that are simultaneous or separated by intervals
much shorter than the variability timescales, as well as
measurements of the spectra over a wide frequency
range. We consider the source spectra averaged over a
time interval of 15 to 50 days and derive variability
parameters from five observational sessions carried out
over a year and a half.

2. OBSERVATIONS

The observations of the sample sources were carried
out on the meridian on the RATAN-600 radio telescope
simultaneously at six frequencies: 0.97, 2.3, 3.9, 7.7,
11.1, and 21.7 GHz. The parameters of the receivers
used on the Northern sector of RATAN-600 are given in
[11, 12]. The antenna beam parameters are presented in
[9]. Nearly all the spectra were obtained in August and
November 1997 and January–February 1998. The
000 MAIK “Nauka/Interperiodica”
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spectra of seven sources were measured in May 1997
and of two, in August 1996. In each series, the sources
were observed daily for 15–30 days, except for the Jan-
uary–February 1998 series, when the sources were
observed over 50 days.

In addition to the flat-spectrum sources, we
observed sources with steep spectra and constant flux
densities (no less than 40% of all the sources observed).
We used these objects as reference sources in our vari-
ability study, to eliminate instrumental effects, and to
calibrate the flux densities of the target sources. The
flux densities of all sources were statistically calibrated
against the flux densities for the constant sources listed
in [9]. The flux density of a source was determined as
the weighted-mean value obtained using all the data in
each observational series. The error of the weighted-
mean flux density is defined to be

where Si is the flux density for a given day, 〈S〉  is the
weighted-mean flux density, and N is the number of
observations of the source in the series. This error
includes all sources of error: noise, calibration errors,
calibration-signal reference errors, antenna pointing
errors, etc.

3. INVESTIGATION OF THE SPECTRA

Table 1 lists the measured flux densities of the flat-
spectrum sources studied at declinations 4°–6°. Col-
umn 1 gives the source name; columns 2, 4, 6, 8, 10,
and 12, the source flux densities at 0.97, 2.3, 3.9, 7.7,
11.1, and 21.7 GHz; columns 3, 5, 7, 9, 11, and 13, the
errors in the flux densities at these frequencies; and col-
umn 14, the epoch of the observation.

Classification of the spectra. The spectra of all 69
sources were fit with a parabola on a logarithmic scale
using a least-squares method. Examination of the spec-
tra and their least-squares fits showed that the spectra at
3–23 GHz can be divided into five types, as shown in
Fig. 1:

(1) Spectra with flux densities that grow with fre-
quency (growing spectra; Fig. 1a).

(2) Spectra with a flux-density minimum (Fig. 1b).
(3) Spectra with flux densities that decrease with

frequency (Fig. 1c).
(4) Spectra that cannot be satisfactorily fit with a

parabola (complex spectra; Fig. 1d).
(5) Spectra with a flux-density maximum (Fig. 1e).
All these types of spectra except for type 4 are well

approximated by a parabola; in the overwhelming major-
ity of cases, the differences between the measured and
approximated flux densities are within two sigma. Spectra
of types 1 and 3 have a small positive or negative cur-
vature. In three cases, the best fit is a straight line.

The complex and type-5 spectra have a flux-density
maximum in the frequency range considered, but in

∆S Σ Si S〈 〉–( )2
/ N 1–( )[ ]

0.5
,=
complex spectra, this maximum is usually located at
higher frequencies. In these spectra, a local minimum is
often observed in addition to a maximum.

Table 2 lists the parameters of the sources belonging
to different types. Column 1 gives the spectrum type;
column 2, the number of sources of the given type and
the fraction (in percent) they constitute of the entire
sample; column 3, the number of sources in which vari-
ability was detected over 1.5 years and the mean vari-
ability index; and column 4, the mean redshifts of the
sources.

Relation between type of spectrum and variability.
All of the sample sources were observed at six frequen-
cies over 1.5 years (in three to five sessions). Statisti-
cally significant flux density variations were detected in
26 of the 69 sources. For each of these sources, we cal-
culated the variability index  = ∆S/〈S〉 , representing
the mean relative amplitude of the variability for our
observation period. The definition of  and the proce-
dure for our calculations are given in [13].

It follows from the data of Table 2 that the number
of variable sources and their mean relative variability
amplitude depend on the spectrum type. All six sources
with type 1 (growing) spectra showed significant vari-
ability during the 1.5-year observation period, with
mean amplitude  = 0.32. Among the type-2 sources
(with a minimum in their spectra), 40% were variable,
with mean variability amplitude  = 0.31. Variability

with mean amplitude  = 0.24 was found in one-third
of the sources with type-3 spectra. Variable sources
with  = 0.26 made up 40% of type-4 sources (with
complex spectra). Only two of the 16 sources with
type-5 spectra had flux densities that were variable over
the 1.5-year observation period, with mean variability
amplitude  = 0.12.

We believe that sources with spectra of types 1 and 2
are at an early stage of development of an outburst; the
flux-density maximum is at millimeter wavelengths in
the source frame, and type-2 sources have a consider-
able extended component. Sources of types 3 and 4 are
at a later stage of development of a flare. The difference
between these types of spectra could be related to the
different contributions of their extended components
(greater in type 3) or to sources with type-3 spectra
being at a later phase of their activity compared to
sources of type 4. It is likely that a considerable fraction
of sources with spectra of types 1–4 represent a single
class of object that are at different stages of develop-
ment of their activity.

Sources with spectra of type 5 differ from the
remaining sources in the nearly complete absence of
variable objects among them and the very narrow range
of frequencies νmax where the maximum flux density is
attained (see below, Fig. 4, the shaded area of the histo-
gram); the extended component in these sources is faint

V
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V

V

V

V

V
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Table 1.  Flux densities of the radio sources, mJy

Name

Frequency, GHz

Epoch*0.97 2.3 3.9 7.7 11.1 21.7

S σ S σ S σ S σ S σ S σ

1 2 3 4 5 6 7 8 9 10 11 12 13 14

0002 + 051 123 10 164 9 237 6 203 7 180 7 130 12 4

0019 + 058 262 15 268 9 279 8 306 5 310 6 274 27 3

0026 + 048 501 12 429 6 417 5 370 5 341 8 262 11 4

0027 + 056 275 19 367 10 422 9 498 7 524 6 541 31 3

0119 + 041 941 16 1138 7 1368 10 1613 15 1696 17 1499 28 5

0146 + 056 592 22 1034 20 1256 11 1417 10 1360 14 986 35 3

0152 + 043 360 19 368 13 356 9 285 6 261 7 150 15 3

0231 + 045 302 12 327 9 304 5 252 6 215 5 133 15 2

0237 + 040 954 14 825 6 748 7 625 6 600 10 492 23 5

0258 + 058 348 30 355 8 342 7 309 6 266 6 186 13 3

0303 + 051 202 9 283 6 228 7 191 8 60 29 2

0320 + 045 245 21 149 5 132 3 105 4 97 5 107 10 5

0348 + 049 751 19 510 8 387 12 297 5 250 5 187 15 4

0351 + 045 430 14 331 6 344 5 278 4 252 7 146 17 5

0355 + 055 80 16 182 11 256 9 276 7 234 6 139 20 3

0357 + 057 306 24 360 11 387 9 470 18 497 13 417 32 2

0409 + 044 127 8 203 5 229 4 226 4 200 5 140 12 5

0423 + 051 337 20 589 7 561 6 472 6 420 8 346 18 5

0425 + 048 902 18 576 12 534 15 504 8 498 14 577 23 4

0430 + 052 4160 30 3950 25 3870 19 4455 37 4380 54 2990 143 3

0502 + 049 1015 13 971 8 845 7 780 6 724 11 599 25 5

0506 + 056 376 23 435 13 485 9 595 10 604 16 463 33 3

0718 + 042 243 11 219 4 310 5 434 5 532 9 610 31 5

0731 + 050 271 10 268 5 270 4 291 3 322 6 345 14 5

0801 + 044 330 12 264 11 269 11 188 7 185 8 87 26 3

0805 + 046 579 13 465 5 478 4 449 7 426 9 304 13 5

0806 + 059 612 17 341 10 275 5 209 7 194 9 177 26 2

0829 + 046 1018 15 966 11 980 8 1248 11 1462 16 1703 47 5

0830 + 040 352 22 246 18 269 9 340 7 392 8 370 22 3

0858 + 050 119 14 192 5 250 4 309 4 343 7 388 15 5

1013 + 054 373 11 215 4 163 3 147 4 170 6 238 19 5

1015 + 057 427 23 530 13 608 9 778 19 893 20 883 40 2

1036 + 054 413 12 470 5 554 7 693 7 743 12 713 32 5

1117 + 044 314 15 276 9 252 4 232 10 228 6 161 12 3

1142 + 052 805 14 496 6 421 6 350 5 361 8 367 19 5

1204 + 057 559 18 396 13 351 10 340 14 339 9 294 20 2

1219 + 054 379 22 235 10 190 12 178 6 184 9 102 18 3

1219 + 044 684 25 529 9 578 8 822 10 1073 10 1946 53 4

1228 + 045 285 18 313 9 302 6 295 6 287 8 316 20 4

1237 + 049 396 18 444 6 430 5 443 5 462 9 483 23 5

1358 + 046 351 16 233 13 202 7 168 5 153 6 105 27 3
ASTRONOMY REPORTS      Vol. 44      No. 6      2000



 

356

        

GORSHKOV 

 

et al

 

.

                        
Table 1.  (Contd.)

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1402 + 044 866 18 1064 7 1024 9 1058 9 1081 16 959 21 5

1421 + 048 209 22 197 9 176 5 172 6 181 8 190 14 4

1456 + 044 1226 16 842 7 837 8 924 8 1006 20 1378 44 5

1509 + 054 40 13 177 4 407 5 783 7 906 13 799 31 5

1541 + 050 296 39 269 9 274 6 278 6 278 10 234 19 3

1542 + 042 937 25 577 16 438 7 352 7 392 12 442 28 4

1548 + 056 2200 50 2463 23 3193 24 3980 28 3948 54 2898 92 3

1557 + 043 289 13 189 5 159 3 163 4 172 6 182 14 5

1614 + 051 266 22 615 7 851 7 866 8 734 12 476 24 5

1614 + 042 375 18 226 15 203 5 141 6 119 8 76 20 2

1642 + 054 750 22 439 7 295 6 235 5 214 7 175 15 5

1646 + 042 595 66 290 13 250 4 199 6 175 8 169 16 4

1656 + 053 1844 22 1378 12 1225 9 1245 9 1172 14 927 34 5

1725 + 044 598 20 620 8 778 9 1180 18 1303 36 1342 46 4

1758 + 046 88 26 244 17 255 9 229 9 201 7 193 26 1

1926 + 050 453 14 334 6 314 7 298 6 284 5 224 16 4

1936 + 046 586 26 453 6 412 4 427 5 406 12 418 21 5

2019 + 050 168 14 416 6 464 5 400 5 342 7 218 18 5

2114 + 048 316 24 263 6 259 4 335 5 381 9 441 20 4

2121 + 053 540 35 545 14 700 20 1178 24 1641 38 2219 113 3

2144 + 042 85 44 98 11 123 5 160 14 214 5 236 23 1

2149 + 056 484 17 868 20 902 9 792 8 700 7 465 28 2

2201 + 044 896 25 554 12 470 16 385 6 378 10 372 22 4

2243 + 047 633 16 388 5 405 8 399 8 399 8 387 15 4

2259 + 058 177 14 295 8 322 10 336 7 324 6 235 18 3

2318 + 049 659 13 695 7 846 7 956 8 1073 28 1308 47 4

2346 + 052 697 17 451 14 366 11 416 7 400 10 297 28 3

2355 + 042 254 24 207 5 188 3 190 4 210 7 236 18 5

* (1) August 1996, (2) May 1997, (3) August 1997, (4) November 1997, (5) January–February 1998.
(or absent). The mean peak frequency in the observer’s
frame is 6.87 GHz. Nine objects of this group are iden-
tified with quasars; their mean redshift,  = 2.03, is
nearly twice that of the sources of other spectral types.
For the quasars, the mean peak frequency in the
observer’s frame virtually coincides with  for all of
group 5. Therefore, we believe that most sources with
type 5 spectra are distant, luminous quasars with a
small range of redshifts. The variability timescale in the
source frame is 3–4 years; for a mean redshift  ≈ 2,
this is 9–12 years in the observer’s frame, and changes
in flux density will be insignificant over 1.5 years. Fur-
thermore, it was shown in [10] that the variability
amplitude decreases with increasing luminosity.

There are probably also distant quasars among the
sources with complex spectra, however, with extended

z

νmax

z

components. Note that variability is absent in sources
with type-4 spectra in objects with νmax < 7 GHz.

To study the spectra of the compact components, we
must isolate their spectra; i.e., remove the emission of
the extended component.

Separation of the components. We assume that all
the spectra consist of two components: a power-law
component,

(1)

and a compact component, which can be represented by
a quadratic function

(2)

where C is the logarithm of the flux density at the max-
imum of the spectrum, B is the logarithm of the fre-
quency of this maximum, and A is the logarithmic inter-

Slog S0 α νlog+=

Slog C ν B–log( )2
/2A,+=
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val from the peak frequency to the frequency where
d( )/d( ) = 1 (the spectral curvature). It was
shown in [14] that the spectra of compact components
are well represented by formula (2) over a wide range
of frequencies. We separated the components as fol-
lows. We chose the best-fit solution

where Sνi is the flux density measured at a given fre-

quency,  is the flux density for the power-law com-

ponent, and  is the flux density for the compact
component. For sources with data at frequencies
below 0.97 GHz, we also found fits using these data.

Figure 2 shows an example of the separation into
components for the source 0805 + 046; the diamonds
show the initial spectrum, the solid curve shows the com-
pact component, and the dashed curve shows the
extended component.

We managed to separate into components all
39 sources with spectra of types 4 and 5 and two of the
nine sources with spectra of type 3; the flux densities of
the compact components peak at frequencies not
exceeding 23 GHz. We found no extended components
in three sources. For the remaining 28 sources, we
could not separate the components. There could be sev-
eral reasons for this: First, more than one compact com-
ponent could be present; second, the compact compo-
nent could be very faint or absent; third, the frequency
of the spectral maximum for the compact component
could be much higher than the maximum frequency of
our measurements.

Figure 3 shows the spectral-index distribution for
the extended components we have distinguished. The
mean spectral index  is –0.87, and the distribution
standard deviation  is 0.15. The mean index and
character of the distribution are similar to parameters
obtained for samples of constant sources with power-
law spectra [9, 10]. This supports the correctness of our
component separation.

At our lowest observation frequency, 0.97 GHz, the
variable component of the flux density of the compact
component strongly depends on the shape of the total
spectrum: For type-5 spectra with maxima in the fre-
quency range considered, this variable component con-
stitutes from 35 to 100% of the total (i.e., absence of an
extended component). For this type of spectra, the
mean contribution of the compact component to the
integrated flux density at 0.97 GHz is 75%.

For type-4 (complex) spectra, the fraction of the
0.97-GHz total flux density contributed by the compact
component seldom exceeds 35% (the mean fraction is
25%). At 0.365 GHz, for most sources, the variable
component contributes less than 10%.

Spectra of the compact components. Table 3 lists
characteristics of 41 sources in which the spectra of the

Slog νlog

Σ Sν i Sν i
s

Sν i
c

+( )–[ ]
2
,

Sν i
s

Sν i
c

α
σα
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compact components peak at 3–23 GHz. We approxi-
mated the spectra using formula (2). Table 3 presents the
source (1) name; (2), (3) right ascension and declination
at epoch 1950.0; (4) identification; (5) redshift; (6) flux
density (mJy) at the maximum of the spectrum; (7) fre-
quency (GHz) for this maximum; and (8) spectral cur-
vature (A). We derived these quantities using only our
data at frequencies from 0.97 to 21.7 GHz.

For sources with flux densities measured at lower
frequencies (in the Texas Survey at 365 MHz, the
Molonglo Survey at 408 MHz, or the Arecibo Survey at
611 MHz), we also approximated the spectra using
these data. For most of the sources, the results of this
approximation were close to those in Table 3. For
example, the differences in the peak frequencies did not
exceed 5%. This rather good agreement of the approx-
imation coefficients also testifies to the correctness of
our separation of the emission into components.

Figure 4 presents the distribution of the peak fre-
quencies for the 41 sources listed in Table 3. The
sources that had type-5 spectra prior to the component
separation are shaded. The mean peak frequency for the
distribution  is 9 GHz, with a standard deviation σ
of 5 GHz.

Of the 41 sources, 18 objects are quasars with
known redshifts, three are galaxies, and three are BL
Lac objects. The mean peak frequency for the quasars

(QSO) is 8.65 GHz, with σ = 5.7 GHz. For sources
identified with star-like objects and empty fields (i.e.,
objects with magnitudes fainter than 21),  is 8.8 GHz.

The coincidence of the  values for the quasars and
objects with unknown z suggests that the latter are pri-
marily quasars with a mean redshift close to that of the
known quasars in our sample. Therefore, we take the
spectral characteristics of the known quasars to be typ-
ical of the sample of radio sources. For the sources
identified with BL Lac objects and galaxies, (L + G)
is 10.8 GHz, with σ = 1.8 GHz; therefore, we infer that,

νmax

νmax

νmax

νmax

νmax

Table 2.  Source parameters as a function of spectrum type

Sp
ec

tr
um

ty
pe

Number of sour-
ces of given type 
(percent of total)

Number of sources 
displaying variabi-

lity in 1.5 years 
(mean variability 

amplitude )

Mean redshift
of quasars z 

(number 
of objects)

1 2 3 4

1 6 (9%) 6 (0.32)

1.3 (7)2 15 (22%) 6 (0.31)

3 9 (13%) 3 (0.24)

4 22 (31%) 9 (0.26) 1.2 (9)

5 17 (25%) 2 (0.12) 2.03 (9)

V
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Fig. 1. Forms of spectra for the complete sample of radio sources with spectral indices α > –0.5 (flat spectra). The vertical scale is
in arbitrary units.

1
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among the objects with unknown z, the (L + G) fraction
is close to that among the identified sources.

Parameters of the spectra of compact components.
Figure 5 shows the spectral characteristics of the com-
pact components (diamonds: quasars, crosses: BL Lac
objects and galaxies) as a function of redshift. For the
BL Lac objects, we adopted z = 0.5. Figure 5a presents
the absolute spectral radio luminosity at the peak fre-
quency in a homogeneous, isotropic cosmological
model with zero cosmological constant, deceleration
parameter q0 = 0.5, and H = 50 km s–1 Mpc–1. The dashed
line designates the minimum luminosity that can be
detected for sources in our flux-density-limited sample;
the straight-line segment shows the cutoff of the quasar
luminosity function (Lmin ~ 5 × 1033 erg s–1 Hz–1). We can
see that, up to z = ~1, the quasars will be observable
over the entire luminosity range.

Figure 5b shows the peak frequency in the source
frame. The decrease of the variance of the peak-fre-
quency distribution beginning at z = ~1.4 is readily vis-
ible. The mean peak frequency for quasars with z < 1.4,

(z < 1.4), is 11.2 GHz, with σ = 7.0 GHz. For qua-

sars with z > 1.4, we have (z > 1.4) = 6.1 GHz, with
σ = 2.0 GHz; i.e., the standard deviation for this group

νmax

νmax
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Fig. 2. Separation of the spectrum of 0805 + 046 into com-
ponents. The diamonds show the initial spectrum, the
dashed curve the spectrum of the extended component, and
the solid curve the spectrum of the compact component.
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Fig. 3. Distribution of spectral indices α for the extended
components.

of quasars is a factor of 3.5 smaller. The source-rest-
frame peak frequencies for these groups of quasars
nearly coincide: (z < 1.4) = 21.0 GHz, σ = 14 GHz
and νmax(z > 1.4) = 20.2 GHz, σ = 7.1 GHz. The rest-frame

νmax
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Fig. 4. Distribution of peak frequencies νmax for the spectra
of compact components. The sources that had type-5 spectra
prior to the component separation (spectra with a flux max-
imum at 3–23-GHz) are shaded.

peak frequencies for the BL Lac objects are somewhat
lower than for the quasars: (L) = 17 GHz, σ = 1 GHz.
All the data about the peak frequencies are listed in
Table 4, which also gives the mean redshifts for each
source group.

The variance decrease for distant quasars is due to
the absence of sources with low peak frequencies. This
could be due to the absence of low-luminosity quasars
in this group. If low-luminosity quasars have, on aver-
age, lower peak frequencies, the peak frequencies will
be bounded from below by a curve that is proportional
to the spectral distance, i.e., by a dependence of the

form /(1 + z), which is shown by the dashed curve
in Fig. 5b. This also supports the possible weak corre-
lation between the peak frequency νmax and redshift
(the correlation coefficient is 0.356, with a significance
level smaller than 10%). The peak frequency can depend
on the luminosity if the distribution of linear dimensions
of the compact components is independent of (or only
weakly depends on) the luminosity.

Based on an analysis of the VLBI survey [16, 17],
carried out at 2.32 and 8.55 GHz, Popov and Kovalev
[15] determined the average size of the central compo-
nent (core) of a compact radio source to be 2.6 pc. The
resulting angular sizes [15, Fig. 3] yield a range of lin-

νmax

lbol
2
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Table 3.  Spectral parameters of sources with separated components

Name R.A. (1950.0) Dec. (1950.0) Identification z Smax, mJy νmax, GHz A

1 2 3 4 5 6 7 8

0002 + 051 00 02 46.42 05 07 28.00 Q 1.899 226 4.669 –0.801

0019 + 058 00 19 58.12 05 51 24.50 L 286 11.985 –1.280

0026 + 048 00 26 29.11 04 53 00.10 Q 1.633 327 5.611 –1.260

0027 + 056 00 27 11.25 05 38 01.59 Q 1.314 537 22.737 –2.299

0119 + 041 01 19 21.25 04 06 42.02 Q 0.637 1549 12.376 –0.898

0146 + 056 01 46 45.45 05 40 59.59 Q 2.345 1374 7.696 –0.740

0152 + 043 01 52 27.98 04 23 46.71 Q 1.132 256 4.470 –0.735

0231 + 045 02 31 30.47 04 33 39.00 Q 2.06 282 3.085 –1.065

0258 + 058 02 58 55.14 05 50 38.33 Q 2.313 294 4.300 –1.076

0303 + 051 03 03 09.95 05 11 59.35 282 4.657 –0.365

0351 + 045 03 51 46.10 04 32 38.00 239 5.596 –0.587

0355 + 055 03 55 06.68 05 33 55.41 275 6.206 –0.440

0357 + 057 03 57 32.15 05 42 17.70 Q 0.761 467 13.634 –1.192

0409 + 044 04 09 59.90 04 29 56.00 231 5.158 –0.882

0423 + 051 04 23 57.20 05 11 49.00 Q 1.333 574 3.050 –1.479

0430 + 052 04 30 31.51 05 14 59.43 G 0.03 4140 7.942 –0.707

0506 + 056 05 06 45.81 05 37 50.96 L 500 11.203 –0.632

0718 + 042 07 18 45.60 04 12 42.00 578 22.663 –0.753

0801 + 044 08 01 19.40 04 29 36.01 197 4.851 –0.533

0805 + 046 08 05 19.23 04 41 18.30 Q 2.876 383 7.454 –0.729

0830 + 040 08 30 41.56 04 00 49.40 375 17.506 –0.671

1036 + 054 10 36 10.95 05 28 06.52 716 15.904 –1.040

1117 + 044 11 17 08.00 04 26 45.00 211 6.895 –1.046

1204 + 057 12 04 24.42 05 46 33.39 281 13.684 –1.391

1219 + 054 12 19 19.29 05 26 54.39 135 8.369 –0.498

1358 + 046 13 58 17.33 04 39 59.58 126 6.696 –0.876

1402 + 044 14 02 29.91 04 29 54.38 Q 3.202 1071 6.278 –2.274

1509 + 054 15 09 12.17 05 29 28.98 G 916 13.198 –0.390

1541 + 050 15 41 05.00 05 01 44.40 G 0.0398 251 9.926 –1.318

1548 + 056 15 48 06.90 05 36 10.89 Q 1.422 3475 9.793 –0.453

1614 + 051 16 14 08.52 05 06 55.04 Q 3.209 889 5.903 –0.485

1646 + 042 16 46 57.92 04 17 09.58 228 7.922 –0.501

1656 + 053 16 56 05.63 05 19 46.70 Q 0.887 1062 6.396 –1.247

1725 + 044 17 25 56.37 04 29 27.70 Q 0.293 1330 19.079 –0.712

1758 + 046 17 58 36.30 04 38 46.00 249 4.090 –1.156

1926 + 050 19 26 51.69 05 01 41.85 239 9.092 –0.931

2019 + 050 20 19 06.56 05 05 37.66 461 4.227 –0.656

2149 + 056 21 49 07.94 05 38 07.33 Q 0.740 901 4.070 –0.822

2243 + 047 22 43 21.51 04 45 07.68 Q 1.091 366 15.072 –0.869

2259 + 058 2 59 21.58 05 53 05.06 340 6.160 –1.060

2346 + 052 23 46 47.73 05 17 58.93 L 345 10.739 –0.682
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Fig. 5. Spectral characteristics of compact components (dia-
monds: quasars; crosses: BL Lac objects and galaxies) as
functions of redshift z: (a) absolute spectral radio luminosity
at the peak frequency Lmax (dashed line: minimum luminos-
ity that can be detected for sources in the given flux-limited
sample; horizontal segment: cutoff of the quasar luminosity
function at Lmin ~ 5 × 1033 erg s–1 Hz–1); (b) peak frequency
in the source rest frame (dashed curve: dependence of the

form /(1 + z), limiting νmax from below); (c) spectrum

curvature in the optically thin region (the parameter A)

(dashed curve: dependence of the form /(1 + z), limiting

A from below).

lbol
2

lbol
2

ASTRONOMY REPORTS      Vol. 44      No. 6      2000
ear dimensions from 0.8 pc (boundary of the core) to
6.7 pc (components are well separated). Thus, there
exist natural upper and lower boundaries for the size
distribution for compact components, which likely
depend on the type of radio source (QSO, RG, BL) but
not on the luminosity of the object.
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Fig. 6. Spectral characteristics of compact components (dia-
monds: quasars; crosses: BL Lac objects and galaxies):
(a) spectrum curvature in the optically thin region (A) as a
function of the peak frequency νmax; (b) absolute radio
luminosity at the peak frequency Lmax as a function of peak
frequency νmax; (c) absolute radio luminosity Lmax as a
function of spectrum curvature A.
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Table 4.  Data on peak frequencies

Radio sources N σ
Observer’s frame Source frame

, GHz σ , GHz σ

All QSOs 18 1.62 0.89 8.65 5.7 20.0 11.0

QSO (z > 1.4) 9 2.33 0.65 6.1 2.0 20.2 7.1

QSO (z < 1.4) 9 0.91 0.34 11.2 7.0 21.0 14.0

L 3 (0.5) – 11.3 0.6 17.0 1.0

z
νmax νmax

Table 5.  Parameters of the sources whose spectra could not be separated into components

Name R.A. (1950.0) Dec. (1950.0) Identification z A0 A1 A2

1 2 3 4 5 6 7 8

0237 + 040 02 37 14.51 04 03 29.84 Q 0.978 2.979 –0.158 –0.044
0320 + 045 03 20 37.00 04 35 45.00 2.368 –0.567 0.213
0348 + 049 03 48 15.32 04 57 19.67 2.868 –0.449
0425 + 048 04 25 08.53 04 50 30.54 2.942 –0.577 0.336
0502 + 049 05 02 43.86 04 55 38.51 Q 0.954 3.012 –0.081 –0.066
0731 + 050 07 31 18.40 05 02 55.86 2.433 –0.071 0.122
0806 + 059 08 06 04.03 05 59 24.05 2.775 –0.721 0.243
0829 + 046 08 29 10.89 04 39 47.63 L 0.18
0858 + 050 08 58 34.06 05 00 47.10 2.088 0.627 –0.192
1013 + 054 10 13 26.63 05 28 00.50 2.576 –0.930 0.559
1015 + 057 10 15 51.24 05 45 32.90
1142 + 052 11 42 47.12 05 12 06.03 Q 1.342 2.897 –0.658 0.308
1219 + 044 12 19 49.15 04 29 54.03 Q 0.965 2.799 –0.393 0.585
1228 + 045 12 28 54.40 04 34 36.00 2.490 –0.020
1237 + 049 12 36 59.94 04 59 33.30 2.624 0.030
1421 + 048 14 21 38.52 04 48 29.06 2.360 –0.286 0.171
1456 + 044 14 56 29.57 04 28 13.65 3.070 –0.529 0.453
1542 + 042 15 42 29.73 04 17 07.55 Q 2.182 2.973 –0.803 0.398
1557 + 0.43 15 57 33.00 04 21 21.21 2.447 –0.643 0.401
1614 + 042 16 14 44.02 04 16 00.88 2.562 –0.410 –0.055
1642 + 054 16 42 28.53 05 24 06.05 2.878 –0.784 0.237
1936 + 046 19 36 01.87 04 41 19.48 2.742 –0.315 0.194
2114 + 048 21 14 50.80 04 50 27.71
2121 + 053 21 21 14.82 05 22 27.10 Q 1.941
2144 + 042 21 44 24.22 04 13 30.60 1.707 0.769 –0.173
2201 + 044 22 01 45.75 04 25 32.46 G 0.028 2.943 –0.643 0.275
2318 + 049 23 18 11.93 04 57 23.63 Q 0.623 2.802 0.144 0.070
2355 + 042 23 55 56.00 04 13 30.00 2.423 –0.423 0.299

Note: Notation in column 4: (Q) QSO, (L) BL Lac object.
Figure 5c demonstrates the lack of a correlation
between the spectral curvature in the optically thin
region (A) and the redshift. A dependence of the form

/(1 + z) is also shown in Fig. 5c by the dashed curve.
The lack of such a correlation is equivalent to the lack
of a correlation between the luminosity and spectral
index in the optically thin region of the spectrum.

lbol
2

Landau et al. [14] reported a significant correlation
between the spectral parameters A, B, and C [see (2)]
based on simultaneous observations over a wide fre-
quency range (from radio to optical) for a sample of 15
sources. A correlation between the peak flux density
Smax, peak frequency νmax, and spectral index α in the
optically thin region of the spectrum was found in [18].
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The parameters C and B correspond to Smax and νmax,
while the parameter A characterizes the steepness of the
spectrum, and can be related to the spectral index.

We have also done a correlation analysis between
Lmax (the absolute luminosity at the maximum of the
spectrum), νmax, and A. The input data are presented in
Fig. 6. We find a possible correlation between the lumi-
nosity and peak frequency (correlation coefficient
0.365), with a confidence level of 10%. The same cor-
relation coefficient for the flux density Smax and peak
frequency νmax was obtained in [18], though [18] deals
with more powerful sources, which have a wider spread
of peak frequencies.

We found no correlation between Lmax and A or
between A and νmax, though in [14, 18] such correla-
tions were found with significance levels smaller than
0.01%. What is the origin of this large difference in the
properties of these spectral parameters? The strong cor-
relation between Smax and α found in [18] is to a consid-
erable extent the result of selection effects: According
to the selection criteria imposed, low-luminosity
sources with steep spectra were not included in the
sample. In our sample, we have made no selection with
respect to spectral index, since the sample was formed
in accordance with a limiting flux density at a lower fre-
quency than the peak frequencies for nearly all the
sources.

We found no correlation between α and νmax, since
this correlation is due to objects with high peak fre-
quencies, which are missing from our sample due to the
restricted frequency range for the observations and the
lower luminosities of the objects. This correlation van-
ishes after excluding objects with νmax > 50 GHz from
the data of [18].

Thus, it is very probable that the distribution of source
linear dimensions does not depend on luminosity.

Spectra of the remaining sources. Table 5 lists 28
sources in which we could not separate the spectra into
power-law and compact components (objects with
spectra of types 1–3). We approximated the spectra of
these sources by a logarithmic parabola

For four sources (0829+046, 1015+057, 2114+048,
and 2121+053), we were unable to obtain satisfactory
approximations. These sources have the largest vari-
ability amplitudes among those listed in Table 5. Table 5
contains the source names, right ascensions, and decli-
nations (columns 1–3); identifications and redshifts
(columns 4, 5); and approximation coefficients A0, A1,
and A2 (columns 5–8). The sources in Table 5 are, on
average, fainter in the optical: Almost half the sources
are fainter than 20.5m. Accordingly, redshifts have been
measured for less than one-third of these sources (com-
pared to 50% of the sources in Table 3). The mean redshift

 is 1.0 (with standard deviation 0.7).

Slog A0 A1 ν A2 ν2
.log+log+=

z
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The fraction of active objects among these sources
is the highest. During the 1.5 years of our observations,
we found variability in 60% of these sources. Among
the 41 sources with pronounced compact components
and peak frequencies lower than 23 GHz, variability
was found in only 12 objects. Among the compact compo-
nents, variable sources have higher peak frequencies: The
mean peak frequency  is 14 GHz, with σ = 6 GHz;
this considerably exceeds the mean value for the distri-
bution for all the sources (  = 9 GHz, σ = 5 GHz).

The variable sources of Table 5 either have even
higher peak frequencies or are in a stage of recurrent
activity, when several compact components are present
simultaneously.

4. CONCLUSIONS

(1) The spectra of the flat-spectrum sources of the
complete sample at 0.97–21.7 GHz can be divided into
5 classes. This separation is related to two factors.

The first factor is the peak flux of the extended com-
ponent at low frequencies compared to the peak flux of
the compact component. In sources with spectra of
types 2–4 (Fig. 1), the extended component makes the
largest contribution to the total emission at frequencies
below 4–5 GHz, whereas in sources with spectra of
types 1 and 5 (Fig. 1), the emission of the compact
component dominates at these frequencies. For 60% of
the sources, we could separate the extended and compact
components. The spectral-index distribution for the
extended components (mean spectral index  = –0.87,

 = 0.15) coincides with that for sources with power-
law spectra.

The second factor is the activity of a radio source at
the epoch of observation. Sources that are at an initial
stage of activity—i.e., at an initial phase of evolution of
the ejection—have a higher peak frequency and a larger
mean relative variability amplitude. These are sources
with spectra of types 1 and 2, for which the peak fre-
quency is outside the observed frequency band.
Sources with spectra of types 3 and 4 are at a later stage
of evolution, their peak frequencies are at centimeter
wavelengths, and their variability amplitudes are lower.
The mean redshifts of sources with type 1–4 spectra are
approximately the same (  = 1.2–1.3), enabling us to
compare frequencies in the observer’s frame. This
behavior of the variable sources is consistent with all
standard variability models.

(2) As a rule, sources with large redshifts (  = 2.03)
have no appreciable extended component, a very small
scatter of peak frequencies, and little or no variability
on timescales of 1.5 years.

(3) We have confirmed the weak correlation
between the luminosity at the peak frequency Lmax and
the peak frequency νmax in the spectra of compact com-
ponents found in [14, 18]. We suggest that this correla-

νmax

νmax

α
σα

z

z
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tion is a consequence of the lack of dependence of the
distribution of source linear dimensions on their lumi-
nosity.

(4) We have found no correlation between Lmax and
the curvature parameter A or between A and νmax. We
have demonstrated that the correlations between these
parameters found in [18] are a consequence of selection
effects.
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Abstract—We present the results of simultaneous UBVRI photometric and polarimetric observations of the Ae
Herbig star SV Cep made in 1987–1998. Over these 11 years, only a single deep (∆V > 1m) brightness minimum
was observed. Near this minimum, the brightness decrease was accompanied by an increase of the linear polar-
ization, as is typical of young UX Ori stars. The photometric observations of SV Cep indicate reversals of the
color tracks in brightness minima, as is common for stars of this type, as well as variations of the slopes of the
color tracks during and after minima. This provides evidence that the circumstellar dust clouds screening the
star differ in their sizes and masses, and also in the optical properties of their dust particles. A Fourier analysis
of the brightness variations of SV Cep (including data from the literature) confirms the presence of previously
suspected activity cycles with periods P1 = 4000d and P2 = 670d. The polarimetric observations indicate that,
along with the inverse correlation between the degree of linear polarization and brightness, the polarization
parameters vary on characteristic time scales of 4000 and 1000 days. This suggests the existence of large-scale
inhomogeneities in the circumstellar dust disk rotating about the star. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The present paper continues a series of studies of lin-
ear polarization in the most photometrically active
young UX Ori stars. As shown in previous studies (see
[1] and the reviews [2–4] and references therein), as a
rule, the linear polarizations of these stars are inversely
correlated with brightness, reaching 5–7% in deep min-
ima. This polarization dependence made it possible to
elucidate the origin of photometric activity in these stars:
variable extinction in protoplanetary disks. These studies
also provided evidence that the high level of photometric
activity displayed by UX Ori stars is primarily due to an
optimal orientation of their protoplanetary disks relative
to the observer; i.e., they are edge-on or oriented at a
small angle to the line of sight [2, 3, 5]. This is quite nat-
ural for the variability mechanism considered here. Due
to this disk orientation, observations of UX Ori stars can
be used to investigate the structure of protoplanetary
disks and make it possible, in principle, to detect dust
condensations associated with protoplanets.

The present study is focused on the Ae-Herbig star
SV Cep. It is based on the results of photopolarimetric
monitoring of the star carried out at the Crimean Astro-
physical Observatory for 11 years from 1987 to 1998.

2. SV CEP: BASIC DATA

The spectral type of SV Cep has been determined to
be A0III [6–10] and B9–B9.5V [11]. Due to its position
in the sky, the variable can be observed essentially
throughout the year. In spite of this, photometric obser-
1063-7729/00/4406- $20.00 © 20365
vations published by the time of writing of this paper
are quite fragmentary [12–18] (Fig. 1). The V bright-

ness of the star ranges from 10 35 to 12 15 [19].

A normalized histogram of the photometric activity
of SV Cep constructed from our data (see our electronic
Table 1 accessible at ftp://cdsarc.u-strasbg.fr/pub/cats/J)
and other sources [13–18, 20, 21] (Fig. 2) indicates that
deep brightness minima are very rare. Wenzel [12, 13]
and Kardopolov et al. [16–18] suggested the presence
of several brightness-variability components with
amplitudes from 0m2 to 1m0 on time scales from hours to
years.

In his analysis of photographic observations of
SV Cep made since 1896, Friedemann et al. [11] iden-
tified another component of the variability: a long-term
brightness decrease. From 1896 to 1908, the brightness
varied in the range 9m5–10m5; i.e. the star was, on aver-
age, more than 1m(!) brighter. According to Minikulov
et al. [22], who studied photographic observations of
the star obtained over roughly 40 years, wavelike oscil-
lations with amplitude ∆m ~ 0m5 were observed near
the bright state. Cyclicity of the brightness variability
of SV Cep with a period of about 700 days was sug-
gested in [17].

The star has an IR excess [23, 24] due to thermal
radiation by the circumstellar dust. Figure 3 presents
the spectral energy distribution for SV Cep in its bright-
est state in the UBVRI bands, constructed from the data
in our electronic table (filled triangles) and the data of
[23, 24] (hollow triangles and circles). The ratio of the

.m .m
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Fig. 1. Light curve of SV Cep obtained from published photoelectric data from various studies (see the text).
IR excess and the intrinsic luminosity of the star is
roughly 25% for spectral type B9V and roughly 40%
for spectral type A0III, similar to the values for other
UX Ori stars [2]. We were not able to find any pub-
lished data on the linear polarization of SV Cep.
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Fig. 2. Normalized histogram of the UBVRI photometric
activity of SV Cep based on data taken from the literature
[13–18, 20, 21] and from the present study. The number of
points for each band used to construct the histogram is given
in parentheses. Each point corresponds to a single observa-
tion in a night.
Published spectral observations of SV Cep are lim-
ited primarily to the region of Hα [10, 25–28]. As for
other Ae/Be Herbig stars, this line is variable in the
spectrum of SV Cep. According to [26], it possesses a
two-component profile with V/R . 1.8–1.9 and an
equivalent width W(Hα) of about 20 Å; the observations
of [28] indicate a two-component and nearly symmetric
profile with W(Hα) about 13 Å; and the data of [27]
show a single-component line profile with W(Hα) from
14.6 to 17.2 Å on different nights.

In [29], we determined the position of SV Cep in the
HR diagram and estimated the star’s basic properties:

L*/L() = 2.04, M* = 3.1M(, R* = 3.6R(, and an

age of 106 years. Therefore, although SV Cep is not
associated with any bright nebula [30], its properties do
not differ from those of classical Ae/Be Herbig stars.

3. OBSERVATIONS

Our observations of SV Cep at the Crimean Astro-
physical Observatory began in 1987. We used the
UBVRI photometer–polarimeter of the University of
Helsinki [31] mounted on the 125-cm CAO telescope.
This detector records the brightness and polarization of
an object simultaneously in five bands. The effective
wavelengths of the photometric system are close to
those of the standard Johnson system; all photometric
observations were reduced to the standard system. For
nights with stable opacity, the comparison stars b and c
[32] were tied to the photometric standard HD 218209.
We present the UBVRI magnitudes for the comparison
stars in Table 1.

As a rule, on nights with good images, we used a
10″-diameter diaphragm; on other nights, we used a
15″ diaphragm. Our mean photometric errors are

0 015 in U–B and less than 0 01 for the other color
indices and the V band.

Polarimetric observations of SV Cep were made
simultaneously with the photometric observations in all
five bands (see our electronic table). Depending on the

(log

.m .m
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observing conditions and the brightness of the star,
from four to 30 measurements of the Stokes parameters
were made in a night. We determined the instrumental
polarization and zero point of the polarization position
angle from observations of standard stars.

4. RESULTS OF THE OBSERVATIONS

Figure 4 presents the light curves and polarization
parameters for our data. Over the 11 years of monitor-
ing, we detected only one minimum with amplitude
∆m > 1m and several cases of brightness decreases with
∆m < 1m.

We can see from Fig. 4 that the star does not have a
stable bright state. Its brightness varies virtually contin-
uously, with slow oscillations with amplitudes up to 1m

superimposed by rapid variations with amplitudes up to
.0m3. Comparison of our photometric observations
with previously published SV Cep light curves [12–18]
(Fig. 1) shows that, in spite of clear differences, all
three deep minima observed over 36 years display a
common feature—their duration. For the first and third
minima [12–19], this was roughly 500 days. The sec-
ond minimum was not observed in its entirety; however,
the period of egress from minimum alone was roughly
100 days. As noted in [31], the interval between the first
and second minima was roughly 6200 days, while that
between the second and third minima was 5800 days.
Given the long durations of the minima, this suggests
some periodicity in their occurrence.

Figure 5 presents color–magnitude diagrams plotted
using our data (see the electronic table). As noted in
[12], U–B and B–V vary little during minima; i.e., they
correspond to almost neutral absorption. This proved to
be true only for some minima. Figure 5 also presents all
four observed minima for SV Cep: one observed by
Wenzel et al. [12–14] in the UBV bands (JD 38197–
38235, hollow triangles), another observed by Kar-
dopolov et al. [16–18] in the BVR bands (JD 44420–
44520, hollow diamonds), and two more observed by
us in the UBVRI bands (JD 49628–49774, filled circles
and JD 49938–49970, filled squares). We can see that
the slopes of the color tracks are different in different
minima. In addition, a weakly pronounced reversal of
the color tracks can be seen in both blue and red colors.

We can see clearly in Fig. 4 an inverse correlation
between the brightness and the degree of linear polar-
ization. In the deepest minimum, the degree of polar-
ization increased to 3.5%, and the polarization position
angle decreased by 20°. Similar variations of the degree
and angle of the linear polarization were also observed
in two subsequent minima with smaller amplitudes.

Figure 6 presents the dependence of the degree of
polarization on the brightness of the star in all the
UBVRI bands. Despite the appreciable scatter of the
points, the nonlinearity of the polarization variations
during periods of brightness decrease can clearly be
seen; this is characteristic of models with variable cir-
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
cumstellar extinction [1, 2]. The small number of deep
minima observed prevents us from tracing the polariza-
tion–brightness dependence over the entire range of
brightness variations of the star.

Figure 7 presents a diagram of the Stokes parame-
ters Px and Py in the V band. We can see that the varia-
tions of the Stokes parameters occur primarily along
one direction, though with a large scatter. Points at the
lower end of the diagram correspond to the bright state
of the variable, while those above and to the right cor-
respond to brightness minima. The scatter of the points
in Figs. 6 and 7 is the result of fluctuations in the scat-
tered radiation due to inhomogeneities in the structure
of the circumstellar disks [4].

The typical wavelength dependence of the linear
polarization Pλ in various brightness states is presented
in Fig. 8. We can see that the degree of polarization is
almost independent of wavelength within the observa-
tional errors. In addition, the Pλ dependence varies only
slightly as the brightness decreases. A similar pattern
was observed for another UX Ori star, WW Vul [34]; as
shown in [35], it is characteristic of circumstellar dust
shells consisting of large grains. At the same time,
unlike WW Vul, SV Cep’s polarization position angle
varies slightly (by up to 15–20°) from the I to the B
band in brightness minima (see electronic table). This
suggests that the observed polarization of the star is the
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log(λFλ)[erg cm–2 s–1]

Fig. 3. Spectral energy distribution of SV Cep in the bright
state. The thin curve displays the spectral energy distribu-
tion of an A0III star according to a Kuruzc model. See the
text for details.

Table 1.  Magnitudes of the comparison stars for SV Cep

Comparison 
star V B–V U–B V–R V–I

b 10.767 0.397 0.267 0.378 0.597

c 11.275 0.733 0.384 1.160 1.194
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Fig. 4. The curves of V-band brightness, degree of polarization, and polarization position angle constructed from our data (see our
electronic table).
sum of two components with different polarization
position angles.

5. DISCUSSION

5.1. Photometry

We have compared our photometry for SV Cep with
the results obtained by other authors. The color–magni-
tude diagrams constructed using our observations are in
good agreement with the observations of [12–14, 20].
Some photometric observations [16–18] indicate a differ-
ent slope for the color tracks, especially in the (B–V)–V
diagram. It is hard to tell whether this difference is real
or is due to errors in reducing the magnitudes to the
standard system. The fact that we have not found any
systematic differences between our data and the data of
Kardopolov et al. [16–18] for other common stars in
our programs argues that the observed differences are
real. In addition, the variability of the color indices
within our sample supports the reality of the color-track
divergences in these minima. This variability has two
components: differences of the color track slopes in dif-
ferent minima and parallel shifts of the color tracks as
a function of time, primarily in the vertical direction
(Fig. 5).

The variation of the color-track slopes in different is
most pronounced at blue wavelengths. For example, the
slope for U–B, α = ∆(U – B)/∆V, varies from 0.07 to
0.18, while the slope for B–V varies from 0.05 to 0.17.
The color-track shift is most clearly visible at red wave-
lengths (V–R and V–I). This shift is also present at blue
wavelengths but is less pronounced due to the general
“smearing” of the color tracks, whereas the red color-
track slopes are less variable. The times corresponding
to parallel shifts of the color tracks do not seem to be
related to any global variations in the light curve: the
first color-index shift occurred as the brightness of the
star was increasing slightly (JD ~ 2448100), while the
second occurred after an egress from minimum bright-
ness (JD ~ 2450150), as SV Cep was approaching its
maximum brightness level.

One rather obvious origin for the color-track slope
variation is differences in the optical properties of the
dust grains in different dust clouds crossing the line of
sight. Shifts of the color tracks (with their slopes
remaining constant) are due to slow variations of the
level of the bright state of the star (Fig. 4). Both of these
mechanisms ultimately result in a large scatter of the
points in the color–magnitude diagrams (Fig. 5).

5.2. Cyclicity of the SV Cep Brightness Variations

The collected photometric data enabled us to search
for periodicity in the slow brightness variations of
SV Cep. For this purpose, we removed the brightness
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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Fig. 5. Color–magnitude diagrams for SV Cep: (a) for our data, (b) for the deepest minima (see the text).
minima (V ≤ 1 4) from the photometric sequence to be
analyzed. A periodogram analysis (Fig. 9) was per-
formed using the ISDA package [35]. The period
search technique is described in more detail in [33, 37].

A period of roughly 700 days in the brightness vari-
ations of SV Cep was suspected earlier in [17]. In [33],
we suspected periods of 3920, 649, and 489 days in the
brightness variability outside of minima. When we
added our 1998 observations and the observations of
Shevchenko et al. from the database of Herbst et al. [20]
to the photometric data considered in [33], the 489-day
peak disappeared from the periodogram (Fig. 9), while
the two other peaks, P1 and P2, remained. The minor
changes in the values for these periods (4000 and
670 days, respectively) are within the errors. Figure 9
presents the SV Cep light curve in the V band outside
of minima folded with these periods. Note that one of

.m
OMY REPORTS      Vol. 44      No. 6      2000
the derived periods (670 days) is very close to that sus-
pected in [17] and appears to be real.

This analysis demonstrated that the star’s brightness
variations with a characteristic time scale of 4000 days
possess the same amplitude in all photometric bands.
These variations give rise to the observed parallel shifts
of the color tracks in color–magnitude diagrams.

5.3. Polarimetry

When we compare SV Cep’s photopolarimetric
variability with that observed for other UX Ori stars
[24], it is apparent that they are very similar and can be
understood in the framework of the model proposed in
[1]. According to this model, the photopolarimetric
activity of UX Ori stars is specified by two factors:
occultations of the star by dust clouds moving in the
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Fig. 6. The dependence of degree of linear polarization on brightness in the UBVRI bands. The solid curves show the theoretical
dependences yielded by the solution of equation (1) taking into account weights that depend on the accuracy of the observations.
circumstellar disk and the scattered radiation of the cir-
cumstellar dust. When a dust cloud obscures the star from
the observer, the fraction of direct unpolarized stellar radi-
ation in the total observed radiation decreases, whereas the
fraction of polarized radiation scattered on the circumstel-
lar dust increases. This results in an increase of the polar-
ization of the stellar light and a reversal of the color tracks
in color–magnitude diagrams during brightness minima
(the so-called “blueing effect”).

The fact that the absorption is almost neutral at blue
wavelengths (Fig. 5) provides evidence that the scatter-
ing dust particles are quite large compared to the wave-
length of the scattered light, as is confirmed by the
wavelength dependence of the polarization of SV Cep
(see Section 4). Modeling based on Mee theory indicates
that, for a mixture of dust particles with carbon and silicon
in equal proportions, the particle size that should give rise
to such variability is roughly 0.1 µm. This exceeds the
average size of dust particles in the interstellar medium
(0.005 µm [38]) by at least an order of magnitude but
remains substantially smaller than the sizes deter-
mined for the “older” (compared to the UX Ori stars)
disks around Vega-type stars (1 µm–1 mm [37]).

Provided the Stokes parameters for the scattered
light do not vary with time (including during occulta-
tion of the star by dust clouds), variations of the degree
of linear polarization should obey the law

(1)

where

(2)

Pobs ∆m( ) Pis Pin ∆m( ),+=

Pin ∆m( ) Pin 0( ) 100.4∆m.×=
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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Here, Pobs(∆m) is the observed linear polarization of
SV Cep, Pin(0) is the intrinsic polarization of the star in
the bright state, and Pis is the interstellar polarization in the
direction toward the star. Writing this equation for all the
observations in our electronic table, we obtain a redundant
system of equations. We can obtain estimates of the inter-
stellar polarization and intrinsic polarization in the bright
state of the star by obtaining a least-squares solution for
this system, taking into account the weights for each
Stokes parameter separately.

Figure 6 presents the polarization–brightness depen-
dence for SV Cep derived from this solution. We can see
that, on the whole, the solution is consistent with the
observed polarization–brightness dependence. How-
ever, the scatter of points in Fig. 6 is fairly large and
exceeds the observational errors. In addition, the degree
of interstellar polarization, PIS = 1.52%, and its position
angle, θIS = 86.8°, differ from the average values
derived from adjacent stars (see below), and the wave-
length dependence PIS(λ) is in poor agreement with the
formula of Serkovskiœ for interstellar polarization. As
we will see below, this is due to the fact that the Stokes
parameters of the scattered radiation vary with time. In
this case, the accuracy of the solutions for (1) does not
increase as observational data are accumulated.

Table 2 presents the results for the interstellar polar-
ization of nearby stars located at roughly the same dis-
tance as SV Cep [11]. We can see that the polarization
position angles for the adjacent stars are, to a good accu-
racy, aligned along the same direction (roughly 50°), pro-
viding evidence for the presence of a regular magnetic-
field structure in the direction toward SV Cep. Note that
the average of the polarization position angles for the
nearby stars is close to that of SV Cep itself when it is in
the bright state and differs from the position angle of
SV Cep at its minimum brightness by roughly 20°.

Agreement of the intrinsic polarization position angle
for the scattered radiation of the circumstellar disk and the
direction of the local interstellar magnetic field to within
10°–20° has also been noted for other UX Ori stars
[2, 3, 40, 41]. This indicates the important role played
by the interstellar magnetic field, even as early as during
the stage of gravitational contraction of the protostellar
clouds. As a result, the rotation axis of the star, and also the
symmetry axis of its circumstellar disk, become aligned
along the direction of the local magnetic field. Thus,
SV Cep can be added to the list of stars for which this
interesting property has been revealed by polarimetric
observations.

At times of occultation of the star by dust clouds, the
polarization of the scattered radiation does not vary,
whereas the observed polarization position angle (includ-
ing the interstellar component) θ can vary only within the
aforementioned range of 20°. Indeed, we can see in Fig. 4
a slight variation of θ, not exceeding this range, at min-
imum brightness (JD 2449750). However, about two
months after this minimum, there was a rather abrupt
variation of θ by roughly 30°. Further, another brief
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
minimum was observed (JD = 2449950), during which
the polarization position angle rotated roughly 35° in
the opposite direction. Slower variations of the position
angle by more than 20° were also observed at other
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Fig. 7. The Stokes parameters Px and Py for the linear polar-
ization of SV Cep. The hollow square and diamond mark the
intrinsic polarization in the bright state and the interstellar
polarization, respectively, both obtained from the solution
of equation (1).

Fig. 8. Wavelength dependence of the linear polarization of
SV Cep for various brightness states (indicated on the right).
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Fig. 9. Results of a period search in the brightness variations of SV Cep (see the text).
times. This behavior suggests that some low-amplitude
variable component is present in the polarized radiation
of the disk. The wavelike variations of the polarization
plane suggest the existence of a period or quasi-period.
Analysis of the time variations of the Stokes param-
eters showed a trend in the variation of Px over an inter-
val of roughly 4000 days (Fig. 10). The amplitude of
the trend is different in different bands: The largest
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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amplitude is seen in I, its magnitude decreases as we
proceed towards bluer wavelengths, and it is not seen at
all in B and U. Note that the characteristic time scale for
this variability coincides with the longest of the photo-
metric cycles.

In addition, a Fourier analysis revealed a period of
roughly 1100d in the variability of the Stokes parame-
ters, which can be most clearly seen in the time depen-
dence for Py (Fig. 10). This period corresponds to the
interval between polarization maxima observed over
the last five years. Unfortunately, our polarimetric
observations were less dense in the first few years of the
monitoring, so that we can not be sure of the reality of
this period. However, such a period is consistent with
the observed polarization variations. Further polarimet-
ric observations of SV Cep are clearly required to
resolve this question.

5.4. Origin of the Photopolarimetric Cycles

What is the origin of the specific features of the pho-
tometric and polarimetric behavior of SV Cep? On the
one hand, the behavior of the linear polarization of
SV Cep during brightness minima is similar to that
observed for some other UX Ori stars [2–4, 33, 34, 40,
41]. This suggests that the variations of SV Cep’s
brightness and intrinsic polarization are primarily due
to occultations of the star by opaque dust clouds. On the
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
other hand, together with the minima, we observe vari-
ations of the star’s photometric and polarimetric prop-
erties that display periodic or quasi-periodic compo-
nents.

In the framework of a variable circumstellar extinc-
tion model, such brightness and (possibly) polarization
variations reflect the existence of global inhomogene-
ities rotating around the star in its dust disk. This is also
indicated by the results of our recent analysis of cycli-

Table 2.  V-band linear polarization of stars in the vicinity of
SV Cep

Star α1950.0 δ1950.0 P, % σP, % θ, deg σθ, 
deg

a 22h18m57s 73°45′44′′ 0.58 0.15 58.9 4.2

b 21 30 51 32 0.64 0.08 35.5 3.5
f 23 18 58 08 0.73 0.13 49.9 6.5
g 24 32 55 12 0.61 0.14 61.1 6.9
j 26 19 48 56 0.32 0.10 52.3 7.0
k 19 06 23 12 1.02 0.12 34.3 3.6
l 20 52 28 04 0.79 0.13 45.0 4.8
s 24 25 21 48 2.50 0.23 44.1 2.8
t 25 45 30 32 1.38 0.22 74.2 4.1
γ 21 39 39 04 1.01 0.12 50.5 3.5
Average 0.96 0.18 50.6 3.2
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cal variations in the brightnesses of other UX Ori stars
[33, 37]. Such inhomogeneities could be formed by
periodic gravitational perturbations due to the second-
ary component of a young binary system.

Recent observations (see, for example, [42]) indi-
cate that the fraction of binary and multiple systems
among Ae/Be Herbig stars is fairly high (up to 40%).
Although all known UX Ori stars, including SV Cep,
have been assumed to be single, it seems reasonable to
suppose that the fraction of binaries among stars of this
subtype is the same as among other Ae/Be Herbig stars.
As shown by the calculations of [43], if such a star is
binary, there should be density waves and matter flows
into the inner parts of the gas–dust disk, which form
variations in the radial concentration of dust, which, in
turn, affect both the photometric properties of the system
and variations of the Stokes parameter of the scattered
radiation. This is apparently the reason for the rather
large scatter of points in the color–magnitude diagrams
of SV Cep (Fig. 5) and the dependence of the degree of
polarization on the star’s brightness (Fig. 6).

6. CONCLUSION
SV Cep displays all the features distinctive of

UX Ori stars, which are due to the presence of inhomo-
geneous circumstellar gas–dust disks and associated
variable circumstellar extinction. In addition, the photo-
polarimetric activity of SV Cep displays certain unusual
features:

–infrequent, long-duration Algol-like minima;
–substantial-amplitude slow brightness variations in

the bright state;
–the presence of at least two different characteristic

time scales for these variations (4000 and 670 days);
–variability in the observed color–magnitude

dependences;
–large-magnitude, possibly cyclical, variability of

the linear polarization parameters that does not corre-
late with brightness.

All these properties suggest an extremely complex
and inhomogeneous structure for the circumstellar
medium (i.e., the disk), which complicates analyses of
the properties of the medium using the simple models
that have been successfully applied to other UX Ori
stars [2, 35, 41, 44].

We believe investigations of these unusual proper-
ties to be interesting both in their own right and as a
means to deepen our understanding of the UX Ori phe-
nomenon. For this reason, we consider further studies
of SV Cep via both photopolarimetric monitoring and
other techniques to be valuable.
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Abstract—The non-LTE formation of KI lines in the spectra of A–K stars is analyzed. The computations are
based on a 36-level model of the neutral potassium atom for blanketed LTE Kurucz model atmospheres with
Teff = 4000–10000 K,  = 0.0–4.5, and [M/H] = (0.0)–(–2.0). The KI atoms in the atmospheres of these stars
are in states of moderate and strong “over-recombination.” A number of atomic parameters are refined using the pro-
files and equivalent widths of five lines in the solar spectrum. The classical van der Waals damping constants must be
increased by factors of 2–60 to fit the observed profiles. The non-LTE solar potassium abundance— (K) =
5.14—corresponds to the meteoritic abundance. Non-LTE corrections to the potassium abundance are impor-
tant and equal to –0.4…–0.7 dex for the λ7699 Å line and –0.15…–0.3 dex for the λλ12522, 12432, and
11769 Å lines. © 2000 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

There have been few studies of potassium lines in
stellar spectra in the framework of chemical composi-
tion analyses. The main hindrance to such studies has
been the absence of measurable and unblended potas-
sium lines in the blue and ultraviolet. The λ7699 Å
component of the 4s–4p resonance doublet is virtually
the only KI line available for such analyses. This spec-
tral region provides little information about stellar
chemical composition, since it contains few lines and is
strongly blended by telluric lines. Therefore, this wave-
length interval was almost completely neglected until
the early 1990s. Only the introduction of modern digi-
tal techniques for spectral recording have made it pos-
sible to take into account and exclude telluric lines.

At present, there has been only one fairly extensive
series of KI-line observations, carried out by Gratton
and Sneden for 25 mainly solar-type stars [1]. Even for
stars with parameters close to those of the Sun, the
abundances inferred in [1] were 0.2–0.4 dex higher
than predicted by the standard theory of Galactic chem-
ical evolution [2]. The potassium overabundance
increases steadily in the transition to low-metallicity
stars with [Fe/H] = –2, becoming as high as 0.7 dex
instead of decreasing to [K/Fe] = –0.4 dex, as predicted
by the theory [2]. Gratton and Sneden [3] suggested
two possible explanations for this behavior: strong
blending of potassium lines by telluric lines and possi-
ble non-LTE effects. The second possibility seems
quite logical given that analyses of the resonance lines
of NaI [4], which has a similar atomic structure,
revealed substantial departures from LTE.

Since the pioneering work of de la Reza and Muller
[8], non-LTE effects for KI have been analyzed by a
number of other authors, including Severino et al. [5],
1063-7729/00/4406- $20.00 © 20376
Shchukina [6], and McKenna [7]. However, most of
these papers focused on the formation of the λ7699 Å
line in the solar atmosphere and its possible use for
determining the velocity field at the solar surface. In
their comprehensive analysis of non-LTE effects for
populated KI levels, Bruls et al. [9] showed that a
state of “over-recombination”—overpopulation of the
ground state—was typical of the various solar models
considered. As a result, the λ7699 Å line is stronger
compared to the LTE case, and its intensity depends
weakly on the adopted model atmosphere. Takeda et al.
[10] performed non-LTE calculations of the profiles of
this line using one-dimensional Kurucz model atmo-
spheres [11]. Their main conclusion was that the clas-
sical Unsöld C6 constants for van der Waals broadening
had to be increased by up to an order of magnitude.
They [10] showed the non-LTE atmospheric potassium
abundances of the Sun and Procyon to be (K) =
5.1—0.4–0.7 dex lower than the corresponding LTE
abundances, approximately corresponding to the meteor-
itic abundance [12]. In a later study, Takeda et al. [13]
found the potassium abundance of the Cepheid SU Cas to
be 0.2 dex higher than the corresponding solar abundance.

Thus, earlier investigations of KI lines have demon-
strated that (1) there are substantial discrepancies
between the derived LTE potassium abundances and
theoretical predictions based on the synthesis of potas-
sium during stellar evolution, and (2) the structure of
potassium energy levels is favorable for strong depar-
tures from LTE, which, if correctly included in the anal-
ysis, might resolve these discrepancies. It should be
borne in mind, however, that potassium belongs to a
group of five elements (Cl, Ar, K, Ca, and Sc), of which
only calcium has been studied reasonably thoroughly
from the point of view of abundance determinations in
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late-type stars. Meanwhile, it is of interest to determine
the mechanisms of elemental synthesis within the
group, because it separates the light elements that form
during the stage of hydrostatic carbon and oxygen core
burning from the iron-group elements, whose abun-
dances are determined to some extent by both αcapture
and explosive nucleosynthesis. Thus, the atmospheric
abundances of potassium, and also of calcium, can
serve as a second indicator of the type of nuclear reac-
tions occurring during late stages of stellar evolution.
Determining accurate non-LTE corrections would make
it possible to derive elemental abundances taking possi-
ble non-LTE effects into account, thereby avoiding mis-
interpretation of the results. This paper is dedicated to an
analysis of non-LTE effects in the spectra of stars of var-
ious spectral types, luminosities, and metallicities.

Section 2 describes the atomic model adopted for
KI, the atomic data for the lines considered, and the
computation technique. In Section 3, we analyze KI
lines in the solar spectrum using the data from the spec-
tral atlas [14]. The analysis refines some poorly deter-
mined data for the atom as whole and the observed lines
and investigates various abundance uncertainties due to
the use of different model atmospheres and to errors in
the van der Waals broadening constant C6, microturbu-
lent velocity Vturb, and equivalent widths Wλ. Section 4
presents our computed non-LTE corrections for the
potassium abundances for various domains of model-
atmosphere parameters.

2. COMPUTATION TECHNIQUE

We computed non-LTE level populations and line
equivalent widths using the NONLTE3 code developed
by Sakhibullin [15] implementing the complete linear-
ization method of Auer and Heasley [16]. The absorp-
tion coefficients at all frequencies were computed tak-
ing into account all continuum opacity sources, about
170000 of the strongest lines at wavelengths λ > 912 Å
from the list of Kurucz [17], and the main molecular
bands according to the data of Nersisyan et al. [18].

We obtained most of our results using blanketed
Kurucz-1994 model atmospheres [17] (hereafter
newKur). For a number of stars, we performed additional
computations to compare the results with those
obtained using Kurucz-1979 model atmospheres [11]
(oldKur) and, in the case of the Sun, with results based
on the model atmospheres of Holweger and Muller [19]
(HolMu) and Bell et al. [20] (Bell). We also performed
computations for a combined solar model comprised of
the newKur and Val-C [21] model atmospheres joined
at the region of the temperature minimum.

We used the 36-level atomic model for KI whose Gro-
trian diagram is shown in Fig. 1. This model includes
35 bound states of KI and the 1s22s22p63s23p61S0 ground
state of KII. The model includes all levels with n ≤ 10
and l ≤ 3, and also the 11s, 12s, 5g, 6g, and 6h levels.
We included the fine-structure splitting of the 4p level,
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
since a number of studies [4, 9, 22] have indicated this
to be important for non-LTE computations.

We took the ground-state ionization energy from
[23] and calculated the excitation energies for other
levels from the laboratory wavelengths listed in [24].
The 10f level has the lowest ionization energy in the
model considered (0.11 eV). It follows that our atomic
model for KI can be used for stars with temperatures
Teff = 2000–15000 K, i.e., throughout the temperature
range for observable potassium lines.

We compiled data from several sources [17, 25–27]
to obtain a set of oscillator strengths for the bound–
bound transitions. For principal lines, the discrepancies
between published oscillator strengths were within 5%.
The oscillator strength discrepancies increase for other
lines, reaching 10 and 25% for transitions between
lower and higher levels, respectively. Such errors for
individual lines can be neglected in non-LTE computa-
tions, since they change the resulting level populations
by only hundredths of a percent. Therefore, we took
into account the maximum number of transitions possi-
ble with the data available. As a result, our computa-
tions include a total of 202 bound–bound transitions, of
which 45 were taken to be linearizable.

To compute the ionization cross sections for levels
with n ≤ 10 and l ≤ 3, we used the data tabulated in [28]
fitted by the formula

(1)

where Eion = hνion is the threshold ionization energy for
the given level; ∆Eν = hν, the transition energy at a
given frequency; and σ0, α, and S are approximation
parameters. We computed the ground-state ionization
cross section using a six-parameter approximation [29]
to the results obtained using the Hartree–Dirac–Slater
method. Note that the ionization cross sections reported
in [28] and [29] differ by less than 10%. For the 11s,
12s, 5g, 6g, and 6h levels, which lack theoretical data,
we used the ionization cross sections for the closest s or
f states.

We used several methods to compute the electron
collision rates:

(1) Regermorter’s [30] approximation formula, with
a floating value for the factor γ for the allowed transi-
tions;

(2) Park’s [23] two-parameter relations for most
allowed and forbidden transitions with n ≤ 6;

(3) the tables of [31] for a number of transitions
between high levels;

(4) the approximation formula of Casor and Nuss-
baumer [32] with Ω = 1.0 for several transitions with no
other data available;

(5) the four-parameter approximation of [31] to
compute shock ionization by electrons from the 4s2S
ground state and Lotz’s [33] approximation to compute
ionization from the excited levels.
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Fig. 1. Model KI atom.
For allowed transitions, we took into account colli-
sional excitation and ionization by collisions with
hydrogen atoms using the formula of Drawin [34].
A number of earlier studies [10, 34] have shown this to
be only an order-of-magnitude formula, and we there-
fore used it with a scaling factor kH = 0–1.

In the case of the newKur solar model atmosphere,
we compared the results obtained using Regemorter’s
[30] and Park’s [23] formulas for the collisional rates
for the principal transitions. The two resonance-line
abundances derived with kH = 0 differed by 0.04 dex.
The abundances derived from all other lines at kH = 0.0
and from all lines at kH > 0.1 differ by less than 0.02 dex.
Since these discrepancies were so small, we used
Park’s [23] data to obtain all other results for transitions
between levels with n ≤ 6.

We computed the profiles of five observable lines in
the wavelength interval 4000 ≤ λ ≤ 13000 Å. Table 1
lists the corresponding oscillator strengths and line broad-
ening parameters. The theoretical profiles and equivalent
widths include the effect of Doppler broadening due to
thermal motions and microturbulence, radiation damping
(with constants derived from the lifetimes given in [9]),
and van der Waals broadening, computed using the for-
mula of Gray with Unsöld’s [36] C6 constants. We will
refer to these constants as C6(Uns) to distinguish them
from the empirical constants C6(prof) we estimated
using the observed solar spectrum. The technique we
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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used to determine C6(prof) is described in Section 3. As
shown in [9], Stark broadening is insignificant, and we
neglected it in this study. Our analysis of the solar line
profiles included additional broadening due to rotation
V sin(i) = 1.9 km/s, microturbulence Vmacr = 1.5 km/s,
and a Gaussian instrumental profile with a half-width
corresponding to the spectral resolution of [14].

We adopted the initial solar potassium abundance
( (K) = 5.14) from [12], which corresponds to the
meteoritic abundance. When computing the line pro-
files for stars of nonsolar metallicity, we varied the
potassium abundance in proportion to the overall
metallicity.

3. ANALYSIS OF POTASSIUM LINES
IN THE SOLAR SPECTRUM

We used Kurucz’s atlas [14] (∆λ2960–13000 Å, sig-
nal-to-noise ratio 9000, and λ/∆λ = 522000) as the source
of the solar spectrum. We used several methods to deter-
mine equivalent widths (direct integration of the profile
and half-profile, fitting a Gaussian or Lorentz curve,
convolving several Gaussians and Lorentz curves to
compute the areas of individual components). Table 2
lists the final equivalent widths we obtained after ana-
lyzing the results given by the various methods (see
below). A comparison of the observed and theoretical
solar infrared spectra revealed additional continuum
absorption due to extended (∆λ > 10 Å) molecular
bands in the earth’s atmosphere at the wavelengths for
most of the KI lines studied. Since our technique does

elog

Table 1.  Unsöld transition configurations, fij , γR , and C6

λ, Å Transition fij γR, 10–7 C6, 1030

6938.78 4p2P3/2–6s 0.019 4.802 0.536

7698.97 4s –4p2P1/2 0.339 3.663 0.0964

11769.63 4p2P3/2–3d 0.090 6.067 0.192

12432.23 4p2P1/2–5s 0.183 5.818 0.445

12522.10 4p2P3/2–5s 0.183 5.818 0.4440

0

0

0

0
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not take this absorption into account, we determined
the continuum level by dividing all the intensities by
the ∆ values listed in Table 2. These values correspond
to the maximum residual intensities near the lines stud-
ied. The refined continuum level had a nonzero slope at
λλ12522, 12432 Å, and we give the mean values cor-
responding to the line centers in these cases. Note that
the equivalent widths of the infrared subordinate lines
derived for the refined continuum calculation agree
with the results of Lambert and Luck [36] to within 5%.

Unfortunately, the set of lines studied here is by no
means representative of the adopted model atom for KI.
This set includes the λ7699 Å resonance line, three sub-
ordinate lines λλ12522, 12432, 11769 Å resulting
from transitions from the 4p level to the nearest 5s and
3d levels, and the weak λ6938 Å line resulting from
transitions from the 4p level to the highly excited 6s
level. A non-LTE analysis of the potassium lines in the
solar spectrum should bring the resonance-line abun-
dance into agreement with the mean abundance derived
from all the subordinate lines. This gives us a criterion
for assessing the accuracy of the computed non-LTE
4s-to-4p level population ratios and non-LTE depar-
tures for the λ7699 Å line.

Figure 2 shows the distributions of the b factors (b =
nNLTE/nLTE) for the principal KI levels for the newKur,
oldKur, and HolMu solar model atmospheres with
kH = 1.0, and also for the newKur model atmosphere
with kH = 0.0. Our analysis of these profiles indicates
that the KI atoms in the solar atmosphere are in a state
of strong over-recombination; i.e., the lower 4s level is
overpopulated relative to the main KII ionization stage
in layers with τR < 0.4. The KI over-recombination state
is possible owing to the following two factors:

(1) The 4s ground level has a very small ionization
cross section (σ0 = 0.012 Mb), which very strongly
restricts ionization of the atoms by ultraviolet radiation.
For comparison, MgI atoms, which are in a state of
weak “over-ionization” in the solar atmosphere, and
NaI atoms, which are in a state of moderate over-
recombination, have cross sections of σ0 = 2.93 and
0.142 Mb, respectively. Ionization of the 4p level is also
Table 2.  Empirical values for C6 (prof); equivalent widths and abundances derived from various lines with and without con-
tinuum level correction (superscripts 2 and 1, respectively); continuum correction factor ∆; mean loge(K) derived from all
lines (superscript 3) except λ6938Å (superscript 4) and their rms errors σ

λ, Å , mÅ loge(K)1 , mÅ loge(K)2 ∆

6938 55 6.0 5.13 10 4.1 4.98 0.995

7699 0.2 170 5.06 0.2 170 5.06 1.000

11769 49 58 5.23 13 48 5.18 0.993

12432 35 76 5.26 15 55 5.17 0.985

12522 20 99 5.21 11 83 5.14 0.980

loge(K)3 ± σ 5.18 ± 0.07 5.11 ± 0.08

loge(K)4 ± σ 5.19 ± 0.08 5.14 ± 0.05

C6
1

10
30, Wλ

1
C6

2
10

30, Wλ
2
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Fig. 2. b factors of the main KI levels plotted as functions of the Rosseland opacity τR for the (a) newKur, (b) oldKur, (c) HolMu
model atmospheres with kH = 1.0 and for the (d) newKur model atmosphere with kH = 0.0.
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inefficient, since the corresponding ionization thresh-
old lies in the visible part of the spectrum (λ4530 Å).
Thus, photoionization of KI atoms only very slightly
affects the overall KI/KII ionization balance.

(2) All other KI lines lie in the infrared part of the
spectrum, which is characterized by a strong excess of
rates of spontaneous transitions over rates of photoex-
citation. This is most pronounced in the lines corre-
sponding to the 4p–5s, 4p–3d, and, especially, 4s–4p
transitions. The dominance of spontaneous transitions
in KI lines provides a mechanism for the sequential,
multistep pumping of atoms from higher to lower
states. As a result, highly excited KI levels become
strongly depopulated, allowing their efficient colli-
sional population from the KII ionization continuum,
which is always in LTE. Together, these mechanisms
ensure the efficient redistribution of atoms from the KII
ground ionization stage to the 4p and 4s levels.

The magnitudes of departures from LTE for various
model atmospheres are determined by their tempera-
ture gradients dTe/dτR (where τR is the Rosseland opac-
ity), which depend on the Jν/Sν ratios in layers with
τν < 1.0. The Bell and oldKur model atmospheres have
the lowest temperature gradients, so that their atoms are
least ionized by ultraviolet radiation. These model
atmospheres exhibit the strongest departures from LTE
in the form of over-recombination, which increase
monotonically with height. The newKur and HolMu
models have higher gradients dTe/dτR and Jν /Sν ratios in
layers with τν < 1.0, higher ionization efficiencies, and
lower efficiencies for spontaneous transitions. There-
fore, the resulting b factors for the 4s level are lower
(  = 0.5) and decrease rapidly in higher layers.

Departures from LTE for the excited 4p level are
similar to those for the 4s level, which is overpopulated
only in layers where the 4s–4p resonance transition
(−3.2 < logτR < –0.6). Lines are in detailed balance. The
magnitude of non-LTE effects is then a factor of two to
three smaller than for the 4s level, due to the lower effi-
ciency of the 5s–4p and 3d–4p spontaneous transitions.
Higher levels (logτR < –3.2) do not satisfy the detailed
balance conditions for the resonance lines, and the 4p
level is rapidly depopulated due to spontaneous transi-
tions to the 4s ground state. As is evident from a com-
parison of Figs. 2a and 2b, changes in the neutral hydro-
gen collision rates do not affect the overall pattern of
departures from LTE. Increasing kH from 0.0 to 1.0
decreases the maximum b factors for the 4s and 4p levels
decrease by a factor of 1.2–1.3 and shifts them toward
higher levels (∆logτR ≈ –0.4). The underpopulation of all
highly excited levels decreases, reducing the gap between
the b factors for the upper and lower levels for all tran-
sitions.

When determining the non-LTE abundances from
the KI line profiles, we simultaneously refined the

(1) coefficient kH in the formula for collisional inter-
actions with hydrogen atoms;

(2) broadening constants C6(prof);

b4slog
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(3) microturbulence (Vturb) and macroturbulence
(Vmacr) velocities.

This list includes neither the damping constants γR
nor the rotational velocity, since the possible errors in
these parameters (less than 10%) are insignificant and
cannot affect the results. Neither did we refine the Stark-
broadening constants, since the Stark effect is negligi-
ble under solar conditions [9]. We refined the parame-
ters above using the newKur model atmosphere by find-
ing the optimal agreement between the observed and
theoretical profiles, taking into account the following
factors:

(1) Changes in the KI abundance only slightly affect
the residual core intensities of the λ7699 Å line, with
the effect being stronger in the wings of this line and in
the cores and wings of other lines.

(2) Increasing kH decreases the core optical depth,
most conspicuously in the case of the λ7699 Å reso-
nance line.

(3) The microturbulence velocity Vturb broadens the
cores of all lines and decreases the core depths of sub-
ordinate lines.

(4) The macroturbulence velocity broadens all lines in
the core-to-wing transition zone, decreasing the dHλ/dλ
gradient and increasing the residual core intensity.

(5) Increasing the constants C6 increases the resid-
ual core intensities of subordinate lines and enhances
the wings of all lines.

No single potassium abundance provides full agree-
ment for all KI lines. This could be due to errors in the
adopted model atmosphere and oscillator strengths.
Therefore, we found the individual optimum abun-
dances for each line, while also trying to minimize the
abundance dispersion over the entire line set. Table 2
lists the resulting C6(prof) constants for the spectral
lines derived using the unrefined and refined contin-
uum, and Fig. 3 shows the best-fit profiles for the latter
case.

The λ7699 Å line yielded KI abundances that were
systematically lower than those for all the subordinate
lines at all kH ≤ 1.0. As a result, the abundances can be
brought into the best overall agreement if kH = 1.0,
since, in this case, the residual core intensities of the
λ7699 Å line are at a maximum and the discrepancy
between the results for the main line and the subordi-
nate lines is at a minimum.

We were not able to unambiguously determine the
microturbulence velocity, which varies in the interval
Vturb = 1.0–1.4 km/s, and we will fix it to be Vturb =
1.2 km/s. A macroturbulence velocity of Vmacr = 2.0 km/s
provides better agreement between the observed and
theoretical λ7699 Å line profiles than Vmacr = 0.0 km/s,
but the best agreement in the former case implies a KI
abundance that is 0.25 dex lower than the mean value
averaged over the other lines. Therefore, we give only
an upper bound for the macroturbulence velocity, Vmacr =
1.5 km/s.
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Fig. 3. Observed (solid) and theoretical (dashed) profiles of the (a) λλ7699 Å, (b) 12522 Å, (c) 12 432 Å, and (d) 11769 Å lines in
the solar spectrum.
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Our estimates of the C6(prof) broadening constants
substantially exceed the Unsöld values, by factors of
two and 20–60 for the λ7699 Å line and the other lines,
respectively. Note that our refinement of the continuum
level made it possible to appreciably decrease the
C6(prof) values for the subordinate lines (by up to a fac-
tor of five). Thus, the reliability of the adopted contin-
uum level is a crucial factor in the KI-line analysis.

The λ7699 Å line is obviously asymmetric. To
investigate this, we computed the profile of this line
taking into account the hyperfine splitting and isotopic
shifts in accordance with [27]. However, this failed to
improve the results significantly. The asymmetry could
be due to motions in the solar atmosphere or to weak
telluric lines.

The abundance derived using the λ6938 Å line and
the refined continuum differs substantially from the
mean abundance. We had to exclude this line when
determining the final mean abundance, due to its low
intensity in the solar spectrum (Wλ = 4.1 mÅ), which
made the line profile very sensitive to the adopted con-
tinuum level. The resulting abundance, (K) = 5.14,
coincides with the meteoritic abundance, and its disper-
sion (σ = 0.05 dex) is within current standards for the
accuracy of abundance determinations.

At present, the potassium abundances in stellar
atmospheres are derived using equivalent widths alone.
Therefore, to determine the influence of various param-
eters on the results obtained by using equivalent widths
Wλ, we computed LTE and non-LTE abundances for
various model atmospheres, broadening constants
C6(prof), microturbulence velocities Vturb, and kH val-
ues. The results, some of which are listed in Table 3,
lead us to the following general conclusions.

(1) Non-LTE corrections are small (∆X =
−0.03… –0.05) for the λ6938 Å line, important (∆X =
−0.05…–0.09) for the λλ12522, 12432, and 11769 Å
lines, and very important (∆X = –0.26…–0.39) for the
λ7699 Å line.

(2) Increasing Vturb only slightly decreases the abun-
dances derived from subordinate lines (∆X = 0.000–
0.004 for ∆Vturb = 0.2 km s–1) and has a stronger effect
on the λ7699 Å line (∆X = 0.020–0.045).

(3) Decreasing the coefficient kH from 1.0 to 0.0
smoothly decreases the mean abundance by 0.13 dex.
The dispersion of the abundances for different lines
varies only slightly.

(4) Compared to the benchmark newKur model atmo-
sphere, oldKur decreases the abundance by 0.05 dex and
HolMu increases it by 0.05 dex. The dispersion of the
abundance estimates is about 0.06 dex for all model
atmospheres considered.

(5) Using the second set of equivalent widths
decreases the mean abundance and its dispersion by
0.09 and 0.04 dex, respectively.

(6) The abundances derived from equivalent widths
are somewhat lower than those yielded by profile fitting

elog
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(by 0.12 and 0.05 dex for individual lines and the mean
abundance, respectively).

Thus, the potassium abundances derived for other
stars based on measurements of λ7699Å-line equiva-
lent widths alone can have the following errors:

—about 0.06 dex due to errors in the adopted model
atmospheres and Vturb;

—about 0.08 dex due to errors in C6 and kH;
—about 0.08 dex due to errors in the measured

equivalent widths Wλ.
The total error including all these factors is 0.13 dex.

Since the possible magnitude of non-LTE corrections
for the λ7699 Å line exceed this estimate by more than
a factor of two, allowing for departures from LTE is of
prime importance in potassium abundance determina-
tions.

4. DEPARTURES FROM LTE FOR KI 
IN THE ATMOSPHERES OF STARS 

OF VARIOUS SPECTRAL TYPES

We used Kurucz’s [17] model-atmosphere grid to
compute possible departures from LTE for KI lines in
the spectra of stars of various spectral types. We varied
the model parameters within the following intervals:
Teff = 4000–10000 K with step 250 K;  = 0–4.5
with step 0.5, and [M/H] = 0 to –2 with step 0.5. Figure 4
shows the distribution of the b factors for the ground
atomic levels for model atmospheres differing in one of
the above parameters. Our analysis of these profiles
leads us to the following conclusions:

glog

Table 3.  Mean LTE and non-LTE corrections to  and
their rms errors σ for various model atmospheres, kH, and the

two sets of empirical broadening constants,  and 

 ± σ

kH = 1.0, , non-LTE

newKur oldKur HolMu

–0.08 ± 0.06 –0.13 ± 0.06 –0.03 ± 0.06

newKur, , non-LTE

kH = 0.0 kH = 0.1 kH = 1.0

–0.21 ± 0.06 –0.17 ± 0.07 –0.08 ± 0.06

newKur, kH = 1.0

, non-LTE , LTE , non-LTE

0.01 ± 0.10 0.01 ± 0.08 –0.08 ± 0.06

Note: Note that, in all cases,  and  are used in combination

with the sets of equivalent widths  and , respectively.
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Fig. 4. b factors of the main KI levels plotted as functions of the Rosseland opacity τR for the newKur model atmospheres for
kH = 1.0.
ASTRONOMY REPORTS      Vol. 44      No. 6      2000



NON-LTE ANALYSIS OF THE FORMATION OF KI LINES 385
4000

logg = 0

5000 6000 7000 8000 9000

λ12522 Å

logg = 4.5

–0.5

–0.4

–0.3

–0.2

–0.1

0

(a)

∆XNLTE

4000

logg = 0

5000 6000 7000 8000 9000

λ12432 Å

logg = 4.5

–0.5

–0.4

–0.3

–0.2

–0.1

0

(b)

4000

logg = 0

5000 6000 7000 8000 9000

λ11769 Å

logg = 4.5

–0.4

–0.3

–0.2

–0.1

0

(c)

Teff

4000

logg = 0

4500 5000 5500 6000

λ6938 Å

logg = 4.5

–0.25

–0.15

–0.10

–0.05

0

(d)

–0.20

–0.30

Fig. 5. Non-LTE corrections ∆XNLTE to the abundances derived from the (a) λλ12522 Å, (b) 12432 Å, (c) 11769 Å, and (d) 6938 Å lines
for solar-metallicity stars.
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(1) The over-recombination of the 4s ground state is
stable throughout the range of effective temperatures,
luminosities, and metallicities. The 4p level is also
overpopulated but by a factor of 1.5–2 less than the
ground level.
(2) The degree of over-recombination increases with
effective temperature, up to  = 0.5 at Teff = 6000–
7000 K, and then decreases to  = 0.2. This over-
recombination increase is a direct result of the increase
in the cascade transition efficiency, since the source

b4slog
b4slog
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function grows at the frequencies of most of the strong
lines. The cascade transition efficiency decreases at tem-
peratures above Teff = 7000 K, since most of the KI lines
become optically thin and have large residual core inten-
sities. Note that the subordinate lines are the first to
weaken, so that the overpopulation of the 4p level begins
to decrease at lower temperatures (Teff = 5500–6500 K).

(3) The departures from LTE level populations
depend only slightly on .

(4) Departures from LTE decrease with decreasing
metallicity, due to the decrease of the intensities of all
lines as described above.

Thus, the b factor of the 4s level always exceeds that
of the 4p level, and the latter, in turn, exceeds those of
all above-lying levels in stellar atmospheres for all
spectral types. This pattern for the departures from LTE
should always produce negative non-LTE corrections
for all KI lines, as is evident from the expression for the
non-LTE source function:

(2)

where bi and bj are the b factors of the lower and upper lev-
els, respectively. In our case, bi > bj, so that Sji < Bν(T),
leading to line enhancement.

Figures 5 and 6 show the computed non-LTE cor-
rections for various lines ∆XNLTE = XNLTE – XLTE (where
XNLTE and XLTE are the non-LTE and LTE potassium
abundances derived for the same line equivalent width)
plotted as functions of Teff for various .  Analysis of
these relations for various lines reveals the following
general patterns:

(1) The magnitude of the departure from LTE tends
to increase with Teff .

(2) The non-LTE corrections for a particular line
depend on its position on the curve of growth (equiva-
lent width):

(a) Departures from LTE are small on the damped por-
tion of the curve of growth (Fig. 6a, Teff = 4000–5000 K)
but increase rapidly with decreasing line intensity.

(b) Non-LTE corrections reach their maximum on
the saturated part of the curve of growth (Fig. 6b, Teff =
5000–7000 K).

(c) Non-LTE corrections are minimum on the linear
portion of the curve of growth, where they depend on
the b factors of the lower levels for the corresponding
transitions.

(3) The amplitude of ∆XNLTE(Teff) is 0.3–0.5 dex
higher for high-luminosity stars than for dwarfs and is
shifted toward lower Teff .

As is evident from Fig. 6a, the non-LTE corrections for
the λ7699 Å resonance line are important (up to –0.4 dex)
for solar-luminosity dwarfs and become extremely
large (up to –0.7 dex) for giants and supergiants. These
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corrections substantially exceed the possible errors
noted in Section 3 and should be allowed for when
determining potassium abundances. It is also desirable
to take into account the ∆XNLTE ≈ –0.15 to –0.30 dex
corrections for the infrared λλ12522, 12432, and
11769 Å subordinate lines in the spectra of subgiant,
giant, and supergiant stars. Finally, the λ6938 Å line
usually requires no allowance for departures from LTE,
buts its small equivalent width strongly restricts its use
in abundance determinations.

The λ7699 Å line, which has rather large non-LTE
corrections (∆XNLTE = –0.15 to –0.25 dex), is the only
one observable in the spectra of metal-deficient dwarfs.
Departures from LTE for the λ7699 Å line proved to be
important for stars of all spectral types considered. Fur-
thermore, the non-LTE corrections can vary strongly as
functions of the model atmosphere parameters, which
can sometimes be a source of substantial errors, even
when comparing the potassium abundances for stars of
very similar types.

5. CONCLUSIONS

Our non-LTE analysis of the formation of KI lines
in the atmospheres of stars of various types leads us to
the following conclusions:

(1) The KI atoms in the atmospheres of stars of all
spectral types are in a state of strong over-recombina-
tion; i.e., the 4s ground level and excited levels are
overpopulated compared to LTE. This over-recombina-
tion is the result of strong cascade transitions in infra-
red KI lines.

(2) Taking into account departures from LTE
increases the intensities of all KI lines; the increase is
most pronounced for the λ7699 Å resonance line.

(3) Allowance for departures from LTE enables a
more accurate description of the solar KI spectrum.
Optimizing the agreement between the abundances
derived from subordinate lines and from the resonance
line suggests that kH = 1.0 in the formula for the atomic
hydrogen collision rates. The line profiles can be
described best only if the classical Unsöld broadening
constants C6(Uns) are increased by factors from two to 60.

(4) The non-LTE corrections to the potassium abun-
dances derived from the λ7699 Å line are important
(∆XNLTE ≈ –0.4 to –0.7 dex) over a wide range of stellar
temperatures (Teff = 4000–10000 K), luminosities, and
metallicities. Certain temperature intervals are charac-
terized by a rapid increase of non-LTE corrections,
which can lead to large errors in relative LTE abun-
dances, even for stars with similar parameters. The
non-LTE corrections for the λλ12522, 12432, and
11769 Å weak subordinate lines remain important
(∆XNLTE ≈ –0.15 to –0.3 dex) and should be taken into
account in chemical composition analyses based on
infrared spectra.
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Abstract—We present an analysis of the temporal and spectral characteristics of high-energy (E > 30 MeV)
gamma-ray emission from solar flares in the 22nd solar-activity cycle obtained in the Gamma-1 experiment.
The powerful flares of March 26, June 15, and October 27, 1991, are examined, as well as the weaker events of
October 29 and December 8, 1991. Two emission phases are revealed in these flares: an active phase with indi-
vidual, short bursts of radiation and a slow phase without such bursts. A qualitative scenario for the development
of a solar gamma-ray flare is presented, based on the common temporal and spectral features of the observed
flares and of simulation results. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The active phase of the Sun with its flares remains a
very important target of observations for both ground-
based and orbiting telescopes. Over the past 15 years,
the Sun has also been investigated at gamma-ray ener-
gies, which carry the most direct information about the
appearance and propagation in the solar atmosphere of
beams of accelerated particles generated during solar
flares.

Analyses of the hard X-ray and gamma-ray radia-
tion of solar flares show that they are produced in pro-
cesses that involve large releases of energy [1], substan-
tially surpassing the thermal plasma energy. The ther-
mal plasma energy is comparable only to the energy of
the weakest flares [2]. On the other hand, the energy of
the local magnetic fields in sites of sunspot clustering
(in the active regions where flares occur) is quite suffi-
cient to explain the energetics of the most powerful
flares. In addition, magnetic energy-release processes
occur impulsively; the field energy is rapidly converted
to the kinetic energy of charged particles. This is con-
sistent with the explosive character of the initial stage
of a flare. The maximum kinetic energy of the particles
in these processes is as high as several GeV. All this
means that solar flares are high-energy phenomena, and
the most direct information about them is supplied by
hard gamma-ray radiation with energies of several tens
of MeV.

The existing division of solar gamma-ray flares into
impulsive and prolonged flares is based primarily on
their duration. Nevertheless, analyses of the processes
occurring during solar flares based on observations at
radio, optical, and soft X-ray energies shows that, irre-
spective of their duration, we can distinguish in most
flares an initial phase in which most of the acceleration
of particles to relativistic energies is likely to occur.
Moreover, a slow-decay component can be distin-
1063-7729/00/4406- $20.00 © 20389
guished in the temporal profiles of many soft X-ray
flares [3], during which there is additional energy
pumping. Soft X-ray measurements carried out by the
Yohkoh satellite since 1991 have also supplied a large
amount of information that enables spatial imaging of
solar-flare active regions with high time resolution [4].
However, this information is primarily related to sec-
ondary thermal processes, rather than the primary
events directly associated with the acceleration of rela-
tivistic particles that produces the high-energy gamma-
ray radiation.

Cosmic experiments devoted to the study of high-
energy (more than tens of MeV) gamma-ray radiation
are still very few in number: the American SOLAR
MAXIMUM MISSION (1980–1989) and COMPTON-
GRO (from 1991 to the present) satellites, the Soviet–
French Gamma observatory (1990–1992), and the Phobos
instruments on board the Granat spacecraft [5]. The num-
ber of solar flares detected at high gamma-ray energies
(gamma-ray flares) is also few. Therefore, each new
gamma-ray flare is of primary scientific interest.

This paper summarizes our analysis of Gamma-1
data on solar gamma-ray flares. We present the tempo-
ral and spectral characteristics of the fluxes of gamma-
ray photons generated during solar flares. We propose a
scenario for the generation of high-energy solar gamma
rays based on our analysis of these characteristics.

2. OBSERVATIONS 
AND REDUCTION TECHNIQUES

The Gamma observatory was designed chiefly for
studying primary electromagnetic radiation at energies
from a few tens of keV to tens of GeV. In July 11, 1990,
the observatory was placed into a circular orbit with a
height of about 400 km, an inclination of 51.6°, and a
revolution period of 92 min, where it remained in oper-
ation until February 28, 1992. The main instrument on
000 MAIK “Nauka/Interperiodica”
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board the observatory was the large Gamma-1 tele-
scope, designed primarily for investigating discrete
sources of Galactic gamma radiation at energies from
30 MeV to tens of GeV. The total exposure time for this
experiment reached 2700 h. Measurements were con-
ducted in two modes: observation of a single object in
one orbit or observation of two different objects in one
orbit, with appropriate reorientation of the telescope
axes. The duration of measurements during one orbit
was about 40 min in the first mode and ~70 min in the
second mode, in total for both sources.

When detecting individual gamma-ray photons with
the Gamma-1 telescope, the information obtained by
all the telescope detectors was recorded in output data
sets, which then formed the input material for the
experimental database. This database included a com-
plete set of information on the recorded radiation
fluxes, the location and conditions of the measure-
ments, and other auxiliary information.

The Gamma-1 telescope has the following general
physical characteristics. The effective area for normal
incidence of 100-MeV gamma-ray photons is about
180 cm2; this area reaches a plateau of about 300 cm2 at
photon energies above 300 MeV. The times when the
gamma-rays are recorded are established to better than
0.1 ms. The telescope has a sensitivity angle of about 12°.
During observations of the active Sun, the telescope
axis is aligned with the direction toward the Sun to an
accuracy of ten arc minutes. The energy resolution of
the four-section scintillation calorimeter incorporated
into the Gamma-1 telescope is about 70% at an energy
of ~100 MeV and ~30% at an energy of ~1 GeV [6]. The
total thickness of the calorimeter is 7.8 radiation lengths.

In most cases, we used original methods in our anal-
yses of the experimental data. For example, in our tem-
poral analyses, we used a sliding mean frequency
(SMF) method based on the statistics of the time inter-
vals, rather than the counting statistics, as is usually
done. We also applied this method to identify weak flares,
with additional allowance for the properties of the solar
gamma-ray radiation detected in “strong” gamma-ray
flares. A least directional divergence method was used to
reconstruct the spectral characteristics of the radiation.
This method allowed us to reconstruct the spectrum with-
out applying any rigorous assumptions about its shape.
The essence of the procedures we employed is as follows.

The SMF method. When examining time series,
two different approaches can be used: determining the
number of counts over a fixed time interval (counting
statistics) and analysis of the time intervals between a
given number of recorded events (interval statistics). In
the case of powerful solar flares, we considered the
reciprocal of the time interval between a given number
of events, which corresponds to the mean intensity of
the measured flux.

Assuming that the count rate is constant in the time
interval ín between the first and nth events and taking
into account the dead time of the instrument, the SMF
is determined by the formula [7]

(1)

where the summation is performed over (n – 1) succes-
sive events and τi is the dead time, which is generally
different for different events. This quantity is a “mean”
frequency because it is determined for some number of
events; the term “sliding” is used because the value of
ν is assigned to each event in succession. As shown in
[8], analyses of time series using the SMF method
make it possible to determine the temporal structure of
highly variable flows better than can be done using
counting statistics.

Method for isolating weak flares. In the first
papers on solar flares observed using the Gamma-1
experiment [9], only large-scale structures of the tem-
poral histories of powerful solar flares were analyzed.
Later, in studies of the active phase of the powerful
March 26, 1991, and June 15, 1991, gamma-ray flares
[6, 8], isolated, very short bursts of gamma-ray emis-
sion were detected. Their intensity exceeded the back-
ground level by many orders of magnitude. This feature
(the presence of sharp bursts of emission) was used to
extract “weak” solar gamma-ray flares from the data-
base. We compared the SMFs determined over five and
14 intervals (SMF5 and SMF14) and used an excess of
SMF5 over SMF14 in terms of standard deviations as a
criterion for identifying individual short bursts. A study
of individual short bursts during the March 26, 1991,
and June 15, 1991, flares showed that we should adopt
a minimum excess of five σ. In this case, an individual
short burst should consist of three or more gamma-ray
photons separated in time by no more than 1.2 s. This
criterion diminishes the chance that random pulses
could be taken to be real bursts, and also preserves real
bursts that are observed during powerful events. The
final step in isolating weak gamma-ray flares was to
distinguish groups of short bursts and determine if they
were correlated in time with solar flares at other ener-
gies, primarily with optical and X-ray flares.

Least directional divergence (LDD) method [10].
The desired spectrum I(E0) can be determined from the
equation

where E0 is the real (true) energy of a incident and
recorded particle; Öu is the particle’s measured energy;
N(Eu), the spectrum of measured gamma-ray photons
with energy Eu; I(E0), the energy spectrum of the inci-
dent recorded radiation; S(E0), the instrumental func-
tion determining the dependence of the light collection
efficiency of the instrument on the energy E0 of the inci-
dent particle; and F–1(E0/Eu), the a posteriori probabil-
ity that the energy of the recorded particle lies in the
range E0–E0 + d(E0), assuming that the measured
(reconstructed) energy is Eu. The kernel F–1(E0/Eu) is
the reciprocal of the usual kernel F(Eu/E0) specifying

ν n 1–( )/ Tn Στ i–( ),=

I E0( )S E0( ) N Eu( )F 1– E0/Eu( ) Eu( ),d∫=
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Characteristics of investigated solar flares

Characteristic

Flare

NoteMar. 26, 
1991

June 15, 
1991

Oct. 27, 
1991 Oct. 29, 1991 Dec. 08, 1991

Flare strength 3B/X4.7 3B/X12 3B/X6.1 SF 3N/M1.2 Hα line data

Heliocoordinates S28W23 N33W69 S13E15 S09E62 N18E19

S13E35

S10E10

S18W09

Onset 20h26m 6h33m 5h38m 10h17mE 5h06m

10h17mE

10h18mE

10h32m

Maximum 20h36m 8h31m 5h49m 10h19m 5h53m

10h31m

10h19m

10h32m

Duration 1h11m 4h44m 1h20m 24m 1h52m

24m

19m

13m

Visible area (in millionths of solar 
disk area)

557 436 502 36 560

25

16

–

Start of Measurement 20h25m 8h38m 5h47m 5h47m 5h05m Gamma-ray 
emission dataGamma-ray peak 20h28m – – 10h27m–10h32m 5h22m–5h23m

Decay constant for the first phase 35–40 s >500 s 130 s – –

Transition time 20h31m 8h48m 5h50m – –

Decay constant for the second phase ~17 min ~83 min – – –
the probability that the reconstructed energy lies in the
range Eu–Eu + d(Eu), provided that E0 is the true energy
of the recorded photon. The probability F(Eu/E0) is
usually determined either via calibration of instruments
mounted in accelerators or from numerical calcula-
tions. F–1(E0/Eu) is the inverse function to F(Eu/E0); it
is determined by Bayes’ theorem and depends on the
recorded spectrum I(E0). This last circumstance allows
us to use a recurrence scheme with respect to I(E0),
which was demonstrated to converge in [10], indepen-
dent of the initial approximation used. On account of the
limited statistics, we usually posed restrictions on the form
of I(E0), which reduce to the requirement that this function
be a decreasing function of E0. The errors in the recon-
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
structed spectrum were determined by the bootstrap
method [11], in which N(Eu) is assumed to be the parent
population of the recorded particle distribution.

3. RESULTS OF THE OBSERVATIONS

Analyses of the characteristics of solar gamma-ray
flares have been carried out in a number of studies
[9, 12–14]. However, our modifications of the reduc-
tion techniques employed enabled us to reveal new
temporal and spectral features of three powerful flares
occurred in March 26, June 15, and October 27, 1991,
and to detect and analyze the two weaker solar events
of October 29 and December 8, 1991. Some character-
istics of these five flares are presented in the table. The
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Fig. 1. Temporal characteristics of the March 26, 1991 solar gamma-ray flare.
optical and X-ray data are taken from the Solar Data
catalog of solar flares. The visible area of active flare
regions is expressed in millionths of the solar-disk area.
We derived the characteristics of the gamma-ray emis-
sion in the present study.

March 26, 1991 flare. This flare was very strong
(3V) in the optical. The soft X-ray flux (from 1 to 8 Å)
also corresponds to a powerful (X4.7) flare. The flare
occurred in the central part of the disk, at the point with
heliocoordinates 28° S and 23° W.
The gamma-ray emission began at 20h27m57s, two
minutes after the onset of the optical flare and eight
minutes after the onset of the thermal X-ray emission,
and lasted about 15 min [6]. Figure 1a presents the tem-
poral history of the flare constructed using the SMF
method and determined over five intervals (see, for
example, [6]) on a semilog scale (the time scale zero is

20h26m41 216 UT). The gamma-ray flare began as a
weak “precursor,” for which the telescope count rate
increased from 0.1 Hz (background level) to 1 Hz.

.s
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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Within 15 s, an active flare phase with a duration of
three minutes began, characterized by sharp increases
in the emission intensity against the background of a
general exponential decay. The gamma-ray continuum
of the March 26, 1991 flare included two temporal
components: fast (with duration ~3 min and decay con-
stant 35–40 s) and slow (with duration > 10 min and
decay constant ~17 min). At longer times, at roughly
300–400 s and 450–550 s (Fig. 1a), two waves with
some intensity increase can be seen.

The structure of the major burst in the flare, with
duration ~10 s, is shown in Fig. 1b (see, e.g., [7]). It con-
sists of two subbursts: the first at 76–79 s and the second
at 80–85 s. These subbursts, in turn, were divided into sep-
arate emission peaks. The first subburst included three
peaks (short pulses) with widths varying from 0.04 to
0.2 s and maximum rates of 60, 140, and 30 Hz. In the
second short burst of the flare, a peak with width 0.3 s
and a rate of 40 Hz is visible. The probabilities that
these peaks are random estimated from counting statis-
tics are rather low: 4.5 × 10–2, 2.1 × 10–4, and 3.3 × 10–1 for
the first subburst, and 1.3 × 10–2 for the second sub-
burst, thus demonstrating the presence of fine structure
in the active phase of the gamma-ray flare. It would be
very hard to distinguish these short bursts using count-
ing statistics.

The energy spectrum of the flare, reconstructed
based on the gamma-ray photons recorded during the
first 145 s of the active phase assuming a decreasing
spectrum for the recorded emission, is shown in Fig. 2a
by the small squares. We compared the reconstructed
spectrum to the spectrum predicted for gamma-ray
photons generated during the interaction of beams of
accelerated protons and electrons with matter (for details,
see [8]). The calculated model spectrum for the gamma-
ray photons is shown by the solid curve in Fig. 2a. It is
obvious that the experimental points are in good agree-
ment with the model spectrum. This agreement was
obtained for the case of gamma-ray emission into the
rear hemisphere relative to the proton beam, which is
quite natural for a central-disk flare. The index for the
particle spectrum is the same for electrons and protons
(α = –3), while the electron-to-proton ratio ä = 100. The
value of ä is given for electrons at energies from 10 to
100 MeV and protons at energies from 0.5 to 100 GeV.

Changes in the gamma-ray emission spectrum dur-
ing the March 26, 1991 event have been described in
the literature (see, e.g., [15]). In the present paper, we
also follow variations in the spectrum during the flare
by introducing the so-called hardness parameter ä1 =
N(>120 MeV)/N(<120 MeV), where N(>120 MeV)
and N(<120 MeV) are the numbers of recorded
gamma-ray photons with the indicated energies. The
boundary energy, 120 MeV, is chosen to separate low-
energy gamma-rays associated with electrons from
high-energy gamma-rays resulting from the decay of
neutral pions produced by protons. Figure 2b plots the
time dependence of ä1. The spectrum varies apprecia-
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
bly with time and becomes harder in the transition to
the second phase of the flare.

Thus, in the March 26, 1991 gamma-ray flare,
which was observed in its entirety, we revealed (1) a
short active phase with a duration of a few minutes, in
which short (0.1–1 s) bursts of emission are detected
against the background of an overall flux decrease with
a decay constant of the order of a few dozen seconds
and (2) a subsequent slow (prolonged) phase with a
duration exceeding 10 minutes and a decay constant of
about 17 min, which had no such bursts, only repeated
weak pulses. The gamma-ray energy spectrum is the
sum of contributions from electron bremsstrahlung and
pion-decay gamma rays produced by the proton beam.
In the transition to the second phase, the gamma-ray
spectrum becomes harder, which probably reflects the
increasing role of the proton beam.

June 15, 1991 flare. This is the most powerful of
all the recorded flares. Its optical and X-ray strengths

Time from 8h 37m UT
360 720 1080 1440 1800

for the June 15, 1991 flare, s

0

1

2

3
K1 = N(>120 MeV)/N(<120 MeV)

(c)

Time from 20h 25m UT
240 360 480 600 720

for the March 26, 91 flare, s

0

0.2

0.6

0.8

K1 = N(>120 MeV)/N(<120 MeV)

(b)

0.4

1.0

120 840

10 100 1000
10–8

10–6

10–5

Intensity, cm–2 s–1 MeV–1

(a)

10–7

10–4

Energy, MeV

June 15, 1991

Mar. 26, 1991

Fig. 2. Spectral characteristics of the March 26 and June 15,
1991 solar gamma-ray flares.
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Fig. 3. Temporal characteristics of the June 15, 1991 solar gamma-ray flare.
were 3B and X12+, respectively. The flare occurred
near the limb and had coordinates 33° N and 69° E.

The recording of the gamma-ray emission spectrum
began at 08h37m UT, 20 minutes after the onset of the
optical and X-ray flares. The initial part of the gamma-
ray flare was obscured by the Earth. Figure 3 (see [8])
shows the temporal behavior of the flare measured
using the SMF method. The time of the Brazilian mag-
netic anomaly is excluded; the time scale zero corre-

sponds to 8h38m41 323 UT. An exponential decrease in.s
the emission with decay constant τ1 = 410 ± 80 s is
apparent during the first ~600 s, which then makes a
transition to a quasi-constant count rate above the back-
ground level, which can be determined from measure-
ments in the antisolar direction. A slightly decaying
flux of gamma-ray photons was observed over two
orbits, with an overall duration more than two hours
and decay constant τ2 = 83 ± 7 min.

Individual short bursts are present in the temporal
profile of the gamma-ray flux (Fig. 3b). To ascertain
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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whether these bursts are statistical fluctuations, we
compared the experimental and model SMF distribu-
tions [16] separately for the decaying (first 600 s) and
quasi-constant (600–1700 s) fluxes. The probabilities
that the calculated and observed distributions coincide
are 5 × 10–5 and 0.3 for the decaying and quasi-constant
fluxes, respectively. From this, we can draw a quite def-
inite conclusion: The short bursts superposed on the
decaying flux cannot be statistical fluctuations, and a
significant fraction of them with SMF > 2 Hz are due to
real intensity bursts. Thus, as on March 26, 1991, we
observe two different phases of gamma-ray generation:
the first (impulsive) phase, in which there are short
bursts of gamma-ray emission, and the second (slow)
phase, in which there are no such bursts, and there is a
gradual decrease of the gamma-ray intensity. Note that
the June 15, 1991, active phase of gamma-ray genera-
tion coincides in time with the second outburst of radio
emission at 15.4 GHz [17, 18].

Figure 2a shows (i) the experimental spectrum
reconstructed based on the first 1700 s of observations,
assuming that the spectrum monotonically decreases
with energy (triangles), and (ii) the calculated model
spectra (solid curve). The best agreement between the
calculated and experimental spectra in the case of iso-
tropic gamma-ray emission is obtained for an acceler-
ated-particle spectral index α = –3 and an electron-to-
proton ratio ä = 30 (for the same electron and proton
energy ranges as for the March 26, 1991 event). The
model calculation without the electron component differs
significantly from the low-energy observations and
must therefore be rejected. This comparison has shown
that electrons are present in the accelerated beam, even at
such large times after the onset of the flare (20–50 min).
Since electrons are rapidly lost from the beam as a
result of synchrotron losses, their presence is an impor-
tant argument in favor of repeated acts of acceleration.

The variation of the gamma-ray spectrum within the
recorded part of the flare (expressed in terms of the
hardness parameter ä1) is shown in Fig. 2c. The ini-
tially fairly hard spectrum softens with time.

The June 15 and March 26, 1991, gamma-ray flares
differ considerably (despite the absence of the initial
part of the June 15 flare). They have different durations,
energy spectra, and spectral variabilities. Of course,
these flares do differ in power (strength) but not very
much. Instead, the observed differences are the result of
the geometry of the gamma-ray observations: Because
the March 26 flare is on the disk, the recorded gamma-
ray photons are “forced” to fly into the rear hemisphere
relative to the proton beam, whereas, in the June 15
limb flare, they escape isotropically. Qualitative model
calculations show that the very different spectra of the
March 26 and June 15 flares can be produced by parti-
cle beams with similar compositions and spectra.

October 27, 1991 flare. This powerful (3B/X6.1)
flare occurred at the center of the disk, at heliocoordi-
nates 13° S and 15° E. The October 27 Gamma-1 obser-
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vation began after the satellite entered the illuminated
part of the orbit, nine minutes after the onset of the opti-
cal flare. The flux of gamma-ray emission was observed
for roughly 200 s, when it ceased to be discernible
owing to an increase in the background level due to the
movement of the satellite into a high-latitude region.

The temporal history of the gamma-ray flare is
shown in Fig. 9a [8]. Note that the event occurred near
the Brazil Magnetic Anomaly and at a time when the
Cherenkov counter of the telescope was inoperative,
which considerably increased the background count
rate. These shortcomings adversely affected the amount
and quality of information obtained.

The spectrum for the first 145 s recorded, recon-
structed assuming that the spectrum decreases with
energy, is shown by the squares in Fig. 9b [8]. The spec-
trum can be approximated by a power law with index
α = –3.15 ± 0.16. The continuous curve in Fig. 9b [8]
represents the results of the model calculation. The best
agreement between the experimental and calculated
spectra is achieved for the following conditions: The
gamma rays are emitted into the rear hemisphere rela-
tive to the proton beam and are isotropic for the elec-
trons, the particle spectral index α = –3, and the elec-
tron-to-proton ratio is ä = 100. We present the spec-
trum’s variability (time dependence of ä1) in Fig. 9c
[8]. The spectrum initially hardens (this probably coin-
cides with the end of the active gamma-ray flare phase),
then remains constant.

By and large, the characteristics derived for the
October 27, 1991 flare coincide with those for the
March 26, 1991 flare, as is expected, since both flares
originate in the central portion of the disk. Here, again,
the geometry for the gamma-ray flux with respect to the
particle beam proves to be the decisive factor.

December 8, 1991 event. The strength and coordi-
nates of this solar flare are indicated in the table. Figure 4a
shows the temporal history of the gamma-ray emission
[19]. We observe a general flux enhancement and the
presence of some sharp bursts and pulses, whose inten-
sity and duration resemble the repeated pulses in the
active phase of powerful flares. The poor counting sta-
tistics hinder analysis of individual short bursts, but
peaks detected using our method for identifying weak
bursts (indicated by the squares) may be real.

Because of the poor statistics, we could not recon-
struct the gamma-ray spectrum, and it is replaced by the
hardness parameter ä1. Figure 4b (see also [19]) shows
the time dependence of ä1, which indicates that the
spectrum hardens near short bursts and then rapidly
softens. This is similar to the spectral behavior at the
end of the active phase of the June 15, 1991, flare and
may provide evidence for the reality of the distin-
guished gamma-ray flux. Note also that the geomag-
netic index Kp did not exceed 2+ during the recording
of this event (according to data reported in [20]), indi-
cating quiet geomagnetic conditions.
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October 29, 1991 event. The strengths and coordi-
nates of four possible identifications for the October 29,
1991 gamma-ray flare are given in the table. The tem-
poral profile of the gamma-ray flux is shown in Fig. 4c
(see also [19]). It displays all the characteristic features
of gamma-ray flare emission in the active phase: a flux
increase, individual short bursts, and repeated pulses.
The bursts labeled by squares may be real. The time
dependence of ä1 presented in Fig. 4d (see also [19])
shows a hardening of the gamma-ray spectrum near
individual short bursts. This argues in favor of the real-
ity of the gamma-ray flare. However, the äp index was
6+ during the event, indicating magnetospheric distur-
bance and raising the possibility that the gamma-ray
flux could be due to the background conditions.

Both weak gamma-ray flares are difficult to detect
above the background level; their parameters are very
uncertain, and they cannot provide new data on accel-
erated particle beams. However, it is important that
these flares were identified only because of the pres-
ence of individual intensity bursts and would not have
been detected using counting statistics alone. This can
be considered a test of our method for distinguishing
weak flares and, also, a reflection of the physical explo-
sive processes occurring in weak solar flares.

4. SIMULATION OF EVENTS
AND DISCUSSION

When observing the Sun with the Gamma-1 tele-
scope at the maximum of solar cycle 22, sharp bursts of
high-energy gamma-ray emission were detected during
three powerful and two moderate optical solar flares.
For the first time, we observed solar gamma-ray flares
with energies of several GeV and durations reaching
several hours. Along with measurements carried out
simultaneously by the COMPTEL and EGRET instru-
ments on board the COMPTON-GRO orbiting station
(see, e.g., [21]), these results initiated a new phase of
investigations of solar gamma-ray flares and solar
activity. Although no more than a dozen gamma-ray
flares have been detected, common characteristic fea-
tures can be distinguished.

Our results show that a gamma-ray flare goes
through two evolutionary stages. The first, “active,”
phase with duration several minutes covers the impul-
sive phase of the corresponding powerful optical solar
flare. It is characterized by a sharp rise of the gamma-
ray emission, followed by an exponential decrease with
a time constant from 10 to 100 s. Individual short bursts
of emission with duration 0.1–1 s can be detected
against the continuum.

The second, “prolonged,” phase, with a duration
from a few tens of minutes to hours, coincides in time
with the major phase of the solar optical flare. It is char-
acterized by a slow decrease in the gamma-ray flux
with a decay time of the order of a few tens of minutes.
No individual short bursts were detected during this
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
phase. In the transition from the active to the prolonged
phase, the gamma-ray spectrum hardens.

Note a further important feature of the detected
gamma-ray flares. On the one hand, all the gamma-ray
flares occurred in extremely large (in area) active
regions of the solar disk. On the other hand, any optical
flare associated with a large active region (if its active
phase was observed) could become a source of high-
energy gamma-ray bursts. This seems to be related to
the complex magnetic-field structures of the solar
corona in large active regions, which makes it easier for
magnetic lines of force to reconnect and annihilate.

The assertion that individual short bursts of emis-
sion associated with repeated acceleration events are
present in a flare is of fundamental importance for inter-
pretations of the temporal profiles of solar flare gamma-
ray emission. To verify this assertion, we developed a pro-
gram based on the GEANT package [22] to simulate the
generation of high-energy gamma-ray radiation in the
solar corona. This program is briefly described in [23].

We simulated the March 26, 1991, gamma-ray flare’s
temporal profile as follows. We considered a magnetic
loop in the solar corona, with its magnetic-field config-
uration and matter distribution taken from [24]. The ini-
tial parameters of the accelerated particles at the injec-
tion point at the apex of the magnetic loop were ran-
dom. The angular distribution of the injected particles
(protons and electrons) was assumed to be isotropic and
the energy spectrum to be power-law. The direction of
motion and the time of exit from the interaction region
for each secondary gamma-ray photon were fixed rela-
tive to the time of injection of the charged particles. Ini-
tial, nonzero times were assigned to some fraction of
the injected particles to imitate repeated acceleration
events. The energy and temporal distributions of the
gamma-ray photons for all the injected particles yield,
respectively, the spectrum and temporal profile of the
flare. When modeling the passage of the particles
through the solar atmosphere, beginning at a certain
time, it was possible to alter the plasma turbulence
level, thereby changing the pitch-angle of the scattering
and conditions for particle capture, and, accordingly,
the rate of generation of gamma-ray photons.

The presence of short bursts of gamma-ray emission
in the temporal profiles of individual sharp flares can be
accounted for by changes in the density in the region in
which the radiation is generated, variations in the level
of magnetic turbulence in the solar corona, and addi-
tional particle acceleration events. The experimental
data indicate short durations for individual gamma-ray
bursts. This virtually eliminates the two first possible
origins for the appearance of the sharp bursts, since
they would require rapid changes of the magnetic tur-
bulence level or density by several orders of magnitude.
Agreement with the experimental data can be achieved
only if we assume the existence of repeated charged-
particle acceleration events. Figure 5 (see also [23])
shows the experimental and calculated temporal pro-
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files for the gamma-ray emission during the March 26,
1991, solar flare. Three additional charged-particle
acceleration events (injection times) are assumed in the
model profile, at the relative times ≈78 s (the main out-
burst), ≈81 s, and ≈127 s (Fig. 5). The amplitudes of the
injected particle fluxes in these events are in the ratio
8 : 4 : 1. The turbulence level at the initial time is
3.2 × 10–7 erg/cm3 and falls off exponentially with
time, the stopper ratio is 30, and the magnetic field
strength is 50 G. Figure 5 demonstrates a satisfactory
agreement between the model and experimental tempo-
ral profiles of the flare. Note that the duration of the
first, major burst of emission (about 40 ms) is also in
reasonable agreement with the calculations.

Based on the measurements and simulations per-
formed in this study, we can interpret the general pat-
tern of solar gamma-ray flares as follows. The individ-
ual short bursts of gamma-ray emission observed in the
active phase are associated with individual charged-
particle acceleration events. The duration of these
bursts is determined by the duration of the acceleration
process and the rate of generation of the gamma-ray radi-
ation. The widths of individual bursts in the March 26,
1991, flare were 40–200 ms. For such durations, the
accelerated particles must be located in a rather dense
medium, where it is difficult to accelerate them to tens
or hundreds of MeV. This eliminates the possibility of
gamma-ray generation by particles in magnetic loops
and suggests that the radiation was generated during the
passage of the particle beam from the corona to the
chromosphere. In this case, the emission of a relatively
soft gamma-ray spectrum can be explained by the posi-
tion of the observer relative to the direction of propaga-
tion of the particle beams (corresponding to emission
into the rear hemisphere with respect to the initial par-
ticle momentum). If the total-intensity decrease in the
active phase is determined by the rate of loss of parti-
cles from the capture region, the size of the magnetic
loop does not exceed 5 × 108 cm.

The decay constant of the gamma-ray emission in
the June 15, 1991 flare is more than a factor of ten
larger than in the March 26, 1991 flare, suggesting a
much larger magnetic loop in this case. Moreover, the
repeated short bursts of gamma-ray emission on June
15, 1991 clearly have longer durations, and the gamma-
ray spectrum is much harder than in the March 26, 1991
flare. We can reconcile these facts if the repeated accel-
eration of particles in the active phase of the March 26
flare took place in the lower part of the magnetic loop
as a result of reconnection of magnetic lines of force at
a boundary between adjacent magnetic flux tubes. In
this case, the beam of accelerated particles maintains its
direction and gives rise to a soft spectrum and short
intensity bursts. The particle acceleration in the active
phase of the June 15 flare could occur at the apex of a
large coronal magnetic loop, for example, as a result of
a current-sheet instability. This difference in the gener-
ation site could explain both the hardening of the spec-
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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trum and the durations of individual sharp bursts of
emission.

The transition to the second (prolonged) phase of
the flare occurs after the cessation of acceleration
events associated with the reconnection of magnetic
lines of force, current instability, etc. In the low-turbu-
lence case, particles are trapped in a magnetic loop in
the solar corona, where the gamma-ray radiation is now
generated. Because the momentum distribution of the
trapped particles becomes more isotropic, the gamma-
ray spectrum hardens and takes on a “pion” form. The
spectrum’s hardness is also determined by the progres-
sive increase of the fraction of protons in the trapped
particle beam, since the electrons disappear more rap-
idly as a result of synchrotron losses.

This qualitative scenario of a solar gamma-ray flare
is in reasonable agreement with the analyses of soft
X-ray flares in [3, 25]. Recently, these calculations have
been confirmed by Yohkoh measurements that have
detected solar flares that are intermediate between
purely impulsive and prolonged. Flares with prolonged
soft X-ray emission (long-decay flares) have also
attracted attention. It is tempting to compare this emis-
sion to the high-energy gamma-ray emission lasting
several hours observed by us.

The long-decay phase of solar-flare X-ray emission
is preceded by an active phase, which could be associ-
ated with the reconnection of magnetic lines of force,
either in complex magnetic-field configurations in the
solar atmosphere (possibly the case for the March 26,
1991 flare) or in vertical current sheets forming at the
apex of a giant magnetic flux tube as a result of a coro-
nal ejection (possibly the case for the June 15, 1991,
flare). Evidently, magnetic reconnection can occur
repeatedly, each time producing beams of accelerated
relativistic particles, which are manifest as abrupt rises
of the gamma-ray intensity in the temporal profiles of
gamma-ray flares (note that such rises are also charac-
teristic of moderate gamma-ray flares). The final slow
decrease of soft X-ray emission observed on March 26,
1991, and June 15, 1991, is likely associated with ther-
mal plasma emission in large-scale coronal structures.
This stage is not accompanied by individual sharp
gamma-ray bursts, indicating that rapid acceleration no
longer occurs at this time.

In a more general astrophysical context, the solar
flares studied here are one type of nonstationary erup-
tive process occurring on stars of late spectral types:
UV Ceti and T Tau flare stars (active red dwarfs of
spectral types K and M), rapidly rotating stars, RS CVn
binary systems, etc. Solar and stellar flares have much
in common, but substantial differences also exist. To
better understand the diversity of stellar flares, it is of
considerable interest to study them at high-energy
gamma-ray energies.
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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Abstract—New results from electrophotometric scanning of the solar disk in the HeI λ 10830 Å and Hα lines
are presented. The intensity at the center of the HeI λ 10830.30 Å line is 1–3% higher in the regions of coronal
holes than in quiescent regions; this is accompanied by a decrease in the size and contrast of the chromospheric
network compared to the network in quiescent regions. Our observations in the HeI line revealed chains of “dark
points” surrounding coronal holes. The Hα ± 0.5 observations show increased velocities of ascent near the dark
points compared to the velocities inside coronal holes and in quiescent regions. It is proposed that the intensi-
fication and acceleration of the flows of solar plasma from the dark points are due to reconnection of the mag-
netic fields of the bipolar chromospheric network and the predominantly unipolar magnetic field inside the
coronal holes. Our observations suggest that the same reconnection process takes place near the temperature
minimum, in the presence of certain conditions at the boundary between coronal holes and bipolar active
regions. The reconnection process produces plasma flows from the chromosphere to the corona, which are suf-
ficient to form prominences. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Emission at the center of the Hα line and the HeI
10830 Å infrared triplet forms in the middle and upper
chromosphere, and partially in the transition region
between the chromosphere and corona [1]. Analysis of
spatial and temporal variations in the parameters of
these lines can give extensive information about the
configuration, fine structure, and dynamics of the chro-
mosphere at the corresponding heights (see [2–5] and
references therein).

The HeI 10830.3 Å line is of particular interest for
the identification and study of large-scale, weak-con-
trast structures such as coronal holes (see, for example,
[6]). Coronal holes are thought to be a source of high-
speed streams of the solar wind [7] and, consequently,
thought to play an important part in solar–terrestrial
connections [8]. The aim of the present paper is a more
detailed study of the structure and properties of the
boundaries of coronal holes and their role in the forma-
tion of high-speed solar-wind streams. We also con-
sider the possible influence of coronal holes on the
appearance and development of prominences, which is
a closely related problem.

2. OBSERVATION AND IDENTIFICATION
OF CORONAL HOLES

Photoelectric scanning of the solar disk in the HeI
10830 Å and Hα lines was carried out using the hori-
zontal solar telescope of the Solar Physics Department
of the Sternberg Astronomical Institute (Moscow State
University) in 1996–1998. This telescope has the fol-
1063-7729/00/4406- $20.00 © 20401
lowing basic parameters: diameter of the primary mir-
ror 30 cm, focal length 1500 cm, diameter of the solar
image in the plane of the entrance pupil of the spec-
trograph 140 mm, and first-order dispersion of the dif-
fraction grating ≈1.6 Å/mm. The spectrograph pupils
used were (0.1–0.2) × (1.0–2.0) mm. The solar emis-
sion was initially detected by a photomultiplier, with sub-
sequent amplification, automatic recording, and simulta-
neous readout to a computer. The apparatus and observ-
ing method are described in more detail in [9].

Various regions on the solar disk were scanned by
the spectrograph entrance pupil during the motion of
the image when the guiding system was turned off. The
exit pupil of the spectrograph was tuned to the center of
the HeI 10830 Å or Hα line or some other spectral band.
The recording time for a single scan was 1.5–2.5 min.

We used the results of the observations to construct
two-dimensional intensity and isophote distributions
for the solar regions under investigation. In a HeI iso-
phote map with intensity steps of ≤0.033, we can
clearly identify coronal holes as extended light regions
with a suppressed chromospheric network (against the
darker background of the quiescent chromosphere)
[10]. In order to obtain unambiguous identifications,
we compared all detected active formations with corre-
sponding structures in various lines of spectrohelio-
grams received from other observatories via the Inter-
net, and also with Hα pictures, maps in the FeXIV line,
and magnetograms published in Solar Geophysical
Data (SGD).
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Scans of the solar surface at the center of the HeI 10830 Å line: (a) two-dimensional intensity distribution and (b) map of
intensity contours. The scale along the horizontal axes is in fractions of the solar radius.
3. OBSERVATIONAL RESULTS

3.1. Coronal Holes and Their Properties

Figure 1 presents a characteristic example of an
intensity distribution, obtained on August 27, 1996, at
the center of the HeI 10830 Å line for a strip of the solar
disk passing through the active region 7986 NOAA.
The orientation of this strip relative to the rotation axis,
center of the disk, and vertical are shown in Fig. 1b. The
strip passes along the diurnal parallel of the Sun. The spec-
trograph pupil was oriented along the solar vertical (Z).
For convenience, distances along the horizontal axes
are given in fractions of the solar radius.

The vertical axis of Fig. 1a plots the intensity at the
line center. The intensity unit was the maximum in the
intensity distribution for a quiescent region near the
disk center. Figure 1b presents a contour map with
intensity step 0.033 corresponding to Fig. 1a. In the
intensity distribution and isophotes, we can clearly see
darkening of the solar disk at the limb, darkening of an
active region and filament (marked by the arrow F), and
spikes of emission at the limb.

We identified as a coronal hole the brightest region
in the central part of the disk in the intensity contour
map, which disrupts the circular structure of the iso-
photes typical for the quiet Sun. In addition, this region
is 3.3% brighter than the background, as is characteris-
tic of coronal holes. The arrow AR marks the observed
part of the active region 7986 NOAA, which has a large
filament F. It extends along a neutral line of the photo-
spheric magnetic field and intersects the entire active
region (see also Hα picture in SGD).

Thus, there is no doubt about the identification of
the observed structures. The isophotes at the center of
the Hα line show that the coronal holes are less distinct
than in the HeI line but can definitely be recognized as
extended regions where the structure of the chromo-
spheric network is absent or weak.

We processed over 50 scans of quiescent and active
regions in the HeI 10830 Å line. The mean size of chro-
mospheric network cells in quiescent regions was
(49.0 ± 0.5)″, and the mean brightness contrast with
respect to a section drawn through the network cell cen-
ters is (2.7 ± 0.1)%. At the same time, the mean size of
the network cells obtained from observations of six
coronal holes is (30.0 ± 0.4)″, and their mean contrast
is (1.4 ± 0.1)% [11]. These results indicate that, along
with some increase in the emission intensity, there is a
considerable decrease in the dimensions of the chromo-
spheric network and its contrast in the HeI line near
coronal holes, compared to quiescent regions.
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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(II) Hα + 0.5 Å, (III) center of the HeI 10830 Å line, and (IV) center of the Hα line. Curve V characterizes the differences of the
brightness contrast δC = Cr – Cb along the section under consideration.
3.2. Observations of Filaments

The isophotes in Fig. 1b clearly show that the fila-
ment F begins at the region of minimum separation
between the active region AR and the coronal hole CH.
This part of the filament is marked by the arrow F. We
propose that the presence of a coronal hole very near
the photospheric neutral line of a bipolar active region
plays a role in the formation of prominences. Namely,
there is magnetic reconnection of the bipolar arch
structures of the active region and the unipolar vertical
field of the coronal hole.

This efficient process results in considerable plasma
upflow from the chromosphere to the corona. As shown
in [11], this upflow is quite sufficient to produce large
prominences above the photospheric neutral line. The
required rate of reconnection is in agreement with the
observed rates of annihilation of magnetic peculiarities
in the photosphere. There are many such examples of
the formation of streams and prominences at the
boundary between an active region and coronal hole in
our observations.

We should note two observed phenomena that, in
our opinion, accompany the formation of prominences
at the boundaries of active regions. First, as a rule,
prominences usually appear in regions where the
photospheric neutral line separating areas of the active
region with different polarities substantially deviates
from the solar meridian. Second, the magnetic-field
gradients in regions of formation of prominences are
not maximum. As is known, maximum field gradients
are observed in active regions along the neutral line
perpendicular to the meridian. This situation is most
typical for solar flares, rather than for quiescent promi-
nences.
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
Figure 2 presents an example of upflow in the form
of a small filament at the boundary between the active
region 8076 NOAA and a coronal hole observed on the
solar disk on August 27, 1997. Scans I–IV of the same
section, passing through the active region and the coro-
nal hole, were obtained in three different parts of the Hα
line profile and at the center of the HeI line. Scan III,
representing the intensity distribution along the section
at the center of the HeI line, reveals a coronal hole CH
on both sides of the active region, in accordance with
the aforementioned features (an increased emission
level and decreased contrast of the chromospheric net-
work [10]). Comparing scans III and IV, we can see that
almost all the structures observed in absorption at the
center of the HeI line are present in emission near the
center of the Hα line.

Scan I was obtained in the blue wing of the Hα line,
at wavelength λ(Hα) – 0.5 Å, and scan II was obtained
in the red wing, at wavelength λ(Hα) + 0.5 Å. Curve V
represents the distribution of the difference of the
brightness contrasts for structures observed in the red
and blue wings. The Doppler shift of the line due to the
solar rotation gives corrections for the contrast differ-
ences of up to ±0.2%, and corrections for the velocities
along the line of sight of up to ±0.4 km/s for points near
the limb. The difference δC = Cr – Cb characterizes the
velocity of the plasma motion, and its sign indicates the
direction of motion. The scale for δC for this curve is
presented to the left of Fig. 2. Negative values of δC
correspond to upflows, and positive values to down-
flows. Some characteristic regions of upflows and
downflows are shown in the upper part of Fig. 2 near
scan I by the upward and downward arrows.

To evaluate the velocities along the line of sight, we
will use the “three λ” method [12]. The desired velocity
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Velocities along the line of sight v|| observed in the section drawn in Fig. 2

Number of point 1 2 3 4 5 6 7 8 9 10 11 12 13

v||, km/s –18.0 –20.1 –2.1 –7.6 –2.4 –2.4 –16.0 +1.5 –11.6 –16.0 –16.0 +2.3 +2.3

Note: 1, 2, and 4 are regions of upflow in the filament at the boundary between AR and CH; 3 is the center of AR; 5 and 6 are two regions
of CH; 7, 9, 10, and 11 are regions of upflow in the vicinity of DP; 8 is a region of downflow at the center of DP; 12 and 13 are typical
elements of the quiescent network.
is determined by substituting the measured intensities
at the line center (Ic) and the red (I+) and blue (I–) wings
into the expression

in cases when a Gaussian approximation is sufficient to

describe the line profile and  > I+I–. If this condition
is not satisfied, the radial velocity is calculated using
the formula

We give the velocities v|| estimated using this method
for some characteristic points in curve V in the table.

We can see in Fig. 2 and the table that the upward
flows are maximum at boundaries between the active
region and the surrounding coronal hole. The upflow
marked in Fig. 2 by the arrows F to the right and left of
the active region corresponds to a small filament, visi-
ble in the SGD Hα images. Note that the distribution of
δC along the solar-disk section under consideration has
a predominant upflow in the coronal hole (CH) and
downflow at the boundaries of the quiescent network,
with velocities up to 2.3 km/s.

3.3. Observation and Properties of Dark Points

The coronal holes observed at the center of the HeI
10830 Å line are nearly always surrounded by “dark
points” with increased contrast relative to the surround-
ing quiescent network (denoted DP in Figs. 2, 3). The
sizes of such points (at the moderate spatial resolution of
our telescope) are ≈30000–40000 km, and their mean
contrast relative to the local continuum is (11.5 ± 0.5)%.

v || 16.0
I–/I+( )ln

I–I+/Ic
2( )ln

-------------------------- km/s–=

Ic
2

v || 23.5 I+/I–( ) km/s.ln=

DP
CH

AR

F
CH

DP

DPDP CH

AR

(‡)

(b)

Fig. 3. Fragments of scans in the HeI 10830 Å line obtained
on August 27, 1996.
We can see from the scans in the Hα ± 0.5 Å wings, the
dependence of δC (curve V in Fig. 2), and the results
presented in the table that the upflow velocities near
these points are greater than those inside the coronal
hole and in quiescent regions. Although the coronal
holes are not identified as clearly in the Hα scans as in
the HeI scans, the chains of dark points at the hole
boundaries are quite visible (see, for example, scan IV
in Fig. 2). Figure 3 presents fragments of scans
obtained through a coronal hole surrounded by dark
points, obtained at the center of the HeI 10830 Å line
on August 28, 1996.

Figure 4 shows spectra in the vicinity of the helium
line obtained at the center of the same coronal hole
(spectrum 1), in the quiescent solar atmosphere at the
same heliocentric distance (spectrum 2), and in faculae of
an active region (spectrum 3). A comparison between
spectra 1 and 2 confirms that the central depth of the
HeI line in the vicinity of the coronal hole is approxi-
mately half its value in the quiescent chromosphere.

The average depths at the center of the HeI line in
dark points derived from our observations of coronal
holes in 1996–1998 are (10.3–12.3)%. Using the
method for determining the physical parameters of
chromospheric plasma in [5], we obtain the following esti-
mates: Doppler velocity 9.8–11.0 km/s, effective kinetic
temperature 23000–29000 K, and total number of atoms
at the lowest metastable level 23S – (0.7–1.0) × 1012.

If we assume that the dark (in Hα and HeI) points
surrounding coronal holes are groups of spicules or jets
that increase the absorption in these lines, we can esti-
mate the magnetic-field energy in a dark point. For the
case of a spicule in the form of a thin tube with the aver-
age parameters from [13] (B ≈ 1000 G, tube diameter
600 m, tube length 5000 m), we obtain a magnetic-field
energy W ≈ 1020 erg. If we assume that (1) this energy
can be completely converted to emission, (2) the dark
points can be treated like elements of the chromo-
spheric network with increased brightness, and (3) the
filling factor of the spectrograph pupil by spicules in
dark points is 0.5–0.7 [5], we find that the energy emit-
ted by the dark points is (0.5–0.7) × 1030 erg. Conse-
quently, generally speaking, the energy emitted by dark
points at the boundaries of coronal holes is the same
order of magnitude as the energy emitted by flares with
moderate power.

Our observations indicate that the chains of dark
points surrounding coronal holes exist for long times—
over the entire lifetime of the hole, or at least for a large
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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Fig. 4. Spectra in the region of the helium line: (1) at the center of a coronal hole, (2) in the quiet atmosphere, and (3) in the facular
field of an active region.
part of this lifetime. The HeI dark points were identified
in [14] with “magnetic bipoles.” In addition, it was
noted that the decay or formation of magnetic fluxes
inside the “bipoles” is not a sufficient condition for the
appearance of dark points. Many of them exist only for
some fraction of the time for the existence and interac-
tion of the magnetic field. Figures 2 and 3 in [14] show
that network elements having opposite magnetic-field
polarities (and, therefore, forming bipoles) continue to
exist and decay for several hours after the disappear-
ance of the dark points identified with the bipole.

Consequently, the formation, existence, and decay
of magnetic bipoles in and of themselves are insuffi-
cient for the formation of dark points. We suggest that
the formation and evolution of dark points result from
more complex processes, namely, the interaction of a
bipole magnetic field with the field of a coronal hole.

4. THE PROPOSED MODEL

According to our current understanding, three-
dimensional reconnection of magnetic fluxes can occur
efficiently at two levels in the solar atmosphere with
completely different electrodynamic properties: the
corona and the region of the temperature minimum
[15]. In contrast to coronal conditions, the high effi-
ciency of reconnection at the temperature minimum is
associated with the small conductivity of the weakly
ionized plasma there, rather than with the excitation of
plasma turbulence in a reconnecting current sheet [16].
It is important, however, that reconnection is inevitable
at both levels, although it is characterized by substan-
tially different properties and leads to different obser-
vational consequences.

One of the consequences of reconnection in the
region of the temperature minimum is the formation of
a substantial upward flow of material from the chromo-
sphere to the corona. The amount of material involved
is sufficient to produce the prominences located above
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
the corresponding photospheric neutral lines [11]. Our
observations of filaments on the disk at the boundaries
between active regions and coronal holes provide an
indirect argument in favor of this. Reconnection in the
corona (where the Alfvenic velocity is large) could give
rise to high-speed plasma jets along the quasi-vertical
magnetic field over the boundary of a coronal hole
(compare with Fig. 1 in [17]). Such jets have been
observed in the corona by the SXT X-ray telescope
installed on the Yohkoh satellite [18], as well as by the
LASCO optical coronograph on SOHO [19].

We propose that the reconnection process taking
place in dark points, accompanied by the ejection of
material to the corona and further into interplanetary
space, occurs when the dark points border on a coronal
hole, i.e., when they are adjacent to a large-scale unipo-
lar structure with approximately vertical magnetic
field, which becomes almost radial at large distances
from the solar surface. The solar-wind flux directed
along the field has the same behavior.

Figure 5 shows a simplified two-dimensional dia-
gram of an interaction between two magnetic fluxes in
the solar atmosphere. The first flux—at the photo-
spheric level, denoted N—represents some fraction of
the large unipolar field of the coronal hole. The mag-
netic field lines of this flux pass upward through the
chromosphere Ch to the corona C. They are nearly ver-
tical inside the coronal hole. The second magnetic flux
belongs to the bipolar field, i.e., to a dipole source of s
and n magnetic field in the photosphere. It moves
toward the hole with some velocity v, as shown by the
light arrows in Fig. 5b. Thus, the two magnetic fluxes—
completely analogous to those in Fig. 1 in [17]—should
interact with each other and reconnect.

We will assume that the reconnection begins at
some point X of the corona rather than in the region of
the temperature minimum. Then, as we can see in Fig. 5b,
the reconnection will appreciably change the structure
of the coronal magnetic field. Moreover, even a rela-
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Fig. 5. A simplified two-dimensional diagram of the interaction and reconnection of two magnetic fluxes in the solar atmosphere:
(a) initial state of the magnetic field and (b) reconnection in the corona as an origin of high-speed plasma streams.
tively slow reconnection in the lower corona can pro-
duce rapid plasma motions at larger heights. Thus,
reconnection in the corona at places of interaction of
magnetic fluxes at the boundary between an active
region and a coronal hole considerably modifies the sta-
tionary pattern of the magnetic field and solar wind
(Fig. 5a). High-speed streams appear in the corona
(shown schematically by the thick arrows V in Fig. 5b).
One mechanism for the acceleration of high-speed
streams is based on the action of Lorentz forces on the
frozen-in plasma. From this point of view, this general
picture is quite similar to that proposed for coronal
transients [20].

This is why the boundaries of coronal holes—and
not their internal regions, as believed previously [7]—
are the main source of high-speed streams of the solar
wind. We hope that future satellite observations will
confirm this hypothesis. Moreover, such observations
will enable us to establish the relationship between the
quite slow reconnection that occurs in the photosphere
and the rapid reconnection characteristic of the corona.
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Abstract—The possibility of forming X-ray bright points through local plasma heating near singular lines of
the magnetic-field is considered. Reconnection is a plausible heating mechanism. Conductive heat losses
should be impeded by the trap configuration of the magnetic field, which increases toward the periphery.
1. INTRODUCTION

X-ray bright points are the most widespread form of
solar activity. They are distributed over the entire solar
disk. Their lifetimes are typically measured in hours.
Numerous observations indicate that the appearance of
X-ray bright points is associated with the emergence of
new magnetic flux. In particular, they are observed in
the corona over small bipolar regions, known as
ephemeral regions, with ascent speeds of about 2 km/s.
Priest [1] considers bright points and flares to be similar
phenomena that differ in the scale of their energy
release; however, X-ray bright points appear much
more frequently. The most intensely emitting portion of
an X-ray bright point is about 5 × 108 cm in size [2–4].
In addition to X-ray bright points, bright points are also
observed at visible wavelengths and may be arranged
along curved lines [5].

The presence of hot localized emitters in the corona
implies slow energy release processes, which ensure
the maintenance of high temperatures within small vol-
umes over long times. This may be associated with
reconnection at a singular point between weak emerg-
ing magnetic flux and preexisting magnetic field with
opposite polarity. Based on their analysis of various
observations, Moses et al. [4] assert that X-ray bright
points originate from the reconnection of small mag-
netic-flux elements when they encounter elements of an
opposite-polarity magnetic system. The emergence of
new flux must provide the necessary energy release in
the vicinity of the singular line. However, the emerg-
ing flux must not be so large as to enable the accumu-
lation of magnetic energy sufficient for a solar flare. If
all the incoming magnetic energy is continuously con-
verted into heat via reconnection, an X-ray bright point
should be observed throughout the time of the flux
emergence and subsequent cooling of the hot plasma
formation.
1063-7729/00/4406- $20.00 © 20407
2. CONFINEMENT OF THE HOT PLASMA

A bright point is distinguished from a flare not only
by its smaller power, but also by the long existence of
hot plasma in a restricted volume. At first glance, this
presents some problems connected with energy bal-
ance. The time for conductive cooling of a bounded hot
plasma formation, either in the absence of a magnetic
field or via a heat flux along field lines, can be obtained

from the equation of thermal conduction  = κ0 .

Here, κ0 = λ2/τei ~ 1020T 5/2/n, T is the electron tempera-
ture in eV, n the plasma density in cm–3, λ the mean free
path, and τei the collision time for the electrons. For a
hot plasma formation of size d = 5 × 108 cm at T =
1000 eV with n = 109 cm–3 (i.e., for a total stored
energy of ~1026 erg), the thermal diffusivity is κ0 ~
3 × 1018 cm2/s, and the estimated cooling time is t ~
d 2/κ0 ~ 0.1 s. Therefore, the losses due to thermal con-
duction comprise W ~ nkTd3/t ~ 1027 erg/s, in agreement
with the power of a flare. At the same time, the radiative
power [6] is only W ~ 3 × 10–23n2d3 ~ 1022 erg/s.

To bring the long lifetime of the hot bright-point
plasma into agreement with the estimated energy
release, which is incomparably smaller than in a solar
flare, it would be natural to assume that the magnetic-field
configuration in the neighborhood of the bright point
ensures a high thermal insulation. The thermal diffusivity
across the magnetic field is κB = 6 × 10–5n/B2T1/2, where
the temperature is measured in eV. Assuming that the
vertical magnetic-field gradient is constant, the photo-
spheric field is 100 G, the size of the heated region in
the neighborhood of the neutral point is ~5 × 108 cm,
and the height of this region above the photosphere is
~5 × 109 cm, we obtain a field intensity B ~ 10 G at the
boundary of the hot plasma region; i.e., κB ~ 20. Thus,
if the field configuration suppresses thermal conduction
along the field lines, such heat losses can be neglected.
The magnetic field near the zero point has the structure

∂T
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of a thermonuclear trap with a field that grows toward
the periphery [7] (see, e.g., Fig. 1a below). Laboratory
experiments show that the plasma in such a trap is sta-
ble. It can be cooled by the heat flux along the field
lines near the separatrices. In this region, there are gaps
with widths of the order of the Larmor radius rL,
through which the heat flux can escape along the field
lines [7]. Therefore, the heat flux calculated from the
nonmagnetic thermal conductivity is underestimated
by the factor d/rL ~ 106–107, with the cooling time
being 10 h or so (here, d ~ 5 × 108 cm is the size of a
bright point). Thus, the cooling of X-ray bright points
does not present an energy problem. Below, we con-
sider the possibility of forming X-ray bright points via
reconnection.

3. THE NUMERICAL EXPERIMENT

We solved the full system of MHD equations for a
compressible plasma, including all dissipative terms
[8, 9], in the XY plane, with the Y axis directed verti-
cally upward and the X axis directed along the photo-
sphere. The spatial distributions of the plasma density,
temperature, magnetic field, and plasma velocity were
calculated for different moments in time. The size L0 of
the calculation domain was used as the length unit. The
plasma density ρ and temperature T were measured in
units of their initial values, which were constant
throughout the calculation domain. The unit for mag-
netic-field intensity was the mean magnetic field B0 at
the photospheric level in the solar region under study,
i.e., on the X axis. We also used the Alfvén speed VÄ =
B0/(4πρ)1/2 as the unit for the velocity V and the quan-
tity L0/VÄ as the unit for time.

The following dimensionless parameters were intro-
duced: the magnetic Reynolds number Rem = 4πLVσ/c2 =
105, the Reynolds number Re = ρLV/η = 100, the Péclet
number Π = ρVL/κ = 100, and the plasma-to-magnetic
field pressure ratio β = 4πnkT/B2 = 10–6. Here, η is the
viscosity. Radiative losses were taken into account in
accordance with [6], and the calculated electric con-
ductivity σ ~ T 3/2 and thermal conductivity κ ~ T 5/2

were based on Coulomb collisions. In our calculations,
we took into account the anisotropy of the plasma ther-
mal conductivity in the magnetic field. We took the
Péclet number for thermal conduction across the mag-
netic field to be 108. The method we used to choose the
dimensionless parameters for the solar corona based on
the principle of restricted modeling is described in [10].

A steady-state magnetic field with a neutral point in
the calculation domain was specified either by intro-
ducing a set of dipoles under the photosphere or as a
superposition of a constant field and an arch field.
We studied the effect of plasma heating in the neigh-
borhood of a neutral point under the action of weak
(∆B/B ~ 0.01) photospheric perturbations.

At all boundaries, we took the velocity derivative in
the direction normal to the boundary to be zero. At all
boundaries other than the photospheric boundary, the
normal derivative of the density was set to zero and the
magnetic field and temperature were assumed to be
time independent. At the photospheric boundary, a per-
turbation was created either by increasing the magnetic
field or by increasing the density and temperature over
some photospheric area.

The equations were solved using the PERESVET
code, which approximates the MHD equations using a
fully implicit iterative scheme.

4. NUMERICAL RESULTS

The purpose of the numerical experiment was to test
the hypothesis that the energy release due to the recon-
nection of magnetic field lines in the neighborhood of a
magnetic-field singular line can result in local heating
of the coronal plasma and, consequently, in the appear-
ance of a small-scale X-ray source. With this aim in
view, we used two different magnetic-field configura-
tions that are fairly typical of active regions. One was
formed by the fields of four polarity-alternating vertical
dipoles situated under the photosphere, in the XY plane.
The X axis lies in the plane of the photosphere and the
Y axis is normal to the photosphere. The other configu-
ration had the form of a constant magnetic field
inclined to the photosphere at an angle of 30°, and the
arch field of two oppositely oriented vertical dipoles.
We carried out calculations for four cases with various
photospheric perturbations.

In the first case, we performed calculations for the
field of four vertical subphotospheric dipoles with
directions, magnitudes, and positions: (1) µ1 = 26.25,
X = 0, Y = –1.5; (2) µ2 = –48.125, X = 0.25, Y = –1.5;
(3) µ3 = 48.125, X = 0.75, Y = –1.5; (4) µ4 = –26.25,
X = 1, Y = –1.5. Since the perturbations under study
were weak, the overall field configuration shown in
Fig. 1a for time t = 0.6 virtually coincides with the ini-
tial configuration. In the interval 0 ≤ t ≤ 0.1, a plasma-
density perturbation at the boundary Y = 0 in the region
0.4 ≤ X ≤ 0.6 was specified by ρ = 10000; i.e., β was
equal to 10–2. Further, the density decreased linearly, so
that it reached unity again at t = 0.2. Subsequently, a
constant plasma density was maintained everywhere at
the boundary Y = 0.

The arrows in Fig. 1a illustrate the plasma velocity
field for a time ∆t = 0.4 after the perturbation was
switched off. The perturbation travels through the
plasma normal to the magnetic field with the velocity
(CS + VA)1/2, i.e., as a magnetoacoustic wave. At the
boundary Y = 0, the dimensionless wave speed com-
prises, to order of magnitude, VA = 1. As the wave prop-
agates, its speed decreases in proportional to the mag-
netic-field intensity. As this takes place, the velocity
amplitude at the wave front is V ~ 0.003. By time t ~ 2,
the wave reaches the neutral point. We can see from
Fig. 1b that, at time t = 4, a flow typical of the magnetic
reconnection process is present near the magnetic-field
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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Fig. 1. Calculation for a photospheric perturbation in the form of four dipoles: (a) magnetic field lines and (b) plasma velocity vectors
at times 0.4 and 3.8, respectively, after the cessation of the perturbation; (c) an isotherm in the neighborhood of the neutral point;
(d) distribution of plasma parameters along the vertical axis.
zero point. It follows from Fig. 1c that the plasma is
locally heated at this time (in the figure, the temperature
contour T = 1.25 surrounds the neutral point). Figure 1d
shows the density distribution of the current responsi-
ble for energy dissipation near the singular line and also
the distributions of the plasma density and temperature
at time t = 5. The density and temperature maxima
coincide with the neutral point. A region of reduced
plasma density can be seen below the neutral point.
This is typical of flows in the neighborhood of a neutral
point [11] and results from the acceleration of plasma
inflow under the action of the j × B/c force. The maxi-
mum temperature, T ~ 3, is reached at t = 8.

In the second case, we carried out calculations for
the same alternating-dipole configuration as in the first
case but with a magnetic perturbation. The perturba-
tions were introduced by a dipole situated horizontally
(along the X axis) under the photosphere, at the point
X = 0.5, Y = –0.2. The dipole magnitude grew from zero
to µ5 = 0.005 by t = 0.1. After t = 0.1, all five dipole
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
moments were held constant. As we can see from Fig. 2a,
the magnetic field at the boundary Y = 0 in the region
∆X ~ 0.2 increased by ~1% during this time. The over-
all plasma flow pattern was similar to that in Fig. 1. The
velocity vectors near the neutral point are shown in Fig. 2b
for t = 5.5 on an expanded scale, together with the mag-
netic field lines. The localization of the isotherms rela-
tive to the neutral point is illustrated in Fig. 2c. Figures
2d and 2e suggest a picture of the dynamics of the
plasma velocity, density, and temperature. The data for
time t = 5.5 demonstrate that the sharp peaks of the den-
sity and temperature spatially coincide with the zero
magnetic field.

In the third case, the initial field was the superposi-
tion of a uniform field B = 0.5 inclined to the photo-
sphere by 30° and the fields of two vertical dipoles with
µ1 = 4.5 and µ2 = –4.5 situated at the points X = 0.6,
Y = –1.5 and X = 1.1, Y = –1.5, respectively. We speci-
fied a magnetic perturbation in the same manner as in
the second case. The patterns of the isotherms and mag-
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netic field lines are presented in Fig. 3a, and the temper-
ature distribution is shown in Fig. 3b. Here, as in the
two preceding cases, the heating of the plasma in the
neighborhood of the neutral point can clearly be seen.
In this computational run, a flow typical of the recon-
nection process also takes place near the neutral point
(Fig. 3c). Figure 3d gives an indication of the density
distribution of the current responsible for the reconnec-
tion. This distribution resembles a weakly developed
current sheet with a maximum at the neutral point.

In the fourth case, we performed calculations for the
same configuration of four alternating dipoles as in the
first and second cases but considered the initial stage of
development of a perturbation introduced by two pow-
erful chromospheric sources resulting from local chro-
mospheric heating during a flare. Subsequently, the
vaporized plasma in these sources fills a magnetic flux
tube; i.e., a post-flare loop forms [9]. We specified the
plasma density to be ρ = 10000 and the temperature to
be T = 20 in sources situated on the Y = 0 axis in the
intervals 0.19 ≤ X ≤ 0.25 and 0.75 ≤ X ≤ 0.81. Both
sources operated continuously during the entire com-
putational run. In contrast to [9, 12], we consider here
the initial stage of plasma injection, when the flux has
not yet propagated a large distance from the photo-
sphere. Physically, this corresponds to modeling a
bright point at the initial stage of formation of a post-
flare loop. The positions of the plasma sources relative
to the initial magnetic-field configuration can be seen in
Fig. 4a, which also shows field lines and isotherms
(drawn in increments ∆T = 1). The temperature distri-
bution over the XY plane shown in Fig. 4b gives some
indication of the shape of the temperature maximum.
Further calculations show that the current decays in a
time t ' ~ 30. A the same time, there is no appreciable
drop in temperature because of the low thermal conduc-
tivity across the magnetic field. 
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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Fig. 3. Calculation for the superposition of an arch and uniform field: (a) magnetic field lines and isotherms, (b) spatial distribution
of the temperature, (c) velocity field and magnetic field lines in the neighborhood of the neutral point, and (d) spatial distribution of
electric-current density.
The energy transport toward the neutral point here
differs from that in the first three cases. Figure 4c pre-
sents the distribution of plasma-velocity vectors for
time t = 1, when the perturbation has not yet reached the
neutral point. The positions of the sources are shown
below the X axis. The plasma leaves the sources verti-
cally, along the magnetic field. The velocity vectors in
the figure at the points X = 0.21, Y = 0 and X = 0.78, Y = 0,
correspond to the velocity of the plasma emerging from
the chromospheric sources. The plasma stream has the
velocity V ~ 0.02, and, at time t = 1, is still near the
boundary Y = 0, within Y = 0.02. The wave excited by
this outgoing plasma propagates along the magnetic
field at the Alfvén speed, first upward and then along
the curved field line. The vectors of the plasma-velocity
perturbation are normal to the field everywhere over the
stream. This means that the perturbation is carried by
an Alfvén wave. The Alfvén perturbations encounter
each other at the top of the field line and are trans-
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
formed into a magnetoacoustic perturbation, which
travels upward, across the field. Later, as in all preced-
ing cases, the velocity field becomes typical of the
reconnection process (Fig. 4d) responsible for local
plasma heating in the solar corona.

In contrast to [11], in which the PERESVET code
was used to study dramatic changes over active regions,
we consider here very weak perturbations. Thus, the
question arises as to the influence of purely methodical
perturbations associated with the replacement of the
MHD equations with a finite-difference scheme, which
can, in principle, lead to artificial plasma heating near
the neutral point. To test for finite-difference effects, we
calculated the same fields with a neutral point but with-
out specifying photospheric perturbations. The calcula-
tions demonstrated that, for both initial field configura-
tions considered, the increases in the plasma tempera-
ture were no more than 1% of the temperature increases
for the same times in the four cases considered.
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Fig. 4. Calculation for postflare chromospheric vaporization: (a) magnetic field lines and isotherms, (b) spatial distribution of the
temperature, and magnetic field lines and plasma velocity fields at (c) t = 1 and (d) t = 3.5.
5. DISCUSSION

Our numerical experiments have shown that various
types of weak photospheric perturbations can effi-
ciently heat the plasma near a magnetic-field neutral
line, increasing the temperature by an order of magni-
tude. A configuration with a neutral line can result from
the superposition of magnetic fields from several differ-
ent sources. Disturbances can be carried from the
photosphere by magnetoacoustic and Alfvén waves. If
the perturbations are weak, the current in the neighbor-
hood of the neutral line does not substantially distort
the original magnetic field. The reconnection of the
magnetic flux carried by the plasma is fast enough to
prevent the formation of a highly developed current
sheet and the accumulation of a large amount of energy
in this sheet. The prolonged existence of hot plasma is
provided by magnetic thermal isolation. Thus, our
numerical results provide evidence in favor of the
hypothesis that reconnection can provide a mechanism
for the formation of X-ray bright points.

All the data for our MHD simulations were presented
in terms of a dimensionless time. For an active-region size
L = 1010 cm, coronal plasma density of ~107 cm–3, and
mean photospheric magnetic field under the neutral point
of ~100 G, the Alfvén speed is VA ~ 5 × 109 cm/s, and the
dimensionless time unit corresponds to ~2 s. Thus, for
the short-term photospheric perturbations under consider-
ation, with amplitudes of about 1%, the plasma velocity
amplitude in the MHD wave is about 2 × 107 cm/s and the
bright-point formation time is ~10 s.

We noted above that the plasma confined in the
neighborhood of a neutral point loses some fraction of
its energy via heat conduction through magnetic gaps.
Heat fluxes narrowly channeled along the separatrices
can produce local chromospheric heating. This proba-
bly results in the formation of two local chromospheric
sources of Lα emission (bright points) situated symmet-
rically above the X-ray bright point; such sources were
discovered by Kankelborg et al. [13].

Chertok [5] pointed out a regularity in the distribu-
tion of visible bright points over the solar disk. Such
points tend to be arranged along certain lines. In the
context of the data presented here, such an arrangement
could result from the presence of long singular lines. If
ASTRONOMY REPORTS      Vol. 44      No. 6      2000
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so, weak local perturbations beneath such lines should
give rise to a chain of bright points.
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Abstract—The paper presents calculated spectra of El Niño Southern oscillation (ENSO) indices. The ENSO
spectra have components with periods that are multiples of the Earth’s free (1.2 years) and forced (18.6 years)
nutation periods. Analysis of a 41-year series of exciting functions for the atmospheric angular momentum con-
firms the existence of such periodicity. Nutation waves responsible for the El Niño phenomena in the ocean, the
Southern oscillation in the atmosphere, and the presence of subharmonics of the Chandler period (1.2 years) and
superharmonics of the lunar period (18.6 years) in the ENSO spectra are described. A model for the nonlinear nuta-
tion of the Earth–ocean–atmosphere system is constructed. In this model, the ENSO, acting at frequencies of com-
binational resonances, excites the Chandler wobble of the Earth’s poles. At the same time, this wobble interacts
with the nutation motions of the atmosphere and World Ocean. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Despite a hundred years of investigation, the nature
of the Chandler wobble of the poles (CWP) remains
unclear. The mechanism for its excitation is still
actively discussed. Meteorological and seismic pro-
cesses are most frequently considered as possible driv-
ers of the CWP. Most estimates suggest that the effect
of the atmosphere is small. Opinions about the influ-
ence of earthquakes in exciting the CWP are quite con-
tradictory. The most comprehensive reviews of this
problem are given in [1, 2].

In our opinion, negative conclusions about the role
of meteorological processes in exciting the CWP have
been reached for two different reasons. The first is the
scarcity of meteorological observations in the Southern
Hemisphere, where the ordered oscillations of air
masses between the Pacific and Indian oceans that
swing the Earth (the El Niño Southern Oscillation, or
ENSO) take place [3]. The second reason is the tradi-
tional use of linear oscillation theory for estimates,
which is inadequate for describing these oscillations.
Note that estimates of the excitation of the polar motion
have usually been made near the principal resonance—
the Chandler frequency [4, 5]. However, in the Earth–
ocean–atmosphere system, nonlinear oscillations and
excitation of the CWP occur primarily at combinational
frequencies of the Chandler frequency (with periods of
2.4, 3.6, 4.8, and 6 years) [6], rather than at the princi-
pal resonant frequency.

Here, we present the results of our study of the
power spectra of characteristics of oceanic and atmo-
spheric processes. We also consider series of effective
functions of the atmospheric angular momentum.
These spectra confirm the presence of subharmonics of
the Chandler period and indicate the presence of super-
1063-7729/00/4406- $20.00 © 20414
harmonics of the fundamental period of the Earth’s
forced nutation (18.6 years). We have detected slow,
presumably nutation, waves in the ocean and atmo-
sphere, which are responsible for this cyclicity. Gener-
alization of these results suggests the existence of coor-
dinated nutation motions of the Earth, ocean, and atmo-
sphere, which affect each other in a nonlinear way. We
suggest that the wobble of the Earth’s poles, the El
Niño phenomenon in the ocean, and the Southern oscil-
lation in the atmosphere—currently studied as indepen-
dent phenomena in different disciplines—should be
treated collectively as a single phenomenon in connec-
tion with the nonlinear nutation of the Earth–ocean–
atmosphere–system.

2. INITIAL DATA

A large number of indices have been devised to
describe the El Niño phenomenon. We will use the
Southern oscillation index (SOI), which represents the
normalized difference of the normalized pressure
anomalies at the stations Tahiti (17°33′ S, 149°37′ W)
and Darwin (12°26′ S, 130°52′ E), located at the antip-
odal centers of action of the Southern oscillation [6, 7].
There is a continuous series of monthly averages of the
SOI from 1866 to the present time [7–9].

Wright [10] calculated mean quarterly DT indices as
simple differences of the pressure anomalies at the Dar-
win and Tahiti stations averaged over three months. His
report contains DT series from 1851 to the present time
in steps of three months [10].

Thermal oscillations of the ocean are characterized
by the temperature of the ocean’s surface (TOS) aver-
aged over the most representative regions. The well-
known series of monthly average TOS indices for vari-
ous Niño regions in the near-equatorial Pacific zone, the
000 MAIK “Nauka/Interperiodica”
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N.Atl and S.Atl regions in the Atlantic, the Tropics
regions in three oceans, etc., are regularly calculated at
the US National Center for Environmental Prediction
[8]. Regrettably, these series are available only for the
period from 1950 to the present.

Series of the components χi of the exciting functions
for the atmospheric angular momentum covering the
period from 1958 to 1998 with a resolution of six hours
are now available. Calculations made in the Atmo-
spheric Angular Momentum Subbureau are based on a
reanalysis of archived data for all hydrometeorological
observations, performed at the National Center for
Environmental Prediction [11, 12].

3. SPECTRAL ANALYSIS

Sidorenkov [6] published analyses of a series of SOI
values starting in 1866 and of DT indices starting from
1851. This revealed components with periods of about
6, 3.6, 2.8, and 2.4 years (and possibly 12 years as
well). Similar results are obtained by examining ENSO
indices for 1870–1983 [13].

In the current study, we calculated periodograms
and power spectra for series of SOI values and TOS
anomalies for 1950–1997. Five hundred periodogram
values were used for the spectral analysis. The spectra
were smoothed using a 250-point Parzen window. The
resulting spectra for anomalies of the Niño3, Niño3.4,
Niño4, Tropics, and SOI indices for periods longer than
12 months are illustrated in the figure.

We also calculated the periodograms and power
spectra of all daily averaged atomospheric angular

momentum components  and  over the 41-year
period. We used 3744 periodogram values to estimate
these spectra. Smoothing was performed with a 1872-
point Parzen window. The table contains the results of
our spectral analyses of all the series. The detected peri-
ods are given in the third column in order of decreasing
spectral power.

χ i
p χ i

w
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Although the analyzed series of ENSO indices
cover a relatively short time interval, the detected peri-
ods mainly coincide with those derived from 145- and
114-year series [6, 13]. It is true, however, that a six-
year period was detected in the 145- and 114-year
ENSO series, while a 4.9-year period is indicated in the
modern indices.

Spectral analysis of series of the atmospheric angu-

lar momentum components  (wind components) andχ i
w

Dominant cycles in characteristics of the ENSO and the at-
mospheric angular momentum components

Index Region borders Periods of
dominant cycles, years

SOI 4.9, 2.4, 3.6, 2.1

Nino4 5° N–5° S  160° E–150° W 4.9, 3.6, 12, 2.4

Nino3.4 5° N–5° S  170° W–120° W 4.9, 3.6, 2.4, 2.1

Nino3 5° N–5° S  150° W–90° W 3.6, 4.9, 2.5, 2.1

Nino1 + 2 10° N–10° S  0°–360° 3.6, 4.9, 2.9, 2.1 

Tropics 5° N–5° S  160° E–150° W 4.9, 3.6, 2.8, 2.4, 2.1

N.Atl 5° N–20° N  60° W–30° W 9.3, 3.6, 2.5, 2.1, 5.2

S.Atl 0°–20° S  30° W–10° E 12, 5.2, 2.3, 3.5

Globe 2.7, 3.7, 1.86, 5.9, 2.4

Globe 2.7, 3.1, 2.1, 1.8

Globe 2.4, 3.7, 5.1

Globe 2.6, 3.7, 4.6, 1.7

Globe 2.4, 2.7, 5.9

Globe 5.1, 4.1, 2.3, 2.7

18.6 years Superharmonics 6.2, 4.7, 3.7, 3.1, 2.7, 
2.3, 2.1

χ1
w

χ2
w

χ3
w

χ1
Pib

χ2
Pib

χ3
Pib
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 (atmospheric pressure components with allow-
ance for the inverted barometer effect) indicates the
possible presence of superharmonics of the forced nuta-
tion period (4.7, 3.7, 3.1, 2.7, 2.3, 2.1, and 1.86 years).
Some of these superharmonics are close to the 2.4-, 3.6-,
4.8-, and 6.0-year subharmonics of the Chandler
period. Thus, our analysis of the atmospheric angular
momentum components is consistent with the results
obtained from analysis of the ENSO indices. However,
series of atmospheric angular momentum components
are still too short to reliably detect many-year cycles.

The spectral–time diagrams of the SOI constructed
in [13, 14], as well as wavelet and waveform analyses
[15, 16], show that the SOI cycles are unstable in time.
After emerging at certain frequencies, the cycles can
fade over some time interval and be excited again at
other frequencies. For example, a six-year ENSO peri-
odicity dominated until the middle of the 20th century,
when it was replaced by a 4.9-year cycle (see the fig-
ure). As noted in [15, 16], a four-year periodicity was
most prominent in 1872–1890, while a three-year
ENSO cycle became dominant in the period from 1890
to 1910. After 1910, the dominant period changed to
seven years. From 1940 to 1960, a 5- to 6-year period-
icity was most prominent, whereas in the 1960s, this
was replaced by a two-year cycle and in 1971–1995, by
a 4- to 5-year cycle. At the same time, the ENSO spec-
tra averaged over 124 years (from 1872 to 1995) exhibit
peaks at periods of 5.8, 3.8, and 2.8 years.

Thus, all these investigations indicate the presence
in the ENSO spectra of components that are approxi-
mately multiples of the Chandler period (1.2 years) and
of the fundamental period of the Earth’s forced nutation
(18.6 years), rather than being multiples of the annual
period. The periods of superharmonics of the forced-
nutation period are given in the last column of the table.
It has become evident that such periodicity is due to the
motion of slow waves in the atmosphere and the ocean.
The waves move predominantly from west to east with
various velocities and travel around the Earth primarily
in time intervals equal to the above periods. The alter-
nating sequences of the El Niño and La Niña phenom-
ena in the ocean and of the Southern oscillation phases
in the atmosphere are related to these waves.

4. A MODEL FOR EXCITING FREE MOTION
OF THE POLES

During an ENSO, air and water masses are redistrib-
uted between the eastern and western hemispheres. The
exchange occurs most intensively between the southern
subtropical part of the Pacific Ocean and the eastern
part of the Indian Ocean. The swing in the oscillations
of sea level in the eastern and western parts of the trop-
ical zone of the Pacific Ocean is ≈50 cm. Oscillations
of atmospheric pressure at the antipodal centers of the
action of the Southern oscillation reach 3 GPa at the
ENSO frequency. These pressure anomalies are distrib-

χ i
Pib
 uted over the globe in the way that is required to excite

the polar wobble: The sign of the anomaly over the
southwestern part of the Pacific and central Asia is
opposite to the sign over the Indian Ocean and North
America (these anomalies are described by the tesseral

spherical harmonic (θ, λ)) [7, 17]. With this pres-
sure distribution, the axis of the largest moment of iner-
tia of the Earth (i.e., the axis of the Earth’s figure)
should deviate toward Asia in a La Niña oscillation and
toward North America in an El Niño oscillation. Devi-
ations of the axis of the Earth’s figure from the rotation
axis will necessarily give rise to free nutation of the
Earth.

Let us now turn from a qualitative to a quantitative
treatment of the problem. The excitation of the polar
wobble can be estimated [18] using the equation

(1)

Here,  = σ + iβ, σ = 2π/T is the frequency of the free
motion of the poles; T = 1.2 years is the Chandler
period; β is the damping decrement; i is the square root
of –1;  = m1 + im2 (m1 and m2 are the direction cosines
of the Earth’s instantaneous angular rotation vector);
and  = χ1 + iχ2 (χ1 and χ2 are the components of the
exciting function for the atmospheric angular momen-
tum) [18, 19].

To explain the observed wobble of the Earth’s pole
with a period of one year, it is sufficient for the atmo-
spheric pressure oscillation to have an amplitude of
1.6 GPa; i.e., P(θ, λ) = 1.6 sin2θsin(λ – λ0) GPa [18].
As noted above, the amplitude of pressure oscillations
during an ENSO reaches 3 GPa, so that excitation of the
free nutation of the Earth is quite feasible.

The Chandler wobble of the poles is responsible for
perturbations of the centrifugal potential and induces a
polar tide in the atmosphere and ocean. For example,
the static polar tide in the ocean has the form [18]

(2)

where k and h are Love numbers, Ω is the magnitude of
the Earth’s angular rotation vector, θ is the colatitude,
and λ is the longitude. In the atmosphere, the polar tide
is described by the same expression, since

(3)

but with a different amplitude. We should stress that the
amplitude is a function of the polar deviation .

The typical amplitude of the static polar tide in the
ocean is 0.5 cm. However, analysis of tide records indi-
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cates a resonant spectral-density peak at period T [18].
A 14-month periodicity in the Atlantic subtropical cir-
culation has repeatedly been noted [20, 21]. It was
shown in [7, 22] that slow waves (0.25 m/s) move in the
ocean along the equator, travelling around the Earth in
4.8 years. Such waves are also observed in the atmo-
sphere. It has now been established that the periods of
revolution of slow waves about the Earth vary with
time, though their dominant values are multiples of the
Chandler period (1.2 years) and of the period 18.6 years.
This provides evidence that the waves are related to the
free and forced nutations of the Earth. For this reason,
we call them nutation waves.

By analogy with equations (2) and (3), we might
expect that, in the case of linear interactions of nutation
waves, the amplitude A of the exciting function  for
the atmosphere and the ocean must be a function of .
However, the presence of subharmonics of the Chan-
dler period (≈2.4, 3.6, 4.8, and 6.0 years) and superhar-
monics of the forced nutation period (≈2.3, 3.7, 4.7, and
6.2 years) in the ENSO and atmospheric angular
momentum spectra indicate the nonlinear interaction of
the forced and free nutation motions of the Earth,
ocean, and atmosphere. Therefore, we assume that the
amplitude Ak of each harmonic with number k of the
exciting function  has a power-law dependence on
the value  of the deviation of the Earth’s figure axis

from the rotation axis, Ak = µk , where αk is a power-

law exponent different from unity and µk is a propor-
tionality coefficient.

Using this assumption, we can approximate the
function  by the sum of N harmonics:

(4)

Here, k is the number of the harmonic, ωk is its fre-
quency, and ωkt0k is the initial phase, which is set equal
to zero. For subharmonics of the Chandler frequency,
ωk = σ/nk, where nk = 2, 3, 4, … are subharmonic num-
bers.

We were not able to find a solution of equation (1)
with the function  in the form (4). Therefore, we sim-
plified expression (4):

(5)

Ψ
m

Ψ
m

m
αk

Ψ

Ψ µkm
αk ωki t t0k–( )[ ]exp

k 1=

N

∑=

≈ µkm
αk ωkit( ).exp

k 1=

N

∑

Ψ

Ψ m
α µk ωkit( ).exp

k 1=

N

∑=
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Then, the solution of equation (1) with the function 
given by (5) at m(0) = m0 takes the form

(6)

The first term in braces of (6) describes the free
motion of the pole due to its initial deviation . The
second term (first sum) describes the overall forced
motion of the pole with the excitation frequencies ωk.
The third term (second sum) describes the polar motion
caused by the function  with the fundamental fre-
quency .

Expression (6) describes the result in the most gen-
eral form. To make this equation easier to understand,
we make the following simplifications: (a) We neglect
the initial deviation of the pole; i.e., we set  = 0, and

(b) we neglect damping; i.e., we set  = σ. In this case,
expression (6) takes the form

(7)

For (1 – α)σ = ωk, the term with number k in (7) is
an indeterminate form of the type 0/0. For subharmon-

ics of the Chandler frequency, the exponent  = nk

is equal to a positive integer number (nk = 2, 3, 4, …).
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Let us suppose, for example, that ω1  (1 – α)σ.
Then, the sine of the small angle in the first term of (7)
can be replaced by the angle itself and will cancel from
the numerator and denominator. All other terms (with
numbers k = 2, 3, …, N) remain unchanged, and we
obtain

(8)

The same result will be obtained if we formally
evaluate the indeterminate form in (7) using L’Hópi-
tal’s rule. The coefficient in the first exponential term
increases with time t. All other terms have constant
coefficients. Thus, at sufficiently large t, we can neglect
all terms in braces except for the first.

In another time interval, a periodicity with fre-
quency ωk may dominate. In this case, analysis of the
behavior of  gives a result similar to (8). Summing
the resonant contributions from all terms, we obtain

(9)

Here, we took into account the relations (1 – α)σ = ωk

and  = nk.

Thus, for σ = nkωk, i.e., when the frequency of free
oscillations of the pole is an integer multiple of the
excitation frequency, a combinational resonance arises.
The perturbing forces act synchronously with the
proper oscillations of the Earth, giving rise to an intense
swinging of the Earth about its rotation axis. The ampli-
tude of the polar oscillations increases with time

according to a power law (i.e., proportional to ), the
more rapidly the lower the frequency of the subhar-
monic excitation component. Even low-power oscilla-
tions of the exciting function  can lead to significant
oscillations of the instantaneous angular rotation vector

 of the Earth. As the amplitude of the polar oscilla-
tions increases, resistance leading to damping of the
oscillation grows, so that an infinite increase of the
amplitude becomes impossible.
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It is known that the intensities of the ENSO and of
the polar wobble vary with time. For example, the data
reported in [15, 16] show that the ENSO amplitudes
were large in 1870–1915, small in 1915–1950, and
again large after 1960. A similar pattern was observed
for the amplitudes of the CWP: In 1890–1915 and
1950–1998, they were a factor of two to three higher
than in 1920–1945 [1, 2, 18]. In the period from 1930
to 1940, there were no long intervals with SOI < 0. In
those years, the motion of the poles was also damped
(the amplitude decreased, the period increased, and the
CWP phase changed appreciably [1, 2, 18]). These
facts demonstrate a coordination between the ENSO
and the motion of the geographic poles. It is likely that
time variations in the ENSO intensity lead to unstable
CWP excitation. Instability of the ENSO is probably
determined by the influence of the phase of the seasonal
cycle on nutation motions of the atmosphere and ocean
and by the summation of the forced and free oscilla-
tions of the Earth with similar frequencies.

5. CONCLUSIONS

The spectra of ENSO indices, nutation waves in the
atmosphere, and other processes indicate that motions
of the atmosphere and ocean are closely related to the
lunar–solar nutation and motions of the Earth’s poles.
The mechanism of this relation is not entirely clear.
One possibility is that the motions of the atmosphere,
ocean, and Earth’s poles all result from the external
gravitational action of the Moon, Sun, and planets [23].
Another possibility is that there is a nonlinear interaction
of the forced and free nutation motions of the Earth,
ocean, and atmosphere. This last approach was considered
in the model constructed above (see Section 4).

The atmospheric circulation due to various heat
inflows to the atmosphere excites streams in the ocean.
Interactions of the atmospheric circulation with pro-
cesses in the ocean give rise to stochastic oscillations of
the atmosphere and ocean. These interact with forced
lunar–solar oscillations. Air and water masses are
redistributed over the Earth’s surface, changing the
components of the inertia tensor. The axis of the Earth’s
figure (the axis of the largest moment of inertia) devi-
ates from the rotation axis, which, in accordance with
the laws of mechanics, leads to free nutation of the
motion of the Earth’s poles.

External actions from celestial bodies are superim-
posed on the internal stochastic oscillations of the
atmosphere and the ocean. Some superharmonics
(2.3, 3.7, 4.7, and 6.2 years) of the main component of
the forced nutation motions of the atmosphere and
ocean are near or equal to the subharmonics (2.4, 3.6,
4.8, and 6.0 years) of the period of free motion of the
Earth’s poles. Resonance excitation of the CWP occurs
at these combinational frequencies.

The motion of the Earth’s poles has a perturbing
effect on the potential of centrifugal forces and induces
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polar tides in the ocean and atmosphere, which, in turn,
affect the motions of the atmosphere and ocean and the
processes occurring in them. Thus, nonlinear oscilla-
tions with the characteristic competition, synchroniza-
tion, and combinational-resonance phenomena are
observed in the atmosphere–ocean–Earth system.
Nutation motions of the Earth, atmosphere, and oceans
are ordered and enhanced. As a result, cycles with peri-
ods that are multiples of the Chandler period and of the
forced nutation period (18.6 years) appear in the spec-
trum of the ENSO. The equatorial zone, which serves
as a trap for waves, locks onto the nutation motions of
the atmosphere and ocean, which are therefore traced
best there, as nutation waves.

Thus, the wobble of the Earth’s poles, El Niño and
La Niña oscillations in the ocean, the Southern oscilla-
tion in the atmosphere, and nutation waves are constit-
uent parts of a single phenomenon—nutation of the
Earth–ocean–atmosphere system.
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