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An algorithm is proposed for the determination of the asymptotics of a sum of a perturbation series from the
given values of its coefficients in the strong-coupling limit. When applied to the ϕ4 theory, the algorithm yields
the β(g) ∝  gα behavior with α ≈ 1 at large g for the Gell-Mann–Low function. © 2000 MAIK “Nauka/Interpe-
riodica”.

PACS numbers: 11.10.-z
Many problems in theoretical physics require
advance in the strong-coupling region. The best known
of them concern the dependence of the effective cou-
pling constant g on the distance scale L; the problems
of electrodynamics at ultrashort distances and confine-
ment are among them. The dependence of g on L in the
renormalizable theories is determined by the equation

(1)

and generally requires information on the Gell-Mann–
Low function β(g) for arbitrary g [1]. Over many years,
the problem of reconstruction of the β-function seemed
to be absolutely hopeless because the information on
this function was provided solely by perturbation the-
ory, which allowed the calculation of the first several
terms of the expansion

(2)

Lipatov [2] proposed a method allowing the calculation
of the βN asymptotics at large N, which was found to be
factorial for most problems:

(3)

Matching the Lipatov asymptotics (3) with the first βN

coefficients provides information on all terms of the
series and makes it possible to approximately recon-
struct the β-function, but this requires a special proce-
dure for the summation of divergent series [3]. Kaza-
kov et al. [4] attempted to implement this procedure
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and arrived at the conclusion that the Gell-Mann–Low
function in the ϕ4 theory with the action functional

(4)

behaves at large g as 0.9g2, which differs only in the
coefficient from the one-loop result 1.5g2 valid at g 
0; similar behavior was obtained for β(g) by Kubyshin
[5]. If this result is valid,1 then the ϕ4 theory is self-con-
tradictory. This conclusion seems to be strange from
the viewpoint of solid-state applications: a reasonable
model of a disordered system [7, 8], well-defined in the
continuous limit, is mathematically reduced to the ϕ4

model. Moreover, it was recently proved [9] that there
are no renormalization singularities in the ϕ4 theory;
and this can be treated as evidence for the self-consis-
tency of the theory.

This paper is aimed at revising the results obtained
in [4, 5]. We start with the same premises as in [5], i.e.,
with the known first four coefficients of the β-function
expansion [6, 10] 

(5)

and the Lipatov asymptotics with the first-order correc-
tion term calculated in [11]:

(6)

The method is different from [4, 5] in that a direct rela-
tion between the β(g) asymptotics and the expansion
coefficients is used and the interpolation is carried out
in an explicit form.

1  The authors of [4] do not insist on their statement and emphasize
that it has a tentative character (see also [6]).
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1. Let us formulate the problem of reconstruction of
the β-function asymptotics 

(7)

from the coefficients βN of series (2) that grow accord-
ing to factorial law (3) and are assumed to be numeri-
cally specified. As in the case of the introduction of crit-
ical indices in phase-transition theory, the slow (loga-
rithmic) corrections to law (7) are considered to be
beyond accuracy.

Treating the sum of series (2) in the Borel sense, we
use a modified definition of the Borel transform β(g):

(8)

where b0 is an arbitrary parameter that is conveniently
used for optimizing the summation procedure [3]. As
was assumed in [3] and proved recently in [9], the Borel
transform is analytical in the complex g plane with a cut
from –1/a to –∞. To analytically continue B(g) from the
convergence circle |g| < 1/a to arbitrary complex g val-
ues, a conformal transformation g = f(u) mapping the
plane with the cut onto the unit circle is used; in this
case, the reexpansion of B(g) in u powers 

(9)

gives a series convergent at arbitrary g values. We
restrict ourselves to the analytic continuation of B(g) to
the positive semiaxis [which is sufficient for the inte-
gration in Eq. (8)] and use a modified conformal trans-
formation g = (u/a)/(1 – u) mapping the plane with cut
(−1/a, –∞) onto the plane with cut (1, ∞). This removes
the g = –1/a singularity to infinity, while the g = ∞ sin-
gularity becomes the nearest to the origin and deter-
mines the following asymptotics for the UN coeffi-
cients:

(10)

This result can easily be obtained by representing the
expansion coefficients as 

(11)

and deforming the contour C enveloping the point u = 0
in such a way that it passes around the cut with allow-
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ance made for the singularity B(u) ~ (1 – u)–α at the
point u = 1. The reexpansion of series (9) gives the fol-
lowing relation between UN and BN: 

(12)

As a result, we arrive at the following simple algorithm:
the coefficients BN are calculated from given βN [cf.
Eq. (8)] and recalculated to UN according to Eq. (12);
then the UN coefficients at large N are fitted to the power
law UN = U∞Nα – 1, whose parameters determine β∞ and
α according to Eq. (10). The β∞ value is convenient to
calculate by treating U∞ as a function of b0 and deter-
mining the slope of linear dependence U∞ ∝  (b0 + α) at
small b0 + α; this provides an independent estimate for
the α index from the root of the U∞(b0) function.

2. The authors of the majority of works formulated
the algorithm in such a way as to avoid mention of the
coefficients βN for intermediate N values. Such an
approach is conceptually inconsistent, because a finite
number of coefficients and their asymptotics can ensure
the construction of a function with any prescribed
behavior at infinity.2 The problem can be reasonably
formulated if all βN are approximately defined; in this
case, the function β(g) can be reconstructed within a
certain accuracy. For this reason, the interpolation and
estimation of its accuracy is the necessary step in solv-
ing the problem. Of course, this is possible only on the
assumption that βN is a smooth function of N.

The interpolation is convenient to carry out for the
reduced coefficient function

(13)

which varies within the finite limits and has a regular
expansion in 1/N. Retaining in the series a finite num-
ber of terms and adjusting the coefficients AK to the
known FN values, one obtains the desired interpolation
formula. Its accuracy is 

(14)

if the interpolation is performed using m known values
, , …, FL (m = L – L0 + 1) for m0 known coef-

ficients A1, A2, …, . Estimate (14) is based on the
fact that series (13) is asymptotic [12], so that the error
of its approximation by trincation is of the order of the
first omitted term, while the error of interpolating the

2 A function of a factorial series has the same asymptotics for coef-
ficients (3), but with different c value [8]; the statement formu-
lated in the text can easily be proved by choosing an appropriate
linear combination of several functions.
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Fig. 1. Plots of  = UNΓ(b0 + 2) vs. N at different b0 values for the parametrization of the asymptotics in the form (a)  =

caNNb – 1N! and (b)  = caNΓ(N + b). The inserts show U∞ as a function of b0.

ŨN βN
as

βN
as

N

(m + m0 + 1)-order polynomial by the (m + m0)-order
polynomial can be calculated exactly. In the case under
consideration, L0 = 2, L = 5, and m0 = 1, so that δFN is
determined by the coefficient A6, which can be esti-
mated by factorial-law extrapolation of the found
A1, …, A5 values [12].

The ambiguity of the interpolation procedure is
manifested, in particular, in the possibility to differ-
ently parametrize the asymptotics [4, 13], e.g., as
caNΓ(N + b), caNNb – 1N! etc. The asymptotics in the

instanton calculations [2] has the form NN,
which is very close to the Lipatov parametrization
caNNb – 1N! obtained from the former by applying the
Stirling formula, whose accuracy is better than 10%
even at N = 1. With this respect, the parametrization
caNNb − 1N! is “natural,” whereas its representation in
alternative functional forms requires additional
assumptions [e.g., N @ b for caNΓ(N + b)].

Figure 1a shows the coefficients  = UNΓ(b0 + 2)
(normalized so that they have a finite limit at b0  ∞)
for the natural parametrization caNNb – 1N!. At large N,
these coefficients distinctly tend to the constant values
(excepting the curves for b0 @ 1 and b0 ≈ –2, for which
the large parameters retard the attainment of asymptot-
ics), which corresponds to the value α = 1. The U∞ vs.
b0 curve goes through zero at b0 = –1.03 (see insert in
Fig. 1a), which gives another estimate α = 1.03 demon-
strating excellent consistency of the results. Determin-

c̃ãN Nb̃

ŨN
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ing β∞ from the slope at b0 = –α, one obtains for the
asymptotics of the β-function 

(15)

A situation occurring at the alternative ways of
interpolation is shown in Fig. 1b, where the parametri-

zation  = caNΓ(N +b) is used. There is also seen
curve flattening, but it is not as distinct as in the preced-
ing case. The processing of the curves under the
assumption that α = 1 yields the b0 dependence of U∞
(see insert in Fig. 1b) going through zero at b0 = –1.3,
which corresponds to α = 1.3. Hence, the results show
a substantial inconsistency. Curve processing with the
power-law dependence yields an α value slightly
exceeding unity (different for different b0), but in this
case U turns to zero at b0 = –0.8 (at this value, the
increase in the curves in Fig. 1b changes to a decrease),
leading to the same inconsistency. Correspondingly, the
result for the β(g) asymptotics becomes less defined,
β(g) ≈ 24gα and α = 0.8–1.3.

Parametrizing the asymptotics as  =

caN Γ(N +  + 1) and expanding FN in inverse

powers of (N – N0), one obtains a two-parameter (  and
N0) set of the interpolation formulas. The table presents
the results for several such interpolations, for which the
distinctions in the interpolation curves approximately
fit the error range estimated by Eq. (14) for the natural
interpolation. With allowance made for the uncertain-

β g( ) 8g g ∞.≈

βN
as

βN
as

Nb b̃– 1– b̃

b̃
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ties, the α index is virtually independent of the particu-
lar interpolation; systematic deviations occur only for
some “extreme” cases for which the interpolation curve
is partially beyond the error range. The interpolation

with  = 0 and N0 = 0, which we treated as “natural”
from computational considerations, stands out as the
most self-consistent algorithm. Therefore, the corre-
sponding result (15) should be considered as the most
reliable. For a fixed interpolation, its error is less than
0.05 for the α index and 10% for β∞, which is an opti-
mistic estimate for the accuracy. The error caused by
the interpolation ambiguity is seen from the table: it can
be as great as several tenths for the α index, whereas the
β∞ value can differ from Eq. (15) by a factor of 2–3.

3. Let us consider the behavior of the β-function at
finite g values. For N < 10, Fig. 1 demonstrates a linear

b̃

Table

Interpola-
tion with 
N0 = 0

β∞ α
Interpola-
tion with 

 = 0
β∞ α

 = 3.5 24 0.8–1.3 N0 = 0.5 5.4 1.1–1.6

 = 1.5 14 1.0–1.1 N0 = 0.3 16 0.8–1.2

 = 0 8.1 1.0

 = –1.5 10 1.0–1.1 N0 = –0.3 4.3 0.9–1.0

 = –2.5 2.7 1.5–1.7 N0 = –0.5 2.3 0.9–1.0
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Fig. 2. Qualitative behavior of the Gell-Mann–Low function
in the ϕ4 theory. Curves 1, 2, 3, and 4 are obtained in [4], [5],
[14], and this work, respectively. The insert shows the coef-

ficient function FN = βN/  with the  = caNΓ(N + b)

parametrization convenient for an analysis of Eq. (12); the
dependence on the interpolation procedure is immaterial on
this scale.

βN
as βN

as
portion  ≈ 1.1(N – 1) (dashed line) corresponding to
a β(g) ≈ 1.1g2 dependence close to the results obtained
in [4, 5]. This portion is insensitive to changes in b0 and
to the interpolation procedure and can pretend to the
role of the true asymptotics, provided that the results
for N > 10 are treated as being due to the interpolation
errors. But such is actually not the case, because the sta-
bility of this portion is caused by the presence of a char-
acteristic dip in the reduced coefficient function FN at
N & 10 (see insert in Fig. 2). If one models this dip by

setting F3 = F4 = … = F10 = 0, then the result  ≈
1.5(N – 1) determined by the first nonvanishing coeffi-
cient F2 (see curve for b0 = ∞) is obtained at N ≤ 10 for
all b0; this is close to the actual situation.3 Such model-
ing of the dip demonstrates that the one-loop law 1.5g2

for the β-function extends up to g ~ 10. More precisely
(see footnote 3), the result valid in the interval 1 & g &
10 is given by the function derived in [4, 5] and yielding
the value β(g) ≈ 90 for g = 10 (see Fig. 2), in accordance
with [14]. Asymptotics Eq. (15) matches well with the
indicated value, providing indirect support to the opti-
mistic estimation for the accuracy.

Although the available information allows only a
rough estimation for the Gell-Mann–Low function, one
can state with assurance that it is nonzero at finite g val-
ues and its behavior at g  ∞ is compatible with the
assumption that the ϕ4 theory is self-consistent. The
substitution of Eq. (15) in Eq. (1) yields the g(L) ∝  L–γ

dependence with γ ≈ 8 at small L, which is slightly
modified if the α index is other than unity or if logarith-
mic branching is present.

The results obtained allow an understanding of why
the numerical simulations on a lattice indicate that the
ϕ4 theory is “trivial” (see [15] and references therein):
because of the absence of zeros of the β-function, the
g(L) interaction always decreases with distance; and,
owing to the extended one-loop law, the behavior is
indistinguishable from the trivial in a wide range of
parameters [at g & 300, for the most popular charge
definition when the term with interaction in Eq. (4) has
the form gϕ4/4].

This work was supported by the INTAS (grant
no. 96-0580) and the Russian Foundation for Basic
Research (project no. 00-02-17129).
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The kernel of the nonforward BFKL equation is obtained in the case of the antisymmetric color octet state of
the two Reggeized gluons in the t-channel. The explicit form of the kernel is presented. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 12.38.Bx
1 The most common basis for the description of the
processes at small x = Q2/s values (Q2 is a typical virtu-

ality and  is the cms energy) in the framework of the
perturbative QCD is the BFKL equation [1]. The equa-
tion was originally derived in the leading logarithmic
approximation (LLA), which means the resummation
of all terms of the type [αslns]n. Recently, the kernel of
this equation was obtained in the next-to-leading
approximation (NLA) [2] for the case of forward scat-
tering, i.e., for the momentum transfer t = 0 and the vac-
uum quantum numbers in the t-channel. The next step
should be the calculation of a nonforward kernel. In this
paper, we present the nonforward kernel for the case of
a gluon channel (antisymmetric color octet state of two
Reggeized gluons). This channel is extremely impor-
tant, because the derivation of the BFKL equation is
based on one of the remarkable properties of QCD, viz.,
gluon Reggeization. The color octet kernel enters the
“bootstrap” equations [3], appearing as the requirement
for the compatibility of gluon Reggeization with
s-channel unitarity.

We will consider pure gluodynamics, since the
quark part of the kernel was calculated in [4]. We use
the Sudakov decomposition for the particle momenta,
assuming, without loss of generality, that the masses of
the colliding particles with momenta pA and pB are

equal to zero:  =  = 0, (pA + pB)2 = 2(pApB) = s.
The BFKL equation is the equation for the Mellin
transform of the Green’s function of two Reggeized
gluons. If the initial momenta of these gluons in the
s-channel are q1 . βpA + q1⊥  and –q2 . αpB – q2⊥  and
the momentum transfer is q . q⊥ , then the equation has

1 This article was submitted by the authors in English.

s

pA
2

pB
2

0021-3640/00/7106- $20.00 © 20222
the form [3]

(1)

where 5 denotes the representation of the color group
in the t-channel. The transverse momenta are spacelike,
and we use the vector sign for them. Here and below we
use for brevity v' ≡ v – q for any v. The space–time
dimension D = 4 + 2e is taken different from 4 to regu-
larize the infrared divergences. We use the normaliza-
tion adopted in [3].

The nonforward kernel, as well as the forward one,
is given by the sum of a “virtual” part defined by the

gluon trajectory j(t) = 1 + ω(t) and a “real” part 
related to the real particle production in the Reggeon–
Reggeon collisions:

(2)

As is seen from Eq. (2), the gluon trajectory enters into
the equation in the universal (independent of 5) way. It
was calculated [5] in the NLA and we do not discuss it
here. The real part for the gluon channel in the LLA is
[1, 6]

(3)

where the superscript B means the LLA (Born) approx-
imation. It should be emphasized that in this paper we
systematically use the perturbative expansion in terms
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of the bare coupling g. In the NLA, the real part of the
kernel can be represented as [3]

(4)

Here, fabc are the group structure constants; N is the
number of colors (N = 3 in QCD); sRR = (q1 – q2)2 =
sαβ – (q1 – q2)2 is the squared invariant mass of the
Reggeons; the sum {f} goes over all states f produced
in the Reggeon–Reggeon collisions and over all dis-

crete quantum numbers of these states; (q1, q2) is

the effective vertex for the production of the state f; and
dρf is the phase-space element for this state,

(5)

where n is the number of identical particles in the state
f. The second term on the rhs of Eq. (4) serves as the
subtraction of the contribution from the region of large
sRR to the first term, in order to avoid double counting
of this region in the BFKL equation. The intermediate
sΛ parameter in Eq. (4) must be taken tending to infin-
ity. At large sRR, only the contribution of the two-gluon
production survives in the first integral, so that the
dependence on sΛ disappears in Eq. (4) due to the fac-
torization property of the two-gluon production vertex
[3]. In the LLA, only the one-gluon production contrib-
utes, and Eq. (4) gives for the kernel its LLA value (3);
in the NLA, the contributing states also include the
two-gluon and the quark–antiquark states. The normal-
ization of the corresponding vertices is defined in [3].

The gluon contribution to the Reggeon–Reggeon–
gluon vertex in the limit e  0 was calculated in [7].
Substituting the results of [7] in Eq. (4), we obtain for
the contribution to the kernel from the one-gluon pro-
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duction in the Reggeon–Reggeon collisions

(6)

where k = q1 – q2, Γ(x) is the Euler gamma function,
and ζ(η) is the Riemann zeta function. The effective
vertex for the two-gluon production in the Reggeon–
Reggeon collisions was calculated in [8]. The contribu-
tion to the kernel from the two-gluon production can be
obtained by substituting the results of [8] in Eq. (4),
taking the sum over the color and spin states of the pro-
duced gluons, and performing integration. Unfortu-
nately, the integral (4) cannot be expressed in terms of
elementary functions (and dilogarithms) at arbitrary e.
For this reason, we present the result (see details of the
calculation in [9]) in a “combined” form, leaving
untouched the terms which cannot be integrated in ele-
mentary functions:
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(7)

where ψ(x) = Γ'(x)/Γ(x) and
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In this limit, the function I(q1, q2; q) takes the form

(12)

The integral in Eq. (12) can be recast as

(13)

It is also possible to express the integral in Eq. (12) in
terms of dilogarithms, but this expression is not very
convenient:
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The real part of the kernel, related to real particle
production in the Reggeon–Reggeon collisions, is
given in the NLA by the one- and two-gluon contribu-
tions. Since the radiative corrections to the effective
vertex of the one-gluon production are known only in
the limit e  0, the total real part of the kernel can be
obtained only in this limit. It is given by the sum of
Eqs. (6) and (11). After powerful cancellations (in par-
ticular, of the terms with singularities 1/e2 and all terms

with  –  in the denominators), we obtain

(16)

After the cancellation of the terms ~1/e2, the leading
singularity in the kernel is 1/e. It again turns into ~1/e2

after subsequent integrations of the kernel because of
the singular behavior of the kernel at k2 = 0. The addi-
tional singularity arises from the region of small k2,
where e|lnk2| ~ 1. Therefore, we do not expand the term
(k2)e in e. The terms ~e are taken into account in the
coefficient of the expression divergent at k2 = 0 in order
to retain, after the integrations, all contributions not
vanishing in the limit e  0.

q1
2 q2

2

_r
8( )

q1 q2; q,( ) g
2
N

2 2π( )D 1–
-----------------------

q1
2q2

'2 q1
'2q2

2
+

k2
-------------------------------- q2

–
 
 
 





=

× 1
2
---

g
2
NΓ 1 e–( ) k2( )

e

4π( )2 e+
------------------------------------------- 11

6e
------– 67

18
------ ζ 2( )–+

+




)----------+ e
202
27
---------– 7ζ 3( ) 11

6
------ζ 2( )+ + 

 




 g

2
NΓ 1 e–( )
4π( )2 e+

------------------------------+

× q2 11
6
------

q1
2q2

2

q2k2
-----------

 
 
  1

4
---

q1
2

q2
-----

 
 
  q1

'2

q2
-------

 
 
  1

4
---

q2
2

q2
-----

 
 
 

ln+lnln+ln




×
q2

'2

q2
-------

 
 
  1

4
---

q1
2

q2
2

-----
 
 
 

ln
2

+ln


 q1

2q2
'2 q2

2
+ q1

'2

2k2
--------------------------------

q1
2

q2
2

-----
 
 
 

ln–

+
q1

2q2
'2 q2

2q1
'2–

k2
--------------------------------

q1
2

q2
2

-----
 
 
  11

6
------

1
4
---

q1
2q2

2

k4
-----------

 
 
 

ln–
 
 
 

ln

+
1
2
--- q2 k2 q1

2 q2
2

––( ) 2q1
2q2

2 q1
2q2

'2 q2
2q1

'2-––+

+
q1

2q2
'2 q2

2q1
'2–

k2
-------------------------------- q1

2 q2
2

–( ) xd

q1 1 x–( ) q2x+( )2
--------------------------------------------

0

1

∫

×
q1

2
1 x–( ) q2

2
x+

k2
x 1 x–( )

--------------------------------------
 
 
 

ln


 g

2
N

2 2π( )D 1–
----------------------- qi qi{ } .+ '



226 FADIN, GORBACHEV
In conclusion, note that in [10] the octet kernel was
obtained using the bootstrap relation and the specific
ansatz as a basis for its solution. Our results disagree
with the results obtained in [10]. To make sure of the
disagreement it would suffice to realize that the kernel
obtained in [10] is expressed in terms of elementary
functions. We conclude that the ansatz used in [10] is
not correct.
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NUCLEI
Compton Tensor with Heavy Photon for Longitudinally 
Polarized Electron with Next-to-Leading Accuracy1
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Compton tensor for scattering of a longitudinally polarized electron by a heavy photon is considered. The result
obtained can be used for the analysis of electromagnetic corrections to the spin–spin correlation in quasi-elastic
and deep inelastic scattering with next-to-leading accuracy. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 12.20.Ds
1 1. Recent polarized experiments on deep inelastic
scattering [1, 2] cover the kinematic region of the
Bjorken variable y . 0.9, where the electromagnetic
corrections to the cross section are extremely large.
Within the framework of the one-photon-exchange
approximation, the squared matrix element for the DIS
process can be written as a contraction of leptonic Lµν
and hadronic Hµν tensors

(1)

where q is the transferred momentum. The model-inde-
pendent radiative correction implies the corresponding
correction to the leptonic tensor on the right-hand side
of Eq. (1). The first-order QED correction to Lµν
includes contributions from the real and virtual single
photon emission. It was computed in [3] and was found
to be of the order of unity at large values of the y vari-
able. Therefore, the calculation of the second-order
QED correction to Lµν becomes very important for the
interpretation of the polarized experiments in terms of
hadronic structure functions.

The second-order correction to the leptonic tensor
includes the contributions from the e+e–-pair produc-
tion [4], double hard-photon emission [5], one-loop-
corrected single-photon emission [6], and two-loop
vertex function [7]. In the case of a longitudinally
polarized electron beam, all these contributions are
known with next-to-leading accuracy, except for the
one due to the one-loop-corrected single-photon emis-
sion (Compton tensor). The calculation performed in
[6] corresponded to the case when a hard photon is radi-
ated at large angle to the 3-momentum of both the ini-
tial and scattered electron. Therefore, some contribu-
tions that can be essential at small angles were omitted
in [6]. The goal of our letter is to calculate these contri-
butions.

1 This article was submitted by the authors in English.
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q
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2. We define the Compton tensor for the process

(2)

in the following way:

(3)

where m(η) is the electron mass (doubled helicity of the
initial electron) and 4-vector g has components ε, –p,

provided that 4-vector p1 = (ε, p). The  tensor
describes the Born approximation for the amplitude of
the process {for the corresponding Born and one-loop-
corrected Feynman diagrams of process (2), see [6, 8]}
and has the form

(4)

where t = –2p1k1, s = 2p2k1.

The  tensor corresponds to the one-loop-cor-
rected amplitude of process (2). After some algebra, it
can be written in the gauge-invariant form

(5)
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m
------Qµγρ

2
0( ) q( )t

------------------ 2b

m
2

------– 
  P2µγρ+=

+
γλ p̂2 k̂– m+( ) P2µ 2k̃µ–( )γλ p̂2 q̂– m+( )

0( ) 2( ) q( )t
---------------------------------------------------------------------------------------------------γρ

+
γλ p̂2 k̂– m+( ) P2µ 2k̃µ–( )γρ p̂1 k̂– m+( )γλ

0( ) 1( ) 2( ) q( )
--------------------------------------------------------------------------------------------------------

+
γλ p̂2 q̂– k̂– m+( )γρ p̂1 k̂– m+( )γλP2µ

0( ) 1( ) q( )t
----------------------------------------------------------------------------------------------
000 MAIK “Nauka/Interperiodica”



228 GAKH et al.
where k is the 4-momentum of a virtual photon and the
following notations are used:

(6)

where λ is the photon “mass.”

The substitution operator  on the right-hand side
of Eq. (5) acts as

(7)

and the operator  changes the order of γ's matrices:

(8)

For those terms on the right-hand side of Eq. (5) which
depend on the 4-momentum k of the virtual photon,
4-dimension loop integration is implied, e.g.,

(9)

and so on.
One can easily see that under the action of substitu-

tion  the large logarithm lt becomes complex:

(10)

In what follows, we will neglect the imaginary part
appearing on the right-hand side of Eq. (5) under the

action of the  operator, in accordance with Eq. (10).
This approximation is operative when our result is
applied to an analysis of the spin–spin correlations in
the quasi-elastic and deep inelastic scattering pro-
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cesses, because the imaginary part in Eq. (5) can con-
tribute only to the one-spin correlation. Moreover, to
observe such correlations, in principle, it is necessary to
detect the components perpendicular to the initial elec-
tron 3-momentum for both hard photon and scattered
electron [9]. As will be seen below, the term to be cal-
culated makes no contribution in this case. This justifies
the chosen approximation.

In this approximation, the spin-dependent part of
the Compton tensor can be expressed in terms of two
gauge-invariant structures eµναβqαp1β and eµναβqαp2β
that appear at the Born approximation level {in the gen-
eral case, if the imaginary part on the right-hand side of
Eq. (5) is retained, the structure of the leptonic tensor
becomes more complicated, as is shown in [6]}.
Neglecting terms of the order of α2 on the right-hand
side of (3), one gets

(11)

where  is the well-known Born contribution [3, 6], 

(12)

and we use the notations u = (p1 – p2)2 and (µνqp1, 2) =
eµναβqαp1, 2β.

As for the  tensor, it can be written in the form

(13)

With the loop correction, only the Born-like structure
depends on the photon mass λ on the right-hand side of
Eq. (13). To eliminate it the corrections due to the soft
photon emission (with energy smaller than ∆ε) should
be added. The corresponding procedure was described
in [6, 8], and the overall effect can be described by
quantity ρ. We follow [8] and use

(14)

where

and ε2 is the energy of the scattered electron. This form
of ρ slightly differs from that used in [6].

The  tensor includes singular and finite terms in
the m  0 limit and has the form

Lµν Sµν iηPµν, Pµν+ Pµν
0( ) α

2π
------Pµν

1( )
,+= =

Pµν
0( )

Pµν
0( )

2 µνq p1( ) u t+
st

----------- 2m
2 1

s
2

---- 1

t
2

---+ 
 –





=

+ mνq p2( ) u s+
st

----------- 2m
2
s

t
2
u

------------– 
 





,

Pµν
1( )

Pµν
1( ) ρPµν

0( )
Rµν, Rµν+ Rµν

0( )
2m

2
Rµν

m( )
.+= =

ρ 2 lu 1–( ) ∆2

Y
----- 3lq+ln=

– Y
π2

3
-----– 9

2
---– 2Li2 θcos( ),+ln

2

Y ε2/ε, lu u/m
2

–( ), lqln q
2
/m

2
–( ),ln= = =

Rµν
0( )
JETP LETTERS      Vol. 71      No. 6      2000



COMPTON TENSOR WITH HEAVY PHOTON 229
(15)

The functions G and  are given in [6, 8]. In fact, both

ρ and  can be reconstructed from the results in [6]
if one eliminates the imaginary part of ls.

3. The  tensor is the main result of our calcula-
tions. It can be written in the following form:

(16)

(17)

(18)

One can see from Eqs. (17) and (18) that the 

tensor, in contrast to , is not symmetric about the
substitution (t  s, p2  p1). In addition, the 4-
vector g disappears from the final result, much as it
happened to pair production [4] and double-photon
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emission [5]. It is also obvious that this tensor is of
importance only in the collinear regions (k1 || p1) [or
(k1 || p2)] where the t (or s) invariant can be of the order
of m2. [In fact, the g vector enters via a combination of
the type m2(k1g)/(t2(p1g)), and we can use approxima-
tion k1  = xp1, x = –s/u

 

 to eliminate it.] In the collinear
regions, we can perform model-independent angular
integration for a hard photon with 4-momentum 
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the 
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) region, we have
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right-hand side of Eq. (19) is defined as
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(20)

The last two lines on the right-hand sides of both
Eqs. (19) and (20) appear due to the contribution from

tensor . Therefore, we see that in the collinear
kinematics the term proportional to the squared elec-
tron mass in Eq. (13) contributes with next-to-leading
(via terms containing lu) and next–next-to-leading
accuracy. It cannot be reconstructed from the result in
[6], but can be important for the description of events in
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experimental conditions when the angle of the hard
photon in process (2) is not observed.
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NUCLEI
P-Vortices, Nexuses, and Effects of Gauge Copies1

V. G. Bornyakov*, D. A. Komarov**, M. I. Polikarpov**, and A. I. Veselov**
* Institute of High-Energy Physics, Protvino, Moscow region, 142284 Russia

** Institute of Theoretical and Experimental Physics, Bol’shaya Cheremushkinskaya ul. 25, Moscow, 117259 Russia
Received February 17, 2000

We perform a careful study of the gauge copies problem for the direct center projection in SU(2) lattice gauge
theory. Our results indicate that this gauge is not appropriate for the investigation of the center vortices. We also
show that the pointlike objects, nexuses, are important for confinement dynamics. © 2000 MAIK “Nauka/Inter-
periodica”.

PACS numbers: 11.15.Ha; 12.38.Gc
1 1. The old idea about the role of center vortices in
confinement phenomena [1] has been revived recently
with the use of lattice regularization. Both gauge-
invariant [2] and gauge-dependent [3] approaches were
developed. The gauge-dependent studies were done in
a particular gauge, named the center gauge. Such a
gauge leaves intact center group local gauge-invari-
ance. It is believed that gauge-dependent P-vortices
defined on the lattice plaquettes are able to locate thick
gauge-invariant center vortices and thus provide the
essential evidence for the center vortex picture of con-
finement. So far, three different center gauges have
been used in practical computations: the indirect center
gauge [3], the direct center gauge [4], and the Laplacian
center gauge [5]. It is known that the first two of these
gauges suffer from the gauge copies problem. Many
results supporting the above-mentioned role of P-vorti-
ces were obtained in the direct center gauge. Recently,
the following feature of this gauge has been discovered
[6]: there are gauge copies that correspond to higher
maxima of the gauge-fixing functional F (see below for
a definition) than usually obtained; and, at the same
time, these new gauge copies produce P-vortices, evi-
dently with no center vortex finding ability, since the
projected Wilson loops have no area law. It was argued
in [7] that one can still use the direct center gauge to
locate center vortices, if one uses a gauge-fixing algo-
rithm avoiding “bad” copies of [6]. Below, we subject
this statement to a careful check. Another goal of this
paper is to investigate properties of recently introduced
new objects called nexuses [8, 9] or center monopoles
[10]. One can define a nexus in SU(N) gauge theory as
a 3D object formed by N center vortices meeting at the
center, or nexus, with zero (mod N) net flux. We use
P-vortices in the center projection to define nexuses in
SU(2) lattice gauge theory.

2. Direct center gauge is defined by the maximi-
zation of the following functional of the lattice gauge

1 This article was submitted by the authors in English.
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field Un, µ [4]:

(1)

with respect to local gauge transformations, and can be
considered as the Landau gauge for adjoint representa-
tion; V is the lattice volume. Condition (1) fixes the
gauge up to the Z(2) gauge transformation. Fixed con-
figuration can be decomposed into the Z(2) and coset
parts: Un, µ = Zn, µVn, µ, where Zn, µ = .
Plaquettes constructed from the Zn, µ field have values
±1. Those taking –1 values compose the so-called
P-vortices. P-vortices form closed surfaces in 4D space.
Some evidence has been collected that P-vortices in the
direct center gauge can serve to locate gauge-invariant
center vortices. It has been reported [4] that the pro-
jected Wilson loops computed via linking the number
of static quark trajectories and P-vortices have an area
law with the string tension σZ(2) very close to the string
tension of the nonabelian theory σSU(2). This fact was
called center dominance. Another important observa-
tion was that the density of P-vortices scales as a phys-
ical quantity [4, 11]. We inspect these statements using
a careful gauge-fixing procedure.

The most common method of fixing the gauge of
type (1) is the relaxation algorithm which makes maxi-
mization iteratively site by site. The relaxation is made
more effective with the help of overrelaxation. It is
known that another algorithm—simulated annealing—
is more effective and very useful when the gauge copies
problem becomes severe [12]. Here, we do not employ
simulated annealing but apply the gauge-fixing proce-
dure explained in detail in [4]. We call it the RO (relax-
ation–overrelaxation) procedure.
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The main problem of direct center gauge fixing is
that the functional F(U) (1) has many local maxima. We
call configurations corresponding to these local max-
ima gauge copies. They are lattice Gribov copies in
fact. It is well known that for some gauge conditions
which are formulated as the maximization of a nonlocal
functional (e.g., Landau, Coulomb, and Maximal Abe-
lain gauges), the gauge-dependent quantities depend
strongly on the local maxima picked up, whereas it is
impossible to find out the global maximum. Thus, it is
necessary to approach the global maximum as closely
as possible. We use the following procedure proposed
and checked in [12]: for a given configuration we gen-
erate Ncop gauge-equivalent copies applying random
gauge transformations and fix the gauge for each gauge
copy using the RO procedure. After that, we compute
the gauge-dependent quantity X on the gauge copy cor-
responding to the highest maximum of (1), Fmax(Ncop).
Averaging over statistically independent gauge field
configurations and varying Ncop, we obtain the function
X(Ncop) and extrapolate it to the Ncop  ∞ limit. This
should provide a good estimation for X computed on
the global maximum unless the algorithm in use does
not permit us to reach the global maximum or its vicin-
ity (the situation we also met with in the present study).
The main difference of the present study from the cal-
culations performed earlier is that we use a higher value

χ(I)

0.042

0.038

0.034

0.030

0.026
0 4 8 12 16 20

Ncop

β = 2.5
L4 = 164

χ(2)
χ(4)
χ(6)
χ(8)

Fig. 1. Dependence of the Creutz ratios χ(I) on the number
of gauge copies Ncop for β = 2.5, L4 = 164. The error bars are
shown for one value of Ncop only, and they are characteristic
of the other data points. The dashed line corresponds to the
nonabelian string tension, σSU(2).
of the gauge copies (1 ≤ Ncop ≤ 20) than was used in [3,
4, 7,11] and make a careful analysis of Ncop depen-
dence. Due to that, our results differ drastically from
those reported previously [3, 4, 7, 11].

We compute observables separately using the mod-
ified (LRO) gauge-fixing procedure [6]: every configu-
ration was first fixed to the Landau gauge, and then the
RO algorithm for the direct center gauge was applied.
In this case, the effect of a large number of gauge copies
Ncop is not very important, and we confirm the results
of [6].

Note that there exists another proposal [13] for the
general gauge-fixing procedure, which is free of the
gauge copies problem. In some particular limit, this
procedure corresponds to the search for the global max-
imum [12]. There is also a class of gauge conditions
[5], [14] which do not suffer from the gauge copies
problem.

3. Our computations were performed on lattice L4 =
124 for β = 2.3; 2.4 and L4 = 164 for β = 2.5. For β = 2.3,
2.4 (β = 2.5) we study 100 (50) statistically indepen-
dent gauge field configurations. Using the gauge-fixing
procedure described above, we calculate various
observables as functions of the number of randomly
generated gauge copies Ncop (1 ≤ Ncop ≤ 20).

(i) We confirm the conclusion of [6] that gauge cop-
ies generated via the LRO procedure have higher max-
ima of F(U) and thus are closer to the global maximum

of F(U). We found that (Ncop) > (Ncop) for any
value of Ncop at any considered value of β.

(ii) We find that the LRO procedure gives copies
with significantly lower density ρ of P-vortices than the
RO procedure. We use the standard definition

Thus, gauge copies generated by the RO and LRO proce-
dures are indeed different, even in the limit Ncop  ∞.

(iii) The difference between the LRO and RO results
can be qualitatively explained as follows. Fixing the
Landau gauge, we get a configuration almost without
P-vortices; the subsequent RO procedure substantially
increases the number of P-vortices, but a percolating
cluster does not appear. The original gauge field config-
uration contains a lot of P-vortices, and the local RO
procedure is not able to remove all large (and even

Fmax
LRO Fmax

RO

ρ 1
12V
---------- 1 Zn µν,–( ).

n µ ν>;

∑=
Comparison of σZ(2) , σSU(2) and ρ for RO gauge fixing center projection

Ncop

σZ(2)/σSU(2) 2ρ/σSU(2)a
2

β = 2.3 β = 2.4 β = 2.5 β = 2.3 β = 2.4 β = 2.5

3 0.94(2) 0.93(2) 0.98(2) 1.30(1) 1.51(1) 1.74(1)

20 0.87(2) 0.80(2) 0.83(3) 1.27(1) 1.42(1) 1.61(2)

∞ 0.82(3) 0.71(3) 0.71(3) 1.24(1) 1.33(2) 1.49(2)
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wrapping) clusters of P-vortices. The field configura-
tion after application of the LRO procedure contains
many small P-vortex clusters; the field configuration
after application of the RO procedure contains one
large percolating cluster. It seems that this cluster is
responsible for the area-law behavior of the projected
Wilson loops (see below).

(iv) The most important observable is the Z(2)-pro-
jected Creutz ratio χ(I), which we calculate using the
procedure suggested in [3, 4]. χ(I) is defined through
the projected Wilson loops WZ(2)(C) = exp{iπ+(ΣP, C)}.
Here, +(ΣP, C) is the 4D linking number of the closed
surface, ΣP, formed by the P-vortex and closed loop C.

In Fig. 1, we show the dependence of χ(I) on Ncop for
β = 2.5. It happens that this dependence is nicely fitted

by the function C1 + C2/ . The reason for such
dependence is still to be understood. In the table we
give the ratio2 σZ(2) /σSU(2). σZ(2) is computed from χ(I)
for 3 ≤ I ≤ 4 data at 124 lattice and for 3 ≤ I ≤ 6 data at
164 lattice. For Ncop = 3 (number of gauge copies used
in [4]) σZ(2) is close to σSU(2). But it becomes signifi-
cantly lower for Ncop  ∞. Thus, the results of the RO
procedure strongly depend on Ncop. It is important that
σZ(2) is 20–30% lower than σSU(2) for Ncop  ∞. This
implies that even if one restricts oneself to the RO pro-
cedure, as is suggested in [7], one cannot conclude that
P-vortices indeed well locate all center vortices.

(v) For gauge copies generated by the LRO proce-
dure we confirm the result of [6] that χ(I) is zero within
statistical errors for any value of Ncop.

(vi) In the table we also show the ratio 2ρ/σSU(2)a2

(ρ is the density of P-vortices). As is claimed in [11], in
the case of uncorrelated plaquettes carrying P-vortices,
2ρ coincides with the dimensionless string tension
σSU(2)a2. The results presented in the table show that the
density of P-vortices does not scale correctly, and
therefore ρ is not proportional to σSU(2)a2.

(vii) We also investigate the properties of the
pointlike objects called nexuses. On the 4D lattice we
have the conserved currents of nexuses defined after the
center projection. We calculate the phase sl of the Z(2)
link variable Zl = exp(iπsl), sl = 0, 1. Then we define the
plaquette variable σP = ds mod 2, (σP = 0, 1). The nexus
current (or center monopole current [10]) is then

defined as *j = δ*σP. These currents reside on the sur-

face of the P-vortex (on the dual 4D lattice), and the P-
vortex flux goes through the positive and negative nex-
uses in alternate order. The important characteristic of
the cluster of currents is the condensate C defined [16]
as the percolation probability. As is shown in [10], the
condensate C of the nexus currents is the order param-
eter for the confinement–deconfinement phase transi-

2 The data for σSU(2) are taken from [15].

Ncop

1
2
---
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tion. We found that C is nonzero for the gauge copies
obtained via the RO procedure (when the projected
Wilson loops have the area law). C is zero (in the ther-
modynamic limit L  ∞) for gauge copies obtained
using the LRO procedure (when the projected Wilson
loops have no area law). It is interesting that for the RO
procedure C seems to scale as a physical quantity with
the dimension (mass)4. This is illustrated in Fig. 2,
where we plot the β dependence of the ratio
C/(σSU(2)a2)2. Thus, these new objects might be impor-
tant degrees of freedom for the description of nonper-
turbative effects.

(viii) It is important to perform the same calcula-
tions for the indirect center gauge [3] and for the Lapla-
cian center gauge [5].

This study was supported in part by the Russian
Foundation for Basic Research (project nos. 96-15-96740
and 99-01230a), the INTAS (grant no. 96-370), and the
Monbushu grant.
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The recurrent relations between the eigenfunctions of the GL(N, R) and GL(N – 1, R) quantum Toda chains are
derived. As a corollary, the Mellin–Barnes integral representation for the eigenfunctions of a quantum open
Toda chain is constructed for the N-particle case. © 2000 MAIK “Nauka/Interperiodica”.
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1 Recently, a new method of construction of the
eigenfunctions for the periodic Toda chain has been
developed [1]. It relies on the generalized Fourier trans-
form expansion in terms of eigenfunctions of an open
Toda chain, which coincide with the Whittaker func-
tions of the GL(N – 1, R) group [2–4].

In the original papers [2–4], the Whittaker functions
were constructed by purely algebraic methods through
the Iwasawa decomposition for the corresponding
group. But it turns out that there is an alternative way to
construct these functions directly on the level of
R-matrix formalism essentially using the integrable
properties of the model.

This paper was inspired by the remark of E. Sklya-
nin that the integral formula for the eigenfunction of a
periodic Toda chain [1] can be used to obtain some
recurrent relations between the N- and (N – 1)-particle
eigenfunctions of an open Toda chain. Sklyanin’s moti-
vation was based on the possibility to introduce a for-
mal parameter into the Baxter equation [5], whereupon
putting it equal to zero, transform the second-order dif-
ference equation to the first-order equation. In this
paper, we find rigorous proof of this observation, which
is free of the limiting procedure, and find the universal
way to construct “auxiliary” eigenfunctions staying
completely within the framework of the R-matrix for-
malism without any reference to the algebraic scheme
developed in [2–4]. Compared to the well-known
results on the eigenfunctions of an open Toda chain [6,
7], our approach not only presents a new integral repre-
sentation of the eigenfunctions but, together with the
generalized Fourier transform, provides a self-consis-
tent method for the solution of the spectral problem for
the periodic Toda chain. We believe that this method
can be applied to some other classes of integrable sys-
tems.

1 This article was submitted by the authors in English.
0021-3640/00/7106- $20.00 © 20235
The model. We start with the R-matrix formalism
for the quantum periodic Toda chain [5]. Let

(1)

be the corresponding Lax operator, where [xn, pm] =
i"δnm. The N-particle monodromy matrix

(2)

satisfies the standard RTT relations with the rational
R-matrix. In particular,

(3)

The eigenfunctions for the periodic spectral problem
were constructed in [1] with the help of the Weyl-
invariant function (x1, …, xN – 1) ≡ ψg(x),
which rapidly decreases in the regions xk @ xk + 1, (k =
1, …, N – 1) and satisfies equations

(4)

, (5)

where ej is the jth basis vector in RN – 1. One can easily
see that Eq. (5) is compatible with Eq. (4) owing to
commutation relation (3).

In fact, the function ψg(x) is suited to the solution
for the (N – 1)-particle open Toda chain. Indeed, the
operator AN – 1(λ)[arising in the (N – 1)-particle prob-

Ln λ( ) λ pn– e
xn–

e
xn– 0 

 
 
 

=

T
def

N λ( ) LN λ( )…L1 λ( ) An λ( ) BN λ( )
CN λ( ) DN λ( ) 

 
 

≡=

λ µ– i"+( )An µ( )CN λ( )
=  λ µ–( )CN λ( )AN µ( ) i"AN λ( )CN µ( ).+

ψγ1 … γN 1–, ,

CN λ( )ψg e
xN λ γm–( )ψg,

m 1=

N 1–

∏–=

AN γ j( )ψg i N– e
xN–

ψg i"e j– j 1 … N 1–, ,=( )=
000 MAIK “Nauka/Interperiodica”
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lem] is the generating function for the Hamiltonians of
the GL(N – 1, R) Toda chain. Using obvious relations
between the elements of the monodromy matrices
TN(λ) and TN – 1(λ), 

(6)

one can write Eqs. (4) and (5) in the equivalent form

(7)

(8)

These equations define (to an i"-periodic common fac-
tor) the Weyl-invariant Whittaker function for the
GL(N – 1, R) group. In [1], we chose the factor in such
a way that ψg is an entire function of γ and the follow-
ing asymptotics holds:

(9)

as |Reγj|  ∞ in a finite strip of the complex plane.
The function CN – 1(λ)ψg is a polynomial in λ of

order N – 2. Therefore, this polynomial can be restored
from its N – 1 values at given points γ1, …, γN – 1. One
then obtains the interpolation formula

(10)

Let us introduce the key object, viz., the auxiliary func-
tion

(11)

where e is an arbitrary parameter. One can readily see
from Eqs. (7), (10), and (6) that this function satisfies
equations

(12)

(13)

The problem. Let there be given a Weyl-invariant
Whittaker function (x1, …, xN – 1) for the
GL(N – 1, R) Toda chain. The problem is to find the

AN λ( ) λ pN–( )AN 1– λ( ) e
xN–

CN 1– λ( ),+=

CN λ( ) e
xN AN 1– λ( ),–=

AN 1– λ( )ψg λ γm–( )ψg,
m 1=

N 1–

∏=

CN 1– γ j( )ψg i N– ψg i"e j– j 1 … N 1–, ,=( ).=

ψγ γ j
2 N–( )/2 π

2"
------ N 2–( ) γ j–

 
 
 

exp∼

CN 1– λ( )ψg i N– ψg i"e j–

λ γm–
γ j γm–
----------------.

m j≠
∏

j 1=

N 1–

∑=

Ψg e, x1 … xN, ,( ) i
"
--- e γm

m 1=

N 1–

∑–
 
 
 

xN
 
 
 

ψg x( ),exp=
def

AN λ( )g e, λ e γm

m 1=

N 1–

∑+–
 
 
 

λ γ j–( )Ψg e,

j 1=

N 1–

∏=

+ i N– Ψg i"e j– e,
λ γm–
γ j γm–
----------------,

m j≠
∏

j 1=

N 1–

∑

CN λ( )Ψg e, e
xN λ γ j–( )Ψg e, .

j 1=

N 1–

∏–=

ψγ1 … γN 1–, ,
corresponding solution for the GL(N, R) Toda chain
using the above information, i.e., to construct in terms
of the function (x1, …, xN) the Weyl-invariant

Whittaker function (x1, …, xN) satisfying
equations

(14a)

(14b)

and having asymptotics

(15)

as |λn|  ∞. It is clear that the action of the operators
AN(λ) and CN(λ) on the auxiliary functions (x1, …, xN)
is well defined. Therefore, it is reasonable to assume
that the solution for the GL(N, R) Toda chain is
described by an appropriate (generalized) Fourier
transform of the function (x1, …, xN). This is in full
analogy with the corresponding construction for the
periodic case [1].

Main statements. Theorem 1. Let (x, xN) be
the auxiliary function for the N-periodic Toda chain,
i.e., defined in terms of the Weyl-invariant Whittaker
function for the GL(N – 1, R) Toda chain according to
Eq. (11). Let l = (λ1, …, λn) ∈  CN be the set of
unknowns. Let

(16)

(17)

Then the Weyl-invariant Whittaker function for the
GL(N, R) Toda chain is given by recurrent formula

(18)

where the integral is taken along the horizontal lines
with Imγj > maxk{Imλk}.

ψλ1 … λN, ,

ψλ1 … λN, ,

AN λ( )ψλ1 … λN, , λ λ k–( )ψλ1 … λN, , ,
k 1=

N

∏=

CN λn( )ψλ1 … λN, , i N– 1– ψλ1 … λ
n i"–

, … λN,, ,=

n 1 … N, ,=( )

ψλ1 … λN, , λn

1 N–
2

------------- π
2"
------ N 1–( ) λn–

 
 
 

exp∼

ψg e,

Ψg e,

Ψg e,

µ γ( ) 2π"( )N 1– N 1–( )! Γ
γ j γk–

i"
--------------- 

 
2

,
j k<
∏=

Q γ1 … γN 1– λ1 … λN, ,, ,( )

=  h

γ j λk–

i"
----------------

Γ
γ j λ k–

i"
--------------- 

  .
k 1=

N

∏
j 1=

N 1–

∏

ψλ1 … λN, , xN … xN, ,( )

=  µ–1 g( )Q g; λ( )Ψg; λ1 … λN+ + x1 … xN, ,( ) g,d

C

∫
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Proof of the Theorem. First of all, integral (18) is
correctly defined. Indeed, the function

(19)

has the asymptotics

(20)

as |Reγ|  ∞ in a finite horizontal strip, while

(21)

Hence, the integral in Eq. (18) is absolutely convergent
due to asymptotics (9).

Let us verify that Eq. (14a) holds. Using Eq. (12),
one finds

(22)

We shift the integrations γj  γj + i" and use the func-
tional equation

(23)

The second integrand in Eq. (22) has no poles in any
finite horizontal strip in the upper half-plane Imγj >
maxk{Imλk} [all possible poles and the appropriate
zeros of the function µ–1(g) cancel one another]. As a
consequence, the integral around the strip vanishes.
Moreover, the integrand in this strip rapidly decreases
as Reγj  ±∞. Therefore, it is possible to return the
shifted contour to the original one. Hence, one arrives
at the relation

q γ λ1 … λN, ,( ) h

γ λ"–

i"
--------------

Γ
γ λ k–

i"
-------------- 

 
k 1=

N

∏≡

q γ; l( ) γ N /2– πN
2"
------- γ–

 
 
 

exp∼

µ 1– g( ) γ j
N 2– π

"
--- N 2–( ) γ j

 
 
 

.exp∼

AN λ( )ψλ1 … λN, , x1 … xN, ,( )

=  λ λ k γm

m 1=

N 1–

∑+
k 1=

N

∑–
 
 
 

λ γ j–( )µ 1– g( )
j 1=

N 1–

∏
C

∫

× Q g; λ( )Ψg λ1 … λN+ +, x1 … xN, ,( )dg

+ i N– λ γm–
γ j γm–
----------------µ 1– g( )Q g; λ( )

m j≠
∏

C

∫
j 1=

N 1–

∑
× Ψg i"e j λ1 … λN+ +,– x1 … xN, ,( )dg.

µ 1– g i"d j+( ) 1–( )Nµ 1– g( )
γ j γm– i"+

γ j γm–
----------------------------.

m j≠
∏=

AN λ( )ψλ1 … λN, ,

=  λ λk γm

m 1=

N 1–

∑+
k 1=

N
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 
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λ γ j–( )Q g; λ( )
j 1=

N 1–
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

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C

∫
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(24)

The function Q(g; λ) satisfies equations

(25)

for any j = 1, …, N – 1. Therefore, Eq. (24) takes the
form

(26)

But the expression in the braces is nothing but the poly-

nomial λ – λk). Indeed, any polynomial with

leading terms F(λ) = λN + f1λN – 1 + … can be uniquely
restored from its values at any N – 1 arbitrary points
γ1, …, γN – 1, according to the interpolation formula

(27)

In our case, 

(28)

with f1 = –λ1 – … – λN. Hence, we obtain Eq. (14a).

Let us next consider Eq. (14b). Using Eq. (13), one
obtains

(29)

Clearly,

(30)

+ iN λ γm–
γ j γm–
----------------
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and, therefore, Eq. (29) takes the form

(31)

Evidently, the function Q(g; λ) satisfies equation

(32)

Hence, we proved that function (18) obeys relations
(14).

The final step is to prove that function (18) is the
genuine Whittaker function. The integrand in Eq. (18)
decreases exponentially as γj  –i∞ (j = 1,…, N – 1)
and, as a consequence, the integrals over large semicir-
cles in the lower half-plane vanish. Using the Cauchy
formula for calculating integral (18) in the asymptotic
region xk + 1 @ xk (k = 1, …, N – 1), one can easily see
that the asymptotics of the function  is
expressed precisely in terms of the corresponding Har-
ish–Chandra functions (see, e.g., [4]):

(33)

(in this formula, the summation is over the Weyl
group). Hence, we construct exactly the Weyl-invariant
Whittaker function. Moreover, using the Stirling for-
mula for the Γ-functions, it is easy to see that asymptot-
ics (15) holds. The theorem is proved.

The Mellin–Barnes representation. Theorem 2.
Let a set ||γjk|| be a lower triangular N × N matrix. The
solution to Eq. (14) can be written (up to an unessential
numerical factor) in the form of multiple Mellin–Bar-
nes integrals:

(34)

CN λn( )ψλ1 … λN, , 1–( )N µ 1– g( )Q g; λ( )
C

∫=

× γ j λn–( )Ψg λ1 … λN+ +, i"– dg.
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j 1=
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∏ iN 1– Q g; λ i"en–( ).=

ψλ1 … λN, ,

ψl x( ) "
2i sl ρ,( )/"– Γ

sλ j sλ k–
i"

--------------------- 
  e

i
"
--- sl x,( )

j k<
∏

s W∈
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+ O max e
xk xk 1+–

{ } k 1=
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( )

ψγN1 … γNN, , x1 … xN, ,( )

=  

"

γnj γn 1 k,+–

i"
----------------------------

Γ
γnj γn 1 k,+–

i"
-------------------------- 
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k 1=

n 1+

∏
j 1=

n

∏

Γ
γnj γnk–

i"
------------------- 

 
2

j k, 1=

j k<

n

∏
----------------------------------------------------------------------------

n 1=

N 1–

∏
C

∫

,

where the integral should be understand as follows: we
first integrate with respect to γ11 along the line Imγ11 >
max{Imγ21, Imγ22}, then we integrate over the set
(γ21, γ22) along the lines Imγ2j > maxm{Imγ3m}, and so
on. The last integrations should be performed over the
set of variables (γN – 1, 1 …, γN – 1, N – 1) along the lines
ImγN − 1, k > maxm{ImγN, m} The proof is a straightfor-
ward application of recurrent relations (18), starting
with the trivial Whittaker function (x1) =

exp .
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We discuss the spectral density of the massless Dirac operator at small eigenvalues and quark masses compat-
ible with the restrictions imposed by the low-energy theorems in QCD. The sum rule for its derivative with
respect to the quark mass is found. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 12.38.-t
1 1. A search for the universal characteristics of QCD
in the strong-coupling regime remains the important
problem of clarifying the structure of QCD vacuum.
Among the most important universal objects is the
spectral density of the massless Dirac operator, whose
behavior near the zero eigenvalue provides the pattern
for spontaneous symmetry breaking. The Banks–
Casher relation [1] states that the density at the origin is
fermionic condensate 〈 q〉  = –πρ(0), where

(1)

V is the Euclidean volume, and averaging is over the
gluon ensemble. Generalization of the Banks–Casher
relation for the moments of density in a finite volume
was obtained in [2]. The obvious question arises as to
the behavior of the spectral density for small masses
and eigenvalues. In perturbation theory, density
behaves as ρ(λ) = cλ3; hence, the linear and quadratic
terms have a nonperturbative nature. It can be expected
to describe the critical behavior of the system at zero
temperature and, possibly, define a universality class.
Note that the universality properties of the spectral den-
sity allow the matrix model technique to be applied to
an analysis of its behavior in a finite volume (see [3] for
the review).

It is natural to relate the characteristics of spectral
density to other universal objects in QCD. The best can-
didates are the low-energy theorems for the zero-
momentum QCD correlators in different channels
which follows from the chiral Ward identities [4, 5].
The first attempt [6] to get information about the spec-

tral density behavior involved 〈Si(x)Sj(0)〉  isovector

scalar correlator. It was claimed that it yields the term
linear in λ that vanishes for Nf = 2. Recently, two other

1 This article was submitted by the author in English.

q

D̂q λq, ρ λ( ) V 1– δ λ λn–( )∑〈 〉 A.= =

xd∫
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sum rules arising from the correlators

[7] and

[8] were obtained, but no additional information about
the spectral density was extracted. Let us note that the
analysis in [6] was questionable, since there was some
contradiction between the spectral densities derived
from two- and three-point correlators.

In this note, we discuss the complete set of restric-
tions imposed by low energy theorems for the two-
point and three-point correlators on the spectral den-
sity. Correlators in the scalar and pseudoscalar chan-
nels yield the information on the spectral density itself,
while those in the vector and axial channels are relevant
only to the correlations of the eigenvalues.

2. Let us consider the correlators in the isovector
and isoscalar scalar and pseudoscalar channels in the
Nf = 2 case. In what follows, we will discuss only corr-
elators which are free from the nonuniversal high-
energy contributions. A complete list of such low-
energy theorems for two-, three-, and four-point corre-
lators can be found in [4]. Corresponding correlators
can be expressed in terms of the spectral density as fol-
lows;

(2)

x Ai x( )A j 0( ) Vi x( )V j 0( )–〈 〉d∫

x Si x( )S j 0( ) δijP
0

x( )P j 0( )–〈 〉d∫

x δijS0 x( )S0 0( ) Pi x( )P j 0( )–〈 〉d∫
Gπ

2δij

Mπ
2

------------–=

+ δij
B2

8π2
-------- l3 4l4 3+–( )

=  δij
8m2ρ λ m,( )

λ2 m2+( )2
----------------------------- 4m

∂mρ λ m,( )
λ2 m2+( )

-------------------------∫–∫ 
 
 
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(3)

(4)

The sum rule arising from the last low-energy theorem
exactly coincides with the one coming from correlator
(3). Low-energy constants l3, l4 behave as logm at small
quark masses, while the constant l7 contains no chiral
logarithms [4].

We can add here the low-energy theorem for the
three-point correlator

(5)

It appears that the sum rules resulting from low-energy
theorems (2) and (5) are identical.

The last low-energy theorem, which is potentially
important, follows from the four-point pseudoscalar
correlator

(6)

Unfortunately, it is more difficult to extract the infor-
mation from the four-point correlator, since there is the
contribution Rijkl corresponding to a diagram with at
least two fermionic loops that cannot be expressed in
terms of the spectral density. Moreover, the sum rules
are sensitive to the two-loop contribution to the four-
point correlator in the chiral theory, which is unknown
at the moment. Therefore, there are only two rigorous
independent sum rules for the spectral density.

Combination of sum rules (2) and (3) yields the fol-
lowing model-independent sum rule for the mass deriv-

x Si x( )S j 0( ) δijP
0 x( )P0 0( )–〈 〉d∫ δij8B2l7–=

=  δij
8m2ρ λ m,( )

λ2 m2+( )2
----------------------------- 4

xQ x( )Q 0( )d∫
m2V

----------------------------------------–∫ 
 
 

,–
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GπG̃π
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4 mu md–( ) Q x( )Q 0( )∫
m3V
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Gπ 2FπB
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2
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4B2l7
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δikGπ

3
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– δik

B2GπFπ

8π2Mπ
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λ2 m2+
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PiP jPkPl〈 〉∫
Gπ

4

Fπ
2 M8

------------- δijδkl δikδjl δilδjk+ +( )–=

× M2

F2
-------–

M4 24l4 9–( )
96π2F4

------------------------------- …+ +
 
 
  4ρ λ m,( )

λ2 m2+( )2
------------------------- Rijkl.+∫=
ative of the spectral density

(7)

3. We turn now to the discussion of the restrictions
imposed by the sum rules on the behavior of the density
near the origin. We would like to look for the following
ansatz:

(8)

where ci are the constants to be found. It appears that
this ansatz is consistent with the low-energy theorems
for the correlators which are free from high-energy
contributions.

Apart from the sum rules above, we assume two
additional model-independent restrictions on the spec-
tral density. First, we use the universality of the mlogm
correction to the chiral condensate [5]. Second, there is
the unambiguous statement that there are no logm con-
tributions to the correlator 〈SjSi〉>. This fact has been
already used to show that c2 = 0 [6].

Consider first correlators (2) and (5), which give rise
to identical sum rules. The leading m–1 singularity
immediately comes from the ρ(0) term, but the match-
ing of the logm term appears to be a subtle point. It can
be easily seen that the constants c4 and c1 do not con-
tribute; hence, one has to assume that c5 ≠ 0.

The correction to the condensate looks like

, (9)

and it is supposed that there is no m  term. Hence,
using the Banks–Casher formula for the condensate,

we can claim that to cancel the m  correction we
have to assume that c1 ≠ 0. However, this term in the
spectral density yields a divergence in the integral at the
UV-region, raising the question of the subtraction of the
perturbative contribution. The proper version of this
procedure, which would allow us to make a prediction
for c1 and c4, deserves further investigation.

To discuss the restriction on c3, we have to expand
the topological susceptibility up to the second order in
the quark mass, 

(10)

hence, the coefficient d enters our sum rules. If we sub-
stitute the expression for the spectral density and

m
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assume that all logarithmic contributions cancel, the
following model-independent relation arises:

(11)

Note that the analogous relation was considered in [8],
but the term on the lhs was missed.

Since the constants c1 and c5 cannot vanish simulta-

neously, the m2  and m2  terms have to be
manifest in the expansion of the topological suscepti-
bility. Certainly, it is desirable to consider the Nf > 2
case when the dependence of the topological suscepti-
bility on the quark masses is more transparent.

4. In this note, we considered the behavior of the
Dirac operator spectral density around the origin. It
appeared that the low-energy theorems impose strong
restrictions on it but do not determine it unambigously.
It would be useful to derive the complete list of the two-
loop contributions to the off-shell correlators in the
chiral theory, since this information provides additional
restrictions on the linear terms in the spectral density, as
well as on the λ2 terms.

This work is partially motivated by an attempt to
develop the interpretation of the spectral density of the
Dirac operator within the brane approach. This issue
was addressed for the N = 1 SUSY theory in [9], and
quark masses fix the positions of D6 branes represent-

c3 8l7– 2d .+=

mlog mlog
2
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ing fundamental matter in “momentum” space. There-
fore, to clarify the brane picture, it is necessary to elab-
orate the Nf dependence of the spectral density, as well
as the case of the generic mass matrix. These questions
will be discussed elsewhere.

I am grateful to H. Leutwyler for the hospitality in
ITP at Bern University and discussions which initiated
this work. I would like to thank A. Smilga for useful
comments. The work was supported in part by the
INTAS (grants no. 96-0482) and the Russian Founda-
tion for Basic Research (project no. 97-02-16131).
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Absorption and luminescence of the quantum wells formed by the (Zn–Cd)Se and (Ga–In)As solid solutions
are studied in the range of exciton size-quantization ground state. The spectra observed are described by a
model assuming the two-dimensional character of fluctuation states in quantum wells and the presence of a per-
colation threshold within the absorption contour. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.55.Jv; 73.20.Dx; 78.66.-w
Optical spectra of the exciton states in quantum
wells provide evidence that the two-dimensional exci-
ton is affected by the potential fluctuations in the lateral
plane both when a barrier is formed in a solid solution
[1–3] and when the well material is a solid solution [4].
Measurements of the homogeneous broadening and the
diffusivity of the exciton states [1] responsible for the
inhomogeneously broadened absorption band of the
GaAs/AlGaAs quantum well have shown that both
characteristics strongly vary within the band. This fact
suggests that the properties of exciton states drastically
change within a relatively narrow energy range. The
authors of [1] attributed this fact to the occurrence of a
mobility threshold approximately in the center of this
band.

This work presents a more detailed study of the
effect of fluctuations of the composition of a quantum-
well-forming solid solution on the exciton states in
these systems. The optical spectra of such quantum
wells are characterized by exponential decay at the
long-wavelength wing of the absorption spectrum, by
the composition-dependent broadening of this spec-
trum, and by the appearance of a luminescence band
with a maximum red-shifted from the absorptance
maximum. The Stokes shift and the luminescence band
width also depend on the concentration of the compo-
nents of a solid solution. These data enable one to
assume that the broadening of the absorption spectrum
and the appearance of the above-mentioned lumines-
cence band are due to the formation of a disorder-
induced tail of fluctuation states near the exciton-band
edge. The influence of a random potential on the exci-
ton state was earlier observed for three-dimensional
disordered systems such as Cd(S–Se) and Zn(Se–Te)
solid solutions with anionic substitution [5–8] and
0021-3640/00/7106- $20.00 © 20242
other amorphous and glassy systems for which the dis-
order energy scale is not small.

The distinctive feature of the quantum wells in solid
solutions is that the fluctuation effects occur even in
systems with atomic substitution in the cationic sublat-
tice. It is known that the fluctuation states in three-
dimensional solid solutions with cationic substitution,
such as (Zn–Cd)Se and (Ga–In)As, do not play a signif-
icant role in the recombination processes even at low
temperatures [5, 9]. One can naturally assume that this
distinction is caused by the two-dimensional character
of localization of carriers in quantum wells. The two-
dimensionality of localization can be substantiated if
the energy range of fluctuation states is much smaller
than the size-quantization energy. In this case, in
describing the fluctuation states, one can restrict one-
self by considering the exciton motion in a two-dimen-
sional ground-state band. This moderates the condi-
tions for the occurrence of an observable fluctuation-
state tail, as compared to the three-dimensional case
[6–8].

A thin layer of a solid solution inserted into a
broader band matrix can be regarded as a quantum well
if the size-quantized level appears in the layer and reg-
ularly shifts both with changing concentrations of com-
ponents, i.e., mean-potential level in the quantum well,
and upon the variation of well width. The very notion
of mean potential for a well formed in a solid solution
assumes a clear physical meaning if the resulting states
encompass macroscopic fragments of the lateral plane.
At the same time, such a situation implies the occur-
rence of a quantum percolation [19–12], much as the
classical percolation occurs upon the formation of the
clusters encompassing the whole crystal. The literature
data (e.g., [12]) indicate that the quantum percolation
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Experimental absorption and luminescence spectra of the Ga1 – cIncAs quantum wells (open and dark circles, respectively):
c = (a) 0.033 and (b) 0.16. Localization energy (lower scale) is measured from the size-quantization level in the fluctuationless well
(see text). The vertical dashed line indicates the mobility threshold.
threshold is slightly shifted to higher concentrations of
the active component, as compared to the appropriate
classical model. For percolation through the nearest
neighboring sites or through the bonds between the
nearest neighbors, the quantum well in the square lat-
tice is expected to form at concentrations of the narrow-
band component c > 0.59 or c > 0.5, respectively. In
reality, according to the estimates [13], the size-quanti-
zation levels appear in the systems of interest at con-
centrations at least an order of magnitude lower than
the indicated ones. The occurrence of percolation at
concentrations as small as those indicated above means
that the microscopic percolation mechanism is associ-
ated with the overlap between the localized-state wave
functions with radius sizably larger than the lattice con-
stant.

It was thus of interest to reveal the concentration
dependence for the number of localized states and for
the Uhrbach energy in the spectrum of fluctuation
states. In three-dimensional solid solutions, the total
number of fluctuation states and the Uhrbach parameter
are greatest when the concentration of the narrow-band
component approaches the critical value corresponding
to the nearest site-percolation threshold, whereupon
they rapidly decrease with an increase in the concentra-
tion [5]. By analogy, one could expect that the fluctua-
tions in a quasi-two-dimensional system would also
have the strongest effect when the concentration of the
narrow-band component falls between the critical val-
ues for the three- and two-dimensional lattices. How-
ever, there is an additional reason for the occurrence of
concentration dependence of the above-mentioned
quantities in a quasi-two-dimensional system. In such
systems, the perturbation δU(z) introduced by the
JETP LETTERS      Vol. 71      No. 6      2000
atomic potential of the narrow-band component is
expressed as a matrix element of this potential, with the
transverse-motion ground-state wave functions φ0(z),

(1)

where ζ is the potential-well width. If the radius aU of
the perturbing potential is shorter than the characteris-
tic length of exponential decay of the wave function
φ0(z), then

(2)

The perturbation magnitude is δU(z) = (U(z) – ),

where  is the potential mean value in the well. As the
concentration of the attraction atomic centers increases,

 tends to the limiting value equal to the potential
value for the narrow-band component of a solid solu-
tion. As in the three-dimensional case [6–8], this should
reduce the δU(z) magnitude. At the same time, the low-
ering of the potential mean level brings about an
increase in the quantum-well depth and lowering of the
size-quantization ground-state energy and, as a result,

an increase in the (z) value in the quantum well. This
factor can lead to a considerable rise in the magnitude
of perturbation potential (2), as distinct from the three-
dimensional situation.

In this work, we studied the optical spectra of the
(Ga–In)As/GaAs and (Zn–Cd)Se/ZnSe quantum wells.
The experimental data on the luminescence and absorp-
tion of the (Ga–In)As/GaAs system are presented in
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Fig. 1 for two comparatively low In concentrations of
3.3 and 16.1%. The corresponding samples were com-
prised of 30 (Ga–In)As quantum wells of widths 7.5
and 9.3 nm separated by the GaAs barriers of widths 33
and 90 nm. One can see from Fig. 1 that the range of
fluctuation states and the Stokes shifts of the lumines-
cence bands relative to the absorption bands increase
with increasing In concentration.

Similar structures were observed for the lumines-
cence and luminescence excitation spectra of a sample
comprised of 11 quantum wells formed by the
0.5-monolayer CdSe and ZnSe inserts with a period of
5 nm (Fig. 2). With allowance made for the fact that, in
reality, Cd is distributed among four to six monolayers
[14], its mean concentration in the well is equal to ca.
10%.

To analyze the shapes and mutual arrangement of
the absorption and luminescence spectra of the struc-
tures studied, we assume that the absorption band is
formed by two types of states that qualitatively differ in
the ability to relax with energy transfer. This assump-
tion is valid if the quantum percolation threshold occurs
within the absorption contour. We use the classical con-
tinuous two-dimensional percolation theory for the
quantitative description of the contributions of these
two different types of fluctuation states to absorption
and luminescence. As in the three-dimensional case [6–
8], we assume that the exciton spectral density is
formed by fluctuation states that can be divided into
two types: the major part includes mobile states capable
of relaxing with energy transfer to the lattice, while the
spatially isolated localized “emitting” states incapable
of undergoing radiationless transitions at T = 0 com-
prise the minor portion of states.

Absorption and luminescence

Localization energy, meV

101

100

10–1

10–2

25 50 75

1

2

3 4

(Zn–Cd)Se

Fig. 2. Luminescence (dark circles) and luminescence exci-
tation (open circles) spectra of a sample with 0.5-monolayer
CdSe and ZnSe inserts. Notations as in Fig. 1.
In the zeroth approximation, the fluctuation states
lying below a certain energy ω0 are regarded as spa-
tially isolated and chaotically distributed over the quan-
tum-well plane. The localization energy is taken to be
positive and measured from the size-quantization level
in the ideal quantum well without fluctuations. Let us
introduce a unified geometrical size Rint/2 for all the
fluctuation potential wells with localization energies
ω > ω0 such that if any one of these potential wells or
their complex is separated from all other fluctuation
wells with higher localization energy by a distance
larger than Rint, then the state is considered spatially
localized. The boundary energy ω0 is chosen on the

condition that 1(ω0)  < 1, where 1(ω0) is the inte-
grated density of states with the localization energy

above ω0 and  =  is the radius of the
wave function for the state with localization energy ω0.
The mobility threshold ωME of such a system is
assumed to lie at localization energies higher than ω0.

The continuous percolation theory allows one to
determine the number of potential wells which have a
given localization energy and do not overlap with the
higher energy states, as well as the number of super-
clusters, i.e., isolated pairs, triads, etc. of wells whose
ground states also have no way of relaxing. As a result,
one can derive the relation between the numbers of iso-
lated and mobile states occurring in a wide energy
range. The dependence of the contribution from the iso-
lated wells and pair ground states on the localization
energy can be represented as

(3)

where 3(ω) = [Rint/ ]2 and

The integrated density of states 1(ω) gives the concen-
tration of potential wells with localization frequency
bounded by the ω value on one side and by the Lifshitz
boundary on the other [15]. The first term in Eq. (3) is
the exact concentration of the isolated single states, and
the second one is the extrapolation of a power series
obtained in [16] for the isolated pairs. We used in our
calculations the 3(ωME) = 2.3 value for the density of
exciton states at the percolation threshold. As in the
three-dimensional case, the isolated states dominate
below the percolation threshold, where their number
reaches a maximum and then exponentially decreases
with decreasing ω.

The spatially isolated single-cluster states dominate
the luminescence band, while the ground states of
superclusters give rise to a rapidly converging (by vir-
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tue of additional exponentially small factors) series of
correction terms [6–8]. At the same time, all states, irre-
spective of their ability to relax, contribute to the opti-
cal absorption.

Ignoring the exciton–phonon interaction, which is
weak in the systems of interest, and taking into account
the relation between the emission probability and the

coefficient (ω) of phononless absorption for the
transition to the exciton 1s state, one can represent the
luminescence spectrum in the form

(4)

where the first term in braces, P(ω), is described by an
expression of type (3); it allows for the contribution of
the isolated fluctuation-well states with localization
energy ω and the supercluster ground states with
energy ω. The second term stands for emission from the
states capable of undergoing nonradiative relaxation, so
that their contribution is proportional to the τrel/τrad

ratio of the relaxation and radiative recombination
times. All things being the same, the contribution of the
relaxing states to the emission is determined by the
energies transferred in the radiationless relaxation pro-
cesses, i.e., by the energy range of fluctuation states.

Figures 1 and 2 present the experimental data and
the calculated absorption and luminescence spectra
(curves 1 and 2, respectively), as well as the contribu-
tions of the emitting (curve 3) and relaxing (curve 4)
exciton states to the luminescence spectrum. One can
see by comparing the data in Figs. 1a and 1b that the
contribution of the relaxing states to the emission
decreases with increasing In concentration. A plausible
explanation for this result is that the rise in the In con-
centration brings about elongation of the tail of fluctu-
ation states and, as a consequence, an increase in the
energy of acoustic phonons assisting in the energy
transfer to the lattice in the course of relaxation
processes, eventually leading to a higher relaxation
probability. It is worth noting that, similar to the
GaAs−AlGaAs system [1], the percolation threshold
obtained upon modeling optical spectra in all cases
nicely coincides with the absorptance maximum. Such
a coincidence can be due to the fact that in the vicinity
of the percolation threshold the characteristic sizes of
the localized exciton wave functions are comparable
with the light wavelength, while the mobile above-
threshold states can be approximately characterized by
a wavevector comparable in magnitude with the photon
wavevector.

Note in conclusion that the optical spectra of both
systems studied are described within the framework of

α1s
0

I1s
0 ω( ) α1s

0 ω( )τ rad∼
× P ω( ) τ rel/τ rad 1 P ω( )–[ ]+{ } ,
JETP LETTERS      Vol. 71      No. 6      2000
a unified approach, although the energy scale of the
fluctuation potential δU00 for (Zn–Cd)Se turns out to be
larger than for (Ga–In)As by a factor of 2–2.5. This

approximately correlates with the ratio of the (0)
values in these wells and is due to the fact that the exci-
ton localization energy in the (Zn– Cd)Se quantum well

δE =  –  is larger than the corresponding
value in the (Ga–In)As samples studied.
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Results are presented from an investigation of the hard X-ray spectrum and the parameters of fast particles in
experiments on the interaction of laser pulses with solid targets in the PROGRESS-P facility at laser intensities
of up to 5 × 1018 W/cm2 on the target surface. The maximum energy of fast electrons obtained from direct mea-
surements is found to be 8–10 MeV. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.40.Nk; 52.50.Jm; 52.25.Nr
In the interaction of ultrashort pico- and subpicosec-
ond laser pulses with intensities >1017 W/cm2 with
solid targets, the laser pump wave energy is converted
directly into the energy of plasma electrons mainly via
nonlinear collisionless processes [1, 2]. The electrons
accelerated in such a manner give rise to the fluxes of
fast ions and hard X-ray (HXR) photons whose energy
may be as high as several tens of megaelectronvolts [3].
Plasma sources of such particles and photons open up
unique opportunities for initiating nuclear reactions,
creating compact neutron sources and artificial radioac-
tive sources, and producing various isotopes [4]. In this
connection, it becomes relevant to study the parameters
of laser-produced HXR photons and of the particles
accelerated by the laser field.

The experiments were carried out with the Progress-P
picosecond laser with Nd-glass chirped pulse amplifi-
cation [5]. A schematic of the measurements is shown
in Fig. 1.

The laser light (λ = 1053 nm), whose energy in the
interaction chamber amounted to 16 J, the pulse dura-
tion being about 1.4–1.5 ps, was focused into a focal
spot ≤7 µm in diameter on the target by an f/1.1 on-axis
parabolic mirror (the laser beam diameter was
190 mm). The fraction of energy in the spot was 50%
of the total laser energy. The main pulse was preceded
by an amplified luminescence prepulse with a duration
of about 5 ns, the prepulse intensity being ≤10–8 of the
main pulse intensity. At 20 ps before the main pulse, the
relative prepulse intensity was <10–3, which is an upper
limit determined by the measurement technique. The
0021-3640/00/7106- $20.00 © 20246
experiments were carried out within 40–60 degrees of
normal incidence with both p- and s-polarized light and
with targets made of different materials.

In the energy range 15–90 keV, the HXR spectrum
was measured by the method of selective filters (made
of Zr, Rh, Cd and Gd, and Pb) with jumplike character-
istics of K-shell absorption in this photon energy range;
and, in the energy range above 1.5 MeV, the HXR spec-
trum was measured by the method of “gray” filters
(made of Pb) [6]. Preliminary measurements revealed
that, in the target chamber, there were not only X-ray
photons but also fast electrons escaping from the target
plasma. Since HXR detectors are very sensitive to such
electrons (whose energy was as high as several mega-
electronvolts), we placed a protecting Be filter (with a
mass thickness of 3.5 g/cm2) at a distance of 15–20 cm
from the detectors. Such a filter, which reduces the
X-radiation intensity by a factor of only 1.5 to 2,
absorbs all electrons with energies of up to 10 MeV.
X-ray photons with energies ≤70 keV were recorded by
semiconductor detectors, and X-ray photons with
higher energies were recorded by scintillation (CsI +
Tl) detectors. The detectors were placed inside a Pb
container, which protected them from the scattered
photons and particles.

Fast electrons were detected simultaneously with
the measurement of the HXR spectrum by the method
of gray filters, which were also made of Pb. Near the
HXR detector, we positioned an additional detector
with a Pb filter and without a Be filter. As a result, the
additional detector shielded by a Pb filter recorded both
000 MAIK “Nauka/Interperiodica”
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electrons and X-ray photons, while the HXR detector
protected by both Be and Pb filters monitored only X
radiation. In some experiments, such pairs of detectors
were placed behind the target.

The X-radiation and electron fluxes through the tar-
get were visualized with an RF-3 X-ray photo film
loaded into a special film cassette that was positioned at
a distance of 5 cm behind the target. The film, sensitive
to X-ray photons with energies of up to 60 keV, was
protected from laser light by 0.25-mm thick Al foil.
Different ranges of X-ray energy were selected with the
help of additional Pb strips of different thicknesses,
which were glued to the foil.

Soft X-ray imaging was done with a multiframe pin-
hole camera [6]; the holes with diameters from 5 to
15 µm were protected by different cassette filters.

Fast ions (with velocities ≥108 cm/s) escaping from
the target plasma in different directions were recorded
by the time-of-flight method with the help of an array
of ion collectors [7]. The sensitivity of the collector
technique was such that we could measure the current
produced by ions with velocities lower than 109 cm/s.
The collectors were arranged around the target so as to
simultaneously detect the ions that flew away from the
target in the direction nearly orthogonal to its surface
and in the specular direction with respect to the incident
laser light. In our experiments, the collectors served to
study the spatial distribution of fast ions flying away
from the target and (in combination with plasma calo-
rimeters) to estimate the mean charge-to-mass ratio of
the plasma ions [7].

Figure 2 shows the results of measuring the HXR
spectrum in several experiments with Al and Sn targets,
the laser intensity on the target surface being I ≈ 1.5–
5 × 1018 W/cm2. The results presented were processed
under the assumption that laser-produced HXR fluxes
are isotropically emitted into a 4π solid angle.

All of the spectra in Fig. 2 are characterized by two
different temperatures. Another common feature of the
spectra is that the lower the energy of the relatively soft
(≤40 keV) X-ray photons, the lower the spectral inten-
sity. A significant reduction (by a factor of more than
60) in the soft X-radiation intensity can also be inferred
from the fact that the imaging of soft X-ray photons
with a mean energy of 0.25 keV was not available with
a multiframe pinhole camera. Such behavior of the
spectra in the soft X-ray range differs markedly from
that revealed in our previous experiments [6], in which
the laser light intensity at the target surface was lower
(I ≈ 1017 W/cm2) and the spectral intensity was found to
increase with decreasing photon energy (at least in the
energy range above 0.24 keV).

In monitoring HXR emission spectra from an Sn
target, the detector with a Cd filter recorded, along with
the continuous spectrum, the KαSn line (25.3 keV)
emission produced in the interaction of fast electrons
with a cold target material. In processing the signals
JETP LETTERS      Vol. 71      No. 6      2000
from detectors with different filters simultaneously, it is
possible to single the signal associated with the KαSn
line out of the signal captured by the detector with a Cd
filter and to calculate the energy yield of this line rela-
tive to the laser energy on the target.

Some results of measuring the electron temperature
and HXR yield are summarized in the table.

The HXR yield obtained from the spectral measure-
ments was used to estimate the yield of fast electrons
with energies higher than 15 keV. For Sn targets, the
yield of fast electrons was found to be 0.015–0.04 of
Elas.

The yields of fast electrons in different spectral
ranges were determined using detectors with Pb filters
of mass thicknesses 1.26, 3.33, and 8.84 g/cm2. The
detector with the filter of mass thickness 1.26 g/cm2

measured the yield of electrons with energies
>2.7 MeV, the detector with the filter of mass thickness
3.33 g/cm2 monitored the yield of electrons with ener-
gies >7.6 MeV, and the detector with the filter of mass
thickness 8.84 g/cm2 captured the yield of electrons
with energies >22 MeV. As in the measurements of
HXR spectra, the contribution to the detector signal
from the HXR photons that passed through the corre-

Ion collectors

Phototube Pb
container

Scintillator

Detector DDR
18/05

Laser (19J; 1.5 ps)

Collimator

Filter

X-ray pinholes
On-axis parabola

Target

CollimatorPb

Films

Fig. 1. Schematic of the diagnostic complex in the target
chamber.
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Fig. 2. HXR spectrum for Al and Sn targets at I ≈ 5 ×
1018 W/cm2.
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sponding filter was determined with the help of an addi-
tional detector shielded not only by a Pb filter but also
by a Be filter of mass thickness 3.5 g/cm2. For the
detector with a filter of mass thickness 1.26 g/cm2, this
contribution was found to be smaller than 10%; and for
the detector with a filter of mass thickness 3.33 g/cm2,
it was found to vanish.

In all measurements of the electron yield, we
recorded no signals from the detector with a Pb filter of
mass thickness 8.84 g/cm2. This indicates that no elec-
trons with energies above 22 MeV were produced. Note
also that the signals from the detectors positioned on
different sides of the target differed by no more than a
factor of 2.

In order to construct the HXR spectrum and the spa-
tial distribution of fast electrons escaping from the tar-
get plasma in different directions, it is necessary to
carry out experiments with a larger number of measure-
ment channels. The data from our experiments allowed
us to obtain only rough estimates for both the fraction
of electrons with energies higher than 2.7 MeV and the
energy that they carried away from the target. In exper-
iments with an Sn target of thickness 650 µm at Elas =
12 J (see table), the number of such electrons was esti-
mated to be about 1.5 × 109 and the energy carried by
them was about 12 × 10–3 J.

Ion measurements were performed mostly in exper-
iments with Al targets. Our previous measurements and

Elas, J
0.012

0.008

0.004

–10 0 30 50 70
γ°

0

Fig. 3. Spatial distribution of the escaping fast ions for an Al
target at I ≈ 5 × 1018 W/cm2. The abscissa is the angle at
which an ion escapes from the target plasma with respect to
the normal to the target surface, and the ordinate is the frac-
tion of laser energy that is carried away by the fast ions.
the estimates carried out by analogy with [7] showed
that the fast ion component consisted primarily of pro-
tons with a maximum velocity of about 109 cm/s and
maximum energy of about 0.55 MeV.

The appearance of protons (and C ions) in the
plasma of an Al target is attributed to the adsorption of
water vapor and/or the chemical consequences of pol-
ishing the target surface. The measurements of fast ions
escaping from the target plasma in different directions
(Fig. 3) showed that the ion fluxes were directed pref-
erentially along the normal to the target.

Integrating the ion spectra, we found that the coeffi-
cient of the conversion of laser energy into the energy
of fast ions with velocities higher than 108 cm was
1−3%. Note that this was a lower limit on the conver-
sion coefficient, because the relevant estimates were
made under the assumption that the fast ion component
consisted only of protons.

Thus, the results of our experiments on irradiating
solid targets by picosecond laser pulses with laser light
intensities on the target surface in the range up to 5 ×
1018 W/cm2 can be summarized as follows.

We have measured the HXR spectra in the photon
energy range 20–1000 keV. The spectra are character-
ized by two temperatures: the first temperature is 20–
30 keV, and the second temperature is 200–400 keV.
We have revealed that, in the photon energy range
below 40 keV, the spectral intensity decreases with
decreasing photon energy.

We have demonstrated the effectiveness of record-
ing fast electrons escaping from the target plasma in
different directions by the technique based on semicon-
ductor detectors protected with gray filters made of Pb.
Such detectors can be mounted right on the target
chamber or can be placed near the chamber.

We have revealed the presence of fast electrons
escaping from the plasma with energies above 8 MeV.

Direct measurements of the electron temperature in
experiments with an Sn target of thickness 650 µm at
Elas = 12 J allowed us to estimate both the number of
fast electrons with energies higher than 2.7 MeV
(≈1.5 × 109) and the energy they carry away from the
target plasma (≈2 × 10–3 J).
Table

Target mate-
rial, thickness, 

µm

Energy on the 
target, Elas, J

Intensity on the target, 
I, W/cm2

Temperature of 
fast electrons

Relative HXR yield, Ex/Elas, for dif-
ferent photon energies

Relative yield 
of the Kα line, 

EKα /ElasT1 T2 >20 keV >200 keV

Sn, 650 12 4.4 × 1018 30 420 3.9 × 10–4 2.7 × 10–5 8.5 × 10–5

Sn, 110 12.3 5 × 1018 30 200 3.8 × 10–4 2.8 × 10–5 6.5 × 10–5

Sn, 650 3 1.5 × 1018 270 1 × 10–5 9.5 × 10–5

Al, 100 9.1 3.5 × 1018 20 280 4.4 × 10–4 1 × 10–5
JETP LETTERS      Vol. 71      No. 6      2000
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Using the measured HXR spectra, we have found
that the coefficient of the conversion of laser energy
into the energy of fast electrons in the range above
15 keV is 1.5–4%.

We have demonstrated experimentally that fast ions
escape from the target plasma preferentially along the
normal to the target surface. The fraction of laser
energy that is converted into the energy of fast ions is
found to be 1–3%.
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We use the Popov–Fedotov representation of spin operators to construct an effective action for a Kondo lattice
model with quenched disorder at finite temperatures. We study the competition between the Kondo effect and
frozen spin order in Ising-like spin glass. We present the derivation of new mean-field equations for the spin-
glass order parameter and analyze the effects of screening of localized spins by conduction electrons on the
spin-glass phase transition. © 2000 MAIK “Nauka/Interperiodica”.
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1 One of the most interesting questions of physics of
heavy-fermion compounds is the competition between
Kondo screening of localized spins by conduction elec-
trons (CE) and ordering of these spins due to Ruder-
man–Kittel–Kasuya–Yosida (RKKY) interaction (see,
e.g., [1]). The screening is attributed to the Kondo
effect, viz., the resonance scattering of an electron on a
magnetic atom with simultaneous change of the spin
projection. In dilute alloys such scattering results in a
sharp resonance at the Fermi level with characteristic
energy width e ~ TK ~ eFexp(–α–1), where TK is the
Kondo temperature, J is the coupling constant, ρ is the
density of states of CE at the Fermi level, and α = ρJ.
As was recently discussed (see, e.g., [2, 3]), such com-
petition can be responsible for the non-Fermi-liquid
behavior observed in some heavy-fermion compounds.
Most of such materials share two characteristics: prox-
imity to the magnetic region of an appropriate phase
diagram (usually temperature vs. pressure or chemical
composition) and disorder due to chemical substitution.
In many respects, the concentrated Kondo systems,
e.g., the lattice of magnetic atoms interacting with CE
“bath” [Kondo lattice (KL)], show striking similarities
to dilute Kondo systems. The Kondo temperature in
these systems is a characteristic crossover temperature
at which spins transform their local properties to some
itinerant Fermi-liquid behavior determining the low-
temperature regime of heavy-fermion compounds.
Non-Fermi-liquid behavior in a heavy-fermion system
is then mainly attributed to reducing the Kondo temper-
ature and possibly even suppressing it to zero. In turn,
the magnetic or spin glass (SG) transition can also be
suppressed due to the interplay between Kondo scatter-
ing and spin–spin interaction. Thus, such an interplay

1 This article was submitted by the authors in English.
0021-3640/00/7106- $20.00 © 20250
can result in a quantum phase transition [2] when both
Kondo and magnetic temperatures are equal to zero at
some finite doping. The role of chemical substitution in
this case is to “tune” the Fermi level of a metallic sys-
tem providing sharp Kondo resonance.

The problem of competition between the RKKY
and Kondo interactions in a clean system was studied
for the first time by Doniach [4] in the “Kondo neck-
lace” model. The transition typically takes place
between a paramagnetic metal and a magnetic (usually
AFM) metal. In this case, there are two possibilities:
the compound will have long-range magnetic order
when the RKKY interaction is sufficiently large com-
pared with the Kondo interaction, or the compound will
be paramagnetic due to the quenching of magnetic
moments of the rare earth atoms and the ground state
has the features of a Kondo-singlet state. Nevertheless,

in the region  ~ TK the competition between mag-
netic and Kondo interactions results in a dramatic
change in the “naive” Doniach diagram (see [5]).
Namely, both Kondo and magnetic temperatures are
strongly suppressed and a spin-liquid state (e.g., of res-
onance valence bond type [6]) occurs.

The goal of this letter is to present some results con-
cerning the competition between the Kondo effect and
Ising-like SG transition, which is in many aspects sim-
ilar to the magnetic instability. We study mechanisms
of suppressing the SG transition and effects of screen-
ing in a disordered environment. In this paper, we con-
sider the high-temperature regime of the KL model. We
leave aside the issue of the ground-state properties and
especially the question whether the non-Fermi-liquid
behavior is a generic feature of vicinity to a quantum
phase transition for a future publication.

TRKKY
M
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The Hamiltonian of the KL model with additional
quenched randomness of exchange interaction between
localized spins is given by

(1)

The system under consideration is a periodic lattice of
magnetic atoms modeled by f orbitals interacting with
metallic background spin density operator si =

sαα 'ciα'. The first term in Hamiltonian (1)

describes the kinetic energy of CE, and the second
stands for the Kondo coupling (J > 0). We denote ni =

ci, σ as the CE density operator. The identity
Ni = 1 describes the half-filled f-electron shell.
Quenched independent random variables Iij with distri-

bution P(Iij) ~ exp(– N/2I2) stand for direct spin–spin
interaction [7]. We assume that this random interaction
is of RKKY origin,2 namely, for d-dimensional system
I ~ α2eFl–d, where l is the lattice constant in the mag-
netic sublattice. The magnetic effects can also be
included in our approach by introducing the nonzero
standard deviation ∆I =  into the distribution
P(Iij), which, in turn, can result in additional competi-
tion between SG and AFM (or, rarely, FM) states. For
simplicity, we neglect these effects in this letter and
concentrate on the interplay between the Kondo inter-
action and the effects of bond disorder. Since the indi-
rect RKKY interaction through CE is mostly deter-
mined by “fast” electrons with characteristic energies
e ~ eF @ TK, we also neglect the Kondo renormaliza-
tions of RKKY exchange.

As has been well known for a long time, the spin
S = 1/2 matrices can be exactly replaced by bilinear
combination of Fermi operators

Nevertheless, most fermionic representations of spin
are not free of constraint problem. For this reason, the
dimensionality of space in which these operators act is
always greater than the dimensionality of the spin
matrices. Elimination of unphysical states is a serious
problem which makes the diagrammatic techniques
quite complicated. Moreover, in most cases, the ana-

2 It has been pointed out in [8] that the presence of nonmagnetic
impurities makes the RKKY interaction a random interaction
even in the case of regular arrangement of magnetic moments.

HKL εkckσ
† ckσ

kσ
∑ J siSi

1
4
---niNi+ 

 
i

∑+=

– Iij Si
zS j

z λSi
+S j

–+( ).
ij

∑

1
2
--- ciα

†

ci σ,
†

σ∑

Iij
2

IRKKY

Si
z 1

2
--- f i↑

† f i↑ f i↓
† f i↓–( ),=

Si
+ f i↑

† f i↓= , Si
– f= i↓

†
f i↑ .
JETP LETTERS      Vol. 71      No. 6      2000
lytic continuation of Feynman diagrams becomes
extremely difficult. To avoid the main difficulties
related to constraint, the new representation for spin
operators was proposed in the long-forgotten paper of
Popov and Fedotov [9]. In this representation the parti-
tion function of the problem containing spin operators
(HS) can be easily expressed in terms of new fermions

with imaginary chemical potential ( ):

As a result, there is no constraint, the unphysical states
are eliminated, and the standard Matsubara–Abriko-
sov–Gor’kov diagrammatic technique is obtained [9–
11].

We sketch our derivation of the effective action and
of resulting mean-field equations for the KL model in
order to make explicit the approximations adopted and
the physics underlying these approximations. To con-
struct the path-integral representation for the partition

function, the new Grassmann variables   ,

ciσ  Ψiσ for CE with chemical potential µ and 

 , fiα  aiα for Popov–Fedotov spin operators
(S = 1/2) are introduced. The Euclidean action for the
KL model is given by

(2)

where the generalized Grassmann fields satisfy the fol-
lowing boundary conditions: Ψiα(β) = –Ψiα(0),

(β) = – (0), aiα(β) = iaiα(0), (β) = –i (0).

In this paper, we consider λ = 0, which corresponds
to the Sherrington–Kirkpatrik [12] spin-glass model.
Such an anisotropy of RKKY interaction can be associ-
ated, e.g., with lattice geometry. In the case of the Ising-
like model, the dynamical fluctuations in the spin sub-
system appear only due to the interaction with conduc-
tion electrons and, in the high temperature regime T ~
TSG, can be neglected. To study the influence of Kondo
scattering on the SG transition temperature TSG, we use

standard replica trick Ψi(τ)  (τ), ai(τ) 

(τ), a = 1, …, n. Then the free energy of the model

HS
f

ZS Tre
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can be calculated (see, e.g., [13]) by taking the formal
limit n  0 in

(3)

where !0 corresponds to noninteracting fermions.

As we already mentioned, to consider the competi-
tion between the Kondo scattering and the trend of dis-
order, we assume that the magnetic temperature

 ! T*, where T* stands for a characteristic tem-
perature corresponding to the Kondo temperature in the
lattice. This assumption allows one to decouple the

Kondo interaction term  = –  in

each site by the replica-dependent Hubbard–Stratonov-

ich field  [14]. Performing the average over the ran-
dom potential in (3) results in

(4)

with

The next step is to perform the Gaussian integration
over the replica-dependent Grassmann field va describ-
ing CE and to decouple the eight-fermion term Tr[X2]
with the help of Q matrices (see details in [10]). As a
result, the partition function is given by

(5)

where &–1 is the inverse Green’s function for Popov–
Fedotov fermions depending on Matsubara frequencies

Zn〈 〉 av IijP Iij( ) D ϕ i σ,
a v i σ,

a[ ]∏d∫∏=

× !0 v
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,

ωn = 2πT(n + 1/4) (see details in [9]),

(6)

and G0(–i∇ , el) = (iel – ε(–i∇ ) + µ)–1 stands for the CE
Green’s function el = 2πT(l + 1/2).

We are still left with a term of fourth order residing
in Tr[QX] and cannot evaluate the Grassmann integral
directly. Consequently, a second decoupling is needed.
To perform it, we stress that we do not intend to deal
with dynamical behavior here and confine ourselves by
high temperature regime in the vicinity of the SG tran-
sition such that the lowest Matsubara frequency is suf-
ficient. Assuming this and recalling that the spatial fluc-
tuations are suppressed by the choice of infinite-range
interaction [12], one can consider Q as a constant sad-
dle-point matrix under condition Q = QT. The elements
of this matrix will later be determined self-consistently
from the saddle-point condition. Assuming that the ele-

ments of Q are  =  and  = q, one can decou-
ple the Tr[QX] term by introducing replica-independent
z and replica-dependent ya fields and map the KL prob-
lem with disorder onto an effective one-site interacting
spin system coupled to an external local replica-depen-
dent magnetic field:

(7)

where (z) denotes / exp(–z2/2)f(z),

(8)

and H(ya, z) = I z + I ya is the effective local

magnetic field. Note that the variable q = 〈 〉  corre-
sponds to the Edwards–Anderson SG order parameter
when the limit n  0 is taken. Nevertheless, the diag-
onal element  can be set to neither zero nor one, in
contrast to the classical Ising glass theory, because of
dynamical effects due to the interaction with the CE
bath. To take into account this interaction, we include a
replica-dependent magnetic field into the bare Green’s

function  = (iωn – σH(ya, z))–1 and perform the inte-
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gration over Popov–Fedotov Grassmann variables with
the help of the expression

(9)

where Σ(ψa) = –T (e + )G0(–i∇ i, e) (e +

) depends on the variable ψ “responsible” for
Kondo interaction. Calculating the first term in expan-
sion (9), one gets the following expression for the effec-
tive “bosonic” action in the one-loop approximation:

(10)

The polarization operator Π in the limit T, H ! eF is
given by

(11)

When H = 0, the coefficient in front of |ψa|2 in Eq. (10)
changes its sign at T* ~ eFexp(–α–1). This is a manifes-
tation of the single-impurity Kondo effect (see, e.g.,
[14, 15]).

One can now perform the Gaussian integration over
ψa fields in Eq. (7) by the stationary phase method:

After the last step, namely, integration over replica-
dependent field ya, the limit n  0 can be taken. The
free energy per site f = β–1 1 – 〈Zn〉av)/nN is given

by

(12)
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New equations for q,  are determined by conditions
∂f( , q)/∂  = 0, ∂f( , q)/∂q = 0:

(13)

Eqs. (12), (13) contain the key result of the paper. They
represent the solution of the KL problem with
quenched disorder on a replica symmetrical level. To
demonstrate some interesting physical effects
described by these equations, let us consider the case
T ~ TSG ≥ T* (Kondo high-temperature limit). Since
H(ya, z) is a dynamical variable, we break the paramet-
rical region of H to several pieces. First, when H @ T,
T*, the logarithm in Eq. (11) is cut by H and there are
no temperature-dependent Kondo corrections to the
mean field equations. This corresponds to the limit
T* ! I providing frozen spins and preventing them
from resonance scattering.3 Nevertheless, when T* ~ I,
the region H ≤ T becomes very important. We calculate
^ expanding the rhs of Eq. (12) up to (H/T)2:

(14)

We use the following shorthand notations: u = βI, γ =
2c/ln(T/T*), r2 =  – q, and C = 2cα/γ with c = π/4 +
2/π2 ~ 1. We note again that when J = 0, which corre-
sponds to the absence of Kondo interaction,

and the standard Sherrington–Kirkpatrik equation [12]
takes place, providing, e.g., an exact identity  = 1.

In the vicinity of the phase-transition point, Eq. (13)
reads

(15)

3 We also note that when T* @ I the SG transition does not happen.
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These equations describe a second-order transition in an
SG Ising-like Sherrington–Kirkpatrik4 system coupled
with a CE bath in the presence of Kondo scattering.
Taking the limit q  0, we estimate the temperature
of SG transition (TSG/I)2 = 1 – 4c/ln(TSG/T*) – … < 1.
Thus, the Kondo-scattering resonance results in depres-
sion of the SG-transition temperature due to the screen-
ing effects in the same way as magnetic moments and
one-site susceptibility are screened in the single-impu-
rity Eq. Kondo problem [15]. This screening shows up
at large time scale t ≥ 1/T* and affects both diagonal
and nondiagonal elements of the Q matrix. Moreover,

 becomes partially screened well above the SG tran-

sition point. Recalling that H ~ Iy , one can see that
our assumption H/T ≤ 1 is consistent with Eq. (15) even
if T ~ TSG. It is necessary to note that a growing SG
order parameter in Eqs. (10)–(11) suppresses the
Kondo effect and also provides a broader validity
domain for Eq. (15). We leave the self-consistent anal-
ysis of Eqs. (12), (15) for a future detailed publication.

In conclusion, we have considered the Kondo high-
temperature limit (in a sense of T > T*) of a KL model
with quenched disorder. We derived new mean field
equations for the SG transition in the presence of strong
Kondo scattering and have shown that the partial
screening of both diagonal and nondiagonal elements
of the Q matrix takes place. As a result, the temperature
of SG transition is strongly suppressed when Ising and
Kondo interactions are of the same order of magnitude.
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For a ballistic ring interferometer based on high-mobility two-dimensional electron gas in an AlGaAs/GaAs
heterojunction, the electrostatic potential and the energy spectrum are determined. It is shown that the splitting
points in such an interferometer have the form of triangular potential wells. Calculation is performed for the
two-dimensional electron transmission through the ring, and the Fano resonances caused by the coupling of the
transmitted waves with the levels of higher transverse modes in triangular wells are predicted. These resonances
are observed in the experiment. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 07.60.Ly; 73.23.Ad; 73.20.Dx; 73.50.-h
Since the pioneering publications [1, 2], the theoret-
ical and experimental studies of ring interferometers
have been continued for more than 15 years. Of special
interest are the studies of semiconductor interferome-
ters based on high-mobility two-dimensional electron
gas in AlGaAs/GaAs heterojunctions [2–6]. These
devices make it possible to observe the interference of
ballistic electrons in the regime of a small number of
propagating modes (down to a single one). In this
paper, we consider the operation of such an interferom-
eter as a quantum transistor in zero magnetic field.

Until recently, the analysis of the transport proper-
ties of ballistic ring interferometers was based on an
idealized one-dimensional model that did not take into
account the real profile of the potential (see [1, 7]).
According to this model, uniform conductance oscilla-
tions without any additional modulation should only be
observed in an open symmetric ring upon changing the
Fermi energy. The origin of these oscillations can be
understood in the framework of the Fabry–Perot two-
mirror interference pattern, where the role of semi-
transparent mirrors is played by the points of ring con-
nection with the input and output quantum wires. It is
evident that real interferometers fabricated on the basis
of GaAs/AlGaAs heterojunctions cannot be adequately
described by one-dimensional models, because the lat-
ter allow neither for the finite width of the channels nor
for the real profile of the electrostatic potential. The
inadequacy of the one-dimensional model is particu-
larly evident from the fact that the channel-splitting
0021-3640/00/7106- $20.00 © 20255
point in this model is a geometric one, while in a real
structure it is formed by smooth electrostatic fields.

The interferometer model proposed in this paper is
free of the above-mentioned disadvantages of the one-
dimensional description. It is based on the solution of a
three-dimensional electrostatic problem for the real
structure and geometry of a ballistic interferometer.
The electrostatic potential in the plane of a 2D gas was
calculated and used for solving the 2D Schrödinger
equation and determining the interferometer conduc-
tance. It was found that the presence of triangular quan-
tum dots at the channel-splitting points is a fundamen-
tal feature of interferometers. The calculation of the
transmissivity of such an interferometer shows that a
variation in the Fermi energy is accompanied by the
appearance of large-scale Fano-type conductance reso-
nances [8] due to the scattering by the levels of the tri-
angular dots. As a result, the ring conductance is a
superposition of high-frequency oscillations, which
correspond to transmission through the one-dimen-
sional ring levels, and large-scale dips and peaks
caused by the Fano resonances. Such conductance
behavior is experimentally observed for ballistic rings
based on a high-mobility 2D gas in a GaAs/AlGaAs
heterojunction.

The calculations were performed for a ring structure
with the cross section shown in Fig. 1a. Such structures
are fabricated by electron-beam lithography and subse-
quent plasma-chemical etching [9, 10]. The upper part
of the structure is occupied by a metal gate controlling
the electron density in the ring. All interferometer
000 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Cross section of the structure along the ring diam-
eter. The dot-and-dash lines show the delta-doped layers
with concentrations 2 × 1012 cm–2 (δSi1) and 1012 cm–2

(δSi2). The continuous gate is shown by hatching. The elec-
tron gas (shown by the thick black line) has the concentra-
tion in the reservoirs ns = 6 × 1011 cm–2. (b) Profile of the
electrostatic potential in the ring interferometer. The dashed
lines indicate the etch areas. At the ring input and output,
two open triangular quantum dots of characteristic size
~200 nm appear.
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Fig. 2. (a) Section of the interferometer between the barriers
in the input/output channels. (b) Energy levels En(xj) of the
confining potential U(xj, y) in the ring interferometer. The
plot shows the six lowest one-dimensional subbands En(x).
parameters used in the calculations were chosen in
accordance with the experiment.

The electrostatic potential φ(x, y, z) was deter-
mined by solving the three-dimensional Poisson equa-
tion ∇ (e∇φ ) = –ρ(φ), where e(x, y, z) is the permittivity
and the charge density ρ includes the distribution of
both ionized Si impurities in the AlxGa1 – xAs layer and
electrons at the AlGaAs/GaAs heteroboundary. The
electron distribution was determined self-consistently
in the Thomas–Fermi approximation. The boundary
conditions at the semiconductor surface corresponded
to the Fermi level positioning at the band-gap center at
zero gate voltage. In the bulk of the structure, the
boundary conditions were determined on the assump-
tion of a p-type background doping. The Poisson equa-
tion was solved by the Chebyshev cyclic method [11].

Figure 1b shows the distribution of the electrostatic
potential in the plane of a 2D gas. The dashed lines
indicate the etched areas, white color corresponds to
the areas free from electrons, and gray color corre-
sponds to the areas occupied by electrons. The thick
line corresponding to the Fermi level defines narrow
ballistic channels that form the ring interferometer. At
the splitting points where the input and output channels
split in two, the channels are broadened, leading to the
appearance of fairly deep potential wells of triangular
shape (quantum dots) at the ring input and output.
These wells are retained when the structure parameters
vary over wide limits. Hence, the presence of such
wells is a universal property of semiconductor ring
interferometers.

The calculated profile of the electrostatic potential
was used for determining one-dimensional subbands
En(x) (Fig. 2); i.e., a one-dimensional Schrödinger
equation with confining potential U(xj, y) was solved

along the y-axis and the energy levels  and wave

functions  were determined for every cross-sec-
tion x = xj of the interferometer. In the quantum wires
forming the ring, the potential profile in the cross sec-
tion is nearly parabolic and the energy levels are
approximately equidistant as in an oscillator. In the ring
area, the energy levels are twofold degenerate, because
the potential wells of the two ring arms are identical
and separated by a wide barrier. Therefore, the one-
dimensional subbands are grouped in pairs inside the
ring. Since the width of quantum wires connecting the
ring with leads is the same as the width of the ring chan-
nel in the interferometers under study, the number of
subbands occupied by electrons in the ring area is
approximately twice that in the input/output channels.
One can see from Fig. 2b that subbands 3 and 4 in the
ring become populated even before the opening of the
second mode in the input/output channel. This is also
reflected in the transport.

In the example presented above, the one-dimen-
sional subbands En(x) with numbers n > 3 are closed for

En
j( )

ξn
j( )

y( )
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the transmission of particles with the Fermi energy EF

(because En > EF in the input/output constrictions).
However, in the regions of triangular dots, about ten
one-dimensional subbands occur below the Fermi
level, and these subbands form potential wells with a
set of discrete levels. This means that the splitter, which
is assumed to be nonreflecting or partially reflecting in
simple one-dimensional models, has a complex internal
structure. At the points of the channel junctions, intense
mixing of different transverse quantization modes takes
place. As a result, the electrons transmitted through the
ring by the first, second, or third mode can be scattered
by the levels of higher transverse modes. In the conduc-
tance, this effect manifests itself in the form of asym-
metric peak–dip profiles similar to the Fano resonances
(Fig. 3) caused by the interference of the resonance and
nonresonance transmission channels.

The coefficient of electron transmission through the
interferometer in zero magnetic field was calculated by
the S-matrix method [12]. This method is numerically
stable and enables one to analyze the contributions of
different transverse modes to the conductance. It is
commonly used for simplified calculations of the trans-
port through channels with rigid walls and a piecewise
constant potential (see, e.g., [13]). In the case under
study, the transmissivity was determined for the realis-
tic potential profile by using the calculated energies of

one-dimensional subbands  = En(xj) and the transi-

tion matrix elements (Cj)mn = (y) (y)dy,

where (y) is the wave function of the level 
within the constant-potential interval (xj, xj + 1). Then
the wave function can be written as a sum of the com-
ponents corresponding to different transverse modes:

(1)

where  =  is the wave number
corresponding to the longitudinal motion, and the sum-
mation is limited to a finite number of modes M. The
amplitudes a(j) and b(j) at adjacent intervals are related
through the scattering matrix Sj:

(2)

The total S-matrix describing the scattering from the
whole structure is a combination of the matrices Sj [12]:

(3)
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where t and t' are the total transmission amplitudes for
opposite directions and r and r' are the corresponding
reflection amplitudes. The conductance of the structure
is determined by the Landauer formula G =
(2e2/h)Tr[tt+]. Figure 3a presents the dependences of
the transmissivity at the Fermi energy for the interfer-
ometer potential shown in Fig. 1b. The calculation was
performed for M = 20 modes of the transverse motion.
The result did not change upon a further increase in the
number of modes. The solid line shows the transmissiv-
ity for the whole ring, and the dashed line corresponds
to the transmissivity for a single “T-junction” (the cal-
culations were performed for one half of the ring, and
the transmission through the two channels was summed
up at the output). A correlation between these two
curves is seen. In the transmission through a single
T-junction, high-amplitude dips and asymmetric peaks
are observed. These are the Fano resonances caused by
coupling of the transmitted waves with the levels of the
higher transmission-closed one-dimensional subbands
to form the potential wells in the channel-splitting
region. When two T-junctions combine to form a ring
interferometer, the reflection is enhanced and, in addi-
tion, high-frequency oscillations of the Fabry–Perot
type appear owing to the resonances with the one-

G (2e2/h)

1

0
–7 –6 –5 –4 –3

EF, meV

(a)

dot

ring

1.0

0.5
–150 –100 –50

Vg, mV

T = 20 mK
B = 0

(b)

Fig. 3. (a) Modeling of 2D transport through the ring inter-
ferometer. The large-scale oscillations are caused by the res-
onances with the levels of triangular quantum dots, and the
small-scale oscillations are caused by the resonances with
the one-dimensional ring levels. For comparison, the dashed
line shows the conductance of one T-junction (half of the
ring). The threshold for the opening of the second mode
in the input/output channels is EF = –4 meV. For –5 < EF <
–4 meV, the third/fourth-mode motion is allowed inside the
ring, resulting in the appearance of doubled frequency oscil-
lations in the conductance. (b) Ring conductance as a func-
tion of gate voltage in zero magnetic field at temperature
20 mK. The Fano resonance is encircled.
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dimensional ring levels. The suppression of the trans-
mission because of the intersubband transitions makes
the dense peaks narrow, as in the case of an isolated
ring. For this reason, these peaks are blurred in the
experiment (Fig. 3b) and smoothed out in the calcula-
tion. In addition, owing to the strong reflection caused
by the triangular quantum dots, the conductance does
not exhibit the n(2e2/h) steps, by which one can judge
how many modes are open. The conductance is almost
always lower than the 2e2/h quantum when two or three
transverse quantization modes are open (Fig. 3a).
Hence, although G < 2e2/h in the measured depen-
dences (Fig. 3b), one cannot state with assurance that
the interferometer operates in a single-mode regime.
Thus, the experimental dependence G(Vg) reflects all
the qualitative features obtained for the ring conduc-
tance by modeling: the large-scale variations caused by
the Fano resonances and the oscillations having much
lower amplitude and higher frequency and associated
with the one-dimensional ring levels. The modeling
shows that the complex-G(Vg) profile strongly changes
with variations in the parameters of the quantum dots
within the technological tolerances. Therefore, a
detailed comparison between the experimental and cal-
culated dependences makes little sense. In the lateral
quantum dots, the Fano resonances were detected only
recently, and it was shown that the asymmetric profile
of these resonances is highly sensitive to the gate volt-
ages and the magnetic field [14].

Thus, it is shown in this paper that the presence of
triangular quantum dots at the input and output of the
device is the characteristic feature of the electrostatic
potential profile in a semiconductor ring interferometer
based on a 2D electron gas in an AlGaAs/GaAs hetero-
junction. The subbands are strongly mixed in these
dots. As a result, the dependence of ring conductance
on gate voltage is a superposition of high-amplitude
peaks and dips (Fano resonances) and the low-ampli-
tude high-frequency oscillations associated with the
one-dimensional levels of the ring interferometer. Such
conductance behavior is observed in the experiment.
This work was supported by the International Scien-
tific Technical program FTNS (grant no. 98-1102), by
the Program “Russian Universities Fundamental
Research” (grant no. 1994), and by the International
Scientific and Technical Program “Micro- and Macro-
electronics” (grant no. 02.04.5.1).
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It is shown that the energy of a kink-type soliton in a one-dimensional ferromagnet depends periodically on the
soliton momentum, the period being determined by the spin of the ferromagnet and by the character of anisot-
ropy in it. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.10.Hk; 75.30.Ds
1. Nonlinear excitations (solitons) play an important
role in the physics of low-dimensional ordered media.
In particular, kink-type solitons (domain walls) must be
taken into account, along with linear excitations (mag-
nons), in describing physical properties of quasi-one-
dimensional ferromagnets (see [1, 2]). In order to study
consistently such ferromagnets, it is necessary to know
not only the static energy of a kink but also the disper-
sion relation for it—that is, the energy E of a kink as a
function of its momentum p. Since the Landau–Lifshitz
equations, which govern the dynamics of a ferromag-
net, do not possess Galilean or Lorentz invariance, the
form of the dependence E(p) is not obvious in advance.

In order to find this dependence, it is necessary to
know the structure of a kink moving at a velocity that is
not small. Presently, a solution that describes a kink
having a nonzero velocity is known only for a rhombic
ferromagnet, a simple model exactly integrable by the
method of the inverse-scattering problem (see [2, 3]).
For this case (of Walker’s solution), the energy of a kink
depends periodically on its momentum p, the relevant
period p0 being expressed in terms of “continuum” fea-
tures of a ferromagnet, p0 = 2πM0/g, where M0 is the
magnetization per ferromagnet unit length, while g is
the gyromagnetic ratio [2, 3].

Considering that g = 2µ0/" and M0 = 2µ0S/a, where
S is the atom spin, a is the lattice constant, and µ0 is the
Bohr magneton, we find that the period p0 for Walker’s
solution is p0 = 2π"S/a. For a magnetic bion defined as
a soliton that involves a finite number of bound mag-
nons and which can be represented as a bound state of
two kinks, the period is twice as great as that, i.e.,
4π"S/a. For the case of S = 1/2, this quantity coincides
with the size of the Brillouin zone pB = 2π"/a. In this
way, a result peculiar to discrete models of ferromag-
nets arises within a continuum model. Moreover, the
dispersion relation for bions obtained as classical solu-
0021-3640/00/7106- $20.00 © 20259
tions to the continuum Landau–Lifshitz equations coin-
cides with the dispersion relation for spin complexes
known for the S = 1/2 XYZ chain of spins [3]. That the
dispersion relation for the magnetic excitations in ques-
tion is periodic was attributed in [3] to exact integrabil-
ity of the model in the classical case and to the fact that
this model represents a continuum limit of an exactly
soluble discrete quantum model. However, the physics
behind the emergence of results peculiar to discrete
quantum theories in continuum classical models of fer-
romagnets has not yet been clarified.

We will show that a periodic dependence E(p) is
characteristic of a broad class of continuum models of
ferromagnets and that this circumstance is determined
by topological reasons.

2. In the continuum approximation, the dissipation-
free dynamics of a ferromagnet is described by the Lan-
dau–Lifshitz equation for the normalized magnetiza-
tion represented by a unit vector m. In terms of the
angular variables specified as mx + imy = sinθexp(iϕ)
and mz = cosθ, the Landau–Lifshitz equation can be
derived from the Lagrangian [2, 3]

(1)

where W(θ, ϕ) is the ferromagnet energy density.
Allowing for a weak magnetic anisotropy, we can show
that the energy density for a Heisenberg ferromagnet
has the form

(2)

where J is the exchange integral, while Wr(θ, ϕ) is the
energy of magnetic anisotropy. The kink structure is
determined by solutions of the simple-wave type—that
is, m = m(ξ) or, alternatively, θ = θ(ξ) and ϕ = ϕ(ξ) with
ξ = x – Vt, where V is the velocity of the kink, the

L "S/a x 1 θcos–( )∂ϕ /∂t x/aW θ ϕ,( ),d∫–d∫=

W θ ϕ,( ) Ja2/2( ) ∂θ/∂x( )2 θsin
2 ∂ϕ /∂x( )2+[ ]=

+ Wr θ ϕ,( ),
000 MAIK “Nauka/Interperiodica”



 

260

        

GALKINA, IVANOV
boundary conditions being m(ξ  –∞) = m(–) and
m(ξ  +∞) = m(+); here, m(–) and m(+) are two differ-
ent, but equivalent minima of the energy Wr(θ, ϕ).

The kink momentum is determined as the total field
momentum of the magnetization field; that is,

(3)

The dynamical part of the Lagrangian in Eq. (1) and
expression (3) for the momentum feature singularities
that are associated with nondifferentiability of the azi-
muthal angle ϕ at the points θ = 0 and π [4, 5] (this
property of the variable ϕ plays an important role in
describing the dynamics of magnetic vortices [5]). The
origin of this singularity can be clarified by going over
to the variable M = Mm not subjected to the condition
M2 = const. In terms of the variable M, the expression
for the momentum can be recast into the form

(4)

Here, the vector A has a singularity on the line specified
by the equations Mx = My = 0 and Mz = –M.

Formally, the quantity obtained by expressing the
dynamical part of Lagrangian (1) in terms of M and
∂M/∂t [or the momentum in (4) upon the substitution
∂M/∂t  –∂M/∂x] coincides with the Lagrangian of
a charged particle in a magnetic field specified by the
vector potential A. It can be easily shown that the vector
B = curlA = ("S/A)M/M3 involves no singularities for
M ≠ 0. Thus, the expression in (4) for A describes the
vector potential of a magnetic monopole occurring at
the origin of coordinates. The vector potential for a
monopole inevitably has a singularity on a line (Dirac
string) issuing from the point at which the monopole
resides and going to infinity [4]. Admissible transfor-
mations of (1) and (3) reduce to gauge transforma-
tions—that is, to changes in the orientation of the Dirac
string (see [4]).

The kink momentum is not invariant under these
gauge transformations. It is important, however, that
the difference of the momenta between two different
states appears to be a gauge-invariant quantity. Indeed,
trajectories issuing from the point m(–) and going to the
point m(+) can be associated with kinks that move at dif-
ferent velocities but obey identical conditions at infinity
(which are specified by the points m(–) and m(+)). In this
case, the momenta of the kinks are determined by inte-

grals of the form dM along these trajectories. It is

clear that the difference of the momenta is determined

by the integral dM along a closed contour. Accord-

ing to Stokes’ integral theorem, the integral in question
can be represented as the flux of the vector B = curlA

through the surface bounded by this contour dS.

p "S/a x 1 θcos–( )∂ϕ /∂x.d∫–=

p xA∂M/∂x,d∫–=

A "S/a( ) eyMx exMy–[ ] /M M Mz+( ).=

A∫
A∫

B∫
Returning to the angular variables, we represent the dif-
ference of the momenta between the two states of the
kink in the gauge-invariant form

(5)

where the integral is taken over that region on a sphere
which is bounded by the trajectories corresponding to
the two kinks in question. Thus, the dependence V(p) or
E(p) has been reconstructed, apart from arbitrariness in
choosing the reference point for the momenta.

3. Let us now consider specific models of magnets
on the basis of the general considerations developed
above. We have already mentioned that the simple

model of the rhombic ferromagnet with Wr = K1  +

K2  is the only model for which an exact solution
describing a moving kink (Walker’s solution; see [2, 3])
is known. The point is that the set of ordinary differential
equations for θ = θ(ξ) and ϕ = ϕ(ξ), which has the form

(6)

(7)

where primes denote differentiation with respect to ξ,
and which determines the structure of the kink, has
only one first integral Ja2[(θ')2 + sin2θ(ϕ')2] – 2Wr (θ, ϕ)
in general and is not integrable. However, a solution at
V = 0 can be found straightforwardly and is given by
θ = θ(ξ) and ϕ = ϕ0 = const, where ϕ0 is determined by
the relation ∂W(θ, ϕ0)/∂ϕ0 = 0. In this case, we have to
solve only one second-order differential equation,
equation (6) for the variable θ at ϕ = ϕ0, and the pres-
ence of one first integral is sufficient for constructing a
general solution.

We begin our analysis by considering a magnet with
anisotropy of the easy-axis type and address the case of
an easy axis of order n. For n = 2, 4, 6, the energy of
anisotropy has the form

(8)

where the function K(sin2θ) contains terms of the
sin2θ, sin4θ, ... types and has minima at θ = 0, π, while
Kbp is positive. The condition ∂W/∂ϕ = 0 yields two sets
of ϕ values. At a given θ, one set, ϕmin = 2πm/n, m being
an integer, corresponds to a minimum of Wr , while the
other, ϕmax = 2π(2m + 1)/2n, corresponds to a maxi-
mum of this function. The trajectories describing
immobile kinks appear to be halves of the large circle
passing through the poles θ = 0 and π of the unit sphere
m2 = 1. The trajectories characterized by the values of
ϕ = ϕmin and ϕ = ϕmax describe energetically favorable
and unfavorable kinks, respectively. All the remaining
trajectories that correspond to moving kinks cover the
regions between the above trajectories. [We note that,

∆p "S/a( ) ~θ θd ϕ ,d∫=
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in Walker’s solution, the angle ϕ depends only on V at
V ≠ 0, ϕ = ϕ(V), so that ∂ϕ/∂ξ = 0; at V = 0, we have
ϕ = 0, π/2. We cannot indicate any other model of a fer-
romagnet where the condition ϕ = const is satisfied for
V ≠ 0.]

The above pattern makes it possible to reconstruct the
dispersion law for a kink. We begin our consideration
from some trajectory corresponding to ϕ = ϕmin and
assume that p = 0 for this trajectory. For a magnet with
an easy axis of order n, the values of p = ±2π"S/an =
±p0/2 will correspond to the two nearest trajectories
with V = 0 and ϕ = ϕmax. Nonzero values of V are asso-
ciated with trajectories passing between the sections
ϕ = ϕmin and ϕ = ϕmax. In particular, the velocity values
of ±Vc, where Vc is the maximum value of the kink
velocity (limiting velocity), correspond to some two
nonplanar trajectories. The V = Vc trajectories can be
reached by proceeding from either type of V = 0 solu-
tions (a favorable or an unfavorable one). Thus, we can
see that, in just the same way as in Walker’s solution,
the dependence E(V) has two branches—that character-
ized by a higher energy and that characterized by a
lower energy—which merge at the point V = Vc. If we
assume that p = 0 for the V = 0 kink characterized by
ϕ = ϕmin, then the momentum grows up to p = ±pc, pc <
2π"S/an as the absolute value of the kink velocity
increases to Vc. As we proceed further along the upper
branch of the dependence E(V), the kink velocity
decreases, while the momentum increases to p =
±2π"S/an when the velocity approaches zero. When we
go beyond the region discussed above, the momentum
p grows, while the kink energy takes the same values as
before—that is, we do indeed arrive at a periodic
dependence E(p) with a period p0 dependent only on
the atom spin S in the system and on the order n of the
principal axis:

(9)

Other models of a ferromagnet can be considered in
a similar way. For example, the magnetic-anisotropy
energy Wr for rhombohedral magnets involves the
invariant cosθcos3ϕ. In this case, the rotation of m is
not planar even at V = 0. However, the function E(p) is
periodic, as in the above case, and the period p0 is given
by (9) with n = 6.

At first glance, it may seem that an immobile kink
of higher energy (ϕ = ϕmax) is unstable with respect to
a transition to the favorable kink (ϕ = ϕmin). An analysis
revealed, however, that different momentum values
correspond to these states, whence it follows that no
transition between them is possible, so that both kinks
are stable in the one-dimensional use. For the exactly
soluble Walker model, it is well known that either of the
two static kinks—that with a minimum and that with a
maximum energy—is stable [3]. It should be empha-

p0 4π"S/an.=
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sized that we mean here one-dimensional models—an
unfavorable planar kink (Néel wall) becomes unstable
in a three-dimensional ferromagnet upon taking into
account non-one-dimensional excitations [3].

4. There are also other models of magnets where the
Lagrangian involves terms linear in ∂θ/∂t and ∂ϕ/∂t. By
way of example, we can indicate the sigma model for
antiferromagnets in an external magnetic field or in the
presence of the Dzyaloshinskiœ interaction Diklimk with
Dik ≠ eikjdj, m and l being, respectively, the magnetization
vector and the antiferromagnetism vector (see [2, 6]). In
this case, however, the structure of the Lagrangian is
such that the flux of the relevant vector B through the
entire surface of the unit sphere l2 = 1 is zero for any ori-
entation of an external field and any Dik [6]. Therefore,
there are no topological singularities, so that the disper-
sion relation is not periodic for antiferromagnets. At the
same time, the corresponding function E(p) for kinks in
ferrimagnets featuring two different spins S1 and S2 cou-
pled by an antiferromagnetic interaction is periodic, the
corresponding period being given by expression (9) with
the substitution of |S1 – S2| for S.

5. Thus, we conclude that, by virtue of the topolog-
ical properties of the Lagrangian for the magnetization
field, the dispersion relation for kinks is periodic for a
wide class of ferromagnets. This must lead to some spe-
cial features of the kink motion (for example, to Bloch
oscillations [7] in the motion of kinks) induced by the
effect of a constant force (in particular, a magnetic field
aligned with the easy axis of a given ferromagnet).

This work was supported in part by grants from
Volkswagen-Stiftung (Germany) and by grant
nos. 2.4/561 (E.G. Galkina) and 2.4/27 (B.A. Ivanov)
from the Ukrainian Foundation for Basic Research.
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The behavior of nematic liquid-crystal drops freely suspended in an isotropic liquid polymer exposed to an exter-
nal electric field was studied. A giant deformation was observed for the drop. As the field intensity increased, its
equilibrium shape took the form of a prolate ellipsoid. The dependences of the shape and critical fields on the
concentration of ions in the polymer liquid were established. A plausible theoretical explanation is suggested for
the observed effect. The experimental dependence of drop size on the electric-field strength is analyzed, and the
conditions for the loss of drop stability are determined. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 61.30.Eb; 47.55.Dz
In recent years, both disperse and dispersed liquid
crystals have been extensively studied. This was prima-
rily motivated by the necessity of obtaining the desired
operating parameters for information display facilities
containing the mesophase as a basic element. A broad
range of substances were previously recommended for
this purpose, among which were polymers dispersed
with liquid-crystal inclusions (PDLC) [1–5]. Along
with improved characteristics, these substances had
certain disadvantages. Among these were the quenched
spatial distribution of the liquid-crystal inclusions and,
eventually, the impossibility of structural rearrange-
ments in a system of such macroinclusions. One failed
to attain collective behavior for the macroinclusion sys-
tem in a polymeric matrix, so that the operational char-
acteristics largely depended on the experimenter’s skill
in achieving the smallest scatter in both the macroinclu-
sion sizes and their spatial distribution. Therefore, the
necessity arises of obtaining media dispersed with uni-
form-sized liquid-crystal inclusions suspended in an
isotropic matrix having lower viscosity and imposing
the mildest constraints on the motion of such macroin-
clusions. This is all the more necessary because the sys-
tem of liquid-crystal inclusions in an elastic liquid can
generate structures that are caused by interaction both
through the elastic strain field of the medium itself and
by virtue of a charge or polarization that can appear at
some inclusions [6–9]. This can be attained both by the
methods of preparation and by the action of an external
field with properties allowing only one of the sub-
systems to be affected. Such properties can be useful in
saser design, i.e., in designing a coherent acoustic gen-
erator with liquid crystal as the main operating compo-
nent. Liquid dielectric with uniformly distributed dis-
persed particles serves as a saser active medium [10–
12]. Liquid-crystal macroinclusions may be such parti-
0021-3640/00/7106- $20.00 © 20262
cles. The merits of liquid-crystal macroinclusions are
primarily that the mesophase itself is a very soft elastic
system, so that even a weak external action can initiate
substantial changes both in the structure of the macro-
inclusion system and in the shape of an individual mac-
roinclusion. The deformation of a liquid-crystal macro-
inclusion under the external action seems to be among
promising methods of acoustic generation in an elastic
isotropic matrix.

The purpose of this work was to elucidate the phys-
ical reasons for the deformation and to reveal the con-
ditions under which a nematic drop freely suspended in
a liquid isotropic dielectric becomes unstable upon
changing the external electric field, as well as to estab-
lish how the drop size and shape depend on the electric-
field strength and the concentration of the ions intro-
duced into the medium.

Many works [13–22], both experimental and theo-
retical, were devoted to studying the equilibrium shape
and the stability of uncharged drops, including liquid-
crystal drops [23], in a uniform external electric field.
Our experiments were different from the previous mea-
surements in that we could vary the medium conduc-
tance over a wide range. The behavior of liquid-crystal
inclusions suspended in a liquid isotropic dielectric,
notably their deformation, also remained to be studied.

Our experimental setup allowed visual observation
and direct measurement of the drop shapes for a liquid-
crystal inclusion ZhK-1289. The drops were from 30 to
60 µm in size and freely suspended in a liquid isotropic
polymer. The cell consisted of two 0.12-mm thick glass
plates 1.2 mm apart with electrodes and a polymeric
matrix with suspended liquid-crystal drops placed
between. Measurements were made at a constant tem-
perature using a polarizing microscope.
000 MAIK “Nauka/Interperiodica”
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The experimental data on the drop deformation,
viz., transformation of a spherical drop into an ellipsoid
are presented in Fig. 1 as plots of the ellipsoid semiaxes
ratio R||/R⊥  vs. electric-field strength squared. Curve a
corresponds to the initial low conductance of the sys-
tem. The instability threshold goes down sharply upon
doping the polymeric matrix with ions (Fig. 1, curves
b–d). Moreover, the drop ceased to be ellipsoidal in the
doped matrix and became spindle-shaped. Figure 2 pre-
sents photographs of the nematic drop shape for differ-
ent field strengths up to the value of EC ~ 3 × 106 V/m,
when the ellipsoidal drop becomes unstable against
splitting into two fragments. In this case, a fragment
with an uncompensated charge separates from the ellip-
soid pole, while the drop shape relaxes to the equilib-
rium ellipsoidal shape in the time τ ≈ 0.5 s. Two non-
trivial facts are noteworthy. The first one is that a giant

l
6

5

4

3

2

1
109

E2, (V/m)2
1010 1011 1012

b

c
d

a

Fig. 1. Plots of the ellipsoid stretching parameter l ≡ R||/R⊥
against the square of applied field for (curve a) the undoped
matrix and (curves b, c, and d) various concentrations of the
added ions, with increasing concentrations of the latter:
nr < nj < nm; the dots are for the experiment.
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change in the drop shape occurs in rather weak fields
and the field dependence of this change is nonlinear.
The second fact is that the external-field strength
required for the same deformation decreases upon
increasing concentration of the ions introduced into the
polymeric matrix. It is thus necessary to consistently
explain the experimentally observed physical phenom-
ena.

The theoretical description should allow for the
polarization of a dispersive medium in an external elec-
tric field and for the processes associated with the con-
ductivity of charge carriers. The equilibrium drop
shape should be determined by minimizing the free
energy of a macroinclusion placed in an external elec-
tric field. The free energy of a nematic drop can be writ-
ten as a sum of three terms,

F = Fd + FS + FE, (1)

where

(2)

is the Frank free energy associated with the director
distortions;

(3)

is the surface free energy of the drop, with σ being the
coefficient of isotropic surface tension and W the direc-
tor-to-surface anchoring energy; the integration goes
over the closed drop-bounding surface;

(4)

is the free-energy component caused by the applied
electric field, with e||, e⊥ , and e0 being the dielectric con-
stants of liquid crystal and polymeric liquid, respec-

Fd
1
2
--- K11 divn( )2{∫=

+ K22 n rotn⋅( )2 K33 n rotn×[ ]2+ } dV

FS σdS W g n⋅( )2dS∫°–∫°=

FE
1

8π
------ V e⊥ E2 ∆e E n⋅( )2

e0E2–+{ }d∫–=
20 µm
(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2. Photographs of a liquid-crystal drop at different values of applied field for (a–c) undoped and (d–f) ion-doped matrices.
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tively. The third term in Eq. (4) is the electric-field
energy of a drop filled with polymeric liquid instead of
liquid crystal. Now, one should determine the equilib-
rium shape of a liquid-crystal drop in an isotropic
dielectric liquid. The following transformations happen
to a nematic drop upon an increase in the electric-field
strength. First, the director distribution inside the drop
undergoes rearrangement that can be determined from
the anisotropic part of the free energy [3, 5]. At E ≥ Ec

= K/∆eR2, where R is the drop radius, the director is
aligned with the field if ∆e > 0. Further transformations
are due to the action of the electric field on the inclusion
dielectric medium. The electric field inside the dielec-
tric inclusion differs from the applied external field
because of the polarization effects. When subjected to
the electric field, the dielectric drop suspended in a for-
eign dielectric is known to stretch [24] along or perpen-
dicular to the field, depending on the ratio between the
dielectric constants of the media, and take the shape of
an ellipsoid of revolution. At R > 2K/σ, the anisotropic
energy component is small compared to the surface ten-
sion energy, so that the director is almost unchanged
upon drop deformation. The drop changes its shape
only when the contributions of the field and surface-
tension components of free energy are equalized. For
this reason, the anisotropic terms associated with the
director distribution can be ignored when determining
the critical field of drop instability and deformation. As
the critical field is approached, the dielectric constant
anisotropy and the ratio of the dielectric constants of
the drop and medium begin to play the dominant part in
the drop orientation and stretching direction. Using the
results of [1, 5], one can determine the equilibrium
director orientation in the drop and the spatial orienta-
tion of the drop itself relative to the applied field and,
hence, the drop stretching direction. In our case, the
director is aligned with the field and the drop is also
stretched along the applied field. It is known [24] that
the field inside the drop is determined by expression

(5)

where E0 is the strength of the external field and

is the depolarization factor depending on the ratio
between the dielectric constants of the liquid crystal
and matrix and on the eccentricity of ellipsoid e2 = 1 –

/ , where R|| and R⊥  are the radii along the major
and minor axes, respectively. In the spherical coordi-
nate system, a point on the ellipsoid surface is specified
by equation

(6)

Using explicit form (2)–(4) without the anisotropic
energy component and integrating Eq. (1) in spherical

E E0/ 1 G e( )+( ),=

G e( ) e'
e0
---- 1– 

  1 e2–

e3
------------- Arcthe e–( )=

R⊥
2 R||

2

r θ( ) R⊥ / 1 e2 θcos
2

–( )
1/2

.=
coordinates, one obtains the following expression for
the free energy:

(7)

where e = e||/e0 and e⊥  and e⊥  are, respectively, the lon-
gitudinal and transverse dielectric constant components
of the liquid crystal. The equilibrium drop shape at a
given external field is found through the minimization
of free energy (7). The minimization of Eq. (7) yields
equation

(8)

where the ratio l = R||/R⊥  (ellipsoid stretching parame-
ter) is the desired quantity. The following notations are
introduced in Eq. (8):

(9)

where γ is the well-known Taylor parameter defined as
the ratio between the electric and surface energies of a
spherical drop and R is the initial drop size. The calcu-
lated field dependence of the stretching parameter is
shown in Fig. 1 together with the experimental data
(Fig. 1, curve a). For the experimental values e0 = 2.85,
σ= 0.002 H/m, and R ≅  50 µm, not only the qualitative
but also a rather good quantitative agreement is
observed between both data. This implies that the
mechanisms suggested for the electric-field-induced
deformation of the inclusion drops, on the whole, are
adequate. The regime of electric-field effect changes
from dielectric to conducting upon the introduction of
ions into the medium. The polarization processes
caused by the charge-carrier redistribution inside the
inclusions become operative. Mathematically, this is
formulated as a continuity of the normal component of
a current flowing in the inhomogeneous medium. In
this case, the electric-field contribution to the free
energy is written as [14, 15]

(10)

where e = e||/e0, σ = σ||/σ0, and G(e, σ) is the depolar-
ization factor defined as the ratio of conductivities
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rather than the ratio of the dielectric constants. Then,
the relationship between the stretching parameter l ≡
R||/R⊥  and the electric-field strength is given by equa-
tion

(11)

This expression enables one to reproduce the experi-
mental curves for the stretching parameter as a function
of medium conductivity that was varied by changing
the ion concentration. A decrease in the field strength
required for the same ellipsoid stretching upon chang-
ing the matrix conductivity is explained by the fact that
the mechanisms of charge-carrier redistribution and
medium polarization act in opposition, thus reducing
the effective field inside the drop. The curve for the
electric-field strength against the ratio σ of conductivi-
ties of the liquid crystal and the polymeric matrix goes
through a minimum that can be found from Eq. (11) by
minimizing γ as a function of this parameter. The fact
that the electric field corresponding to the same ellip-
soid stretching continues to increase with a further
increase in the matrix conductivity is explained by the
depolarization effect caused solely by the charge-car-
rier redistribution. One can see from Fig. 1 that the the-
oretical curve based on Eq. (11) and on the above-men-
tioned premises qualitatively describes the experimen-
tal dependence rather well. Another important factor is
that the stretching of spherical drops has a threshold
character because of the action of surface forces. To
elicit stretching, the electric field must overcome the
resistance of these forces. The critical field can be
determined from the dynamics of a drop surface in an
electric field. As is known [16–19], the spectrum of
capillary waves of a spheroidal drop of dielectric liquid
is given by equation

(12)

where ρ0 and ρ are the densities of drop and matrix,
respectively, and n is the harmonic number. Hence it
follows that the critical field for the second harmonic is
determined as

which corresponds to the situation where the spheroidal
surface becomes unstable and the drop assumes ellip-
soidal shape. In our case, R = 50 µm and σ =
0.002 N/m, giving Ec ≈ 2.5 × 106 N/m, in nice agree-
ment with the experimental data. It was also found
experimentally that the ellipsoidal drop shape relaxes
to the equilibrium shape in time τ ≈ 0.5 s.
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Thus, the physical picture suggested in this work
allows for the redistribution of both polarization and
real charges and is capable of adequately describing the
deformation and instability of a nematic drop sus-
pended in an isotropic polymeric liquid.

This work was supported by the STCU (grant
no. 637) and the INTAS (grant no. 30234).
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The Bose condensation of atoms in finite 1D and 2D parabolic traps placed in a gravitational field is considered.
The distortion of the trap potential in this field is modeled by a combination of two rectangular 1D and 2D traps.
The change in the critical temperature Tc is found with regard to the cutoff and renormalization of the spectrum
of these model potentials. The shift of the critical temperature Tc in the gravitational field is calculated. The shift
sign and magnitude depend on the way of introducing the gravitational field. For a certain choice, three critical
temperatures can be sequentially observed. These temperatures can be attributed to three Bose condensations
that occur in the cyclic motion of the trap along the Earth (I)–space (II)–Earth (III) route. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 67.40.Kh; 03.75.Fi
In the last decade, new effects have been discovered
in the behavior of the critical temperature Tc of Bose–
Einstein condensation (BEC). It is known that the crit-
ical temperature of superfluid 4He (the oldest, although
indirect, example of BEC) remains the same for any
vessel with liquid helium. A decrease in Tc of liquid
helium in porous glasses was observed experimentally
[1] and explained theoretically [2, 3]. This shift
depends on the parameters of porous glasses [4]. At the
same time, the calculations of BEC Tc for bosons
weakly interacting in an infinite volume suggested that
Tc increases [5, 6].

It was shown in [7] that Tc for an ideal gas placed in
an external field confining the atoms depends on the
shape of this field. The experimental discovery of BEC
for alkali-metal atoms in magnetic traps [8, 9] offered a
good opportunity for discussing the same properties for
systems in finite volumes. The volume finiteness
implies the existence of mesoscopic boundary condi-
tions that lead to a new formulation of thermodynamic
limit in the theory [10]. A decrease in BEC Tc in an
ideal gas was calculated in [11] as a finite-size correc-
tion N ~ ∞  N < ∞ using the “trap version” of the
thermodynamic limit "ω/T  0, N  ∞.

In this paper, we calculate the change in the critical
temperature Tc of BEC under the effect of a gravita-
tional field on a trapped gas. The problem of studying
the gravity effect on the 4He critical temperature arose
in connection with investigations of 4He in space and
the same investigations planned for the near future for
BEC in trapped gases [12]. It is of interest to theoreti-
cally predict the contribution of a gravitational field to
the BEC critical temperature in traps. In this work, the
theory of spinless noninteracting atoms in a finite vol-
ume is considered for 1D and 2D systems. The basic
0021-3640/00/7106- $20.00 © 20266
parameters are taken from the experiments on BEC in
alkali-metal atoms [8, 9]. We start with an isotropic par-
abolic trap with potential barrier U0, frequency ω, and
height h and describe the effect of a gravitational field
by introducing two rectangular traps.

The trap potentials are different in the cases of zero
and nonzero gravitational fields in the z-axis direction.
The field potential inside the trap (Fig. 1) can be writ-
ten as

(1)

where m is the atomic mass and g is the gravitational
constant. The dashed line describes the initial parabolic
potential, and the solid line describes the parabolic
potential distorted by the gravitational field. The gravi-
tational field shifts the potential minimum of the trap to
the left from its center z = 0 by ∆ and down by Ug =
−mg2/2ω2. The difference between the new (displaced)
potential barriers U+ (right) and U– (left),

is equal to mgh. It follows from these equations that the
2g < ω2h condition for the macroscopic stability of the
trap in a gravitational field is fulfilled in the experi-
ments [8, 9] and for trap frequencies higher than 100
Hz. In this case, the quantum dynamics of atoms under-
goes nonperturbative gravitational disturbance,
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because the shift of the trap potential Ug @ "ω is large
compared to its frequency.

One-particle boson eigenfunctions un and their ener-
gies εn > 0 in the 2D systems with r = {x, z}, un(r) =

(x) (z), n = {nx, nz},

(2)

are the starting points for the quantum analysis of any
finite trap U(r) with the ground-state energy ε0 ≠ 0. We
introduce Gibbs statistics within the path-integral
approach that was used previously [13, 14] for describ-
ing BEC in a system of interacting bosons.

A system of N bosons (2) confined in a volume V
can be described by the Hamiltonian H

Here, ψ* and ψ are trajectories with periodic boundary
conditions [0, β]. Following [15, 16], we divide these
trajectories for T < Tc into slow , b0 and fast , bn

(n ≠ 0) ones,

so that the N0(t) function is a fraction of the Bogo-
lyubov Bose-condensate particles [15] in terms of func-
tional integral. Gauge invariance breakdown is known
to be a property of a Bose gas containing a separate
subsystem of condensate particles. However, the quas-
iclassical integral of motion  = N0 +  for system
(2) can be represented by the equation [13]

(3)

where N1 is the number of noncondensate bosons; {,}

is the Poisson bracket for the classical amplitudes 

and b0; and [,] is the quantum commutator of the  and
bn' operators n, n' ≠ 0. For the case of N noninteracting
bosons in an arbitrary volume V, the action S with the
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kinetic term K is written as

The effective action Seff(ρ, µ) for the condensate density
ρ = N0/V and chemical potential µ is defined via the
expression for a partition function with constraint

Eq. (3) serves to determine the chemical potential µ.
Using the Fourier transform of  at µ = iy/β, we

express the partition function as the integral over y and

the path integral along the slow b0,  and fast bn, 

trajectories with periodic boundary conditions on the
[0, β] segment. The calculation of the partition function
over the fast variables gives the effective action Seff for
the Bose condensate:

S K H–( ) td
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Fig. 1. The dashed and solid lines describe the potentials of
parabolic traps in vacuum (U0) and gravitational field (U–,
U+).
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The variational equations δSeff(b0, , µ) = 0 are writ-
ten as

(4)

(5)

Eqs. (4) and (5) determine the BEC solutions of model
(2) and (3) for the translationally noninvariant systems
below the critical temperature. Thus, the critical tem-
perature Tc for a finite-size trap is determined from the
equation Σ(Tc) = N, ρ= 0, whereas the conditions ρ ~ R,
R1 ~ 0, and µ ~ ε0 are fulfilled for temperatures T ~ 0.
Eqs. (3)–(5) are valid for any trap U(r). We use them in
Eqs. (6)–(8) for the parabolic trap.

The best way of detecting the mesoscopic effects in
a trap is to observe the shift of the BEC critical temper-
ature Tc. It is evident in Fig. 1 that the finite size h of the
parabolic trap manifests itself in the following mesos-
copic phenomena:

(i) The number of levels nmax = U0/"ω in the initial
symmetric parabolic trap is finite.
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Fig. 2. The dashed and solid lines describe the potentials of
rectangular traps modeling the parabolic trap in vacuum
(U0) and gravitational field (U–, U+).
(ii) The left potential barrier diminishes U0 
(U− – Ug) < U0 under the action of the gravitational
field.

The renormalization of the one-particle matrix ele-
ments εn should be taken into account in both cases.
This means that one should (i) cut off the upper limit

n < nmax for the barrier U0 and calculate the  energies
and (ii) cut off the upper limit in Eq. (2) for the barrier

U– and calculate the  energies. Thus, further calcula-
tions are carried out using the equation

(6)

for the total number N of atoms in a trapped ideal Bose
gas. The nmax level defines the upper bound for the
atomic states in the trap. The approximate numerical
parameters of the experiments [8, 9] for the isotropic
parabolic trap are (Fig. 1)

(7)

We assume that the 3D critical density [8, 9] R ~
1014 cm–3 is independent of time, because we neglect
the loss of atoms upon cooling. The estimate for the
number of atoms in a parabolic trap of volume V can be
written for the nD case as [10]

(8)

We simplify the problem by replacing the parabolic
trap by a rectangular one (Fig. 2). This means that the
distortion of the parabolic potential in the gravitational
field is described as a distortion for a symmetric rectan-
gular trap with the potential U0 to an asymmetric rectan-
gular trap with barriers U+ – U– = mgh. The shift of the
critical temperature in passing from the symmetric rect-
angular trap to the asymmetric one is to be estimated as
a measure of the gravitational field effect on BEC. Note
that, in this case, the contribution of tunneling effects is
neglected. According to Eq. (8), the R values in the 1D
and 2D parabolic traps are equal to 105 cm–1 and 1010

cm–2. We retain the same R values for the rectangular
traps. Thus, the number of atoms in the 1D and 2D rect-
angular traps is equal to N1|1D ~ 105 cm–1 × 0.2 cm ~ 2 ×
104 cm and N1|2D ~ 1010 cm–2 × (0.2 cm)2 ~ 4 × 108,
respectively. The equation for the εn  Ek spectrum

εn
0

εn
±

N N0 N1, N1+ f n,
n 0≠

nmax

∑= =

εn

εn
0, g 0,=

εn
±, g 0,≠




n nx nz,{ }= =

U0 10 9–  eV, h∼ 2 mm,=

U+ U–– mgh, ω 10 13–  eV.∼=

R
nD N /V , V mω2/Tc( ) n/2–

, n∼ 1 2 3., ,= =
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of the symmetric 1D and 2D traps is written for k = {kx,
kz} as [17]

and for the asymmetric (distorted) traps (k = kz) as

The distances between the energy levels Ek of the initial
rectangular trap with parameters (7) are equal to
~10−19 eV in the lower part of the spectrum and
~10−13 eV near the upper bound U0. The trap contains
~105 levels (~104 in the experiments [8, 9]), so that the
average distance between the levels ~7 × 10–14 eV is
equal to the frequency "ω ~ 6 × 10–14 eV of the para-
bolic trap.

In order to obtain a more systematic description of
the phenomenon, we start with the 1D case and the
atomic density R ~ 105 cm–1. The critical temperature

 = 2.41 × 10–10 K of the initial rectangular trap U0

is determined from equation (6) with the use of the cal-
culated spectrum Ek,

A reasonable computational accuracy can be attained
for the kmax ~ 1000 values in the last sum over kz. The
distorted rectangular trap U– ~ 10–8U0 is defined by the
parameters h and U+ – U– = mgh given in Eq. (7). It con-
tains only ~10 levels occupied by

atoms. These atoms undergo new BEC transition in the
system with renormalized energy levels at a tempera-
ture equal to the critical temperature in the distorted

trap  = 2.27 × 10–10, which can be found from the

equation

kh( )tan
2k"

pk
0

--------- k2
"

2

pk
0( )2

------------ 1–
1–

, Ek

"
2 kx

2 kz
2+( )

2m
--------------------------= =

pk
0 2m U0 Ek–( ),=

kh( )tan k"
1

pk
+

----- 1

pk
–

-----+ 
  k2

"
2

pk
+ pk

–
----------- 1–

 
 
  1–

,=

pk
± 2m U± Ek–( ).=

Tc
0

1D

N0 0, N1
0

1D
N 1D

= =

=  f Tc
0

1D
Ekz

0,( )
kz 0≠
∑ 2 104, k kmax.<×=

N1
±

1D
f Tc

0

1D
Ekz

0,( )
kz 0≠

10

∑ 1.8 104 N 1D
<×= =

Tc
±

1D

N0 0, N1
±

1D
f Tc

±
1D

Ekz

±,( )
kz 0≠

10

∑ 1.8 104,×= ==

k kmax.<
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Thus, the shift of the critical temperature is ∆(Tc)|1D =

 –  = –0.14 × 10–10. The remaining 0.2 × 104

atoms escape the trap (continuous spectrum).

As for the 2D case, the sum over kx and kz is calcu-
lated with regard to the constraint1 Ek < E(n|max), k =
{kx, kz}. The temperature T0|2D = 5.05 × 10–7 K of the
initial rectangular trap is determined from equation (6):

In this formula, the summation goes over all values of
the partition function variables, including those corre-
sponding to the possible level degeneracy. A reasonable
accuracy of calculations for kx and kz in the last sum is
attained at kmax ~ 400. The distorted rectangular trap
U− ~ 10–8U0 contains ten levels occupied by

atoms. As in the 1D case, we calculate the transition
temperature for the distorted trap from the equation

As a result, we find that  = 5.03 × 10–7 K; i.e., the

shift of the critical temperature is

(9)

Now, let us find the Tc shift for a system with the
same number of particles, e.g., 4 × 108 (in the 2D case).
It is found above that the critical temperature for the

symmetric trap is  = 5.05 × 10–7 K. The critical

temperature for the asymmetric trap ( )* = 2.02 ×
10–6 K is determined from the equation

(10)

1 This condition is immaterial for the initial trap but important for
the distorted trap.

Tc
±

1D
Tc

0

1D

N0 0, N1 2D
N 2D

= =

=  f Tc
0

2D
Ekxkz

0,( )
kx kz 0≠,
∑ 4 108× , k kmax.<=

N1
±

2D
f Tc

0

2D
Ekxkz

0,( )
kx kz 0≠,

10

∑ 0.96 108× N 2D
<= =

N0 0, N1
±

2D
f Tc

±
2D

Ekxkz

0,( ).
kx kz 0≠,

10

∑==

Tc
±

2D

∆ Tc( )
2D

Tc
±

2D
Tc

0

2D
– 0.02 10 7–×  K.–= =

Tc
0

2D

Tc
±

2D

N0 0, N1 2D
N 2D

= =

=  f Tc
±

2D
( )* Ekxkz

±,[ ]
kx kz 0≠,

10

∑ 4 108× ,=

∆ Tc( ) Tc
±

2D
( )* Tc

0

2D
– 1.52 10 6–×  K.= =



270 BARANOV, YARUNIN
Note that the value of  in Eq. (10) does not

coincide with the initial  value in Eq. (9), because

Eqs. (9) and (10) describe different processes. This
important fact is discussed at the end of the article.

The above calculations are carried out for the rect-
angular trap. The initial parabolic trap has the same
potential barriers U± and the same shift U+ – U– = mgh
but differs in spectrum. One can assume that the grav-
ity-induced shift of the BEC critical temperature in the
parabolic trap has the same order of magnitude, so that

the critical temperatures   T|g = 0 and  
T|q ≠ 0 in the rectangular and parabolic traps are in qual-
itative agreement with each other. However, the contri-
bution of tunneling effects is not reproduced in the rect-
angular trap. It is evident from Eq. (1) that the macro-
scopic stability of the parabolic trap in a gravitational
field is defined by the inequality ω2 > 2g/h. Clearly, this
condition loses its meaning in the absence of gravita-
tion, as well as for a trap extended ever the entire –∞ <
z < ∞ axis. The finite-size effect accompanied by the
most pronounced gravitational shift of Tc in the dis-
torted rectangular trap with nmax ~ 10 can be observed
for the parabolic trap if

This condition implies that the largest shift of Tc can be
observed immediately before the trap collapses.

The correspondence between Eqs. (9), (10) and the
possible motion of a trap between the Earth and space
should be determined. First, the critical temperature

 = 2.02 × 10–6 K is measured for N|2D atoms in

a distorted trap on the Earth. Next, the trap is sent into
space. The phase transition in space occurs in the undis-
torted trap with the same number of atoms N|2D at tem-

perature  = 5.05 × 10–7 K with shift (10). If the

trap comes back to the Earth, it becomes distorted and
cannot hold some atoms. The remaining portion of

atoms  undergoes phase transition at temperature

 = 5.03 × 10–7 K, so that the shift (9) will occur.

Thus, we obtain three transition temperatures (in the
same trap) in three different situations I, II, and III:

Tc
±

2D
( )*

Tc
±

2D

Tc
0 Tc

±

ω2h 2g–( ) +0.

Tc
±

2D
( )*

Tc
0

2D

T1
±

2D

Tc
±

2D

Tc
±

2D
( )* 2.02 10 6–×  K=

Tc
0

2D
5.05 10 7–×  K=

Tc
±

2D
5.03 10 7–×  K,=
start on the Earth (I)  in space (II)  finish on the
Earth (III).

This pattern occurs for an ideal Bose gas. The sign
of the Tc shift in a nonideal gas was found in [14] with-
out taking into account the renormalization of energy
levels in the transition I  II. Apparently, calcula-
tions for the 3D case will yield higher critical tempera-
tures.

The mesoscopic nature of this problem consists in
the strong dependence of the Tc shift on the initial
parameters and the way of establishing their correspon-
dence to the experimental data.

This work was supported by the Russian Foundation
for Basic Research, project no. 00-02-16672.
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The conductivity of a “colored” plane, i.e., a plane divided into domains differing in conductivity, is calculated.
The exact relation between the effective conductivities of the cited and dual (with inverse conductivities) sys-
tems is derived for the isotropic case (i.e., the effective conductivity tensor is proportional to the unit matrix).
The conductivity of two-colored systems such as a “chessboard” or triangular lattice is exactly calculated to
give σ = (σ1σ2)1/2. The particular case of a “hexagon,” as well as the duality relations for anisotropic systems
and for a system in a magnetic field are discussed. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.50.Bk; 75.70.Ak
In 1970, Dykhne [1] used duality relations to calcu-
late the conductivity of a thin film with two randomly
distributed phases of the same concentration. It was
also claimed in [1] that the “chessboard” conductivity
can be calculated by the same method to give σ =
(σ1σ2)1/2, where σ1 and σ2 are the conductivities of the
“black” and “white” chessboard squares, respectively.
This statement was not proved, because, apart from the
dual transformation of equations, one should have
inspected the transformation of boundary conditions.

It is the purpose of this work to derive the exact dual
relations for a multiphase system with allowance made
for the boundary conditions.

Therefore, let us consider a certain plane divided
into periodic domains (plaquettes), with an elementary
cell containing N distinct plaquettes with conductivities
σi, i = 1, 2, …, N. It is required to calculate the conduc-
tivity of this system. The simplest solution is obtained
for the system with the conductivity tensor proportional
to a unit matrix: σαβ = σδαβ, i.e., for the effectively iso-
tropic system.

The equation on the plaquette and the corresponding
boundary conditions can be conveniently formulated
for field strength because it is a physical observable
and, hence, a periodic function on the lattice, as differ-
entiated from the potentials, which are quasi-periodic
functions. The corresponding equations have the form

divj = 0, rotE = 0, (1)

over the whole plane, with the following equations on
each of the plaquettes:

(2)

The boundary conditions for the plaquettes are

(3)

divEi 0, rot ji 0, ji σiE
i.= = =

Et
i Et

j, σiEn
i σ jEn

j .= =
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Then, applying the dual transformation

(4)

we obtain a new system satisfying Eqs. (1) and (2) and
boundary conditions (3) for E'i and .

Note that the potentials of both original and trans-
formed systems are calculated by formula

(5)

Due to Eqs. (1) and boundary conditions (3), the inte-
gral in Eq. (5) is independent of the integration contour,
and the potential is a single-valued and continuous
function of the coordinates (for both original and trans-
formed systems).

Let now turn to the calculation of conductivities.
The integrated field strength for the ith plaquette is

(6)

In the isotropic case, the effective conductivity is a sca-
lar and has the form

(7)

It follows from Eq. (4) that

(8)

Inserting Eq. (8) into Eq. (7), one obtains

(9)

Eα'
i σieαβEβ

i , σi' 1/σi,= =

e11 e22 0,= = e12 e21– 1,= =

σi'

φ φ0 E sd( ).

r0

r

∫=

ei x yEi.dd

'i'square

∫=

σeff σiex
i / ex

i∑∑ σiey
i / ey

i .∑∑= =

ex'
i σiey

i , ey'
i σiex

i .–= =

σeff' 1/σeff , σi' 1/σi.= =
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Finally, the duality relation for the conductivities is
written as

(10)

with σ0 being the arbitrary dimensional parameter.
In the case of a chessboard (or a two-colored trian-

gular plane), the substitution of  = σ1σ2 in Eq. (10)
yields

(11)

Equation (11) was obtained for the chessboard in [2] by
the exact solution of Eqs. (5) in terms of elliptic func-
tions and in [3] using a high-order perturbation theory.
In [4], Eq. (11) does not hold for a triangular lattice.

Note that we used the periodicity conditions only to
make the summation in the numerator and denominator
in Eq. (7) finite. Generalizing Eq. (7) to the infinite
case, one can reproduce all the results for mixtures.

Of course, duality relations (10) are insufficient to
derive the formula for conductivity in the case of N > 2,
but this can be done in some particular cases. For exam-
ple, let us consider a “hexagon,” i.e., a hexagonal cover
with N = 3. If σ3 = (σ1σ2)1/2, then σeff = (σ1σ2)1/2.

Consider a system placed in a constant magnetic
field. Let the conductivity tensor of each of the
plaquettes be of the form

(12)

Duality relation (10) can be generalized to the magnetic
field case, because conductivity tensor (12) commutes
with the duality transformation tensor eαβ. In this case,
the duality transformation is written as

(13)

Since divE = 0 and rotE = 0, these relations and the
pertinent boundary conditions are fulfilled for the trans-
formed system as well. One has

(14)

σeff σ1 σ2 … σN, , ,( )σeff

σ0
2

σ1
-----

σ0
2

σ1
----- …

σ0
2

σN

------, , , 
  σ0

2,=

σ0
2

σeff σ1σ2.=

σαβ σδαβ σHeαβ, σH H .∼+=

Eα'
i σαβ i, eβγEγ

i , σαβ'i σαβ
i( ) 1–

.= =

Eα
i Eα

j– eαβnβ,( ) 0, nα σαβ
i Eβ

i σαβ
j Eβ

j–,( ) 0,= =
where n is the normal vector to the interface between
plaquettes i and j. One can then easily see that the
boundary conditions for the system obtained through
duality transformations (13) have the form (14).

It is convenient to introduce the notations

(15)

Then the duality formula for the conductivities
becomes

. (16)

For the binary systems, Σeff = (Σ1Σ2  if Σ1Σ2 ∈  R.
It turns out that the answer can also be obtained for

the anisotropic case if Eq. (7) are used in the vectorial
form. Let  = diag(σxx, σyy). Then, omitting the scale
factor σ0, we find that the duality transformation

(17)

yields the duality relation

(18)
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Σ σ iσH, σαβ
a σβγ

b+ σβγ
c ΣaΣb⇔ Σc.= = =
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Σ1
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2
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