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Discrete electron tunneling through transition-metal atoms is considered. It is emphasized that a metal grain in
the known single-electron systems can be replaced by a d- or f-atom. A response speed within the attosecond
range, a working temperature on the order of the melting point of refractory substances, and an atomic level
of integration are attainable in this case. Experimental realizations of single-electron solid-state structures
with d- or f-atoms are discussed. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.40.Gk
The discrete tunneling of electrons (or holes)
restricted by a Coulomb blockade attracts attention,
because the features of current transport under condi-
tions of significant unaveraged electron–electron inter-
action are far from being well understood. From the
applied point of view, theoretical and experimental
studies already made [1, 2] indicate that single elec-
tronics, together with high-temperature superconduc-
tivity promises to become the basis for the next gener-
ation of microelectronics. This future microelectronics
will be nanoelectronics or quantum electronics charac-
terized by limiting values of parameters [1] surpassing
those of present-day semiconductor electronics: femto-
second response speed ≈10–14 s, nanosized level of inte-
gration, and extremely small expenditures of energy in
recording an information bit. However, like up-to-date
high-temperature superconductivity, the structures dis-
cussed and studied up to now that possess discrete tun-
neling through conducting (metal or semiconductor)
grains embedded in a dielectric medium between metal
plates are characterized by a finite temperature limit,
which hardly reaches room temperature. Thus, accord-
ing to the estimates [1], the limiting temperature for
metal grains about 3 nm in diameter and 0.3 aF in
capacitance is 60 K for a memory with data retention
time of 105. This letter calls attention to the possibility
of substantially extending the frequency, temperature,
and size limits of single electronics if transition-metal
atoms with partially filled d or f shells in a dielectric
medium are used instead of conducting grains of thou-
sands of metal atoms. In the case of rare-earth ele-
ments, the frequency limit is in the attosecond triad of
orders and the working temperature is of the order of
melting points of refractory substances. Extending the
area of studying discrete electron tunneling many times
through taking into consideration transition-metal
atoms increases the probability that the charge oscilla-
0021-3640/00/7109- $20.00 © 20351
tions caused by the Coulomb blockade will be detected
directly through emission of electromagnetic waves. It
should be noted that the prospects for the advance of
single electronics to a molecular level were considered
in [1].

The possibility of replacing a conducting grain in
a dielectric medium with a transition-metal atom or
ion is based on an intimate relationship between the
properties of a granulated medium and those resulting
from the Hubbard model of substances with narrow
bands and strong electron correlation effects (charac-
teristic of media containing elements with partially
filled d or f shells), as was already mentioned in the
pioneering work [3].

Consider M–G–M and M–A–M systems in which a
metal grain G or atom A is placed between two metal
sides M1 and M2. As in [3], the total Hamiltonian of the
system is represented as a sum of three terms

(1)

where H0 is the Hamiltonian of the set of noninteracting
bodies; HC is the correlation contribution of the Cou-
lomb interaction, which, in the general case, does not
depend on the voltage V applied across M1 and M2;
and HT is the tunneling term. It is evident that

(2)

where the first and the second terms are, respectively,
the contributions from M1 and M2 and the last term is
the Hamiltonian of a free grain or atom.

For an isolated grain, according to [3],
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where CG is the capacitance of an isolated grain; 
and bα are the creation and annihilation operators of
particles in a grain; α is the set of electron quantum
numbers, including spin; and N0 is the equilibrium
number of particles satisfying the neutrality condition.
Hamiltonian (3) gives the following expression for the
energy of an isolated grain as a function of the number
of electrons n and the charge Q = ne:

(4)

where A is the work function of the grain metal.
If the dependence of the tunneling probability on the

quantum states is neglected, the term HT in (1) takes the
standard form

(5)

where  and  are the creation operators of electrons
in M1 and M2, respectively; and p and q, as well as α,
are sets of quantum numbers. Conventional tunneling
takes place at HT @ HC or T1, T2 @ Q2/2C, and single-
electron Coulomb blockade occurs at HT & HC.

Like a grain in Eq. (3), the Hamiltonians of an iso-
lated atom with an unfilled shell and with the binding
energy Ed of an electron in this shell with the atomic
core can also be represented as a sum of two terms in
the form [4]

(6)

where the operator of the number of electrons in the

shell  = bασ, α and β are sets of (orbital and
magnetic) quantum numbers, σ is the spin number, Uαβ
is the correlation energy of the electron Coulomb inter-
action, and Jαβ is the correlation energy of the electron
exchange interaction.

Considering that the exchange interaction is small
compared to the Coulomb interaction (according to [4],
J ~ 4%U for 3d elements and J ~ (8–15)%U in a crys-
tal), one may neglect it and obtain within the conven-
tional Hartree–Fock approximation

(7)
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This equation gives the following dependence of the
atomic energy on the occupation n of the shell:

(8)

where n0 is the initial equilibrium occupation of the
shell, determined by the Fermi level.

Remarkable properties of transition elements that
provide their metal-like behavior (like a metal grain)
are as follows: (1) relatively large range of n, up to 10
in the d shell and 14 in the f shell; (2) starting from the
valence 2+ and up (which commonly occurs in d and
f  atoms in crystals), U weakly depends on n and equals
about 20 eV on average for free atoms of iron, palla-
dium, and platinum groups and for 4f rare-earth metals
[4, 6]; (3) as distinct from s and p shells, d and f elec-
trons in a crystal retain their characteristic properties, in
particular, a small radial extent; (4) d and f  ions have a
rich spectrum of excited states of intra-atomic elec-
tronic transitions starting from an energy !U.

Because of item (2) and Eq. (8), En almost quadrat-
ically depends on n, as in Eq. (4) for a grain. According
to Eq. (8), the atomic “capacitance” equals

(9)

where Q = en and Q0 = en0. According to a comparison
between Eqs. (4) and (8), the part of the atomic work
function is played by the quantity

(10)

For a given n0, the Fermi level equals the work function
of the metal of the plates, F = –AM, and must lie in the
range Aa ± U/2. At AM ≈ Aa, the contribution of n0Aa to
Eq. (8) is compensated in an M–A–M system by the
term n0F, which ensures proximity of the energies of
the en0 + e/2 and en0 – e/2 states and, thus, the energy
degeneration required for one-electron oscillations.

The tunneling Hamiltonian of form (5) is commonly
used in the consideration of electron exchange between
transition-metal atoms in the Hubbard model, and it can
be applied on the same grounds to the M–A–M system.
Thus, the M–G–M and M–A–M systems have similar
starting mathematical descriptions and, hence, similar
kinetics, whereas current transport through single
atoms of d and f  elements or sequential chains of such
atoms can be considered to be of interest to single elec-
tronics. Because an atom, compared to a grain, is char-
acterized by a larger correlation energy U and a smaller
“capacitance” (9), the temperature and frequency limits
in this case become considerably more extended.

Let us make estimates of the temperature and fre-
quency limits for the M–A–M structure. As the time
limit, the response time can be chosen:

 kΩ . (11)
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In this case, HT ≈ 0.6HC and the working temperature

(12)

It is natural that the smallest τ0 and the greatest Tw are
formally obtained for a purely speculative system of
two metal plates with a vacuum gap, in the middle of
which an atom is placed. For example, ∆E = U ≈ 10 eV
between the second and third ionization potentials for
rare-earth metals of the 4f series. According to Eqs. (9),
(11), and (12), this value of U gives C ≈ 1.6 × 10–20 F,
τ0 ≈ 100 as, and Tw ≈ 2.2 × 103 K. However, not only is
this structure technically unfeasible but a suitable metal
is absent in nature, which presents a physically insuper-
able obstacle. The second ionization potential corre-
sponds to Ed0 = –10 eV, and, according to Eq. (10), the
metal of the contact plates M–A–M must have the work
function AM ≈ 15 eV in order to provide the necessary
occupation of the 4f shell.

The M–A–M structure, in which an atom is embed-
ded in a dielectric layer between metal plates, corre-
sponds to a quite real situation. According to calcula-
tions [5], for substitutional 3d atoms in diamond-type
crystals, starting from iron, the charge state 3+ corre-
sponds to the effective value U ≈ 1 eV and Ed0 ≈ –5 eV
with regard to crystal polarization. From here, it follows
that τ0 ≈ 1000 as, Tw ≈ 220 K, and A = 5.5 eV; that is, the
metal work function is quite realistic. The attosecond
triad of orders in τ0 can be reached using atoms of rare-
earth 4f  metals in a dielectric matrix. According to cal-
culations [6], U ≈ 2.5 eV and Ed0 ≈ –7 eV for triply
charged substitutional ions in diamond-type crystals. In
this case, τ0 ≈ 400 as and Tw ≈ 560 K. In dielectrics with
lower polarizability, one should expect an increase in U
by a factor of 1.5–2 and the corresponding increase in
the response time limit. However, in this case, plates of a
metal with an extremely high work function of 7–8 eV
are necessary in the systems with a rare-earth metal. It
is possible that metals with heavy fermions like CeCu6,
CeCu2Si2, or Upt3 possess this property [7]. In both
cases, the dielectric must have a band gap larger than U
and the top of valence band must lie at a depth larger
than A in reference to the vacuum zero of electrons.
However, these restrictions can be weakened because
of dimensional quantization of electrons in a subna-
nometer dielectric layer. In order that an M–A–M con-
tact should exhibit electron oscillations, the value of β
in Eq. (12) may probably be 5–10 times smaller and,
respectively, Tw may be of the order of the highest melt-
ing points of refractory substances.

There is no need for one-by-one stacking of atoms
in order to verify that M–A–M contacts are feasible,
although advances have been already made in this field
using a microprobe technique. A quite feasible struc-
ture can presently be manufactured. A metal layer is
sputtered onto a smooth substrate and is coated with a
dielectric layer several tenths of nanometer thick. Next,
less than a monoatomic layer of d or f  atoms is sput-

Tw ∆E β κ B, β⋅⁄ 50 1[ ] .= =
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tered, which is then coated with a dielectric layer sev-
eral tenths of nanometer thick and is finally sputtered
with the second metal layer. The distance between d or
f  atoms must be larger than the total thickness of the
dielectric. As a result, a heterostructure with a multi-
tude of parallel-connected M–A–M junctions will be
obtained. The metal coatings may serve as a waveguide
or a Fabry–Perot resonator.

Another variant is a tunneling p–n junction in a
semiconductor with transition-metal impurities. It is
quite possible that the inflection points observed previ-
ously in the current–voltage characteristics of GaAs
tunnel diodes with impurities of the iron group [8] were
just evidence of discrete electron tunneling with reten-
tion on 3d ions in the spatial-charge region of the tun-
neling p–n junction. It is also not improbable that an
alternate reason for the inflection points in the current–
voltage characteristics of silicon diodes with an inter-
layer of porous silicon [9] was the presence of 3d ions
of the iron group in the porous layer.

In the 3D variant, of interest are Hubbard systems,
in which one-electron oscillations may be an alterna-
tive to the electron–phonon mechanism of current
energy dissipation in a conductor. First of all, these are
compounds in which anions (for example, oxygen ions
in oxides) block the outer s electrons of atoms and the
current is transferred by d and f electrons. However,
metals with heavy fermions are also of interest. Aniso-
tropic crystals with a chain arrangement of d and
f  atoms with a current along chains are preferable.
Studies of deviations of a conductor with a current from
the blackbody radiation in both the spectrum and the
possible spontaneous polarization are of importance in
this case. Optical one-electron emission can really occur
only in a film or filamentary conductor with good heat
removal and in the regime of very short current pulses. In
a metal with a conventional transversal atomic density
Na ≈ 1015 cm–2 at Ia/e ≈ 6 × 1014 Hz (λ = 0.5 µm), a super-
giant current density j = IaNa ≈ 1011 A/cm2 is necessary.
A conductor explosion will not occur unless the current
pulse duration is shorter than the minimum period of
atomic oscillations ≈10–12 s.

Note in conclusion that the numerical values of the
parameters given above are only estimations. Because of
the stringent requirements on the work function of the
metal plates of the M–A–M tunneling junction, calcula-
tions of higher accuracy are necessary. These refine-
ments with regard to the multilayer structure of d and f
shells or within the so-called extended Hartree–Fock
approximation and with more accurate accounting for
the polarization effect of the valence electrons of the
dielectric [4–6] will be presented in another communica-
tion. Nevertheless, it is clear that searching for metals
with a record-breaking high work function is required in
order to make progress in the region of optical emission
of contacts with discrete electron tunneling.
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The e+e–  π0π0γ reaction was studied in the energy range 0.36–0.97 GeV on a VEPP-2M e+e– collider with
an SND detector. The decay probabilities were found to be B(ω  π0π0γ) = (7.8 ± 2.7 ± 2.0) × 10–5 and

B(ρ  π0π0γ) = (  ± 0.2) × 10–5. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 13.65.+i; 14.40.Cs

4.8 1.8–
+3.4
This paper is devoted to the study of reaction

e+e–  π0π0γ (1)

at e+e– center of mass energy E < 1 GeV. In the vector
dominance model, this process is described by the ρ0

 ωπ0 and ω  ρ0π0 transitions followed by the ρ0,
ω  π0γ decay. The model yields values of 1.0 × 10–5

and 2.8 × 10–5 [1] for the decay probabilities of the
ρ0- and ω-mesons, respectively. The electric dipole
transition to the scalar π0π0 state is an alternative mech-
anism of the ρ, ω  π0π0γ decays. This mechanism
was considered in [2, 3] in the framework of the chiral
perturbation theory with the inclusion of pion and kaon
loops. The value of ~10–5 obtained for the pion-loop
contribution in the case of the ρ-meson is comparable
with the amplitude of the ωπ0 mechanism; for the
ω-meson, the contributions of the pion loops are sup-
pressed due to G-parity conservation and therefore are
negligible. Since the ρ, ω  π0π0γ decay probabilities
are low, experimental data on reaction (1) in the range
E < 1 GeV are virtually lacking. The only measured
decay probability, B(ω  π0π0γ) = (7.2 ± 2.5) × 10–5

[4], is almost three times higher than the vector domi-
nance prediction. There is no theoretical explanation of
this discrepancy.

In this paper, an analysis is carried out of the exper-
imental data collected in 1998 at a VEPP-2M e+e– col-
lider with an SND detector [5] in the energy range E =
360–970 MeV. The accumulated integrated luminosity
of 3.6 pb–1 corresponded to the production of approxi-
mately 1.2 × 106 ω-mesons and 2 × 106 ρ-mesons.
0021-3640/00/7109- $20.00 © 0355
Five-photon events with energy deposition higher
than 0.7E in a calorimeter and with the total momentum
smaller than 0.15E, measured by the calorimeter, were
selected for analysis. High rate of the beam background
resulted in the appearance of extra photons in 4% of the
events. As a result, some true events were lost and the
additional background appeared from the e+e–  2γ,
3γ, and 4γ processes. The superpositions of the beam
background were analyzed for the events recorded with
trigger from an external generator. The information on
the fired detector channels was used for modeling the
process of interest and the background processes in
order to simulate the superpositions occurring in the real
experiment. A considerable suppression of the back-
ground due to the spurious photon events was achieved
by imposing the Emin > 30 MeV and 30° < θmin < 150°
constraints on the energy and the polar angle of the
smallest energy photon in an event. Another back-
ground source is the e+e–  ηγ  3π0γ  7γ reac-
tion whose events become five-photon mainly due to
the merging of neighboring photons. To suppress this
background, the parameter χγ was used, which charac-
terized the transverse energy deposition profile of the
detected photon showers [6]. The restriction χγ < 5
halves the background from the e+e–  ηγ process,
with a 5% loss of the true five-photon events.

Further selection was carried out through the kine-
matic reconstruction of the events. Compatibility of the
kinematics of an event with the hypotheses for its
belonging to the e+e–  5γ and e+e–  3γ processes
was checked. When checking the second hypothesis,
2000 MAIK “Nauka/Interperiodica”
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two of five photons were treated as spurious. As a result
of kinematic reconstruction, the χ2 values, χ5γ and χ3γ,
were calculated for both hypotheses. The χ3γ < 20
restriction completely excludes the background caused
by the e+e–  2γ, 3γ processes, with the loss of only
2.5% of the events for the process under consideration.
Figure 1 shows the χ5γ distribution of the experimental
and simulated events. This parameter was constrained
to be χ5γ < 20.

The ultimate selection was carried out on the condi-
tion that the event involves two π0-mesons. For each of
the 15 pairs of two-photon invariant masses (m1i, m2i)
possible for a five-photon event, the quantity

was calculated. The quantity Rmin = min(R1, R2, …, R15)
was used as a selection parameter. Figure 2 demon-
strates the Rmin-distribution for the events selected
according to the above criteria, the distribution of the
events simulated for process (1), and the calculated
background. The restriction Rmin < 25 was imposed on
the parameter Rmin.

A total of 153 events satisfying the above-listed
conditions were selected with the calculated back-
ground of 3 ± 1 events. The background resulted from
the e+e−  ηγ and e+e–  4γ processes. The
selected events are mainly concentrated in two energy
ranges: 63 events near the ω-meson and 83 events in the
range 920–970 MeV. Figure 3 shows the photon spec-
trum of the events selected for the e+e–  π0π0γ reac-
tion in the ω-resonance region 760–800 MeV. The
spectrum shape agrees well with the calculation for the
ρ  ωπ and ω  ρ0π0 mechanisms, although the

Ri m1i m
π0–( )2 m2i m

π0–( )2+=

Fig. 1. Distribution over the χ5γ parameter. The points with
error bars are the experimental data. The histogram is the
sum of events simulated for process (1) and background
processes. The shaded histogram is the contribution of the
background processes.
number of experimental events far exceeds the number
predicted by this model. The angular distributions of
photons and π0-mesons also exhibit no appreciable
deviations from the calculation. Nevertheless, because
of the strong interference of all mechanisms under dis-
cussion, one cannot rule out even a considerable
(~50%) contribution of the intermediate scalar state to
the amplitude of the ω-meson decay at the available
statistical level. The 920–970 MeV region is above the
e+e–  ωπ0 reaction threshold; the expected number
of events and distribution in kinematic parameters
agree with this model.

The cross section of the e+e–  π0π0γ reaction for
each energy point was calculated as σ = N/εL(1 + δ),
where N and L are the number of events and the inte-
grated luminosity, respectively; ε is the detection effi-
ciency; and δ is the radiative correction [7]. The detec-
tion efficiency for reaction (1) was calculated by simu-
lation. The calculation was carried out making use of
the differential cross section for the e+e–  π0π0γ pro-
cess in the vector dominance model [8]. The detection
efficiency weakly depends on the energy and is equal to
27–30%. A systematic error of the detection efficiency,
including the model error due to the possible contribu-
tion of the scalar state, is estimated at 10%. Figure 4
demonstrates the energy dependence of the resulting
cross section. No events were detected below 650 MeV.
To approximate the cross section, the amplitude of the
e+e–  π0π0γ process was parameterized as

(2)

where  and  are the amplitudes of the
ρ-meson decay through the intermediate ωπ [8] and
scalar Sγ [2] states, respectively, and αAω is the ampli-

Aππγ Aρ ωπ→ βAρ Sγ→ α A
ω π0π0γ→

,+ +=

Aρ ωπ→ βAρ Sγ→

Fig. 2. Distribution over the Rmin parameter (MeV). The
points with error bars are the experimental data. The histo-
gram is the sum of events simulated for process (1) and
background processes. The shaded histogram is the contri-
bution of the background processes.
JETP LETTERS      Vol. 71      No. 9      2000
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tude of the ω  π0π0γ decay. The parameters for the
 amplitude were extracted from the data on the

e+e–  ρ, ρ'  ωπ process at energies above 1 GeV
[9]. This amplitude is determined by the coupling con-
stant gρωπ, which was varied from 15.5 to 16.1 GeV–1,
depending on the ρ'-meson parameters. If the contribu-
tion of the ρ'-meson is disregarded, the gρωπ constant
could be determined without invoking the data for the
energy range above 1 GeV: 15.5 ± 1.2 GeV–1. The com-
plex multiplier β in the transition amplitude via the sca-
lar state was determined in the course of approxima-
tion. The amplitude was normalized in such a way that
the probability of ρ  Sγ  π0π0γ decay was equal
to 10–5 at |β| = 1. To estimate the model dependence for
the α parameter, two mechanisms were considered for
the ω  π0π0γ decay: the pure ρ0π0 transition and the
sum of intermediate states ρ0π0 and σγ, where σ is the
600-MeV scalar resonance with a width of 400 MeV. In
the latter case, the calculated ρ0π0 contribution was
used [1]. The amplitude was normalized so that |α| = 1
corresponded to the tabulated value of the ω  π0π0γ
decay probability [4].

Figure 4 shows the cross sections for the e+e– 
π0π0γ process approximated in the two models. The
lower curve corresponds to the model ignoring the con-
tribution of ρ  π0π0γ decay through the scalar state;
i.e., β = 0. The resulting |α| = 1.33 ± 0.12 ± 0.04 corre-
sponds to B(ω  π0π0γ) = (12.7 ± 2.3 ± 0.8) × 10−5. The
first and second errors are statistical and systematic,
respectively. The main contribution to the systematic
error comes from the difference between the results
obtained for the two above-described assumptions
about the ω-decay mechanism. The decay probability
exceeds the tabulated value by 1.5 standard deviations.
For this model, P(χ2) = 5%.

Aρ ωπ→

Fig. 3. Photon spectrum (energy in MeV) for the experimen-
tal events of reaction (1) from the ω-resonance region
(points with error bars) and the result of simulation in the
vector dominance model (histogram).
JETP LETTERS      Vol. 71      No. 9      2000
The upper curve in Fig. 4 was obtained for the model
in which the parameter β was determined in the course
of approximation. This hypothesis agrees much better
with the experimental data: P(χ2) = 24%. The introduc-
tion of an additional amplitude ρ  Sγ considerably
increases the errors of parameter |α| = 1.04 ± 0.18 ± 0.13.

Although the parameter |β| =  ± 0.1 is determined
with an accuracy of ~100%, it differs from zero by
2.5 standard deviations. For this reason, the parameters
of the second model are presented as a final result. The
resulting ω  π0π0γ decay probability

(3)

is three times as great as the value calculated in the vector
dominance model of the ρ0π0 mechanism [1] and con-
firms the only known measurement B(ω  π0π0γ) =
(7.2 ± 2.5) × 10–5 [4]. The results of the approximation
can be regarded as evidence for the existence of ρ 
Sγ  π0π0γ decay. The B(ρ  Sγ  π0π0γ) =

 × 10–5 value obtained for the decay probabil-
ity in this mechanism is of the same order of magnitude
as the result (1.0–1.4) × 10–5 calculated in the chiral
models [2, 3]. The total probability of ρ-meson decay
through both mechanisms (ωπ0 and Sγ) is equal to

(4)

This is the first measurement of the ρ  π0π0γ decay
probability.

This work was supported by the STP Foundation
“Integration” (grant no. 274) and by the Russian Foun-
dation for Basic Research, project no. 00-02-17481.

1.4 0.5–
+1.4

B ω π0π0γ( ) 7.8 2.7 2.0±±( ) 10 5–×=

1.9 1.2–
+6.0( )

B ρ π0π0γ( ) 4.8 1.8–
+3.4 0.2±( ) 10 5– .×=

Fig. 4. Cross section (nb) for the e+e–  π0π0γ reaction.
The points with error bars are the experimental data. The
curves are the results of approximation in the two models
described in the text.
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The plane-wave approximation was used to examine the proton Fermi-momentum distribution in experiments
on quasielastic large-momentum-transfer pion–nucleon scattering in light nuclei 6Li, 7Li, and 12C. It was found
that, unlike the (e, e') reaction, the Fermi-gas model is in poor agreement with experiment, whereas the oscil-
lator model adequately describes the spectrum shape. However, the parameters obtained for these distributions
are sizably smaller than those derived from the (e, e') experiments. This suggests that the plane-wave approach
is inadequate and that more complicated theoretical approaches, supposedly allowing for pion–nucleon ampli-
tude modification in nuclear matter, are necessary for the analysis of experimental data. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 25.80.Hp
In recent years, considerable interest has arisen in
the problem of modification of the interaction between
elementary particles in nuclear matter. This was prima-
rily initiated by the development of a new theoretical
approach [1] to the calculation of the so-called “colli-
sion broadening” of baryon resonances interacting with
nucleons in nuclear matter. An analysis of the new data
on the total cross section for the interaction of tagged
photons with nuclei lent serious support to the validity
of this approach. Other interactions have yet to be
tested. The quasielastic pion nuclear backward scatter-
ing in nuclei at resonance energies seems to be rather
promising in the search for the effects of modification
of the interaction amplitude in nuclear matter. Indeed,
due to the presence of baryon resonances and their
interference with the nonresonant background, the dif-
ferential cross section for large-angle pion scattering by
a free nucleon strongly depends on the kinematic vari-
ables in the resonance energy range. With this in mind,
we undertook a systematic experimental study of
quasielastic pion–proton backward scattering from the
protons in nuclei. The results of this experiment are of
importance for testing the other models of pion interac-
tion with bound nucleons, e.g., models allowing for the
nonnucleonic components in the wave functions of
bound nucleons. In this paper, the experimental setup is
briefly described and the first results of an analysis of
the Fermi-momentum distribution are presented for
light nuclei.

The experiment was carried out in the accelerator of
the Institute of Theoretical and Experimental Physics
on a three-meter magnet spectrometer equipped with
spark chambers. Nuclear targets were placed in the cen-
0021-3640/00/7109- $20.00 © 20359
ter of a magnet with magnetic-field volume of 3 × 1 ×
0.5 m, and the momenta of all reacting particles (beam
pions, backward scattered pions, and forward knocked-
out protons) were measured with a high accuracy (ca.
10 MeV/c) in the spark chambers. Protons were identi-
fied by the time of flight. Data were collected for three
momenta of the incident negative pions, 0.7, 0.9, and
1.25 GeV/c, at angles from 145° to 180° in the CMS of
pion–nucleon scattering by the following targets: H2O,
D2O, 6Li, 7Li, and 12C. Despite the fact that the back-
ward cross section was small, the use of a large-aper-
ture magnetic spectrometer and an intense pion beam
from the accelerator of the Institute of Theoretical and
Experimental Physics allowed a large amount of data
(ca. 0.5 million triggers) to be collected. An important
feature of the experiment was that the data were simul-
taneously collected for free protons in a water target.
The experimental arrangement was close to the scheme
presented in [2].

The angular and momentum correlation spectra
were measured for the recoil proton and backward scat-
tered pion. Since the differential cross section for
quasielastic pion–proton scattering is a function of five
variables (momentum and angle of the knocked-out
proton and momentum and two angles of the scattered
pion), it is natural to analyze these data by invoking cer-
tain models. An adequate choice of models and their
parameters is the first step in such a treatment. We have
performed an analysis in the plane-wave approxima-
tion, in which all observables are expressed through the
nuclear spectral functions and the differential cross sec-
tions for elastic pion–proton scattering by a free
nucleon. Insofar as the momentum vectors of the inci-
000 MAIK “Nauka/Interperiodica”
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Experimental Fermi-momentum distributions and their description by the Hulthen wave function for 2D (solid line) and the Fermi-
gas (dotted lines) and oscillator (solid lines) models for 6Li, 7Li, and 12C.

2D 6Li

7Li 12C
dent pion, recoil proton, and backward scattered pion are
known in our experiment, the excitation energy of the
residual nucleus and the momentum vector of the scat-
tering intranuclear nucleon can be calculated for every
event. A quasielastic peak with the width 30–40 MeV
(for 6Li–12C) dominates in the excitation energy distri-
butions for the residual nuclei at the experimental reso-
lution of σ = 12 MeV. The resolution was determined
from the data on hydrogen of the water target.

Fermi-momentum (MeV/c) distribution parameters

Nucleus  This experiment Other 
measurements Wave function

2D β = 264 ± 44 260 ± 5 [4] Hulthen
6Li kF = 96 ± 16.0 169 ± 5 [5] Fermi gas

k0 = 73 ± 1.0 Oscillator
7Li kF = 119 ± 6.0 Fermi gas

k0 = 89 ± 2.1 Oscillator
12C kF = 137 ± 3.2 221 ± 5 [5] Fermi gas

k0 = 99 ± 2.1 131 [6] Oscillator
The distributions of the probability W(k) to observe
a given Fermi-momentum magnitude k [(W(k)dk =
e(k)|φ(k)|2k2dk, where φ(k) is the nucleon wave function
in the momentum representation and e(k) is the effi-
ciency of the apparatus] are presented in the figure for
the 2D, 6Li, 7Li, and 12C nuclei. The solid line in the
panel for 2D shows the distribution calculated with the
Hulthen wave function. The curves for the other nuclei
are the ones best describing our data in the Fermi-gas
(dotted line) and oscillator (solid line) models. The
probability distribution in the oscillator model is taken

in the form |φ(k)|2 = [1 + 4/3(k/k0)2]exp(–k2/ ), where
k0 is the model parameter. The parameters of the mod-
els best fitting our data are presented in the table
together with the parameters derived from the (e, e')
experiments. The Hulthen distribution parameter β [3]
obtained for deuterium agrees well with the standard
value β = 260 MeV/c. (The Hulthen distribution param-
eter α was fixed at α = 46 MeV/c, because the sensitiv-
ity to this parameter is insignificant in the Fermi-
momentum range studied.) Contrary to the (e, e') exper-
iments, the Fermi-gas model for the other nuclei
describes our data less adequately than the oscillator
model does. Moreover, the distribution parameters for

k0
2
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both models are smaller than in the (e, e') experiments.
Such a discrepancy may be due to the fact that the
quasielastic pion–proton scattering is more peripheral,
as compared to the (e, e') reaction. It is hoped that the
more complicated calculations with a distorted-wave
model allowing for the correlation of the Fermi
momentum with the local nuclear density and pion and
proton absorption in nuclear matter will better describe
the data with the use of the standard model parameters.
These calculations are also necessary for an analysis of
the energy dependence of quasielastic pion–proton
scattering, because it contains information about the
modification of the pion–proton interaction amplitude
in nuclear matter.

We are indebted to L.A. Kondratyuk for helpful
discussions. This work was supported in part by the
JETP LETTERS      Vol. 71      No. 9      2000
Russian Foundation for Basic Research, project
no. 96-02-17617.
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FIELDS, PARTICLES, AND NUCLEI
The Λb Lifetime in the Light Front Quark Model1
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The enhancement of the Λb decay width relative to B decay due to the difference in Fermi motion effects in Λb
and B is calculated in the light front quark model with the simplifying assumption that Λb consists of a heavy
quark and a light scalar diquark. In order to explain the large deviation from unity in the experimental result for
τ(Λb)/τ(B), it is necessary that the diquark be light and the ratio of the squares of the Λb and B wave functions
at the origin be &1. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 13.25.Hw; 13.30.-a; 14.20.Mr
1 The lifetimes of the b flavored hadrons Hb are related
both to the CKM matrix elements |Vcb| and |Vub| and to the
dynamics of Hb decays. In the limit mb  ∞, the light
quarks do not affect the decay of the heavy quark and
thus the lifetimes of all b hadrons must be equal. Taking
account of the soft degrees of freedom generates the
preasymptotic corrections which, however, have insig-
nificant impact on the lifetimes and various branching
fractions of B and Bs mesons. Inclusive Nb decays can
be treated with the help of an operator product expansion
(OPE) combined with the heavy quark expansion [1].
The OPE approach predicts that all corrections to the
leading QCD-improved parton terms are of the order

1/  and higher. Thus, mesons and baryons containing
the b quark are expected to have lifetimes differing by no
more than a few percent. The result of this approach for
the Λb lifetime is puzzling, because it predicts that

((τ(Λb)/τ(B))OPE = 0.98 + 2(1/ ) [2], whereas the
experimental findings suggest a much smaller fraction
((τ(Λb)/τ(B))exp = 0.78 ± 0.04 [3] or, conversely, a much
higher decay rate. The decay rates of B and Λb are
Γ(B) = 0.63 ± 0.02 ps–1 and Γ(Λb) = 0.83 ± 0.05 ps–1 dif-
fering by ∆Γ(Λb) = 0.20 ± 0.05 ps–1. The four-fermion
processes of weak scattering and Pauli interference
could explain, under certain conditions, only (13 ± 7)%
of this difference [4] (see, however, [2, 5]). In spite of
great efforts of experimental activity, the Λb lifetime
remains significantly low, which continues to spur the-
oretical activity. In this respect, the use of phenomeno-
logical models, like the constituent quark model, could
be of interest as a complementary approach to the OPE
resummation method.

In this paper, we shall compute the preasymptotic
effects for the Λb lifetime in the framework of the light

1 This article was submitted by the authors in English.

mb
2

mb
3

0021-3640/00/7109- $20.00 © 20362
front (LF) quark model, which is a relativistic constitu-
ent quark model based on the LF formalism. In [6], this
formalism was used to establish a simple quantum
mechanical relation between the inclusive semileptonic
decay rate of the B meson and that of a free b quark.
The approach of [6] relies on the idea of duality in sum-
ming over the final hadronic states. It was assumed that
the sum over all possible charm final states Xc can be
modeled by the decay width of an on-shell b quark into
an on-shell c quark folded with the b quark distribution

function  = . The latter represents
the probability of finding a b quark carrying an LF frac-
tion x of the hadron momentum and a transverse rela-

tive momentum squared . For the semileptonic rates,
the above-mentioned relation takes the form

(1)

where d /dt is the free quark differential decay rate;

t = q2/ , q being the 4-momentum of the W boson;
and RB(t) incorporates the nonperturbative effects
related to the Fermi motion of the heavy quark inside

the hadron. The expression for d /dt for the case of
nonvanishing lepton masses is given, e.g., in [6]. R(t) in
Eq. (1) is obtained by integrating the bound-state factor
ω(t, s) over the allowed region of the invariant hadronic
mass :

(2)

f B
b x p⊥

2,( ) ϕB
2 x p⊥

2,( )
2

p⊥
2

dΓSL B( )
dt

-------------------
dΓSL

b

dt
-----------RB t( ),=

ΓSL
b

mb
2

ΓSL
b

MXc

RB t( ) sω t s,( ),d

smin

smax

∫=
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where s = /  and

(3)

In Eq. (3), x0 = mb/MB,  = (ξ(1 – ρ – t) – ξ2t – 1)
with ξ = xMB/q+, ρ = (mc/mb)2, and the limits of integra-

tion x1, 2 are given by x1, 2 = x0q+/ . The plus compo-
nent q+ = q0 + |q| is defined in the B-meson rest frame,

whereas  =  ±  are defined in the b-quark rest
frame. In Eq. (2), the region of integration over s is
defined through the condition x1 ≤ min[1, x2]; i.e., smin =

ρ, smax = (1 – x0 )2. For other details, see [6].

In the quark model, the Fermi motion effect is due
to the interaction with a valence quark. The LF wave

function (x, ) is defined in terms of the equal-
time radial wave function ψB(p2) as [7]

where p2 =  + ,

and msp is the constituent mass of the spectator quark.
An explicit expression for ∂pz/∂x can be found in [8]. In
what follows, the B-meson orbital wave function is
assumed to be the Gaussian function

(4)

where the parameter 1/  defines the confinement

scale. We take  = 0.45 GeV, which is very close to
the variational parameter 0.43 GeV found in the Isgur–
Scora model [9] and corresponds to the value of the

QCD parameter –λ1 =  = 0.2 GeV2. For |ΨB(0)|2,
the square of the wave function at the origin, we have
|ΨB(0)|2 = 1.64 × 10–2 GeV3. This value compares favor-
ably with the estimation in the constituent quark ansätz

[10] |ΨB(0)|2 = MB /12 = (1.6 ± 0.7) × 10–2 GeV3 for
fB = 190 ± 40 MeV.

The same formulas can be also applied to nonlep-
tonic B-decay widths (corresponding to the underlying
quark decays b  cq1q2), thus making it possible to
calculate the B lifetime [11]. The lepton pair is replaced

by a quark pair, so that  is replaced by

MXc

2
mb

2

ω t s,( ) mb
2x0

πmb

q+
---------- q

q̃
------ x ϕB

b x p⊥*
2,( )

2

.d
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min 1 x2,[ ]

∫=
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2〈 〉

f B
2

dΓSL
b dq2⁄
JETP LETTERS      Vol. 71      No. 9      2000
 = /dq2, where (in the limit

Nc  ∞) η = , with c– and c+ =  being

the standard short-distance QCD enhancement and
suppression factors in a color antitriplet and sextet,
respectively. We take c+ = 0.84, c– = 1.42.

The constituent quark masses are the free parameters
in our model. We have found that the  ratio is
rather stable with respect to the precise values of the heavy
quark masses mb and mc, provided mb – mc * 3.5 GeV.
From now on, we shall use the reference values mb =
5.1 GeV and mc = 1.5 GeV. The value of the CKM
parameter |Vcb| cancels in the ratio , but is
important for the absolute rates. Details of our calcu-
lations of Γ(B) are given in Table 1 for the three dif-
ferent values of the constituent mass msp. The values
msp ~ 300 (200) MeV are usually used in nonrelativistic
(relativized) quark models [9, 12]. We have also consid-
ered a very low constituent quark mass msp = 100 MeV
to see how much we can push up the theoretical predic-
tion of the Γ(Λb)/Γ(B) (see below). All semileptonic
widths include the pQCD correction as an overall
reduction factor equal to 0.9. Following [8], we
included the transitions to baryon–antibaryon (Λc

and Ξcs ) pairs. In addition, we added BR ≈ 1.5% for
the Cabbibo-suppressed b  u decays with

dΓ SL
b dq2⁄ η Vq1q2

2dΓSL
b

3
2
--- c+

2 c–
2

+( ) c–
1/2–

τΛb
τB⁄

τΛb
τB⁄

N

Λ

Table 1.  The branching fractions (percent) for the inclusive
semileptonic and nonleptonic B decays calculated within the
LF quark model for several values of the constituent quark
mass 

msp = 
100 MeV

msp = 
200 MeV

msp = 
300 MeV

b  ceνe 10.65 10.98 11.46

b  cµνµ 10.59 10.93 11.40

b  cτντ 2.47 2.51 2.57

b  cd 47.88 47.88 47.52

b  c s 14.07 14.31 14.63

b  cs 2.94 3.09 3.32

B  Ξcs c 2.22 1.83 1.43

B  Λc 7.70 6.91 6.02

b  u 1.47 1.54 1.66

|Vbc| 38.3 39.3 40.7

* The heavy quark masses are mb = 5.1 GeV, mc = 1.5 GeV. The

oscillator parameter in Eq. (4) is  = 0.45 GeV. The values of

|Vcb| in units of  are also reported.

msp*

u

c

u

Λ

N

β
bd

10–3 1.56 ps/τ exp( ) B( )
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|Vub/Vcb| ~ 0.1. The value of |Vcb| is defined by the con-
dition that the calculated B lifetime is 1.56 ps.

Now we turn to the calculation of the Λb decay rate.
We shall analyze the inclusive semileptonic and non-
leptonic Λb rates on the simplifying assumption that Λb

is composed of a heavy quark and a light scalar diquark
with the effective mass mud. Then the treatment of the
inclusive Λb decays is simplified to a great extent, and
we can apply the model considered above with minor
modifications. For the heavy–light diquark wave func-
tion , we again assume the Gaussian ansätz with the
oscillator parameter βbu. The width of Λb can be obtained
from that of B by the replacements MB  ,

msp  mud, and   βbu. Note that the latter two

replacements change , the b quark distribution func-

tion inside the Λb, in comparison with .

The inclusive nonleptonic channels for Λb are the
same as for the B meson, except for the decays into
baryon–antibaryon pairs, which are missing in the case
of Λb. The absence of this decay channel leads to the
reduction of Γ(Λb) by ≈7%. This reduction cannot be
compensated by the phase-space enhancement in Λb.
The only way to get an enchancement of  is to
enhance its nonleptonic rates. Altarelly et al. [13] have

ψΛb

MΛb

βbd

f Λb

b

f B
b

ΓΛb

Fig. 1. The distribution functions  (solid line) and

 (thin lines) defined by Eq. (7) versus the LF momen-

tum fraction x. Labels 1 to 4 on the curves refer to the cases
βbu = 0.3 GeV, mud = 600 MeV; βbu = 0.3 GeV, mud = 300 MeV;
βbu = 0.3 GeV, mud = 600 MeV; and βbu = 0.6 GeV, mud =
300 MeV, respectively.

FB
b

x( )

FΛb

b
x( )

X

F
H

b

b
X(

)

suggested that the increase in the nonleptonic rates
could be due to the phenomenological factor
( /mb)5; then the 6% difference between  and
MB is enough to explain the experimentally observed
enhancement. In our approach, the only distinction
between two lifetimes  and τB can occur due to the

difference in Fermi motion effects encoded in  and

.

The  is defined by the two parameters mud and
βub. The latter quantity can be translated into the ratio
of the squares of the wave functions determining the
probability of finding a light quark at the location of the
b quark inside the Λb baryon and B meson; i.e.,

(5)

Estimates of the parameter r using the nonrelativistic
quark model, the bag model [14–16], or QCD sum rules
[17] are typically in the range 0.1–0.5. On the other
hand, Rosner has estimated the heavy–light diquark
density at zero separation in Λb from the ratio of hyper-

fine splittings between  and  baryons and B and
B* mesons and finds [4]

(6)

This leads to r ~ 0.9 ± 0.1, if the baryon splitting is taken

to be  –  ~  –  = (0.384 ± 0.035) GeV2,

or even to r ~ 1.8 ± 0.5, if the surprisingly large and not yet
confirmed DELPHI result  –  = (56 ± 16) MeV

[18] is used.

On the other hand, the width Γ(Λb) and, hence, the
ratio τ(Λb)/τ(B), is very sensitive to the choice of mud

and r. In order to study the dependence on mud and r, we
keep the values of the quark masses mb and mc fixed and
vary the wave function ratio in the range 0.3 ≤ r ≤ 2.3,
which corresponds to 0.3 GeV ≤ βbu ≤ 0.6 GeV. We take
two representative values for the diquark mass: mud =
mu + md corresponding to the zero binding approxima-

tion and mud = m* ≈ (mu + md – mπ). In the latter rela-

tion inspired by the quark model, the factor 1/2 arises
from the different color factors for u and  in the π
meson (a triplet and antitriplet making a singlet) and u
and d in the Λb (two triplets making an antitriplet).

In Fig. 1, we compare the one-dimensional distribu-
tion functions

(7)
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Table 2.  The LF quark model results for the ratio /τB calculated for different sets of parameters. The diquark masses are

given in units of MeV, and βbu are in units of GeV

msp = 100 MeV msp = 200 MeV msp = 300 MeV

βbu/mud 200 150 400 250 600 400

0.3 0.807 0.795 0.843 0.792 0.885 0.803

0.45 0.877 0.867 0.901 0.857 0.932 0.859

0.6 0.937 0.929 0.951 0.913 0.970 0.906

τΛb
with that of the B meson. These functions exhibit a pro-
nounced maximum at mb/(mb + msp) (in the case of the
B meson) and mb/(mb + mud) (in the case of Λb). The
width of  depends on βbu and goes to zero when βbu

 0. Note that the calculated branching fractions of
Λb show marginal dependence on the choice of the
model parameters: they are ~11.5% for the semilep-
tonic b  ceνe transitions, ~2.8% for b  cτντ,
~50% for the nonleptonic b  cd  transitions, and
~16% for the b  c s transitions.

Our results for /τB are shown in Table 2 and
Fig. 2. We also included the contribution of four-quark
operators calculated using the factorization approach
and the description of the baryon relying on the quan-
tum mechanics of only the constituent quarks. This
contribution leads to a small increase in the Λb decay
rate by

(8)

This contribution scales like  and varies between
0.01 ps–1 and 0.03 ps–1 when βbu varies between 0.35
and 0.55 GeV.

The quantity /τB is particularly sensitive to the
light quark mass msp. We observe that to decrease the
theoretical prediction for , one needs to decrease the
value of the hadronic parameter r in Eq. (5) to 0.3–0.5
and the value of msp to ~100 MeV. For example, assum-
ing that r ~ 0.3, we find that the lifetime ratio decreases
from 0.88 to 0.81 if msp is reduced from 300 to 100 MeV
and the diquark mass is chosen as mud = mu + md. For
the diquark mass mud ~ m*, the ratio is almost stable
(~0.8), so that reducing the diquark mass produces a
decrease in the lifetime ratio by 1, 5, and 8% for msp =
100, 200, and 300 MeV, respectively. Varying the spec-

FΛb

u
c

τΛb

∆Γ4q Λb( )
GF

2

2π
------ Ψbu 0( ) 2 Vud

2 Vcb
2mb

2 1 ρ–( )2=

× c–
2 1 ρ+( )c+ c– c+ 2⁄–( )–[ ] .

βbu
3

τΛb

τΛb
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tator quark mass in a similar way, we find that for the
“central value” r ~ 1, the lifetime ratios are reduced
from 0.93 to 0.88 for mud = mu + md and remain almost
stable (~0.86) for mud ~ m*. For the largest possible

value of r suggested in [4], r ~ 2.3, the lifetime ratios
are reduced from 0.97 to 0.94 in the former case and
remain almost stable ~0.91–0.93 in the latter case.

If the current value of (τ(Λb)/τ(B))exp persists, the
most likely explanation for this is that some hadronic
matrix elements of four-quark operators are larger than
the naive expectation (8) [2]. A recent lattice study of [5]
suggests that the effects of weak scattering and interfer-
ence can be pushed at the ~8% level for r = 1.2 ± 0.2, i.e.,
for an r value significantly larger than the predictions of
most quark models but smaller than the upper Rosner
estimation. If a significant fraction, ~50%, of the dis-
crepancy between the theoretical prediction for /τB

and the experimental result can be accounted for by the
spectator effects, then the reminder of the discrepancy

τΛb

Fig. 2. The lifetime ratios /τB for β = 0.3 GeV (r = 0.3)

(solid line), β = 0.45 GeV (r = 1) (long-dashed line), and
β = 0.6 GeV (r = 2.37) (short-dashed line). (a) mud = mu +

md, and (b) mud ~ (mu + md – mπ).

τΛb

1
2
---

τ Λ
B

τ B⁄

msp (MeV) msp (MeV)
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can be explained by the preasymptotic effect due to
Fermi motion of the b quark inside Λb. Indeed, choosing
the quite reasonable values of the spectator quark mass
msp = 200 MeV and the diquark mass mud = 250 MeV
and subtracting the small contribution (8), we find that
the Fermi motion effect produces an additional reduc-
tion of  by 12 ± 2% for r = 1.2 ± 0.2.

This work was supported in part by the INTAS (grant
no. 96-155) and the Russian Foundation for Basic
Research (project nos. 00-02-16363 and 00-15-96786).
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Charged-Surface Instability Development in Liquid Helium: 
An Exact Solution
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The nonlinear dynamics of charged-surface instability development is investigated for liquid helium far above
the critical point. It is found that, if the surface charge completely screens the field above the surface, the equa-
tions of three-dimensional (3D) potential motion of a fluid are reduced to the well-known equations describing
the 3D Laplace growth process. The integrability of these equations in 2D geometry allows the analytic descrip-
tion of the free-surface evolution up to the formation of cuspidal singularities at the surface. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 67.55.Fa; 68.10.-m
It is known [1] that the flat electron-charged surface
of liquid helium is unstable if the electric field strengths
above (E+) and inside (E–) the fluid satisfy the inequal-

ity  +  >  = 8π , where g is the free-fall
acceleration, α is the surface tension coefficient, and ρ
is the fluid density. An analysis of the critical behavior
of the system suggests that, depending on the dimen-

sionless parameter S = (  – ) / , the nonlinearity
leads either to the saturation of linear instability or,
conversely, to an explosive increase in amplitude. The
first situation may result in the formation of a stationary
perturbed surface relief (hexagons [2] and many-elec-
tron dimples [3]) in liquid helium. The use of perturba-
tion theory, with the surface slope as a small parameter,
allowed a detailed analytic study of such structures in
the critical region [4, 5]. In the second case, the small-
angle approximation fails. The cinematographic study
by Volodin, Khaœkin, and Édel’man [6] has demon-
strated that the development of surface instability cul-
minates in this case in the formation of dimples and
their sharpening in a finite time. The substantial nonlin-
earity of these processes calls for a theoretical model
that is free from the requirement for smallness of sur-
face perturbations and adequately describes the forma-
tion dynamics of a singular surface profile in liquid
helium. This work demonstrates that such a model can
be developed if the condition E– @ E+ is fulfilled, i.e., if
the field above liquid helium is fully screened by the
surface electron charge and if the electric field far
exceeds its critical value, i.e., E– @ Ec.

Let us consider the potential motion of an ideal fluid
(liquid helium) in a region bounded by the free surface
z = η(x, y, t). We assume that the characteristic scale λ
of surface perturbations is much smaller than the fluid

E+
2

E–
2

Ec
2

gαρ

E–
2

E+
2

Ec
2
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depth. We also assume that α  ! λ ! /gρ, so that
the capillary and gravity effects can be ignored. The
electric field potential ϕ(x, y, z, t) in a medium and the
fluid velocity potential Φ(x, y, z, t) satisfy the Laplace
equations

(1)

which should be solved jointly with the conditions at
the surface

(2)

and the conditions at infinity

(3)

Let us pass to dimensionless variables, taking λ as a
length unit, E– as a unit of electric field strength, and

λ (4πρ)1/2 as a time unit. It is convenient to rewrite
the equations of motion of the free surface z = η(x, y, t)
in implicit form (not explicitly containing the η func-
tion). Let introduce the perturbed potential  = ϕ + z
decaying at infinity. One has at the boundary  = η.
It is then straightforward to obtain the following relation-
ships:

which allow one to eliminate the η function from Eq. (2).
The kinematic and dynamic boundary conditions then

E–
2–

E–
2

∇ 2ϕ 0, ∇ 2Φ 0,= =
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take the form

(4)

Let now introduce a pair of auxiliary potentials:

With these potentials, the fluid surface shape can be
defined by the relationship

(5)

while equations of motion (1)–(3) are reduced to the
following symmetric form:

(6)

(7)

, (8)

where boundary conditions (7) are obtained by combin-
ing Eqs. (4) with plus and minus signs, respectively.

It is seen that the equations of motion are split into
two systems of equations for the potentials φ(+) and φ(−),
which are implicitly related by the equation for surface
shape (5). An essential point is that these equations are
compatible with either the φ(−) = 0 or φ(+) = 0 condition.
One can readily see that the first condition corresponds
to those solutions whose amplitude increases with time,
while the second condition corresponds to decaying
solutions that are of no interest to us.

Thus, an analysis of the equations of motion of a
charged surface of liquid helium reveals a solution
increasing with t and corresponding to the φ(−) = 0 con-
dition or, which is the same, to the ϕ + z = Φ condition
(the stability of this branch of solutions is proved
below). The functional relation between the potentials
can be used to eliminate the velocity potential Φ from
initial Eqs. (1)–(3). In the moving system of coordi-
nates {x', y', z'} = {x, y, z, – t}, one has

(9)

(10)

(11)

(12)

where η'(x', y', t) = η – t and ∂n denotes the normal
derivative. These equations explicitly describe the
motion of a free charged surface z' = η'(x', y', t). They
coincide with the equations for the so-called Laplace
growth process, i.e., phase boundary movement with
velocity directly proportional to the normal derivative
of a certain scalar field (ϕ in our case). Depending on

ϕ̃ t Φz– ∇ ϕ̃ ∇ Φ,–=

Φt ϕ̃ z– ∇ Φ( )2
/2 ∇ ϕ̃( )2

/2,––=

z η x y t, ,( ).=

φ ±( )
x y z t, , ,( ) ϕ̃ Φ±( )/2.=

η φ +( ) ϕ –( )
+( )

z η= ,=

∇ 2φ ±( )
0,=

φt
±( ) φz

±( ) ∇ φ ±( )( )
2
, z+−± η x y t, ,( ),= =

φ ±( )
0, z ∞–

∇ 2ϕ 0,=

η t' ∂nϕ 1 ∇ ⊥ η '( )2
+ , z' η' x' y' t, ,( ),= =

ϕ 0, z' η' x' y' t, ,( ),= =

ϕ z', z' ∞,––
the system, this may be the temperature (Stefan prob-
lem in the quasi-stationary limit), the electrostatic
potential (electrolytic deposition), the pressure (flow
through a porous medium), etc.

Note that the boundary movement described by
Eqs. (9)–(12) is invariably directed inward from the
surface. Let η ' be a single-valued function of the vari-
ables x' and y' at zero time t = 0. Then the inequality
η(x', y', t) ≤ η(x', y', 0) holds for t > 0. In the initial
notations,

(13)

for any x and y. This condition can be used to prove the
stability of the ascending branch to small perturbations
of potential φ(–). Clearly, the boundary motion at small
φ(–) values is entirely controlled by the potential φ(+)

[one should set φ(–) = 0 in Eq. (5)] and hence obeys Eqs.
(9)–(12). The evolution of the φ(–) potential is described
by Eqs. (6)–(8), with the following simple boundary
condition in the linear approximation:

Let the potential distribution at zero time t = 0 be deter-

mined by the expression  = φ0(x, y, z), where φ0

is a harmonic function at z ≤ η(x, y, 0) decaying as
z  –∞. It is then straightforward to show that the
time dynamics of the φ(–) potential is given by φ(–) =
φ0(x, y, z – t). This implies that the singularities of the
φ(–) function will drift in the z direction, so that they will
occur only in the z > η(x, y, 0) + t region. Taking into
account inequality (13), one finds that the singularities
always move away from the boundary z = η(x, y, t) of
liquid helium. Consequently, the perturbation φ(–) will
relax to zero, as we wished to prove.

Let now turn to the analysis of the dynamics of sur-
face instability development in liquid helium. In the 2D
case (all quantities are taken to be independent of the y
variable), system of Eqs. (9)–(12) is reduced to the
well-known Laplace growth equation (see, e.g., [7] and
references therein)

In this expression, f = x' + iz' is a complex function
analytical in the lower half-plane of the complex vari-
able w = ψ – iϕ and satisfying condition f  w at
w  ψ – i∞. Note that the ψ function is a harmonic
conjugate to ϕ, while the condition ψ = const defines
the electric field lines in a medium. The Laplace growth

η x y t, ,( ) η x y 0, ,( ) t+≤

φt
–( ) φz

–( )
, z– η x y t, ,( ).= =

φ –( )
t 0=

Im f t* f w( ) 1.=
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equation is integrable in the sense that it allows for an
infinite number of partial solutions

where an are complex constants and Im(wn) > 0. The
last term is added in order that the condition η  0 be
fulfilled at |x |  ∞. One can put Im  @ Im(wn); in
this case, the influence of this term on the surface evo-
lution can be ignored. The functions wn(t) are defined
by the following set of transcendental equations:

where Cn are arbitrary complex constants.
Let us consider the simplest (N = 1) solution to the

Laplace growth equation:

(14)

where tc is a real constant and the real function r(t) ≥ 1.
The shape of a solitary perturbation corresponding to
Eq. (14) is given parametrically by the expressions

(15)

This solution holds only for a finite time period and cul-
minates in the formation, at time t = tc, of a singularity
in the form of a first-kind cusp at the fluid surface.
Indeed, setting r = r(tc) = 1 in Eq. (15), one obtains 2z =
|3x |2/3 in the leading order near the singular point (see
also [8]). Note that the electric field strength goes to

infinity at the cusp: ∂nϕ ~  ~ 1/ . The sur-

face velocity also becomes infinite in a finite time: ηt =

ηt =  ~ 1/ . It is worth noting that the sin-

gular solution in the leading order is also true when the
field above the surface is incompletely screened. The
point is that the requirement that the field above the sur-
face be small compared to the field in the fluid is natu-
rally satisfied in the vicinity of the singularity.
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Let us now discuss the influence of the capillary
effects. One can readily estimate the surface and elec-
trostatic pressures near the surface:

Insofar as we assumed that λ @ α , the capillary
forces cannot compete with the electrostatic ones, so
that there is no need to take into account the surface
forces at the stage of cusp formation.

In summary, we succeeded in finding a broad class
of exact solutions to the equations of motion of a
charged surface of liquid helium. It is remarkable that
the solutions obtained are not constrained by the condi-
tion for the smallness of surface perturbations: the
model suggested describes free-surface instability
development up to the formation of singularities
(cusps) similar to those observed in experiment [6].

I am grateful to E.A. Kuznetsov for stimulating dis-
cussions. This work was supported by the Russian Foun-
dation for Basic Research (project no. 00-02-17428) and
the INTAS (grant no. 99-1068).
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The effect of femtosecond laser pulse compression is discovered, described, and experimentally studied for a
one-dimensional 4.8-µm-thick photonic crystal. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 42.65.Re; 42.70.Qs; 42.70.Mp
1. In recent years, considerable interest has been
expressed in the optical phenomena in photonic crys-
tals [1]. A multilayer periodic structure (MPS) with
modulated refractive index and/or nonlinear suscepti-
bility is a particular case of a one-dimensional photonic
crystal. Due to the periodic modulation, optical radia-
tion in photonic crystals suffers total Bragg reflection in
certain ranges of wavelengths and wave vectors [2],
giving rise to the so-called “photonic band gaps.” Many
linear and nonlinear optical phenomena in the vicinity
of or inside these gaps exhibit anomalous or specific
behavior. For instance, it was demonstrated in our
recent works [3–5] that specific amplification of non-
linear optical effects, such as second-harmonic and
sum-frequency generation, is possible at the edge of
Bragg selective reflection in MPSs.

Recently, particular interest has arisen in studying
various dynamic effects associated with the propaga-
tion of ultrashort laser pulses in photonic crystals. It
was demonstrated in [6] that optical pulse compression
is possible in periodically modulated optical
waveguides. More recently [7], studies were carried out
on the effect of picosecond laser pulse compression
caused by the simultaneous action of phase self-modu-
lation and frequency dispersion in a Bragg grating
induced in an optical fiber with Kerr-type nonlinearity.
The studies carried out in [8] for one-dimensional sub-
millimeter photonic crystals have shown that the dis-
persion properties of multilayer structures allow one to
accomplish phase control and compensate the phase
modulation (chirp) of femtosecond optical pulses.

2. This letter reports the results of experimental
studies of the femtosecond optical pulse compression
phenomenon in a one-dimensional photonic crystal
fabricated as a thin multilayer structure with a periodi-
cally modulated refractive index. In our experiments,
laser pulses of femtosecond duration and MPS samples
0021-3640/00/7109- $20.00 © 20370
with a deeply modulated refractive index (∆n = 0.8)
were used. To date, experimental studies of the
ultrashort pulse compression effects have been per-
formed on the picosecond time scale, so that the ques-
tion of experimental implementation of femtosecond
laser pulse compression in photonic crystals remains
open.

The frequency–angular dispersion of MPS was cal-
culated with the use of the nonreduced equations of the
dynamical theory of two-wave diffraction [9]. The cal-
culations showed that the model suggested is applica-
ble to describing the dispersion in photonic crystals and
provides both qualitative and quantitative agreement
with the experimental results.

3. A one-dimensional photonic crystal in the form of
MPS (described in detail in [3]) was the object of
experimental investigation. The sample was made up of
eight ZnS layers (nZnS = 2.32) and seven SrF2 layers
(  = 1.52), the thickness of each of them being
di = 3λ/4ni for the wavelength λ = 790 nm. The total
MPS thickness was L = 4.8 µm. The Bragg reflection in
the MPS occurred in the wavelength range from 745 to
830 nm for normal incidence on the structure.

The experimental setup was described in detail in
our previous publications [5, 10]. The experiments
were performed with femtosecond laser pulses from the
output of a regenerative amplifier RegA 9000 (Coher-
ent Inc.) at a wavelength of λ = 815 nm with an average
power of 3 mW and a pulse repetition rate of 200 kHz.
The pulse duration at the output of the regenerative
amplifier was τ0 = 270 fs for FWHM ∆λ = 8 nm, which
was close to the parameters of spectrally limited pulses
(τ0∆ν ≈ 1). The pulse duration and the chirp sign and
magnitude were varied using a grating compressor at
the output of the regenerative amplifier. The pulse
parameters were measured immediately ahead of the

nSrF2
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sample under study. The duration of femtosecond
pulses was determined using the autocorrelation tech-
nique based on measuring the second-order autocorre-
lation function of the intensity.

4. In our experiments, we examined the spectral and
temporal characteristics of pulsed radiation incident on
the MPS at different angles θ and transmitted through the
sample. The experiments consisted of measuring the
pulse duration and recording the pulse spectrum. All
measurements were made using a linearly polarized
laser emission with the polarization perpendicular to the
plane of incidence on the sample (s-polarization) [3].

To reveal the influence of MPS on the temporal
parameters of the femtosecond laser pulses, two series
of experiments were carried out.

Figure 1 presents the results of the first experimental
series, in which the duration of the pulses transmitted
through the MPS was measured as a function of the
angle θ of incidence of the optical radiation on the sam-
ple. The measurements were carried out for two cases:
in the first one, the chirp was negative; and in the sec-
ond, it was positive. In both cases, the spectral width of
the pulses and their duration were identical and equal to
8 nm and 550 fs, respectively.

The experimental dependences for the positive and
negative chirps are tangibly different. With the positive
chirp, the pulse duration sizably shortens and exhibits a
well-defined minimum at θ = 22° corresponding to the
edge of the Bragg selective reflection band. For the neg-
ative chirp, the pulse duration monotonically decreases
with increasing angle of incidence θ and does not
exhibit any distinct tendency to pulse compression.

In the second series of experiments (Fig. 2), the dura-
tion of the pulses transmitted through the MPS was
examined as a function of the difference between the
duration of the incident pulses and τ0. The measurements
were performed at a fixed angle of incidence θ = 22° on
the MPS. In the course of measurements, the duration
of the incident pulses was varied at fixed spectral
widths for the α > 0 (positive chirp) and the α < 0 (neg-

Fig. 1. Relative change in the duration of pulses transmitted
through the MPS vs. the angle of incidence for (n) the neg-
atively chirped and (h) the positively chirped pulses. The
solid line indicates MPS transmission as a function of the
angle of incidence.

τ tr
/τ

in
c

θ (deg)
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ative chirp) cases, where α is the parameter character-
izing the incident pulse chirp. As the chirp magnitude
increases, the positively chirped pulses are effectively
compressed to 0.85 of the incident pulse duration,
whereas the negatively chirped pulses do not exhibit
compression for any of the chirp magnitudes.

5. Let us apply the theory developed in [9] for
dynamical diffraction in multilayer structures to
describe the observed pulse compression. The electric-
field strength in the one-dimensional MPS of interest
can be written as

(1)

where k0 is the wavevector of the incident beam, r =
{x, y, 0} is the two-dimensional vector in the plane of
the entrance face of the structure, H = 2π/d is the recip-
rocal lattice vector of a structure with period d, and ci is
the amplitude ratio of the diffracted and refracted
waves corresponding to the ith root of the dispersion
equation.

In the two-wave approximation, the dispersion equa-
tion for the structure being considered has the form

(2)

where γ0 = cosθ, θ is the angle of incidence measured
from the normal, and χh is the Fourier component of the
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Fig. 2. Relative change in the duration of pulses transmitted
through the MPS vs. the difference between the duration of
the incident pulse and the τ0 value. The α > 0 and α < 0
regions correspond to the different chirp signs of the inci-
dent pulse.
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structure polarizability

The amplitudes Ei in Eq. (1) are determined from the
boundary conditions. The Ei values corresponding to
the solutions with a minus sign in the radicand in Eq.
(2) are the largest. Hence, only the first term may be
held in Eq. (1) for estimates. Let us expand ∆k1 in pow-
ers of the detuning from the carrier frequency ω0:

(3)

It is seen from Eqs. (2) and (3) that the largest disper-
sion occurs at the reflection curve edge, where ∆k1 ≈ 0
and, hence, the terms with higher-order derivatives in
Eq. (3) increase. The results of numerical calculations
of the difference between the normal projections of
wavevectors in the MPS with the above-listed parame-
ters and in a continuous structure with polarizability
χ0 = (χ1d1 + χ2d2)/(d1 + d2) are presented in Fig. 3 as
functions of the detuning (∆λ / λ) of incident radiation
for several angles of incidence θ. Figure 3 clearly dem-
onstrates that the largest compression is achieved at the
incidence angle of θ = 22°, while the compression mag-
nitude depends on the angular width of the incident
beam.

Assuming that the incident pulse profile is

χh
4π
d

------ χ z( ) iHhz–[ ]exp z.d

0

d

∫=

∆k ω( ) ∆k ω0( )=

+
∂∆k
∂ω
---------- ω ω0–( ) 1

2
---∂2∆k

∂ω2
------------ ω ω0–( )2

.+

E t( ) E0 iω0t
1
2
--- iα τ inc

2–+( )t2–exp=

Fig. 3. The difference between the normal projections of the
wavevectors in a periodic structure and in a continuous
structure with polarizability χ0 vs. the detuning (∆λ / λ) of
the incident radiation for several angles of incidence: θ = (1)
10°, (2) 20°, and (3) 30°. The vertical dotted lines indicate
the radiation spectral width used in the experiments.
and using expansion (3), one obtains for the pulse dura-
tion at the output z = L

(4)

where µ = ∂2∆k/∂ω2. Taking into account that µ < 0, it
is straightforward to see from Eq. (4) that the positively
chirped (α > 0) pulse shortens, while for the negative
chirp (α < 0) the pulse duration increases. Substituting
the above-mentioned MPS parameters into Eqs. (2) and
(3), one arrives at τp(L) = 300–400 fs, in fairly good
agreement with the experimental results.

In summary, this letter reports studies of femtosec-
ond laser pulse compression in a one-dimensional pho-
tonic crystal. A good agreement obtained between the
theoretical and experimental results allows the conclu-
sion to be drawn that femtosecond laser pulse compres-
sion in a one-dimensional photonic crystal prepared as
an MPS with strongly modulated linear refractive index
is possible for a crystal length as small as 4.8 µm.
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Magnetic characteristics of a thin ferromagnetic film on the surface of an antiferromagnet are examined. Due
to the roughness of the film–substrate interface, the system is frustrated, giving rise to domain walls of new type.
The distributions of the order parameters in the domain walls are studied by mathematical modeling, and the
phase diagram is obtained. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.70.-i; 75.30.Kz
In the decade since the discovery of the giant mag-
netoresistance phenomenon [1], a great many publica-
tions have been devoted to multilayer magnetic struc-
tures. In recent years, the attention of researchers has
been focused on multilayer ferromagnet–layered anti-
ferromagnet structures. Atomic steps at the interfaces
change the antiferromagnet thickness by one mon-
atomic layer, giving rise to frustrations in the ferromag-
net–antiferromagnet system. As a result, the homoge-
neous distribution of order parameters in the layers no
longer corresponds to the energy minimum.

If the separation between the atomic steps (terrace
length R) at the layer surface exceeds a certain critical
value, the formation of magnetic domains inside the
ferromagnetic layers becomes energetically favorable
[2, 3]. The domain walls in the layer planes coincide
with the step edges.

Recent studies of the state of a ferromagnetic iron
film on a rough Cr (001) surface suggested the presence
of several magnetic phases, depending on the film
thickness and the degree of roughness (R value) [4].

It follows from the foregoing that the determination
of the “thickness–roughness” phase diagram for the
simplest magnetic structure, ferromagnet–layered anti-
ferromagnet, is a topical problem. The present work is
devoted to this issue.

1. Description of the model. In describing the mul-
tilayer structure, we restrict ourselves to the mean-field
approximation. Let us introduce the order parameter
for each layer. These are the magnetization vector for
the ferromagnetic layers and the antiferromagnetic vec-
tor, i.e., the difference in the sublattice magnetizations,
for the antiferromagnetic layers.

It is known that the atomic spins in a thin magnetic
layer (of thickness no greater than tens of angstroms)
0021-3640/00/7109- $20.00 © 20373
are aligned in the layer planes. For this reason, at T <
(TC , TN), where TC  is the Curie temperature of the fer-
romagnetic layers and TN is the Néel temperature of
the antiferromagnetic layers, the local order parame-
ter is aligned in the layer plane and can thus be char-
acterized by the angle θ it forms with a certain pre-
ferred axis also lying in the layer plane. The absolute
value of the order parameter is assumed to be virtually
constant in each layer.

With the approximations adopted, the exchange
energy Wi due to the inhomogeneity in the ith layer is
written as

(1)

where the integral is taken over the layer volume, Ji is
the exchange hardness, Si is the mean atomic spin, and
bi is the interatomic distance. Variation of Eq. (1) with
respect to θi yields the following equation for the distri-
bution of the order parameter in the layer:

(2)

To formulate the boundary conditions, the interac-
tion energy for the spins located near the interface
should be represented in discrete form and differenti-
ated with respect to the rotation angle of a particular
spin, whereupon turning back to the continuous repre-
sentation gives

(3)

where ∆ is the two-dimensional Laplacian in the plane
of the layer, ∂/∂n is the directional derivative along the
outer normal to the layer, and the exchange constant

Wi

JiSi
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Jf, af stands for the interaction between the spins belong-
ing to different layers; all distances are dimensionless
and given in units of bi = b taken to be the same for all
layers. On the different sides of atomic step at the inter-
face, the signs of the right-hand side of Eq. (3) are
opposite. For a free surface, the expression on the right-
hand side of Eq. (3) is zero.

The variation with respect to θi of the interfacial
interaction energy written in the continuous representa-
tion yields an equation differing from Eq. (3) by the
absence of the first term on the left-hand side. This
makes the transition from Eq. (3) to Eq. (2) impossible
if the interfacing layers are identical.

The energy of exchange interaction between the
neighboring layers is

(4)

where the integral is taken over the interface, while the
sign of the right-hand side of Eq. (4) corresponds to that
in Eq. (3). The atomic steps divide the interface into
regions of two types. In regions of the first type, the
boundary energy is minimum at θi = θi + 1, while in
regions of the second type, at θi = π – θi + 1.

The solution to the system of differential equations (2)
with boundary conditions (3) gives the distribution of
the order parameters in a multilayer structure. The con-
tinuous representation applies if the characteristic dis-
tances of the problem are large on the interatomic dis-
tance scale. The layer thicknesses in the multilayer
structures and the distances between the atomic steps
are typically equal to several tens of angstroms. One
can thus consider these distances as being much larger
than the interatomic distances and use the continuous
representation for the qualitative analysis and estimates
of the orders of magnitude.

In the model considered, the exchange interaction is
assumed to be isotropic, i.e., the same in the layer
planes and the perpendicular direction. A model with
anisotropic exchange is reduced to ours by renormaliz-
ing the length scale for one of the two nonequivalent
directions.

The interdiffusion of atoms of the neighboring lay-
ers results in mere renormalization of the Jf, af constant,
provided that the mixing zone encloses one or two
monolayers, i.e., is of atomic-scale width. The value of
this constant is determined by microcalculations [5].

Although Eqs. (2) and (3) are written in the
exchange approximation, it is straightforward to gener-
alize them to systems with weak anisotropy in the layer
planes.

Therefore, the suggested model allows the qualita-
tive description of the magnetic characteristics of mul-
tilayer ferromagnet–antiferromagnet structures.

2. Thin ferromagnetic film on an antiferromag-
net. Let us consider a thin ferromagnetic film of thick-

Wi i 1+,
J f af, SiSi 1+

b
2

-------------------------- θi θi 1+–( )cos S,d∫±=
ness a (in dimensionless units) on the surface of a lay-
ered antiferromagnet. Let the edges of the atomic steps
be mutually parallel straight lines. The x-axis of the
coordinate system lies in the layer plane perpendicular
to the step edges, while the z-axis is perpendicular to
the layers (the two-dimensional case). The numerical
solution to the system of Eqs. (2) and (3) is obtained by
method [6] similar to the method of integral transfor-
mations. The solution depends on the a value, the char-
acteristic length R (dimensionless, in units of inter-
atomic distance b) between the step edges, and the
parameter

(5)

characterizing the ratio of exchange energies of the
nearest lying spins belonging to the different layers and
to the ferromagnetic layer, respectively.

Depending on the ratio of the indicated parameters,
the film–substrate system may occur in different states.
If the atomic steps at the interface are sufficiently far
apart from each other, the frustrations induce the for-
mation of magnetic domains in the film [2, 3]. The film
magnetization in each domain is oriented in such a way
as to minimize the boundary energy. Consequently, the
magnetizations in the neighboring domains are anti-
aligned. The structure of the Néel domain walls sepa-
rating domains essentially depends on the parameter

(6)

which is equal to the ratio of exchange energies in the
film and the substrate.

Earlier, we considered the case where the distortions
of the order parameter in the substrate were negligible
[6]. This approximation corresponds to γ ! 1. In the
case of an iron film on a chromium substrate, we are
interested in, γ @ 1 and the structure of domain wall is
more complicated, because the distortions of the order
parameter also spread to the substrate.

If γ2aαf ! 1, the distortions in the substrate are small
and the domain wall width is equal to

(7)

while its energy per unit length is

(8)

At γ2aαf @ 1, two characteristic lengths appear:

(9)

and the domain wall width in the ferromagnetic layer

(10)

with δf @ . Since δf @ a, the domain wall widening
in the ferromagnetic layer can be ignored.
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Let now consider the behavior of the antiferromag-
netic parameter and the situation at the film–substrate
interface. Let the edge of atomic step at the interface
coincide with the y-axis of the Cartesian system. If x !
–δf, then the conditions θaf = θf = 0 are fulfilled; and if
x @ δf, then θaf  =  0 and θf = π. It follows from the sym-
metry considerations that θaf = 0 and θf = π/2 at x = 0.
The width of the film–substrate interface area where the
θf – θaf value differs from its optimum value (0 at x < 0

and π at x > 0) is equal to . In the region |x | & δf and
|z | & δf, the order parameter in the substrate is distorted
(Fig. 1a). The corresponding wall energy per unit
length is equal to

(11)

with the main contribution coming from the distortions
of the order parameter in the substrate.

The above estimates relate to the case where the sep-
aration between the steps is large enough. As the separa-
tion R between the steps decreases and reaches a critical
value Rc ≈ δf, the domain walls start to overlap and the
film forms a single magnetic domain. If γ2aαf ! 1 and
R ! δf, the distortions are small in both film and sub-
strate.

Finally, if γ2aαf @ 1 and R falls in the range  !
R ! δf, static spin vertices are formed in the substrate
near the film boundary (Fig. 1b) at |z | & R. At smaller R
values, the system is weakly distorted.

As is mentioned above, the steps divide the whole
interface into regions of two types. Whereas the mean
magnetization of the ferromagnetic film forms an angle
of ψ with the antiferromagnetic order parameter in the
substrate bulk, θaf changes from zero to ψ in a vortex
occupying a region of the first type and from ψ to π for
the vertices in regions of the second type.

By analogy with the Slonczewski “magnetic prox-
imity” model [7], the energy of the system can be writ-
ten as

(12)

where the ratio of phenomenological constants C1 and
C2 is proportional to the ratio of areas occupied by
regions of both types. If the size distribution and the
frequency of occurrence are the same for both types,
then

(13)

Without regard for the step-induced anisotropy
energy, the equilibrium film magnetization in both the
vortex phase and the weak-distortion region should be
perpendicular to the antiferromagnetic order parameter.
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This picture is consistent with the results of work [4]
devoted to studying the phase diagram “thickness–vic-
inal angle (β)” for the iron film on Cr (001). For β val-
ues close to zero, a multidomain phase was observed in
films of thicknesses a < ac = 3.5 nm. In a film of critical
thickness ac, the characteristic distance R between the
edges of randomly distributed steps corresponds to the
γa value. At larger a values, a single-domain phase with
magnetization aligned perpendicular to the step edges
was observed. According to the theory presented above,
the antiferromagnetic vector should be parallel to the
steps. It would be of interest to experimentally deter-
mine its orientation.

At β ≠ 0, the randomly distributed atomic steps are
complemented by regularly arranged parallel steps. As
their concentration becomes dominant (β ≥ 1°), the αc

value starts to decrease. According to our theory, ac ≈
R/γ ∝   ∝  β–1.

At larger β values, an orientational phase transition
into a phase with magnetization parallel to the steps
was observed in [4]. It is due to the step-induced anisot-
ropy caused by the relativistic effects, e.g., dipole–
dipole interactions [8].

The main results and conclusions of this work can
be summarized as follows.

(1) A simple model is proposed allowing the deter-
mination of spin distribution in frustrated layered ferro-
magnet–antiferromagnet structures.

βtan
1–

Fig. 1. Order parameter distributions in (a) domain wall and
(b) vortex phase. Zero ordinate corresponds to the film–sub-
strate interface. All distances are given in lattice constants.
The ratio between the hatching and the θi value in radians is
shown in the inset.
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(2) A “thickness–roughness” phase diagram is
obtained for a thin ferromagnetic film on an antiferro-
magnetic substrate.

(3) The transition from a multidomain state of ferro-
magnetic layers to the single-domain state proceeds
smoothly with decreasing separation between the
atomic steps at the interface, but it is not a phase transi-
tion in the strict sense of this word.

This work was supported in part by the Russian
Foundation for Basic Research, project no. 00-02-
17162.
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The anomalous magnetic-field effect on the thermal expansion of the BaKBiO, BaPbBiO, and LaSrCuO sys-
tems was observed at low temperatures. The effect is explained by superstructural ordering in the oxygen sub-
lattices of these systems and its suppression in a magnetic field. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.15.Jf; 65.70.+y
Many properties of the Ba1 – xKxBiO3 (BKBO) and
BaPbxBi1 – xO3 (BPBO) systems are similar to the prop-
erties of high-temperature superconducting (HTSC)
cuprates [1–3], in spite of the fact that these systems are
dominated by the Bi–O bonds, in contrast to the cuprate
Cu–O bonds. It was demonstrated in [2, 3] that this sim-
ilarity is largely due to superstructural ordering in the
oxygen sublattices of both cuprate and bismuthate
compounds. A physical model suggested in [2, 3] for
such superstructural oxygen sublattice ordering (aside
from the well-known ordering in the Cu and Bi sublat-
tices) was recently experimentally justified by neutron
diffraction studies [4].

Anomalous (negative) thermal expansion at low
temperatures is among the properties that are common
to both systems (cuprate and bismuthate). This effect
was observed only for high-quality BKBO [1], BPBO
[5], La2 – xSrxCuO4 (LSCO) [1], YBa2Cu3O7 – x [6], and
Bi2Sr2CaCu2O8 [7–9] samples. In this work, the anom-
alously strong magnetic-field effect on the thermal
expansion of the Ba0.6K0.4BiO3, La1.9Sr0.1CuO4, and
BaPb0.75Bi0.25O3 compounds was observed at low tem-
peratures in the range H = 2–4 T. The effect was
observed for polycrystalline BKBO samples with cubic
symmetry, for a BPBO polycrystal, and for a single-
crystal LSCO sample.

The synthesis of the samples and their certification
were described in [1]. An analysis of the BKBO and
BPBO samples on a LAMMA-1000 laser microprobe
mass spectrometer with a sensitivity threshold of
1017 cm–3 did not detect even traces of copper or mag-
netic contamination. The linear thermal expansion
∆L/L was measured using a tensometric dilatometer
with sensitivity of ~10–7 (L is the sample length) [10].
0021-3640/00/7109- $20.00 © 20377
The dependences of ∆L/L on temperature T are dis-
played in Figs. 1 and 2 for two Ba0.6K0.4BiO3 samples
in different magnetic fields. The magnetic field in these
measurements was perpendicular to the direction in
which the deformation was measured. One can see that
the temperature T* corresponding to the minimum of
∆L/L decreases in the fields H = 2–4 T. In addition, the
anomalous (negative) thermal expansion coefficient α
decreases with an increase in H. A change in the ∆L/L
value was observed in the fields H = 2–4 T for both the

Fig. 1. Temperature dependences of the thermal expansion
∆L/L for Ba0.6K0.4BiO3 sample no. 1 at H = 0 and 2.24 T.
The functions ∆L/L at low temperatures T < 20 K are shown
in the inset. The temperature T* corresponds to the mini-
mum of ∆L/L.
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superconducting and normal metallic states of BKBO
below T ≈ 50 K. Considering that the temperature of
transition to the superconducting state for BKBO is
Tc ≤ 30 K, the observed effect cannot be assigned to the
ordinary magnetostriction of a superconductor.

An analogous magnetic-field–induced change in
∆L/L was observed at H = 2–4 T for the single-crystal
La1.9Sr0.1CuO4 sample. In the chosen geometry, the
deformation was measured perpendicularly to the c axis
of a single crystal, while the magnetic field was parallel
to the direction in which the deformation was measured.
The results are presented in Fig. 3. As seen from Fig. 3,

Fig. 2. Temperature dependences of ∆L/L for
Ba0.6K0.4BiO3 sample no. 2 at H = 0 and 2.24 T.

Fig. 3. Temperature dependences of the thermal expansion
∆L/L for the La1.9Sr0.1CuO4 single crystal at H = 0, 1.97,
and 3.98 T.

Fig. 4. Temperature dependences of the relative change in
∆L/L for BaPb0.75Bi0.25O3 at four H values.
the minimum of ∆L/L undergoes a low-temperature shift
of 1.5–2 K with an increase in H to H ≈ 4 T.

For the BaPb0.75Bi0.25O3 compound, the magneto-
striction λ|| = λ(H) = ∆L/L(H) was measured as a func-
tion of H at a fixed temperature. Measurements were
made in the fields parallel to the measured deformation.
These data were used to construct the curves for the rel-
ative change ∆λ|| = ∆L/L(H) – ∆L/L(0) in the tempera-
ture range 6 K ≤ T ≤ 41 K, shown in Figs. 4 and 5 for
four H values. The curves reflect the H-dependence not
of the thermal expansion ∆L/L(H) but of the relative
change in this value at a fixed temperature. It is seen
that the relative change ∆L/L in the field H is apprecia-
ble at T > Tc in the normal metal state. Another interest-
ing feature is that the sign of ∆λ|| changes at T ≈ 8 K.
These data are indicative of the more complicated
behavior of the BPBO sample in a magnetic field.

We attribute the observed strong magnetic-field
effect on thermal expansion to the field-induced
decrease in lattice stability. It is known that the temper-
ature dependence of the thermal expansion coefficient
α is governed by the Grüneisen parameter γ, i.e., the
logarithmic derivative of phonon frequencies with
respect to the sample volume. The positive α values
correspond to positive γ, i.e., to the increase in phonon
frequency with temperature T. The negative α values
observed for the HTSC oxide systems indicate that their
phonon spectra have anomalous branches whose fre-
quencies decrease with elevating temperature [1, 2, 4].
The fact that α < 0 is observed at low temperatures is evi-
dence that γ < 0 corresponds to the lowest frequency
phonon branch [11], i.e., to the transverse acoustic mode
ωTA. Considering, first, that the phonon density of
states for ωTA(Q) is maximum near the Brillouin zone
boundary and, second, that the superstructural order-
ing in the oxygen sublattice occurs [2–4] in the [100]
direction, one can assert that ωTA(Q) is anomalous for
the wave vectors Q in the vicinity of the wave vector
Qn = (π/a)[100]. Therefore, the “anomalous” phonons
are transverse acoustic phonons with frequencies
ωTA(Q) and wave vectors Q ≈ Qn near the Brillouin
zone boundary. The BKBO and LSCO experiments
showed that the temperature T* corresponding to the
minimum value of ∆L/L decreases with increasing H.
Since kT* ~ ωTA(Qn), this implies that ωTA(Qn) decreases
with increasing H. Thus, the crystal instability
increases with H; i.e., ωTA  0.

At the same time, the superstructural ordering in the
oxygen sublattice (i.e., ordering of the oxygen ions
with different valences; more precisely, ordering of the
ionic–covalent Cu–O or Bi–O bonds [2–4]) is equiva-
lent to the appearance of a charge-density wave (CDW)
in this sublattice. The CDW amplitude is proportional
to ωTA(Qn) [2]. Such a CDW ensures lattice stability;
i.e., ωTA(Qn) > 0. Thus, the experimental results (a
decrease in T* and ωTA with an increase in H) suggest
that the magnetic field reduces the CDW amplitude.
JETP LETTERS      Vol. 71      No. 9      2000
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The magnetic-field effect on the thermal expansion
anomaly is analogous to the heavy-doping effect [2]. In
our opinion, such a magnetic-field effect on the CDW
amplitude in the oxygen sublattice is caused by break-
ing the electron–hole pairs, which appear in the HTSC
oxides because of the specificity of their electronic
structure [2], and ensuing strengthening of the CDW
screening by free charge carriers.

In summary, an anomalously strong magnetic-field
effect on the thermal expansion of HTSC oxide systems
was observed. The effect is attributed to the field-
induced decrease in the amplitude of a lattice-stabiliz-
ing CDW in the oxygen sublattice, causing an anoma-
lous thermal expansion at lower temperatures.

We are grateful to L.I. Leonyuk for providing us
with single-crystal LaSrCuO samples. This work was

Fig. 5. Temperature dependences of the relative change in
∆L/L for BaPb0.75Bi0.25O3 at four H values in the low-tem-
perature range T ≤ 10 K.
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The dielectric properties of ferroelectric (Sn1 – xIn(2/3)x)2P2S6 crystals were studied in the region of incommen-
surate phase transitions occurring upon fast cooling and heating (0.2–11 K/min). The dynamic phase-transition
shift observed in these materials was examined. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 64.70.Rh; 77.22.-d
To date, the phenomenon of dynamic phase-transi-
tion (PT) temperature shift in the domain of existence
of modulated structures has been studied for Ag3AsS3
[1, 2] and Sn2P2Se6 [3] crystals. Owing to the difference
in the PT temperature-shift coefficients for the cooling
and heating regimes, an inverted PT hysteresis (as wide
as 15 K for rates of 6.8 K/min in proustite crystals) is
observed in these systems. Although the nature of these
phenomena remains to be clarified, several attempts to
explain them were undertaken, e.g., by the influence of
electronic subsystem in semiconductor ferroelectrics
[3] or by the occurrence of a nonuniform heating–
induced internal stress in ferroelectrics [4]. It is worth
noting that the number of objects exhibiting inverted
hysteresis is as yet quite limited. The question also
arises of whether these phenomena are typical only of
the incommensurate structures or they have the more
general character.

This work presents the results of experimental
studies of the dynamic PT temperature shift and the
properties of the inverted hysteresis in ferroelectric
(Sn1 − xIn(2/3)x)2P2S6 crystals—new objects whose p, T
diagrams contain both commensurate and incommen-
surate PT regions.

Single crystals of (Sn1 – xIn(2/3)x)2P2S6 (x = 0.028,
0.05, and 0.07) were grown by gas-transport reaction
using iodine as a transporting agent. The sample
dimensions were ca. 8 mm. The crystals were colored
light orange, typical of Sn2P2S6. For the dielectric mea-
surements, silver contacts were applied to the plane-
parallel faces that were cut perpendicularly to the polar
direction. The studies of the dielectric constant e and the
dielectric-loss tangent tanδ were carried out at a fre-
quency of 1 MHz in the dynamic mode with controlled
temperature-variation rate in the range 0.2–20 K/min.
The sample for measurements was placed in a high-
hydrostatic-pressure chamber. Kerosene was used as a
0021-3640/00/7109- $20.00 © 20380
pressure-transmitting medium. The temperature was
measured with a copper–constantan thermocouple. To
reduce temperature gradients to a minimum, the sample
was heated and cooled together with the chamber.

The (Sn1 – xIn(2/3)x)2P2S6 crystals are ferroelectric (of
the displacement type) solid solutions based on tin
hexathiohypodiphosphate. They were identified as sub-
stitutional solid solutions with subtraction. The substitu-
tion of indium for tin is accompanied by the appearance
of vacancies in the tin sublattice (3Sn2+  2In3+). A
series of solid solutions were limited by the concentra-
tion x ≈ 0.07. High-hydrostatic-pressure studies of the
PTs in these crystals [5] showed that the ferroelectric
PT at T0 splits into two phase transitions occurring at
p = pL ≈ 200 MPa at Ti and Tc to form an incommensu-
rate (IC) phase (with temperature width Ti – Tc = 15 K
at a pressure of p = 400 MPa for x = 0.028). It was
found that the phase-transition temperature in the
domain of existence of the incommensurate PTs
strongly depends on the cooling and heating rates and
that an inverted hysteresis appears. We will exploit the
term “inverted hysteresis,” because, in our opinion, it
adequately reflects the external manifestations of this
phenomenon, namely, the fact that the PT temperature
on heating is lower than the PT temperature on cooling,
owing to the difference in the dynamic shift dTc/dV for
the cooling and heating regimes.

At pressures p > pL, where the incommensurate PTs
occur, the temperature dependences of e were exam-
ined for an (Sn1 – xIn(2/3)x)2P2S6 (x = 0.028) crystal at dif-
ferent temperature-variation rates V (Fig. 1). One can
see that an increase in the rate of temperature variation
results in shifting of the e maximum to high tempera-
tures for both cooling T =  and heating T = , with

different coefficients d /dV > d /dV. The  – 
difference reaches 15 K at a rate of V = 11 K/min. Thus,
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the inverted PT hysteresis at Tc becomes more pro-
nounced with increasing V. The temperature Ti of the
paraelectric phase–incommensurate phase transition
shifts analogously to Tc, which is also typical of
Ag3AsS3 crystals [1].

At a fixed rate of temperature variation, inverted
hysteresis in the crystals being studied was observed
only at pressures p > pL, i.e., in the p range where the
incommensurate PTs occur. It is worth noting that the
magnitude of the effect smoothly increases upon mov-
ing away from the splitting point. This suggests that
inverted hysteresis can be observed only for the IC
structures. It should also be noted that inverted hyster-
esis was not detected for pure Sn2P2S6 crystals even in
the domain of existence of the IC phase at p > pL. The
presence of In ions apparently stimulates the appear-
ance of inverted hysteresis.

It was found that the magnitude of the inverted hys-
teresis in the (Sn1 – xIn(2/3)x)2P2S6 crystals does not
depend on the temperature TR of passing from the cool-
ing to the heating regime, provided that TR is outside

the –  interval. Near the temperature TR, the e(T)
curves form loops corresponding to the transition from
the cooling to the heating curve. Of particular interest
is the case when one passes from the cooling to the
heating regime at temperatures below  but above 
(Fig. 2). The shapes of the corresponding curves in the
immediate vicinity of temperature T = TR are notewor-
thy. Inasmuch as, experimentally, one cannot instanta-
neously pass from cooling to heating, there is a certain
temperature range (denoted by 1 in Fig. 2) where the
V = dT/dt value changes sign (i.e., decreases, passes
through zero, and again increases but with opposite
sign). As seen in Fig. 2, the e(T) curve in this region
exhibits an additional maximum that is associated with
the reverse transition of the crystal to the initial high-
temperature phase T = Tc2. Therefore, on cooling, the
crystal undergoes two PTs: the first one at Tc1 from the
high-temperature to the ferroelectric phase and the sec-
ond, reverse transition, at Tc2 from the ferroelectric to
the “high-temperature” phase. Upon a further rise in
temperature, the e(T) curve merges with the heating
curve corresponding to the chosen V value. The occur-
rence of the second anomaly in the temperature depen-
dence of e in the region where the cooling rate
decreases becomes understandable from Fig. 3. The
V(T) curve shows schematically a change in V with
temperature for such an experiment. This curve twice
intersects the (V) curve, and the points of intersec-
tion correspond to two PTs. Clearly, by changing V in a
more intricate fashion, one can obtain a series of suc-
cessive PTs. It should be noted that such a pattern can
only be observed if the relaxation time of the metasta-
ble state is very short. This differentiates the above
crystals from proustite [6].
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Fig. 1. Temperature dependence of e for the
(Sn1 − xIn(2/3)x)2P2S6 (x = 0.028) crystal at a pressure of
415 MPa and different rates of temperature variation: (a) 0.8,
(b) 3.3, and (c) 10 K/min.

Fig. 2. Temperature dependence of e for the
(Sn1 − xIn(2/3)x)2P2S6 (x = 0.028) crystal upon passing from

cooling to heating at temperature TR (  < TR < ). The
dot-and-dash curve is for the e(T) dependence correspond-
ing to heating at a given rate V. Temperature ranges are (1)
V ≠ const and (2) V = const.
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Compared to Ag3AsS3 and Sn2P2Se6, the dynamic
shift of PT temperatures in (Sn1 – xIn(2/3)x)2P2S6 has its
own specificities. A substantial PT temperature shift in
(Sn1 – xIn(2/3)x)2P2S6 occurs at the rates V = 0.2–10 K/min,
in contrast to Sn2P2Se6, where V is higher by an order
of magnitude [3]. An increase in V brings about an

increase in both  and , whereas the PT tempera-Tc
c

Tc
h

Fig. 3. The PT temperatures on cooling, , and heating,

, as functions of the rate V of temperature variation for the
(Sn1 – xIn(2/3)x)2P2S6 (x = 0.028) crystal at p = 415 MPa.

Tc
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ture for Ag3AsS3 and Sn2P2Se6 decreases upon heating
[3, 6]. The studies of the inverted PT hysteresis in these
crystals indicate that this phenomenon is typical only of
the incommensurate structures.
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Anomalous intensity fluctuations are observed in the spectrum of radiative recombination of quasi-two-dimen-
sional (2D) electrons with photoexcited holes in a single quantum well. The fluctuations are observed exclu-
sively under the conditions of the quantum Hall effect (QHE). It is shown that, if the QHE conditions are not
fulfilled, the radiation intensity fluctuates strictly following the Poisson distribution (〈δN2〉 / 〈N〉  = 1), whereas
in the QHE regime the fluctuation amplitude increases by several orders of magnitude (〈δN2〉 / 〈N〉  ~ 102). It is
demonstrated that the maxima of the emission noise amplitude coincide with the maxima of inverse magnetore-
sistance of 2D electrons in the QHE regime and correspond to establishing an anomalously high uniformity of
the system. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.20.Dx; 73.40.Hm; 78.66.-w; 05.40.-a
1. It is well known that the statistical characteristics
of quantum objects largely govern the properties of the
physical system they comprise. Photon statistics is one
such important and experimentally well-studied char-
acteristic. If the individual photon-emission events are
statistically independent, the number N of photons on a
detector obeys the well-known Poisson statistics, for
which the mean-square deviation (variance) D = 〈δN2〉 =
〈N2〉  – 〈N〉2 coincides with the mean value 〈N〉 . At the
same time, if the elements of a photoexcited system
strongly interact with each other, so that the character-
istic correlation length is comparable with the separa-
tion between the recombining particles, the statistical
independence of photons is violated, thus making pos-
sible the observation of appreciable deviations of pho-
ton statistics from the Poisson description.

A system of quasi-two-dimensional (2D) electrons
in a perpendicular magnetic field is among the objects
in which the strong correlation effects may occur. This
is precisely the system where the fractional quantum
Hall effect (QHE) and Wigner crystallization, i.e., phe-
nomena based exclusively on the electron–electron
interaction, were discovered. In recent years, there has
been much discussion of the possibility of explaining
the QHE by the formation of a strongly correlated state
analogous to a second-kind superconductor [1]. Elec-
tron pairing can be assisted not only by the three-
dimensional phonons but also by the surface 2D
phonons or 2D plasmons [2]. The formation of a coher-
ent superconducting condensate or another strongly
correlated state should be manifested in the fluctuations
0021-3640/00/7109- $20.00 © 20383
of the physical parameters of a system. It is the studies
of electric noise that made it possible to reveal the frac-
tional electron effective charge [3]. Nevertheless, the
fluctuations in the luminescence spectra have not been
investigated so far, although the optical methods of
studying the QHE in a 2D electron system provide
information that is beyond the reach of the transport
methods [4].

In this work, we report the observation of anoma-
lously large intensity fluctuations of the radiative
recombination of two-dimensional electrons confined
to GaAs/AlGaAs quantum wells. It is shown that
beyond the QHE regime the emission intensity fluctu-
ates strictly in accordance with the Poisson distribution,
whereas, in the QHE regime, the fluctuation amplitude
increases by several orders of magnitude. It is demon-
strated that this is accompanied by establishment of an
anomalously high uniformity of the 2D electron con-
centration, suggesting the formation of a strongly cor-
related electronic system in the QHE regime.

2. We investigated the radiative recombination of
2D electrons with photoexcited holes in a single high-
quality heterojunction. The samples were grown by
molecular-beam epitaxy on a GaAs substrate according
to the following scheme: a 3000-Å-thick GaAs buffer
layer, an undoped GaAs–Al0.3Ga0.7As (30–100 Å)
superlattice with a total thickness of 13000 Å, a 250-Å-
wide GaAs quantum well, a 400-Å Al0.3Ga0.7As spacer,
and a 650-Å-thick Al0.3Ga0.7As : Si doped (at a level of
1018 cm–3) layer. A characteristic mobility of 2D elec-
000 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Diagram of luminescence spectra measured in the range of magnetic fields from 0 to 10.6 T. The color from black to white
corresponds to the luminescence intensity from zero to its maximum value. (b) Shubnikov–de Haas oscillations measured under the
same conditions as in (a). (c) Time dependences of the emission intensity for two different values of magnetic field in the vicinity
of filling factor ν = 2; measurements are carried out for the maximum of emission line corresponding to the zero Landau level.

(a)

F

(k
Ω

)

trons in these structures was 1.3 × 106 cm2/(V s) at nS =
3.8 × 1011 cm–2. The system was optically excited by a
laser diode with photon energy of 1.653 eV and output
power time instability of less than 10–4. A Ramanor
U-1000 double monochromator was used as a spectral
instrument providing spectral resolution of 0.03 meV. To
record the radiative recombination spectrum and analyze
the intensity fluctuations, a photon-counting photomulti-
plier and a semiconductor charge-coupled detector
(CCD) were used; the results of both measurements fully
coincided. The fluctuation amplitude was measured with
a CCD detector by recording, under the same experimen-
tal conditions, 100 spectra that were thereafter used to
determine (for every wavelength) the mean radiation
intensity (the number of photon counts) (〈N〉) and the
mean-square deviation (variance) D = 〈N2〉 – 〈N〉2 of
intensity. The transport characteristics of the samples
were measured in parallel with the optical studies
(under continuous laser illumination). The measure-
ments were carried out at a low frequency (14 Hz), with
the flowing current not exceeding 10 nA. To measure
the magnetoresistance at the Shubnikov–de Haas oscil-
lation minima corresponding to the QHE, electrometers
with internal resistance of up to 1015 Ω were used. The
experiments were conducted in the range of magnetic
fields 0–10.6 T at a temperature of 1.5 K.

3. The diagram of the magnetic-field dependence of
optical transition energies is shown in Fig. 1a for a sam-
ple studied in the range from 0 to 10.6 T. It represents a
set of emission spectra measured at small steps of 0.1 T.
The contrast in the diagram reflects the recombination
intensity: the higher intensity corresponds to white, and
the black color corresponds to a weak intensity. For
clearness, linear approximations corresponding to dif-
ferent Landau levels of 2D electrons are shown in this
panel by dashes; also indicated are the bottom E0 of the
lowest subband and the Fermi level EF. It is seen in
Fig. 1a that each filled Landau level appears in the opti-
cal spectra as several emission lines corresponding to
different hole energy levels involved in the recombina-
tion [5]. Because of the complex structure of the
valence band, a number of transitions from the same
electronic Landau level to different hole Landau levels
are allowed [6], resulting in the splitting of emission
lines. To accurately control the 2D-electron filling fac-
tor (ν), we simultaneously carried out transport and
optical measurements. Figure 1b shows the resistance
of 2D electrons (ρxx) measured as a function of mag-
netic field under optical excitation conditions. One can
see that the QHE is manifested in the transport mea-
surements as the well-known deep ρxx minima and
appears in the optical spectra as very sharp (on the mag-
netic-field scale) jumps in the spectral positions of all
emission lines. The one-to-one correspondence
between the transport and optical QHE manifestations
for ν = 2, 3, 4, 6, and 8 is clearly seen from the compar-
ison of Figs. 1a and 1b.

Statistical analysis of the time dependence of lumi-
nescence spectra suggests that, under rigorous QHE
conditions, the intensity of radiative recombination of
2D electrons undergoes, for ν = 2, 4, 6, and 8, giant
amplitude fluctuations that occur within an exceedingly
narrow magnetic-field interval (0.02 T) and almost
fully disappear upon moving away at only ∆ν ~ 0.005 (!)
JETP LETTERS      Vol. 71      No. 9      2000
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from the integer filling factor. Figure 1c shows the
time-dependent emission intensities measured with
fixed experimental parameters at the maximum of the
emission line corresponding to the lowest Landau level
and to the filling factors ν = 1.97 and 2. One can see that
the fluctuation amplitude is small at ν = 1.97 (the rela-

tive deviation from the mean value is δN/N = /N ≈
0.002) and the variance D fits the Poisson distribution
D/N ≈ 1. However, in spite of having nearly the same
intensity, the relative fluctuation amplitude increases at
ν = 2 by more than an order of magnitude (δN/N ≈
0.03), while the variance by no means fits the Poisson
distribution (D/N = 207).

A similar increase in the fluctuation amplitude
under QHE conditions is observed not only for the
emission line maximum but also throughout the emis-
sion spectrum. Figure 2 shows the energy-dependent
luminescence intensity N (shown by grey) and variance
D measured in magnetic fields B = 0 T and B = 7.7 T
(ν = 2). One can see that these quantities virtually coin-
cide in zero magnetic field and that the emission statis-
tics exactly fit the Poisson distribution at any wave-
length. However, in the QHE regime (ν = 2), the picture
changes drastically and the energy dependences of
luminescence intensity and variance become different:
the variance is more than an order of magnitude in
excess of the mean value at the emission line maxi-
mum, and the ratio of the N and D values satisfies the
Poisson statistics only at the line wings.

4. At first sight, the anomalously large fluctuations
of emission intensity could have been associated with
the QHE-induced abrupt jumps of emission line posi-
tions or with the instability of the external magnetic
field. However, this scenario is in conflict with the
experimental evidence. First, fluctuations with the
same amplitude were observed when the solenoid cur-
rent was “frozen” with the help of a superconducting
valve. Second, despite the fact that the spectral posi-
tions of emission lines undergo an abrupt jump at ν = 3
similar to the features at ν = 2, 4, 6, and 8 (Fig. 1a), we
failed to detect the anomalous emission fluctuations for
ν = 3. And third, if the observed noise anomalies were
caused by the jumps of emission lines, the fluctuation
spectrum would not coincide with the luminescence
spectrum (see Fig. 2b) but rather would be reminiscent
of the squared derivative of the emission spectrum.
Therefore, one is forced to conclude that the anomalous
fluctuations observed for the 2D electron system are
caused by a certain internal parameter that is apprecia-
bly different for ν = 2 and ν = 3 and is a sharp function
of ν in the vicinity of ν = 2. One can naturally assume
that the inverse magnetoresistance of the 2D electron
system is such a parameter. In Fig. 3, the measured
magnetic-field dependence of ln (1/ρxx) (upper curve)
is compared with a similar dependence of the ln(D/N)
parameter characterizing the emission intensity fluctu-
ation amplitude (lower curve). The spikes at ν = 2, 4, 6,
and 8 exhibit remarkable similarity (in width and posi-

D
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tion) in the transport and optical measurements. In
addition, it is seen from Fig. 3 that the anomalous fluc-
tuations arise upon reaching a certain minimum 1/ρxx

level. That is why the noise is not detected for ν = 3 and
ν = 10, 12, ….

The anomalously small widths of the spikes in the
ln(D/N) vs. magnetic field curve (Fig. 3) call for spe-
cial analysis, because they were found to be equal to the
jumps of emission line positions (Fig. 1a). On the one
hand, these jumps can uniquely be assigned to the
chemical potential jumps between the Landau levels
and, hence, the appearance (or disappearance) of elec-
trons or “holes” at the upper Landau level. Accordingly,

Fig. 2. Energy-dependent emission intensity N (shown by
grey) and variance D = 〈N2〉  – 〈N〉2 measured (a) in zero
magnetic field and (b) in the field B = 7.7 T corresponding
to the filling factor ν = 2.

Fig. 3. A comparison of the magnetic-field dependences of
the logarithms of (upper curve) the inverse longitudinal mag-
netoresistance 1/ρxx and (lower curve) variance-to-mean
ratio D/N in the luminescence spectra.
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the energy of the exciton formed by the photoexcited
hole and the Fermi-level electrons alters. However, the
occurrence of jumps as sharp as those observed in our
work suggests that the 2D electron density of states
(DOS) has a gap between the Landau levels, where the
DOS is close to zero. The formation of such a gap can
be caused, e.g., by the Coulomb repulsion of the equal-
energy states (in the presence of a random potential)
belonging to the different Landau levels. It is worth not-
ing that direct transport measurements of the DOS
between the Landau levels are hampered due to the low
conductance of the system in the QHE regime and to
edge effects. Nevertheless, the results obtained for
structures of a considerably lower quality than ours are
evidence that the DOS can reduce to almost zero at a
magnetic field as low as 1.8 T (see Fig. 3b in [7]). On
the other hand, observation of the features of relative
width (on the magnetic-field scale) on the order of 10–3

is possible only if the degree of uniformity of the 2D
electron concentration across the sample surface is as
high as that. This is quite surprising, the more so as we
did not take any care in making the optical excitation
spatially uniform. It remains to assume the presence of
a mechanism that levels off with a high degree of accu-
racy the concentration across the illuminated surface of
the sample photoexcited under QHE conditions.

5. The following conclusions can be drawn from the
statistical analysis of the recombination radiation spec-
tra of a 2D electron gas.

•  Photoexcitation at low temperatures gives rise to
the gaps in the density of states between the Lan-
dau levels. The chemical potential undergoes
jumps at the integer filling factors, while the
inverse magnetoresistance 1/ρxx exhibits sharp
maxima.

•  The 2D electron concentration becomes anoma-
lously uniform in the vicinity of the integer filling
factors, so that the chemical potential jump occurs
simultaneously throughout the sample within an
exceedingly narrow (~10–3) range of filling fac-
tors.

•  The recombination radiation intensity undergoes
giant fluctuations in the magnetic-field range
where the chemical potential jump occurs.

The phenomena observed in this work may be
regarded as evidence for the formation of a strongly
correlated electronic system in the QHE regime.

We are grateful to L.V. Kulik for helpful discussions.
This work was supported by the Russian Foundation for
Basic Research and the INTAS (grant no. 99-1146).
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Tunneling spectra of the Al/δ-GaAs junctions fabricated by molecular-beam epitaxy in the regime of “intimate”
contact of Al with GaAs (100) were studied at 1.6 K in a magnetic field B parallel to the two-dimensional electron-
gas layer. The concentration of 2D electrons in the δ-layer grown at a distance of 20 nm from the Al/GaAs interface
was 1.1 × 1012 cm–2 and corresponded to a partial filling of only the lowest subband E0. The tunneling spectra
exhibited many-particle features, viz., a zero-bias anomaly, lines of longitudinal optical (LO) phonons, and char-
acteristic “dips” corresponding to the energies Ei of the 2D subbands. In the B fields below the critical value
Bc ≅  11 T, the levels of 2D subbands underwent the usual diamagnetic shifts. At B ≥ Bc, the E1(B) term pinning
and the anticrossing of the E1(B) and E0(B) + 2"ωLO terms were observed, where "ωLO is the LO-phonon energy
in GaAs. The observed effects are interpreted as manifestations of resonance intersubband polarons arising in the
δ-layer upon reaching the E1(Bc) – E0(Bc) = 2"ωLO resonance. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.38.+i; 73.40.Gk; 73.61.Ey

l–
Structures of the metal/δ-doped GaAs type are
promising, although scantily studied, tunnel systems
with a two-dimensional (2D) electron gas (2DEG). A
self-consistent quantum well confining the 2D electron
gas is formed in the vicinity of a metal/GaAs interface
by doping one of the crystal planes of GaAs. Due to the
self-consistent potential profile of a barrier near the
Fermi level, the contribution of the interparticle inter-
actions in δ-GaAs to the tunnel current can be
enhanced, as compared to the structures with “rigid”
barriers [1, 2]. However, up to now, the many-particle
features have not been observed in the tunneling spec-
tra of metal/δ-GaAs structures. Nor have these systems
been studied in a quantizing magnetic field, although
the separations between the 2D subbands in such a sys-
tem are close to the energy "ωLO of the longitudinal
optical (LO) phonons, which is favorable to the obser-
vation of a resonant polaron interaction occurring upon
diamagnetic level shifting [3]. The threshold (reso-
nance) polaron effects in polar semiconductors have
been studied for quite a long time. In recent years,
much attention has been given to the 2D systems,
where these effect are expected to be more pronounced
than in the 3D case [4]. As a rule, the resonance condi-
tions in the 2D systems are achieved by applying a
magnetic field perpendicular to the 2DEG layer, when
the spacing between the Landau levels is a multiple of
"ωLO (2D magnetopolaron). In recent years, the term-
pinning and anticrossing effects, typical of magnetopo-
larons, were discovered in experiments with tunnel-res-
onance structures [5] and superlattices [6] and in struc-
0021-3640/00/7109- $20.00 © 20387
tures with quantum wells [7] and quantum dots [8].
However, the intersubband resonance polarons in the
structures with 2DEG have not as yet been reported. It
is shown in this work that the 2D electrons in different
subbands can resonantly interact with the LO phonons
when the intersubband separation changes due to the
diamagnetic shift of the size-quantization levels in tun-
nel Al/δ-GaAs structures. This has made possible the
use of tunnel spectroscopy for the observation of the
threshold polaron effects occurring in a 2DEG under
conditions of intersubband resonance [3].

Samples and measurement techniques. Investiga-
tions were carried out with tunnel Al/δ-GaAs structures
fabricated at the Institute of Radio Engineering and
Electronics RAS by molecular-beam epitaxy (MBE). A
δ-doped layer (Si) was situated 20 nm beneath the
GaAs surface (NSi = 5.2 × 1012 cm–2; Na ≈ 1015 cm–3 out-
side the δ-layer). After the completion of GaAs growth
and a special procedure of cleaning the GaAs (100) sur-
face from excessive As, the substrate was cooled for
quite a long time to temperature T < 100°C. Then Al
was sputtered onto the GaAs surface from the Knud-
sen cell directly in a MBE chamber. The tunneling
Al/δ-GaAs junctions with 0.7-mm-diameter Al elec-
trodes were fabricated by the photolitography technique.
Ohmic contacts made from Au–Ge–Ni were alloyed to
the δ layer at 400°C in an N2 atmosphere.

The tunneling characteristics were taken from the
potentiometric contacts. The junction differential resis-
tance Rd = dU/dI was 30–40 kΩ at T = 4.2 K and U = 0.
The resistance between the ohmic contacts of the struc-
000 MAIK “Nauka/Interperiodica”
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ture did not exceed 2 kΩ . The tunneling spectra were
measured by the standard method of modulation of the
junction current at a frequency of f and the use of syn-
chronous detection for recording the ac voltages propor-
tional to dU/dI (at a frequency of f ) and d2U/dI2 (2f ).

The magnetic measurements were made in a super-
conducting solenoid (B ≤ 15 T) at the International
Laboratory of High Magnetic Fields and Low Temper-

Fig. 1. The tunneling spectra d(lnσ)/dU measured at temper-
ature 4.2 K for the tunneling junctions of Al/δ-GaAs [upper
curves; B = 0 (heavy line) and 9.9 T (thin line)] and
Al/n-GaAs (lower curve; shifted by –50 V–1, B = 0). The
dashed line is for the background curve F(U). Magnetic field
B is parallel to the δ-layer. The arrows indicate the posi-
tions of the 2D subbands of δ-GaAs in the tunneling spectra
of the Al/δ-GaAs junctions. The vertical dash-and-dot lines
indicate the many-particle features in the spectra (eU = 0 bias
on the junction and ±"ωLO = 36.5 meV).

Fig. 2. The background [F(U), see Fig. 1]-subtracted tunnel-
ing spectra of the Al/δ-GaAs junctions in a magnetic field B
parallel to the δ-layer at T = 1.6 K. The upper curve is for
B = 7.8 T, and the lower curve (shifted by –60 V–1) is for
B = 10.7 T. The arrows indicate the minima corresponding
to the energies of the 2D subbands in the δ-layer. The verti-
cal dash-and-dot lines indicate the bias voltages eU =
±"ωLO = 36.5 meV. The dashed lines are the polynomials
(of degree 3–5) approximating the spectra near the minima.
In performing the least-squares polynomial fit to the E0
dips, the neighborhoods of the phonon lines were eliminated
from the approximation regions and the right edges were
shifted downward by a distance equal to the “jump” in the
LO-phonon lines (the difference between the dashed and
solid lines).
atures (Wroc aw, Poland). The electron concentration
in the δ-layer under the Al electrode was determined
from the period of Shubnikov–de Haas-like oscillations
of tunneling conductance at U = 0 in a magnetic field
B || I and found to be 1.1 × 1012 cm–2, which corre-
sponded to the filling of only the lowest 2DEG sub-
band.

Results. The tunneling spectrum (TS) of the
Al/δ-GaAs junction at B = 0 and T = 4.2 K is shown in
Fig. 1. The characteristic “dips” caused by size quanti-
zation in the δ-layer are clearly seen in the TS. The
qualitative considerations suggest that the tunneling
conductance σ = dI/dU of a junction with 2DEG in one
of the electrodes is the sum of the subband conduc-
tances σi(U) ∝ ρ ||i(Ei, U)D(Ei, µ – eU), where ρ||i =
(m/π"2)θ(µ – eU – Ei) – 2D is density of states, D is the
barrier transmission, and µ is the Fermi energy. The
minima in the tunneling spectrum d(lnσ)/dU on the eU
scale correspond to the subband energies. Since U = 0
corresponds to the Fermi level in the semiconductor
electrode, the minima at U < 0 (electron tunneling from
the metal to the δ-layer) correspond to the unoccupied
size-quantization levels, while the minima at U > 0 cor-
respond to the filled levels. One can see from the TS at
B = 0 that only a single (lowest) subband (i = 0) is filled
in our samples. The Fermi energy of this subband is
equal to ≈40 meV, in compliance with the data on the
electron concentration n = µ(m/π"2) in the δ-layer (n =
1.1 × 1012 cm–2). The 2D-subband energies derived
from the TS at B = 0 are close to the results of self-con-
sistent calculations [9] with the following parameters
of the Al/δ-GaAs structure: barrier height Φ = 0.86 eV,
distance between Al and the δ-layer L = 20 nm, NSi =
4.7 × 1012 cm–2, and Na = 5.5 × 1015 cm–3.

Many-particle features are also clearly visible in the
spectrum of the tunneling junctions with the δ-layer: a
zero-bias anomaly (ZBA) and phonon lines (PLs).
Although these features are qualitatively similar in
aspect to those for the uniformly doped tunnel structures
(see the bottom curve in Fig. 1), their behavior with
changing magnetic field is radically different and will be
analyzed in detail elsewhere. For the Me/n-GaAs junc-
tions, these features are usually related to the electron–
electron interaction (ZBA [1, 2]) and the breaking of the
electron dispersion law in GaAs for energies E = µ ±
"ωLO because of the polaron interaction (PL [10]).

The minima in the TS undergo shifts (diamagnetic
shift [11]) upon applying the magnetic field parallel to
the 2DEG plane (B ⊥  I) (cf. the TS for B = 9.9 T in
Fig. 1); i.e., the 2D subbands are expelled from the quan-
tum well of the δ-layer [12]. Simultaneously, the dip
magnitudes in the spectrum diminish. For this reason, it
is desirable to eliminate the influence of a smooth back-
ground F (the dashed curve in Fig. 1) in the spectra,
because it becomes substantial at high fields and, as fol-
lows from our data, is virtually independent of B. To a
first approximation, the background is determined by
the barrier transmission D(µ – eU) at the Fermi level.

l–
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Fig. 3. The energies of the E0 [T = (s) 1.6 and (d) 4.2 K] and E1 [(h 1.6 and (j) 4.2 K] subbands as functions of magnetic field B
parallel to the δ-layer in the Al/δ-GaAs structure. The instrumental errors are given for the first and the last E0(B2) points and cor-
respond to the mark sizes for E1. The energies are measured from the Fermi level of δ-GaAs. The small black and empty circles
show the E0 + 2"ωLO term. The vertical dash-and-dot line corresponds to the threshold field Bc.
The WKB calculation of the transmission at the Fermi
level for a linear potential barrier without size quantiza-
tion yields a simple formula for the tunnel current I(U):
I ∝  exp(eU/Eoo)(1 – exp(–eU/βEoo), where Eoo =
3/2(Φ + µ)0.5("2/2mL2)0.5 and β is a dimensionless con-
stant. The F(U) function calculated with the use of this
formula (for Eoo = 71 meV and β = 2) is presented in
Fig. 1 and allows one to describe the behavior of the
background. In what follows, the subband features are
separated by subtracting the F(U) curve from the mea-
sured spectra.

Figure 2 shows the background-subtracted tunnel-
ing spectra in the ranges of the lowest (i = 0) and the
first excited (i = 1) subbands. These curves were used
to determine the minimum positions eUi = –Ei as func-
tions of magnetic field. To improve the accuracy of
determining the minimum positions, the dips in the TS
were approximated by polynomials of degree 3–5, as
shown in Fig. 2. The errors in determining U0 and U1
from the TS were ±2 and ±0.5 mV, respectively. Note
that the bottom of the lowest subband in our structures
was located near the LO PL (–Eo = eU0 ≈ "ωLO),
whereas E1 < µ + "ωLO for B = 0 and achieved the value
of µ + "ωLO for Bc ≅  11 T (see Figs. 1, 2).

The resulting Ei(B2) functions for the two lowest sub-
bands are shown in Fig. 3. The equality Ei(B2) = –eUi(B2)
used above implies that the weak linear dependence of
the level positions Ei on the bias on the junction is
ignored. It follows from the self-consistent calculation
for B = 0 that the inclusion of this dependence changes
the initial slopes of Ei(B2) by no more than 10% toward
their decrease and corrects the true level positions by
several meV. The collisional level broadening in the
δ-layers of our structures ("/τ ≈ 3–5 meV) and the
errors in determining eUi are of the same order of mag-
nitude. However, strictly speaking, the curves pre-
sented in Fig. 3 reflect the behavior of the Eo and E1
JETP LETTERS      Vol. 71      No. 9      2000
subbands as functions of B2 for different biases near 40
and – 40 mV, respectively.

These functions are linear at weak magnetic fields;
i.e., the levels undergo a standard diamagnetic shift

[11, 13] Ei = Ei(0) + (e2B2/2m)∆ . In this expression,

∆zi = (  – 〈zi〉2)0.5 is the extent of the wave function
in the z-direction perpendicular to the δ-layer for the ith
subband at B = 0. The ∆z0 and ∆z1 values were deter-
mined from the initial slopes of the curves in Fig. 3 to
give 5.6 and 11 nm (m = 0.07m0), respectively.

The Eo(B2) and E1(B2) dependences are drastically
modified at magnetic fields above the critical field
Bc ≅  11 T. One can see from Figs. 2 and 3 that the E1
energy reaches the polaron feature (phonon line) in the
tunneling spectrum at B = Bc. This corresponds to the
E1 – E0(kF) = "ωLO resonance of the Fermi-surface
states with the bottom of the excited subband. More-
over, the E1 – Eo difference is close to twice the optical
phonon energy. In our structures, the E1 – E0 ≅  2"ωLO
condition is fulfilled near B = Bc to within collisional
level broadening and the accuracy of measuring E1 and
Eo. Consequently, one can expect that the threshold
polaron effects (pinning and term anticrossing [14])
occur even in the systems with a weak electron–phonon
coupling (coupling constant α = 0.07 for GaAs).

Indeed, the pinning of the E1 subband at B > Bc is
clearly seen in Fig. 3. The asymptotic behavior of
E1(B2) at B > Bc is described by the straight line with a
slope coinciding with that for Eo(B2) in its low-field
portion (see the dashed line for the Eo + 2"ωLO term in
Fig. 3). It is known (see, e.g., [14, 15]) that the lowest-
level (Eo) states in combination with the optical
phonons dominate the new near-threshold polaron state
at the E1 level. In other words, the electron tunneling
into the upper subband should “feel” the wave function
of the lower state. It is this behavior which is demon-

zi
2

zi
2〈 〉
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strated by the data presented in Fig. 3. Therefore, the
seed 2DEG spectrum is renormalized above the Bc

threshold to account for the resonance 2D polaron.
Note that the upper Landau level exhibits an analogous
B dependence in the case of a 2D magnetopolaron,
when the magnetic field is perpendicular to the 2DEG
plane. According to calculations [15], the upper Landau
level (3/2)"ωc should be pinned to the (1/2)"ωc + "ωLO
energy at "ωc > "ωLO, where ωc = eB/m is the cyclotron
frequency. In our case, an analogous dependence is
observed for the magnetic field parallel to the 2DEG
layer, with the E1(B) term pinning to the unperturbed
energy of the Eo(B) + 2"ωLO term. Moreover, one can
see from Fig. 3 that the shift of Eo(B) by 2"ωLO (small
circles in Fig. 3) leads to the typical anticrossing pat-
tern, also characteristic of the resonance polaron in a
two-level system.

The above-threshold behavior of Eo(B) likely
reflects the fact that the effective mass in this subband
increases with inclusion of the resonant electron–
phonon interaction. As a result, the density of states
increases and the Fermi energy lowers at a fixed 2DEG
concentration in the δ-layer. Since, at present, the the-
ory of the resonance intersubband polaron is lacking,
the above-mentioned considerations have only a quali-
tative character. It should also be taken into account
that the 2DEG in the system studied is strongly degen-
erate, whereas the magnetopolarons considered in
[14, 15] are those for a one-electron system.

The data presented in this work suggest that the
observed effects are mainly caused by the intersubband
E1 – Eo = 2"ωLO resonance, which is achieved because
the diamagnetic shifts of the different 2D subbands in
the δ-layer are different. A pinning at multiple frequen-
cies (2ωLO) was predicted for a magnetopolaron in [14],
while the resonance polaron effects involving two LO
phonons were recently observed for a system of InAs
quantum dots on GaAs [8]. However, the single-
phonon resonance E1 – Eo(kF) = "ωLO may also be sub-
stantial in our case. To reveal the contributions of the
single- and two-phonon processes, we are planning
experiments on structures with lower or higher 2D-
electron concentrations compared to our samples, when
these resonances arise in different magnetic fields.

In summary, a qualitative picture of the effect
observed in Al/δ-GaAs structures, on the whole, is con-
sistent with the expected renormalization of the 2DEG
spectrum under the conditions of resonant intersubband
interaction of electrons with the LO phonons. Never-
theless, additional experiments and calculations are
necessary for constructing the ultimate model for the
intersubband resonance 2D polaron in δ-doped sys-
tems.

We are grateful to A.Ya. Shul’man and V.A. Volkov
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to the work, and to V.I. Nizhankovskiœ whose support
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ments. This work was supported by the Russian Foun-
dation for Basic Research (project nos. 99-02-17592
and 00-02-17059) and the INTAS (grant no. 97-11475).
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The two-electron dynamics in a symmetric double quantum dot placed in a constant electric field is considered.
It is shown that, despite the Coulomb blockade, interdot electron-density oscillations are possible. In these
oscillations, a charge equal to the charge of a single electron is periodically transferred from one quantum dot
to the other. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.20.Dx; 03.65.-w
Studies of the electron properties in tunneling-cou-
pled quantum dots are the subject of numerous recent
works. In particular, the charge distribution in such sys-
tems [1–3] and the effect of constant external magnetic
[3] and electric [2, 4] fields on the spectrum and the
electron density were investigated. The time evolution
of a one-electron wave packet in a double quantum dot
and the periodic interdot charge oscillations were dis-
cussed in [5–7], and the experimental observation of
these oscillations was reported in [8].

Generally speaking, in a system of coupled quantum
dots (especially when the dimensions of the dots are as
large as hundreds of nanometers), the number of elec-
trons is much greater than one, which automatically
leads to a Coulomb blockade of interdot tunneling and
to the suppression of interdot charge oscillations. This
work shows that, if the system is placed in a constant
electric field, the charge oscillations are possible even
in the Coulomb blockade regime, although only in a
relatively narrow interval of field strengths.

We consider the simplest symmetric double quan-
tum dot, namely, a system of two identical tunneling-
coupled quantum dots of small dimensions (several
nanometers [9, 10], which will allow us to obtain ana-
lytical results) with two electrons; the system is placed
in a constant electric field E oriented along the structure
axis (the z-axis). If the size of a quantum dot does not
exceed several nanometers, the spacing between the
dimensional quantization levels in an isolated quantum
dot is on the order of 1 eV, which is almost an order of
magnitude greater than the characteristic Coulomb
energy of charge interaction at distances close to the
quantum dot size (~ e2/R). In turn, the Coulomb energy
also proves to be about an order of magnitude greater
than both the tunnel level splitting ∆ in a double quantum
dot and the thermal energy (at room temperature).

In compliance with the latter condition, one can
infer that the whole electron dynamics is confined to
the two lowest one-electron levels E0, 1 = ±∆/2 that are
0021-3640/00/7109- $20.00 © 20391
formed due to electron ground-level splitting in an iso-
lated quantum dot. We also assume that the electric
field is not strong enough to cause level mixing with the
higher energy states, and therefore we will use the two-
level approximation.

The Hamiltonian of a two-electron system can be
written as

(1)

where  is the one-particle two-level Hamiltonian
of the double quantum dot, with eigenfunctions and
eigenvalues χ0, 1(r) and ±∆/2, respectively; e is the
dielectric constant of a medium; and e is the electron
charge. It is natural to represent the wave function as an
expansion in the two-electron basis consisting of four
orthonormalized vectors (the spin part is omitted):

(2)

where Cij are the constant expansion coefficients.
The one-electron functions χ0, 1(r) of the stationary

states are symmetric and antisymmetric (with respect to
z) functions having virtually identical spatial distribu-

tions:  ≈ . The difference between the func-

tions  and  is roughly determined by the
ratio of the splitting ∆ to the potential barrier height,
which is on the order of 10–2 (e.g., for silicon dots in sil-
icon dioxide [9]) or even less. Below, this difference is
neglected.

The determination of the two-electron spectrum and
the wave functions of the stationary states amounts to
the calculation of the eigenfunctions (i.e., the coeffi-

Ĥ r1 r2,( ) Ĥ0 r1( )=

+ Ĥ0 r2( ) eE r1 r2+( )
e2

e r1 r2–
---------------------,+ +

Ĥ0 r( )

Ψ r1 r2,( ) Cijχ i r1( )χ j r2( ),
i j, 0=

1
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2 r( ) χ1

2 r( )
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2 r( ) χ1
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cients Cij) and the eigenvalues % of Hamiltonian (1).
Using the standard procedure (see, e.g., [11]), we arrive
at the following equation for the energy:

(3)

Here, ε = % – U and U and V are the pair (two-particle)

matrix elements of the Coulomb operator  = e2/e|r1 –

r2|, where U =  =  =  =  and V =  =

 =  =  (the subscripts number the wave func-
tions of electron no. 1, and the superscripts are for elec-
tron no. 2). The one-particle off-diagonal matrix ele-
ment of the potential energy operator of an electron in
an external electric field, denoted in Eq. (3) by W, is
equal to eEz01.

An analysis of Eq. (3) shows that (in the roughest
approximation, the term containing ∆2 can be ignored)
the energy of the third excited state is separated from
the zeroth and the first levels by a wide gap (on the
order of 2V ~ e2/R), which increases with an increase in
electric field. At temperatures below or close to room
temperature, this level is unoccupied, so that we
exclude it from consideration. By contrast, the energy
of the second excited state decreases with increasing
electric field and closely approaches the two lower lev-
els in the vicinity of the point W = V, resulting in the for-
mation of a set of three levels that can be populated. Let
us consider in more detail the behavior of the energies
and wave functions of the stationary states near this
point.

Setting small deviations of W and e from V and –V,
respectively, and taking into account the smallness of ∆
relative to V, we reduce the fourth-degree equation to a
third-degree one that separates into linear and quadratic

ε V+( )

× ε V+( ) ε V–( )2 4W2 ε V+( )– ε V–( )∆2–[ ] 0.=

V̂

V00
00 V11

11 V11
00 V00

11 V01
01

V01
10 V10

01 V10
10

Fig. 1. Energies of the (0) ground, (1) first excited, and
(2) second excited states for ∆/V = 0.1.
equations. As a result, we obtain the following expres-
sions for the three lowest energy states: 

(4)

The expression for %1 is exact. Figure 1 shows the
energy branches corresponding to the first three states
as functions of the ratio W/V proportional to the exter-
nal electric field strength. One can see that the energy
branches of the ground state and the second excited
state look as if they were repelled from each other
(the  so-called avoided level anticrossing), asymptoti-
cally approaching the branch of the first excited state
at V – W @ ∆ and W – V @ ∆, respectively.

The wave functions of the ground state and the two
excited states take the form

(5)

where the angle α is determined by the relationships

and varies from zero to π/2 as the difference W – V var-
ies from +∞ to –∞.

According to Eqs. (5), the wave functions of the
ground state and the second excited state are symmetric
with respect to the particle permutation and depend on
the strength of the applied electric field, in contrast to
the antisymmetric function of the first excited state (the
corresponding expression is rigorous, as is the expres-
sion for the energy %1). The energies of these states also
depend on the external field, unlike the energy of the
first excited state.

The fact that the energy and the wave function of the
first excited state are independent of the electric field is
explained by the use of the two-level one-electron

%1 U V ,–=

%0 2, U W– W V–( )2 ∆2 2⁄+ .+−=
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2
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2
------------ χ0 r1( )χ0 r2( ) χ1 r1( )χ1 r2( )+[

– χ0 r1( )χ1 r2( ) χ1 r1( )χ0 r2( )– ] ,
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2
---------------------------------------------------------------,=
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approximation, which yields only four two-electron
states, three of them being symmetric (it can be readily
shown that the third excited state is also symmetric) and
one antisymmetric. Due to the particle identity princi-
ple, the wave function of a system placed in an external
electric field should also be either strictly symmetric or
strictly antisymmetric. Hence, it is clear that, in an
external field, the symmetric states can be composed of
only symmetric states (e.g., corresponding to the zero
electric field) and the antisymmetric states, of only anti-
symmetric ones. Since there is only a single antisym-
metric state, it remains unchanged and retains its
energy in a varying external field.

Now, we proceed to considering the time evolution
of a wave packet having the form of a superposition of
three states (5) with certain constant expansion coeffi-
cients ρjexp(iϕj}:

(6)

The quantities  specify the occupation probability
for the jth level.

Using the wave function (6), we determine the
charge in each quantum dot as a function of time. To be
definite, we calculate the charge in the left quantum dot
QL(t). For this purpose, we take the integral of a one-
particle distribution density over the region z < 0 and
multiply it by –2e.

Using Eqs. (5) for the wave functions, we arrive at
the following expression for the charge:

(7)

As one can see from this expression (7), the charge
periodically oscillates between the two quantum dots
with the frequency ν coinciding with the frequency of
transition from the ground state to the second excited
state (0  2):

(8)

and with the amplitude

(9)

Both these quantities depend on the external electric
field.

According to Eqs. (7) and (8), the charge oscilla-
tions in a double quantum dot are purely harmonic. The
first excited state contributes almost nothing to the
charge oscillations, and the frequencies corresponding
to the quantum transitions 0  1 and 1  2 do not
manifest themselves. The effect of the first excited state
is significant only for ρ0 and ρ2 because of the normal-

ization condition  +  +  = 1.
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This result is explained by the difference in the sym-
metry of the wave functions of the first excited state and
all other states with respect to the particle permutations.
When the interaction operator is strictly symmetric, the
symmetry of the wave function cannot be changed by
the given perturbation and, hence, the states with differ-
ent symmetries cannot be coupled by a symmetric
action. The presence of frequencies corresponding to
the transitions 0  1 or 1  2 in the charge oscilla-
tions would mean that, at these frequencies, emission or
absorption of energy quanta is possible, which would
result in the transitions from the symmetric states of the
system to the antisymmetric ones and vice versa.

As for the amplitude of the charge oscillations in
Eq. (9), it is determined by the initial populations of the
ground and second excited stationary states, as well as
by the parameters of the system and (as was mentioned
above) by the external electric field strength.

Evidently, the most favorable situation for the
appearance of the interdot oscillations of electron den-
sity will occur when the populations of the zeroth and
the second levels are be equal and the population of the
first level is be zero. In this case, the product ρ0ρ2 will
be maximum and equal to 0.5.

The dependence of the oscillation amplitude on the
matrix element ratio W/V, i.e., on the external electric

field strength, is shown in Fig. 2 for ρ0 = ρ2 = 1/ .
This dependence has a pronounced Lorentz-type reso-
nance structure. The greatest oscillation amplitude is
reached precisely at the anticrossing point W = V and is
equal to e/2, i.e., half the electron charge (by contrast,
the oscillation frequency is minimal and equal to

∆ /" at this point). Hence, the total charge in the left
quantum dot will periodically vary by one electron
charge, i.e., between –e and –2e.

The characteristic width of the resonance peak is
determined by the level splitting energy ∆; since (as
was mentioned above) ∆ ! V, this peak proves to be
rather narrow on the W/V axis. When the quantity W
increases so that the condition |W – V| ~ ∆ fails, the

2

2

Fig. 2. Amplitude of charge oscillations (in units of electron

charge e) for ∆/V = 0.1 and ρ0 = ρ2 = 1/ ; ρ1 = 0.2
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amplitude of the oscillations sharply decreases; and, in
the region where |W – V| @ ∆, the charge oscillations
are virtually absent. As a result, the static charge distri-
bution among the quantum dots is established in such a
way that a charge of –3e/2 is concentrated in the left dot
and a charge of –e/2 in the right dot.

Let us clarify the particular role of the anticrossing
point W = V. For this purpose, we set ρ2 = 0 and ρ0 = 1
in Eq. (7) and consider the charge variation in the left
dot as a function of W. If the electric field is not too
strong, W < V and |W – V| @ ∆; the angle α is close to
π/2; and, hence, the electrons are in the different quan-
tum dots. From Eq. (7) it follows that, as the quantity W
passes through the anticrossing point (W > V) and away
from it (|W – V| @ ∆), both charges are transferred to the
left quantum dot and remain there. [For the second
excited state, if we set ρ2 = 1 and ρ0 = 0 in Eq. (7), an
inverse transition takes place]. Therefore, the value of
W coinciding with V corresponds to the electric field
strength “removing” the Coulomb blockade of electron
tunneling from one quantum dot to the other.

Thus, in the case W < V and the ground state, the
electric field “confines” the electrons in different quan-
tum dots, while, in the second excited state, the elec-
trons are confined in the left quantum dot. In the case
W > V, the situation is reversed. Only in a narrow inter-
val of the electric field strengths corresponding to the
condition |W – V| ! ∆ does a kind of mutual compen-
sation of the Coulomb interaction and the effect of the
external electrostatic field take place, which leads to
free oscillations of the electron density in the double
quantum dot.
Estimates show that the external electric field
strength necessary to satisfy the condition W = V is
about 105 V/cm, and the width of the transition region
within which charge oscillations take place is an order
of magnitude less.
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