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#### Abstract

The results of calculations of ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ and D production through the disintegration of the primordial ${ }^{4} \mathrm{He}$ by electromagnetic cascade in the early Universe are presented. An electromagnetic cascade initiated by a highenergy particle and developing in cosmic plasma starts to disintegrate ${ }^{4} \mathrm{He}$ intensively after $t \sim 4 \times 10^{4} \mathrm{~s}$. For certain parameters of the source (sorts of particles, energy, and time of appearance in the Universe), this mechanism dominates in the extra production of ${ }^{3} \mathrm{He}$ and ${ }^{3} \mathrm{H}$. For example, an electromagnetic cascade originating from the thermal proton-antiproton annihilation is mainly responsible for the ${ }^{4} \mathrm{He}$ disintegration in a period of $\sim 4 \times 10^{4}-5 \times 10^{8}$ s. © 2000 MAIK "Nauka/Interperiodica".


PACS numbers: $98.80 . \mathrm{Ft} ; 26.35 .+\mathrm{c}$; $95.30 . \mathrm{Cq}$

Disintegration of the primordial ${ }^{4} \mathrm{He}$ by electromagnetic cascade, along with disintegration by the secondary proton cascade, is the main mechanism of nonequilibrium cosmological nucleosynthesis (NCN). A hypothetical source of high-energy particles generates in the cosmic plasma of the early Universe electromagnetic and proton cascades which disintegrate the primordial ${ }^{4} \mathrm{He}$ into ${ }^{3} \mathrm{He},{ }^{3} \mathrm{H}$, and D , thereby distorting the primordial chemical composition.

Recent calculations of the NCN caused by the nucleon-nucleus interactions are presented in [1]. The development of electromagnetic cascades in cosmic plasma has been studied rather well (see [2] and reference therein), and the relevant numerical calculations have been carried out (see, e.g., [3] and recent paper [4]). As part of continuing study of the NCN [1], this work reports the Monte Carlo simulation of the primordial ${ }^{4} \mathrm{He}$ disintegration by the electromagnetic cascade initiated by a high-energy particle source operating during a period of $10^{2}-10^{16} \mathrm{~s}$.

The number of nuclei of element $\mathrm{A}\left({ }^{3} \mathrm{He},{ }^{3} \mathrm{H}\right.$ or D$)$ produced by the electromagnetic cascade can be represented in the form

$$
n_{A}=\int\left(f_{\gamma \gamma} \frac{\sigma_{\gamma^{4} \mathrm{He} \rightarrow \mathrm{AX}} n_{{ }_{4}}}{\Sigma_{\gamma}^{\text {tot }}}+f_{\gamma e} \frac{\sigma_{e^{4} \mathrm{He} \rightarrow \mathrm{AX}} n_{{ }_{4}}}{\Sigma_{e}^{t o t}}\right) d E,
$$

where the functions $f_{\gamma \gamma}(E)$ and $f_{\gamma e}(E)$ describe the energy distributions of photons and electrons in the cascade initiated by a photon and $\Sigma_{\gamma(e)}^{t o t}$ is the total cross section for photon (electron) interaction with plasma.

The central part in this process is played by the $\gamma \gamma \longrightarrow e^{+} e^{-}$, reaction of electron-positron pair production upon the interaction of energetic photons with the
relict radiation (RR). The formed electron and positron transfer most of their energy to photons through the inverse Compton scattering by RR. As a result, the number of electrons and photons in the cascade grows in an avalanche-like manner. However, the disintegration of ${ }^{4} \mathrm{He}$ is suppressed by the $n_{\gamma} \sigma_{\gamma \gamma \rightarrow e^{+} e^{-}}$term in $\Sigma_{\gamma}^{\text {tot }}$. Since the RR cools down as the Universe expands, the $\gamma \gamma \longrightarrow e^{+} e^{-}$reaction threshold rises. At the instant it exceeds the ${ }^{4} \mathrm{He}$ disintegration threshold, the secondary photons start to intensively disintegrate helium. (Nevertheless, ${ }^{4} \mathrm{He}$ disintegration by the cascade electrons is still suppressed owing to the $n_{\gamma} \sigma_{e \gamma \rightarrow e \gamma}$ term in $\left.\Sigma_{e}^{t o t}\right)$. This effect is illustrated in Fig. 1.

Jumps of $\sim 8$ orders of magnitude in the formation of ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ and in D (calculations were carried out with $n_{\gamma} / n_{B}=10^{8}$ ) occur at slightly different times, because the thresholds of the $\gamma^{4} \mathrm{He} \longrightarrow{ }^{3} \mathrm{He} n, \gamma^{4} \mathrm{He} \longrightarrow{ }^{3} \mathrm{H} p$, and $\gamma^{4} \mathrm{He} \longrightarrow$ Dpn reactions are different. (A temporal difference caused by the difference in the thresholds of the two first reactions is of the order of the line thickness in Fig. 1). Deuterium is mainly formed by the $\gamma^{4} \mathrm{He} \longrightarrow$ Dpn reaction, because the cross section for the $\gamma^{4} \mathrm{He} \longrightarrow$ DD reaction is considerably lower. It should be noted that the ${ }^{4} \mathrm{He}$ photodisintegration reactions have been studied rather well and a large body of relevant experimental data are available. The simulation was carried out using the results of works [5], where the coordinated data for all ${ }^{4} \mathrm{He}$ photodisintegration channels are presented.

It is seen from Fig. 1 that, not counting the jumpwise increase in the production of ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ and D upon achieving the threshold of the $\gamma \gamma \longrightarrow e^{+} e^{-}$reaction, the


Fig. 1. Amounts of the (upper curve) ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ and (lower curve) D nuclei additionally produced by the electromagnetic cascade initiated by a photon with energy $E_{\gamma}=20 \mathrm{GeV}$ vs. the time of cascade appearance in the Universe.
number of produced nuclei decreases with aging of the Universe. This is caused by the specific features of electron scattering by RR. A typical energy of RR photons is $\kappa T$. If $\kappa T / \sqrt{1-\beta^{2}}<m_{e} c^{2}$, where $\beta$ is the velocity of the electron incident on RR, the inverse Compton scattering proceeds in the Thomson regime, for which the energy distribution of scattered photons can be taken to be uniform with a good accuracy. In the opposite case, the scattering proceeds in the Compton regime, for which the fraction of photons with scattering energy close to the electron energy increasingly grows. In the limiting regime, $\kappa T / \sqrt{1-\beta^{2}} \gtrdot m_{e} c^{2}$, almost all protons acquire electron energy. As the Universe ages, the Compton regime of $e \gamma \longrightarrow e \gamma$ scattering grades (at a fixed electron energy) into the Thomson regime; i.e., all things being the same, the electromagnetic cascade becomes less energetic in the later Universe. The calculations were carried out using rigorous analytical formulas obtained in [6] for differential inverse Compton scattering by blackbody radiation.

If the initial particle is a proton or an antiproton, then, along with the secondary proton cascade, it also initiates the electromagnetic cascade, the higher the energy of the initial particle the greater the energy fraction transferred to the electromagnetic cascade. The amounts of produced ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ and D are shown in Fig. 2 as functions of the energies of the initial proton, antiproton, and photon (the electron and photon curves virtually coincide) for the time $t=2 \times 10^{5} \mathrm{~s}$.

A comparison of the curves in Fig. 2 with analogous curves obtained in [1] for the formation of light elements by the secondary proton cascade shows that the curves in Fig. 2 are steeper. Therefore, for a fixed energy of the initial proton or antiproton, the amount of


Fig. 2. Amounts of the (upper curves) ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ and (lower curves) D nuclei produced by the electromagnetic cascade initiated by (bold solid lines) proton, (thin solid lines) antiproton, and (dashed lines) photon vs. their energy for $t=$ $2 \times 10^{5} \mathrm{~s}$.
${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ or D produced by the electromagnetic cascade will become greater than the analogous amount produced by the secondary proton cascade after a certain operation time of the source in the Universe. For ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$, this time comes considerably earlier than for D. This is due to the fact that, at energies $\sim 75 \mathrm{MeV}$ corresponding to the most intense disintegration of ${ }^{4} \mathrm{He}$ by the proton cascade, the $p^{4} \mathrm{He} \longrightarrow \mathrm{D}^{3} \mathrm{He}$ channel makes a considerable contribution to the inelastic cross section $\sigma_{p+\mathrm{He}}^{\text {inel }}$, whereas the photodisintegration of ${ }^{4} \mathrm{He}$ mainly proceeds through the $\gamma^{4} \mathrm{He} \longrightarrow{ }^{3} \mathrm{Hen}$ and $\gamma^{4} \mathrm{He} \longrightarrow{ }^{3} \mathrm{H} p$ channels; as to the deuterium production channels $\gamma^{4} \mathrm{He} \longrightarrow \mathrm{Dpn}$ and $\gamma^{4} \mathrm{He} \longrightarrow$ DD, their sum is only a small fraction of the total photodisintegration cross section.

This point is important for cosmological applications. If the ${ }^{4} \mathrm{He}$ disintegration is due only to the secondary proton cascade, then $S_{D} / S_{3^{3 e}+{ }^{3} \mathrm{H}}=0.55$ [1]. If the primordial ${ }^{4} \mathrm{He}$ is disintegrated only by the electromagnetic cascade, then the calculation gives $S_{D} / S_{3_{\mathrm{He}+}{ }^{3} \mathrm{H}}=$ 0.08 . Thus, if the source operates in the Universe for a long time period, this ratio will change with time. In the general case, the final $S_{D} / S_{3^{3}+{ }^{3} \mathrm{H}}$ ratio of the additionally produced nuclei is determined by the sorts and energies of the particles ejected from the source, as well as by the moment at which the source appeared in the Universe and by the duration of its operation.

An interesting situation occurs if an antiproton is taken as the initial particle. At low antiproton energies (and at $t<5 \times 10^{8} \mathrm{~s}$ ), ${ }^{4} \mathrm{He}$ is disintegrated mainly by the electromagnetic cascade caused by annihilation on hydrogen nuclei, $\bar{p} p \longrightarrow \gamma$. As the energy increases


Fig. 3. The domains (shaded; the boundaries are shown by the solid lines) where ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ are mainly produced through ${ }^{4} \mathrm{He}$ disintegration by the electromagnetic cascade caused by antiproton annihilation on the hydrogen nuclei, $\bar{p} p \longrightarrow \gamma$. In the remaining domain, ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{H}$ are mainly produced through ${ }^{4} \mathrm{He}$ disintegration by the secondary proton cascade and through the annihilation on ${ }^{4} \mathrm{He}$. The same is true for D , provided that the calculations are carried out with the minimum estimate [7] of the cross section for the $\bar{p}^{4} \mathrm{He} \longrightarrow \mathrm{D} X$ channel; the boundary is shown by the dashed line. The ordinate axis is the antiproton energy. The abscissa axis is the time of annihilation in the Universe.
(and depending on the cosmic time), the ${ }^{4} \mathrm{He}$ disintegration by the secondary proton cascade becomes dominant and, at still higher energies ( $E_{\bar{p}}>15 \mathrm{GeV}$ and depending on the cosmic time), the electromagnetic cascade again becomes dominant, because, as pointed out above, it absorbs an increasingly greater fraction of the energy of the initial particle (the same is also true for the initial proton). This is illustrated in Fig. 3. As the energy increases, the upper dashed domain expands to the right. A similar domain also appears for D, but it occurs at much higher energies.

Because of the uncertainty in the cross section for the $\bar{p}^{4} \mathrm{He} \longrightarrow \mathrm{D} X$ channel, one cannot determine with certainty to which mechanism-annihilation on helium or helium photodisintegration-dominates in the nonequilibrium production of deuterium at low antiproton energies. If one takes the maximum estimate for this cross section [7], then the low-energy domain of D photoproduction dominance (bounded by the dashed curve in Fig. 3) vanishes; in this case, deuterium is mainly produced through the annihilation on helium, $p^{4} \mathrm{He} \longrightarrow$ $\mathrm{D} X$, and upon ${ }^{4} \mathrm{He}$ disintegration by the secondary proton cascade.

When calculating the extra production of the nuclei of light elements, one should take into account the mechanism of indirect deuterium production via the reaction $n+p \longrightarrow \mathrm{D} \gamma$. In this case, the neutrons, mainly appearing from the ${ }^{4} \mathrm{He}$ disintegration, have time to join
with protons. This process is efficient at $t<10^{5} \Omega_{B}^{2 / 3} \mathrm{~s}$ [8], after which the neutrons decay before the reaction.

The nonequilibrium ${ }^{3} \mathrm{He},{ }^{3} \mathrm{H}$, and D nuclei appearing upon the disintegration of primordial ${ }^{4} \mathrm{He}$ interact with ${ }^{4} \mathrm{He}$ to produce ${ }^{6,7} \mathrm{Li}$ and ${ }^{7} \mathrm{Be}$. Preliminary calculations [9] and estimates [10] indicate that lithium (especially ${ }^{6} \mathrm{Li}$ ) is a more sensitive indicator of the nonequilibrium processes occurring in the early Universe than ${ }^{3} \mathrm{He}$ and D. Even greater information may be provided by the study of the dependence of the ratios $\left[{ }^{7} \mathrm{Li}\right]:\left[{ }^{6} \mathrm{Li}\right]:\left[{ }^{3} \mathrm{He}\right]:[\mathrm{D}]$ of the amounts of produced nuclei as functions of the composition and energy of the particles ejected by a hypothetical particle source and as functions of the source operation time in the Universe.

The reliable calculation of Li and Be production in the NCN encounters certain difficulties associated, first of all, with the lack of experimental data (see [1] for the details), though it holds a considerable interest.

I am grateful to E. I. Livanov for interest in the work and support.
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#### Abstract

The dependence of the spectra of small-angle multiple neutron scattering on the volume fraction occupied by scattering grains is considered. The concentration expansion is used to develop scattering theory in the eikonal approximation. The leading term of the expansion reproduces the standard low-concentration theory (Mollier). Some properties of the first correction term are analyzed, and it is shown that the angular distribution narrows with an increase in concentration, in qualitative agreement with the experimental data. © 2000 MAIK "Nauka/Interperiodica". PACS numbers: 61.12.Bt


1. Many of the properties of condensed materials are caused by the compositional inhomogeneities of supraatomic sizes $a \sim\left(10^{2}-10^{4}\right) \AA$. Among these are phase precipitates, pores (voids), grains, dislocation clusters, etc. To gain information on these inhomogeneities, the small-angle neutron scattering (SANS) technique is widely used, because the typical single-scattering angle $\Delta \alpha=\Delta p / p$, as determined for thermal neutrons from the obvious relation $\Delta p \sim 1 / a$, is $\Delta \alpha \sim\left(10^{-3}-10^{-5}\right)$ rad.

The experiments on small-angle multiple neutron scattering (SAMNS) have naturally culminated in the studies of dense samples, in which the neutron mean free path $l_{c}=1 / c \sigma_{t}$ is comparable with the size $a$ of an elementary scatterer (grain) having total cross section $\sigma_{t}$. Here, $c$ is the number of grains in unit volume (their density or concentration) [1,2]. The present-day theory of SAMNS pretends to an exhaustive description of the limit $l_{c} a \gg 1[3,4]$. However, for higher number densities (and for closer $l_{c}$ and $a$ ), the experiment shows sizable deviations from the predictions of this theory [1, 2].

It is the purpose of this work to use the concentration expansion technique [5] with the aim of generalizing the SAMNS theory to not-too-small concentrations. We consider the general features of the theory and demonstrate that the leading correction in the concentration expansion is on the order of $b=\frac{4}{3} \pi c a^{3}$ and, hence, may not be small even if $l_{c} \gg a$. The presence of this parameter in the theory may be evident even from the fact that the grains become spatially ordered at large $c a^{3}$ values, thereby cardinally changing the scattering spectrum in both quantum and classical cases.
2. The neutron-optical potential of a medium through which neutrons propagate can be written as

$$
\begin{equation*}
U(\mathbf{r})=\sum_{\mathbf{x}} n_{\mathbf{x}} U_{0}\left(\mathbf{r}-\mathbf{x}, \alpha_{\mathbf{x}}\right), \tag{1}
\end{equation*}
$$

where $U_{0}(\mathbf{r}, \alpha)$ is the potential of a grain "centered" at $\mathbf{r}=\mathbf{0}, \alpha_{\mathbf{x}}$ is a complete set of "internal" parameters specifying the potential (in what follows, the index $\mathbf{x}$ at $\alpha_{\mathrm{x}}$ will be omitted), and $n_{\mathbf{x}}$ is the population of the $\mathbf{x}$ site [5]. It is assumed that the grain centers are positioned in the sites of a lattice with unit-cell volume $\Omega$ and that the average value $\left\langle n_{\mathbf{x}}\right\rangle=f$. In the $f \longrightarrow 0, \Omega \longrightarrow 0$, $f / \Omega=c=$ const limit, the grains are randomly distributed in a continuum space and the correlations in the grain distribution are described by the function $\Omega^{-2}\left\langle n_{\mathbf{x}} n_{\mathbf{y}}\right\rangle=C_{2}(\mathbf{x}, \mathbf{y}) \neq c^{2}\left[C_{2}(\mathbf{x}, \mathbf{y})\right.$ is the pair distribution function] and its straightforward generalizations to the high-order distribution functions.

In the eikonal approximation [6], which is usually sufficient for practical purposes, the scattering amplitude is

$$
\begin{align*}
& f(\mathbf{q})=\frac{p_{0}}{2 \pi i} \int d^{2} \rho[S(\boldsymbol{\rho})-1] \exp (-i \mathbf{q} \boldsymbol{\rho}),  \tag{2}\\
& S(\boldsymbol{\rho})=\exp \left(-i \int_{-\infty}^{\infty} \frac{d z}{V} U(\mathbf{r})\right), \quad \mathbf{r}=(\boldsymbol{\rho}, z) .
\end{align*}
$$

In this expression, the momentum of the incident neutron is $\mathbf{p}_{0}=\left(0,0, p_{0}\right) ; v$ is the neutron velocity; $\rho$ is the impact parameter; $\mathbf{q}$ is the scattering momentum, $\mathbf{q} \mathbf{p}_{0}=$ 0 ; and $q \ll p_{0}$.

The normalized angular distribution of neutron momentum is

$$
\begin{gather*}
D(\mathbf{q})=\Sigma(\mathbf{q}) / \Sigma_{0}, \quad \Sigma(\mathbf{q})=|f(\mathbf{q})|^{2} \\
\Sigma_{0}=\int d^{2} q \Sigma(\mathbf{q}) \tag{3}
\end{gather*}
$$

As usual, it is assumed that $\Sigma(\mathbf{q})$ is concentrated at small $q$, so that the limits of integration in Eq. (3) (and further) are taken to be infinite. The theoretical analysis can conveniently be carried out for the Fourier transform

$$
\begin{gather*}
D(\boldsymbol{\xi})=\Sigma(\boldsymbol{\xi}) / \Sigma_{0}, \quad \Sigma(\boldsymbol{\xi})=\int d^{2} q \exp (-i \mathbf{q} \boldsymbol{\xi}) \Sigma(\mathbf{q})  \tag{4}\\
\Sigma_{0}=\Sigma(\boldsymbol{\xi}=\mathbf{0})
\end{gather*}
$$

It is clear that

$$
\begin{align*}
& \Sigma(\boldsymbol{\xi})=p_{0}^{2} \int d^{2} \rho[S(\boldsymbol{\rho}-\boldsymbol{\xi} / 2)-1]\left[S^{+}(\boldsymbol{\rho}+\boldsymbol{\xi} / 2)-1\right]  \tag{5}\\
& \quad=p_{0}^{2} \int d^{2} \rho\left[S(\boldsymbol{\rho}-\boldsymbol{\xi} / 2) S^{+}(\boldsymbol{\rho}+\boldsymbol{\xi} / 2)-1\right]+\Sigma_{0}
\end{align*}
$$

Next we will assume that the sample sizes are large enough for $\Sigma(\mathbf{q})$ to be considered as a self-averaging quantity in a system with a random grain distribution [i.e., $\Sigma(\mathbf{q})=\langle\Sigma(\mathbf{q})\rangle]$ and evaluate

$$
\begin{equation*}
\Delta \Sigma(\boldsymbol{\xi})=\left\langle\Sigma(\boldsymbol{\xi})-\Sigma_{0}\right\rangle \tag{6}
\end{equation*}
$$

Making use of Eqs. (1), (2), and (6) and writing $\mathbf{r}=$ $(\boldsymbol{\rho}, z)$, one gets

$$
\begin{gather*}
\Delta \Sigma(\boldsymbol{\xi})=p_{0}^{2} \int d^{2} \rho\left[\left(\exp \left(\sum_{\mathbf{x}} n_{\mathbf{x}} R_{\mathbf{x}}(\boldsymbol{\rho}, \boldsymbol{\xi}, \alpha)\right)-1\right]\right.  \tag{7}\\
\quad R_{\mathbf{x}}(\boldsymbol{\rho}, \boldsymbol{\xi}, \alpha) \\
=-i \int_{-\infty}^{\infty} \frac{d z}{V}\left[U_{0}(\mathbf{r}-\mathbf{x}-\boldsymbol{\xi} / 2, \alpha)-U_{0}(\mathbf{r}-\mathbf{x}+\boldsymbol{\xi} / 2, \alpha)\right] \tag{8}
\end{gather*}
$$

Ignoring boundary effects,

$$
\begin{equation*}
\Delta \Sigma(\boldsymbol{\xi})=p_{0}^{2} S_{s}\left[\left\langle\exp \left(\sum_{\mathbf{x}} n_{\mathbf{x}} R_{\mathbf{x}}(\mathbf{0}, \boldsymbol{\xi}, \boldsymbol{\alpha})\right)\right\rangle-1\right] \tag{9}
\end{equation*}
$$

Here, $S_{s}$ is the cross-sectional area of the sample.
Note that in the classical limit

$$
R_{\mathbf{x}}(\boldsymbol{\rho}, \boldsymbol{\xi}, \alpha) \longrightarrow R_{\mathbf{x}}^{c l}(\boldsymbol{\rho}, \boldsymbol{\xi}, \alpha)=i \xi \int_{-\infty}^{\infty} \frac{d z}{V} \frac{\partial U_{0}(\mathbf{r}-\mathbf{x}, \alpha)}{\partial \mathbf{r}}
$$

3. Let us first consider a system with an uncorrelated random grain distribution. In this case, the exact result can be obtained using the relationship

$$
\begin{equation*}
\left\langle\exp \left(\sum_{\mathbf{x}} n_{\mathbf{x}} R_{\mathbf{x}}\right)\right\rangle=\exp \left[c \int_{V} d^{3} x\left\langle e^{R_{\mathbf{x}}}-1\right\rangle_{\alpha}\right] \tag{10}
\end{equation*}
$$

which is valid in the continuum limit [5] for the $R_{\mathbf{x}}$ function of a rather general form. In Eq. (10), $V$ is the sample volume and $\langle\ldots\rangle_{\alpha}$ stands for the averaging over the internal grain parameters, which are assumed to be distributed independently for different grains.

Averaging in Eq. (9) with the use of Eq. (10) gives

$$
\begin{gather*}
\Delta \Sigma(\boldsymbol{\xi}) / p_{0}^{2} S_{s}+1 \\
=\exp \left[c l \int d^{2} \rho\left\langle\exp \left(R_{\boldsymbol{\rho}}(\mathbf{0}, \boldsymbol{\xi}, \alpha)\right)-1\right\rangle_{\alpha}\right]  \tag{11}\\
=\exp \left[-c l\left(\sigma_{0}-\sigma(\boldsymbol{\xi})\right) / p_{0}^{2}\right]
\end{gather*}
$$

where $l \gg a$ is the sample thickness and $\sigma(\boldsymbol{\xi})$ and $\sigma_{0}=$ $\sigma(\boldsymbol{\xi}=0)=p_{0}^{2} \sigma_{t}$ are analogous to $\langle\Sigma(\boldsymbol{\xi})\rangle$ and $\left\langle\Sigma_{0}\right\rangle$ in the single-scattering case. As in Eq. (5), the Fourier transform of the single-scattering differential cross section is

$$
\begin{gathered}
\sigma(\boldsymbol{\xi})=\int d^{2} q \exp (-i \mathbf{q} \boldsymbol{\xi}) \sigma(\mathbf{q}) \\
=p_{0}^{2}\left\langle\int d^{2} \rho\left[S_{0}(\boldsymbol{\rho}-\boldsymbol{\xi} / 2) S_{0}^{+}(\boldsymbol{\rho}+\boldsymbol{\xi} / 2)-1\right]\right\rangle_{\alpha}+\sigma_{0}
\end{gathered}
$$

Here,

$$
S_{0}(\boldsymbol{\rho}) \equiv S_{0}(\boldsymbol{\rho}, \alpha)=\exp \left(-i \int_{-\infty}^{\infty} \frac{d z}{V} U_{0}(\mathbf{r}, \alpha)\right)
$$

Therefore, one has for the uncorrelated grain distribution

$$
D(\boldsymbol{\xi})=\frac{p_{0}^{2} S_{s} \exp \left(-c l\left(\sigma_{0}-\sigma(\xi)\right) / p_{0}^{2}\right)}{\Sigma_{0}}+\frac{\Sigma_{0}-p_{0}^{2} S_{s}}{\Sigma_{0}}
$$

The spectrum of scattered neutrons can be analyzed using the function

$$
\begin{equation*}
D(\boldsymbol{\xi})=D_{0}(\boldsymbol{\xi})=\exp \left[-c l\left(\sigma_{0}-\sigma(\boldsymbol{\xi})\right) / p_{0}^{2}\right] \tag{12}
\end{equation*}
$$

The two formulas presented above for $D(\boldsymbol{\xi})$ differ only in the fraction of nonscattered neutrons. Equation (12) coincides with the standard result of the Mollier theory valid in the limit of low grain concentration.
4. For a high grain concentration, the many-body distribution function cannot be factorized into a product of one-particle functions, so that one cannot directly pass from Eq. (9) to Eq. (11). Nevertheless, according to the general cumulant expansion theory [7], one has to expect that, if the correlation in grain distribution vanishes with increasing distance, then

$$
D(\boldsymbol{\xi})=\exp (-l M(\boldsymbol{\xi}, l))
$$

where $M(\boldsymbol{\xi}, l)$ tends to a finite value as $l \longrightarrow \infty$. In this case, it is natural to expand $D(\boldsymbol{\xi})$ in powers of occupa-


Fig. 1. The function $h(\xi)$ determined from Eq. (21) for different grain specific volumes $b=(4 \pi / 3) c a^{3}$, where $c$ is the grain concentration.
tion numbers following the rule [5]

$$
\begin{gathered}
\exp \left(\sum_{\mathbf{x}} n_{\mathbf{x}} R_{\mathbf{x}}\right)=\prod_{\mathbf{x}}\left[1+n_{\mathbf{x}}\left(e^{R_{\mathbf{x}}}-1\right)\right] \\
=1+\sum_{\mathbf{x}} n_{\mathbf{x}}\left(e^{R_{\mathbf{x}}}-1\right)+\frac{1}{2} \sum_{\mathbf{x} \neq \mathbf{y}} n_{\mathbf{x}} n_{\mathbf{y}}\left(e^{R_{\mathbf{x}}}-1\right)\left(e^{R_{\mathbf{y}}}-1\right)+\ldots
\end{gathered}
$$

Introducing $Q_{\mathbf{x}}(\boldsymbol{\xi}, \alpha)=\exp \left(R_{\mathbf{x}}(0, \boldsymbol{\xi}, \alpha)\right)-1$ and averaging Eq. (13) term by term over the occupation numbers and $\alpha$ distribution, one obtains in the continuum limit

$$
\begin{gather*}
\left\langle\exp \left(\sum_{\mathbf{x}} n_{\mathbf{x}} R_{\mathbf{x}}\right)\right\rangle=\exp (B), \\
B=c \int d^{3} x\left\langle Q_{\mathbf{x}}\right\rangle_{\alpha}+\frac{c^{2}}{2} \int d^{3} x d^{3} y \kappa(\mathbf{x}, \mathbf{y})\left\langle Q_{\mathbf{x}} Q_{\mathbf{y}}\right\rangle_{\alpha}  \tag{14}\\
+\frac{c^{2}}{2} \int d^{3} x d^{3} y\left(\left\langle Q_{\mathbf{x}} Q_{\mathbf{y}}\right\rangle_{\alpha}-\left\langle Q_{\mathbf{x}}\right\rangle_{\alpha}\left\langle Q_{\mathbf{y}}\right\rangle_{\alpha}\right)+O\left(c^{3}\right) .
\end{gather*}
$$

Here,

$$
\begin{equation*}
C_{2}(\mathbf{x}, \mathbf{y})=c^{2}(\kappa(\mathbf{x}, \mathbf{y})+1) . \tag{15}
\end{equation*}
$$

One can see that, when applied to $D(\xi)$, these relationships reproduce $D_{0}(\xi)$ by the first (linear in $c$ ) term in $B$.
5. Let us consider the results given by Eqs. (11) and (14) for the case when the grains are identical spheres with radius $a$. Setting

$$
\begin{equation*}
U_{0}(\mathbf{r}, \alpha)=U_{0} \vartheta(r<a), \tag{16}
\end{equation*}
$$

where $\vartheta(z)=1$ if condition $z$ is true and $\vartheta(x)=0$ otherwise, and taking into account that there is no internal variable $\alpha$, one obtains

$$
\begin{gather*}
D(\boldsymbol{\xi})=D\left(\xi_{1}, \boldsymbol{\xi}_{2}\right)=D_{0}(\boldsymbol{\xi}) \exp \left[\frac{c^{2} l}{2}(K(\boldsymbol{\xi})+O(c))\right], \\
K(\boldsymbol{\xi})=\int d^{2} x \int d^{2} y \bar{\kappa}(|\mathbf{x}-\mathbf{y}|) Q_{\mathbf{x}}(\boldsymbol{\xi}) Q_{\mathbf{y}}(\boldsymbol{\xi}), \\
\bar{\kappa}(x)=\int_{-\infty}^{\infty} d z \kappa\left(\sqrt{x^{2}+z^{2}}\right),  \tag{17}\\
Q_{\mathbf{x}}(\boldsymbol{\xi})=e^{-i \phi(\mathbf{x}-\boldsymbol{\xi} / 2)+i \phi(\mathbf{x}+\boldsymbol{\xi} / 2)}-1, \\
\phi(x)=\frac{2 U_{0}}{v} \sqrt{a^{2}-x^{2}} \vartheta(x<a) .
\end{gather*}
$$

Note that, if the Born parameter $v=U_{0} a / v$ is small, then the leading and the first correction terms in Eq. (17) are on the order of $v^{2}$, while the next terms are of a higher order in $v$. Consequently, we arrive at the complete solution of the SAMNS problem for a sample with small $v$ and finite effective thickness $l_{e}=l / l_{c} \propto v^{2} l$.

A detailed analysis of the pair correlation function in the model of hard spheres was carried out for simple liquids in [8]. We will use the generalized PercusYewick model [9], which is in excellent agreement with the molecular dynamics computations. In [9], the $\kappa(r)$ function was calculated for the grain specific volume $b=0.1-0.5$. This function was found to have the form $\kappa(x)=-\vartheta(x<2 a)+\vartheta(2 a<x) f(x)$. The first term in this expression accounts for the sphere hardness, while the second one accounts for the effective attraction that is well known from the theory of pair correlation functions [10]. It has a rather simple statistical origin. Indeed, introducing

$$
\Delta n(\mathbf{k})=n(\mathbf{k})-\langle n(\mathbf{k})\rangle, \quad n(\mathbf{k})=\sum_{\mathbf{x}} \exp (-i \mathbf{k} \mathbf{x}) n_{\mathbf{x}}
$$

and using the obvious relation $\left.\left.\langle | \Delta n(\mathbf{k})\right|^{2}\right\rangle \geq 0$, one finds that the $\kappa(\mathbf{k})=\int d^{3} x \exp (-i \mathbf{k x}) \kappa(\mathbf{x})$ value should satisfy condition

$$
\begin{equation*}
1+c \kappa(\mathbf{k}) \geq 0 \tag{18}
\end{equation*}
$$

If the sphere hardness is only taken into account, i.e., if $f(\mathbf{x})=0$, then condition (18) breaks even at $(4 \pi / 3) c(2 a)^{3}>1$, i.e., at $b>1 / 8$. Thus, condition (18) places rather strong limits on the allowed models of $\kappa(\mathbf{x})$ correlations at large $b$ values.

The angular distribution in the experiments with double crystal spectrometers is given by a single Fourier transform [2]:
$I(q)=\frac{1}{\pi} \int_{0}^{\infty} d \xi \cos (q \xi) D(\xi, 0)=I_{s} \delta(q)+I_{r}(q)$,


Fig. 2. Intensity $I_{r}(q)$ of scattered neutrons for samples with the Born parameter $v=0.2$, effective thickness $l_{e}=l / l_{c}$, and different grain concentrations. (1) $l_{e}=40$ and $b=0$; (2) $l_{e}=$ 40 and $b=0.3$; (3) $l_{e}=40$ and $b=0.5$; (4) $l_{e}=20$ and $b=0$; (5) $l_{e}=20$ and $b=0.3$; and (6) $l_{e}=20$ and $b=0.5$.
where $I_{r}(q)$ is a smooth function and the fraction of nonscattered neutrons is

$$
\begin{gather*}
I_{s}=\exp \left(-\frac{l}{l_{c}} h_{\infty}\right),  \tag{20}\\
h_{\infty}=1-c K(\xi \longrightarrow \infty) /\left(2 \sigma_{t}\right) .
\end{gather*}
$$

The Fourier transform of intensity $D(\xi, 0)$ can be conveniently written in the form

$$
\begin{equation*}
D(\xi, 0)=\exp \left(-\frac{l}{l_{c}} h(\xi)\right) \tag{21}
\end{equation*}
$$

The $h(\xi)$ values are presented in Fig. 1 for different scatterer concentrations. The calculated functions show oscillations, because the pair correlation function oscil-
lates. The $h_{\infty}=h(\xi \longrightarrow \infty)$ value corresponding to the intensity $I_{s}$ of the nonscattered neutrons strongly depends on the concentration; namely, it changes from $h_{\infty}(b=0)=1$ to $h_{\infty}(b=0.5) \approx 0.35$. The angular distributions of neutrons, as determined from Eqs. (17) and (19), are presented in Fig. 2 for effective thicknesses $l_{e}=l / l_{c}=20$ and $l_{e}=40$ corresponding to experiment [1]. One can see that the angular distribution narrows with increasing concentration at a fixed $l / l_{c}$. Such a narrowing was experimentally observed in SAMNS on Al powders [1].

We are grateful to H. Glättli, V.K. Ignatovich, and the authors of [1] for helpful discussions. This work was supported by the Russian Foundation for Basic Research, project nos. 00-02-17837 and 00-15-96656.
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#### Abstract

We investigate the dust particle charging process in the Earth's upper atmosphere. Calculating the spectra of solar radiation, we study the influence of the photoelectric effect on the charging process. We show that both positively and negatively charged dust particles are present in the upper atmosphere. We consider the mechanisms which can be responsible for the formation of dust structures like noctilucent clouds and polar mesosphere summer echoes. © 2000 MAIK "Nauka/Interperiodica".


PACS numbers: 94.10.-s; 52.25.Zb; 92.60.Nv

Earth's upper atmosphere reveals some layered structures which are known as noctilucent clouds (NLC) and polar mesosphere summer echoes (PMSE). These structures are believed to be associated with the presence of a large amount of charged dust or aerosol in the upper atmosphere. The problem of formation of dust structures in the Earth's upper atmosphere is considered now in the dusty plasma community as one of the key problems. Furthermore, the great interest in these structures is due to their possible connection with the Earth's global warming process.

NLC probably consist of particles of icy nature. Their appearance is confined to the summer season at the mesospheric altitudes close to $80-85 \mathrm{~km}$ at highand midlatitudes, when the temperature drops down below about 155 K , [e.g., 1]. Under these conditions, the formation of ice particles occurs. Polar mesosphere summer echoes are strong radar echoes which also appear to be associated with dust [2]. PMSE occur in well-defined layers in the 80 - to about $95-\mathrm{km}$ altitude region [3]. Because NLC and PMSE are observed at the same season and at the altitude region close to the mesopause, one can assume that NLC and PMSE have the same origin. Both NLC and PMSE are small-scale mesospheric structures. Their width $L_{c}$ is far less than the height scale $H$ of the atmosphere: $L_{c} \ll H ; L_{c} \simeq$ $100 \mathrm{~m}-1 \mathrm{~km}$, and $H \approx 7 \mathrm{~km}$. Many questions remain to be answered about NLC and PMSE, the most important one being the width of the structures.

In this study, we propose the model of NLC as a layer of a charged dusty plasma illuminated by solar radiation [4]. We calculate spectra of solar radiation at NLC altitudes, determine charges of the dust particles, and analyze the possibilities of the formation of dust

[^0]particle structures. For brevity, the mesospheric dust structures are referred to as "NLC".

We choose the following parameters of the mesosphere and dust particles: the characteristic dust particle size is $a \sim 10^{-7}-10^{-5} \mathrm{~cm}$, the dust number density is $n_{d} \sim 10-10^{3} \mathrm{~cm}^{-3}$, the altitudes of NLC formation are $h \simeq 82-83 \mathrm{~km}$, the width of NLC is $L_{c} \sim 100 \mathrm{~m}-1 \mathrm{~km}$, the vertical optical depth is $L \ll 1$, the neutral number density is $n_{n} \simeq 2 \times 10^{14} \mathrm{~cm}^{-3}$, the water vapor number density is $n_{w} \sim\left(10^{8}-10^{9}\right) \mathrm{cm}^{-3}$, and the temperature of neutrals is $T_{n} \leq 155 \mathrm{~K}$.

The mesospheric ion composition is rather complicated [5]. Different sorts of both positive and negative ions are present. Here, we take into account only positive ions ${ }^{2}$ of two kinds. The first one is related to light primary ions like $\mathrm{NO}^{+}, \mathrm{N}_{2}^{+}, \mathrm{O}_{2}^{+}$and the second one to the so-called proton hydrate ions $(\mathrm{PHs})\left(\mathrm{H}^{+}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}\right.$, $n \leq 10$ ). We note that the electron-ion recombination coefficient $\alpha_{\text {rec }}$ depends strongly on the kind of ions.

[^1]The light primary ions have the effective recombination coefficient $\alpha_{\text {rec }}^{p} \sim 10^{-7} \mathrm{~cm}^{3} \mathrm{~s}^{-1}$, while $\alpha_{\text {rec }}^{c} \sim 10^{-5} \mathrm{~cm}^{3} \mathrm{~s}^{-1}$ for PHs ions. Here and below, the superscripts $p$ and $c$ refer to the primary and PHs ions, respectively.

The temperatures of ions and electrons are believed to be equal to the neutral temperature $T_{i}=T_{e}=T_{n}$. The ionization rate is $q_{e} \sim 0.1-10 \mathrm{~cm}^{-3} \mathrm{~s}^{-1}$.

We have calculated the solar spectra at NLC altitudes using Phodis code [6]. Figure 1 shows the spectrum variations with altitude and solar zenith angle. It is clearly seen that the typical solar spectrum decreases sharply for the wavelengths less than approximately 170 nm (which corresponds to the photon energy $\approx 7.3 \mathrm{eV}$ ), where the cutoff of energetic photons occurs.

The work function of pure ice is about 8.9 eV . Thus, taking into account the form of the solar spectrum at NLC altitudes, we conclude that the photoelectric effect is not significant in the charging process of pure ice grains. However, if (even ice) dust particles contain impurities, then the work function of the substance of the dust can be much less than the cutoff of the solar spectrum. In this case, the photoelectric effect can be very important (even dominant) in the charging process. The effect leads to the existence of both positively and negatively charged dust particles in the mesosphere.

Even under twilight conditions, the solar flux is large enough that the ionization rate due to the photoelectric effect can be comparable to the value of $q_{e}$ and even greater than this value. In this case, it is necessary to include the photoelectric effect to determine charges of the dust particles in NLC. We note that solar radiation does not affect (with electron production) all dust particles. The origin of the dust particle appears to play the crucial role in the effect. It is believe that the dust grain is created in the cold summer mesosphere via two different mechanisms. (a) The base for the grain creation is the PHs ion. The $\mathrm{H}^{+}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ ions are effective seeds for the nucleation processes in the mesosphere [7]. In this case, the dust grain likely consists of pure ice. (b) The base for the grain creation is a small dust particle of meteoritic or volcanic eruption nature. In this case, the grains consist of contaminated ice, so that the photoelectric work function can be reduced significantly for such particles. In both cases, the growth of the dust particle is due to fast absorption of water molecules by the particle.

To evaluate dust particle charging under NLC conditions, we use the model which describes the evolution of the electron density $n_{e}$; of the ion density of both kinds $n_{i}^{p}, n_{i}^{c}$; and of the dust charge variation. Neglecting the chemistry of negative ions and using the local
approximation, we present the set of equations which describes the dust particle charge in the following form:

$$
\begin{gathered}
\frac{\partial n_{e}}{\partial t}=q_{e}+\sum_{j} q_{p h o t o, j} n_{d}^{j}-\sum_{j} v_{e, j} n_{d}^{j} \\
-\alpha_{r e c}^{p} n_{e} n_{i}^{p}-\alpha_{r e c}^{c} n_{e} n_{i}^{c}, \\
\frac{\partial n_{i}^{p}}{\partial t}=q_{e}-\sum_{j} v_{i, j}^{p} n_{d}^{j}-\alpha_{r e c}^{p} n_{e} n_{i}^{p}-\beta_{c} n_{i}^{p}, \\
\frac{\partial n_{i}^{c}}{\partial t}= \\
\frac{\partial Z_{d, j}}{\partial t}=n_{p h o t o, j}^{p}-\sum_{j} v_{i, j}^{c} n_{d}^{j}-\alpha_{r e c}^{c} n_{e} n_{i}^{c}, v_{i, j}^{c}-v_{e, j} .
\end{gathered}
$$

Here $v_{e}, v_{i}$ are the charging rates due to electron and ion collisions with dust particles, $q_{\text {photo }}$ is the charging rate due to the photoelectric effect, $\beta_{c}$ is the rate of conversion of the primary ions into the PHs ions, and the index $j$ describes the dust particles of different sizes. The typical values of $\beta_{c}$ under NLC conditions are $\beta_{c} \sim$ $0.1 \mathrm{~cm}^{3} / \mathrm{s}$ [7]. In the case of the negative dust charge, we have [8]

$$
\begin{gathered}
v_{e} \approx-\pi a^{2}\left(8 T_{e} / \pi m_{e}\right)^{1 / 2} n_{e} \exp \left(e q_{d} / a T_{e}\right), \\
v_{i}=\sqrt{\frac{\pi}{2}} a^{2} v_{T i} e n_{i}\left[2 \operatorname { e x p } \left\{-\frac{v_{i}^{2}}{\left.2 v_{T i}^{2}\right\}}\right.\right. \\
+\frac{\sqrt{2 \pi}\left(1+v_{i}^{2} / v_{T i}^{2}\right) \operatorname{erf}\left\{v_{i} / \sqrt{2} v_{T i}\right\}}{v_{i} / v_{T i}} \\
\left.-\frac{2 e q_{d}}{a m_{i} v_{T i}^{2}} \frac{\sqrt{2 \pi} \operatorname{erf}\left\{v_{i} / \sqrt{2} v_{T i}\right\}}{v_{i} / v_{T i}}\right] .
\end{gathered}
$$

For the situation of the positive dust charge, the charging rates are [9]

$$
\begin{gathered}
v_{e} \approx-\pi a^{2}\left(8 T_{e} / \pi m_{e}\right)^{1 / 2} n_{e}\left(1+e q_{d} / a T_{e}\right), \\
v_{i}=\sqrt{\frac{\pi}{2}} a^{2} v_{T i} n_{i}\left\{2 \exp \left(-\frac{v_{i}^{2}+v_{\min , i}^{2}\left(q_{d}\right)}{2 v_{T i}^{2}}\right)\right. \\
\times \cosh \left(\frac{v_{i} v_{\min , i}\left(q_{d}\right)}{v_{T i}^{2}}\right)+\sqrt{\frac{\pi}{2}} \frac{v_{T i}}{v_{i}}\left(1+\frac{v_{i}^{2}}{v_{T i}^{2}}-\frac{2 e q_{d}}{a m_{i} v_{T i}^{2}}\right) \\
\left.\times\left[\operatorname{erf}\left(\frac{v_{\min , i}\left(q_{d}\right)+v_{i}}{\sqrt{2} v_{T i}}\right)-\operatorname{erf}\left(\frac{v_{\min , i}\left(q_{d}\right)-v_{i}}{\sqrt{2} v_{T i}}\right)\right]\right\} .
\end{gathered}
$$

In the above formulas, $q_{d}=-Z_{d} e$ is the dust particle average charge, $-e$ is the electron charge, $v_{\min , i}\left(q_{d}\right)=$ $\left(2 e q_{d} / a m_{i}\right)^{1 / 2}, m_{\alpha}$ is the mass of the particle of the kind $\alpha$, and $\operatorname{erf}(x)$ is the error function.


Fig. 1. Solar spectra at mesospheric altitudes for various solar zenith angles. Spectra correspond to the altitude of (solid line) 100 km , (dashed line) 90 km , (dash-dotted line) 80 km , and (dotted line) 70 km .

The photoelectric rate $q_{\text {photo }}$ is given by the formula

$$
q_{\text {photo }}=\frac{\pi \beta a^{2}}{\hbar} \int_{\omega_{R}-\left(e^{2} Z_{d} / a \hbar\right)}^{\infty} \frac{\Phi(\omega)}{\omega} d \omega
$$

Here, $\Phi(\omega)$ is the solar flux at the mesospheric altitudes, $\beta$ is the probability of emission of an electron under the action of one photon on the dust particle surface, $\hbar$ is Planck's constant, and $\hbar \omega_{R}$ is the photoelectric work function. The limits of integration correspond to the fact that only photons with frequencies $\omega>\omega_{R}-$ ( $e^{2} Z_{d} / a \hbar$ ) can result in photoelectric current generation (i.e., the electrons emitted due to the action of these photons can go away from the dust grain surface to infinity). In our case, $\hbar \omega_{R}$ is equal to several eV , while $e^{2} Z_{d} / a \sim k T_{n} \sim 0.01 \mathrm{eV} \ll \hbar \omega_{R}$. Thus, the dependence of the lower limit of the integral on the dust particle charge is negligible.

Figure 2 shows the temporal dependences of the ion and electron number densities and the dust charge variation for two different ionization rates $q_{e}=0.1 \mathrm{~cm}^{-3} \mathrm{~s}^{-1}$ and $q_{e}=10 \mathrm{~cm}^{-3} \mathrm{~s}^{-1}$. The dust parameters are $n_{d} \simeq$ $10^{3} \mathrm{~cm}^{-3}$ and $a \simeq 10^{-5} \mathrm{~cm}$ for both cases.

In the steady state and in the absence of charged dust particles, the densities of electrons and ions at NLC altitudes are determined by the ionization rate $q_{e}$ and
the mean recombination coefficient $\alpha_{r e c}: n_{e} \simeq n_{i} \simeq$ $\sqrt{q_{e} / \alpha_{r e c}}$. To take into account both day and night conditions, the initial time is chosen just before twilight. When the dust particles immerse into the mesosphere, they acquire the charges $q_{d}$, which can be positive even under twilight conditions, the charges being negative at night. The typical values of $q_{d}$ for NLC parameters are $q_{d} / e \sim 10-20$ during the day and at twilight and $q_{d} / e \simeq-2$ at night.

As it is mentioned above, NLC is accompanied by the presence of dust particles and, moreover, they can be associated with dust layers. Significant electron depletion occurs in the region occupied by the dust particles at night. The presence of solar radiation results in significant depletion of ions, the magnitude of the electron density in this case being larger than the equilibrium one. The depletions create the diffusion fluxes of electrons (ions) on the dust layer at night (day) time. We note that both positively and negatively charged dust grains and the corresponding depletions were observed in the polar summer mesosphere [e.g., 10]. We believe that the depletions play a definite role in the process of NLC formation.

Let us consider the spatial evolution of the dusty layer under the mesospheric conditions. For simplicity, we assume that the dust particles have the same sizes. Below, we omit the index $j$ in the equations.

We use the one-dimensional model (the $x$ axis is directed downward), which is to some extent analogous to the model of a self-organizing dusty layer [11] but has important differences from the latter model. In our case, the dusty layer can be charged both positively and negatively, depending on solar zenith angle. If the dusty layer is charged positively, then the significant depletion of ions inside the layer occurs and the diffusive ion flux affects the dusty layer. Furthermore, the negatively charged pure ice particles tend to squeeze the dusty layer. If the layer is charged negatively (at night), the depletions of electrons and ions appear and the layer (being under the action of the fluxes of electrons and ions) also have a tendency to squeeze. To describe the spatial evolution of such a dusty layer, we use the continuity equation for the dust particles, the local approximation for both electrons and ions, and the Poisson equation. The local approximation gives four nonlinear algebraic equations:

$$
\begin{gathered}
q_{e}+q_{p h o t o} n_{d}=v_{e} n_{d}+\alpha_{r e c}^{p} n_{e} n_{i}^{p}+\alpha_{r e c}^{c} n_{e} n_{i}^{c}, \\
q_{e}=v_{i}^{p} n_{d}+\alpha_{r e c}^{p} n_{e} n_{i}^{p}+\beta_{c} n_{i}^{p}, \\
\beta_{c} n_{i}^{p}=\alpha_{r e c}^{c} n_{e} n_{i}^{c},+v_{i}^{c} n_{d}, \\
q_{p h o t o}+v_{i}^{p}+v_{i}^{c}=v_{e} .
\end{gathered}
$$

The lifetime of electrons (ions) $\tau_{e(i)}$ is mainly determined by the charging process $\tau_{e(i)} \sim v_{e(i)}^{-1}$. The lifetime $\tau_{e(i)}$ is far less than the characteristic diffusion time $\tau_{d}^{e(i)}$, where $\tau_{d}^{e(i)} \sim L_{c}^{2} / D_{e(i)} \sim L_{c}^{2} n_{n} \sigma_{n}^{e(i)} / v_{e(i)}, \sigma_{n}^{e(i)}$ is the cross section for elastic collisions between electrons (ions) and neutrals. Thus, the local approximation is suitable under NLC conditions.

Using the assumption of the stationary dust particle structure, we present the continuity equation for the dust particles in the form

$$
\partial\left(n_{d} u_{d}\right) / \partial x=v_{d} n_{d} .
$$

Here, the term $v_{d} n_{d}$ describes the accretion processes. We note that the existence of both positively and negatively charged dust particles accelerates the accretion processes.

For the dust particles, we take into account the momentum transfer in collisions with other dust particles, ions, and neutrals (the momentum transfer in collisions with electrons is negligibly small):

$$
\begin{gathered}
m_{d} n_{d} u_{d} \frac{\partial u_{d}}{\partial x} \\
=-e Z_{d} n_{d} \frac{\partial \varphi}{\partial x}-v_{i} m_{i} n_{i}\left(u_{i}-u_{d}\right)+m_{d} n_{d} g,
\end{gathered}
$$

where $\varphi$ is the electrostatic potential, $u_{\alpha}$ is the velocity of particles of the kind $\alpha$, and $g$ is the gravity.


Fig. 2. Ions (square), electron (triangle) number densities, and dust charge (circle) variations versus time in the polar summer mesosphere. Solid and dashed lines correspond to various ( $10^{3} \mathrm{~cm}^{-3}$ and $10^{4} \mathrm{~cm}^{-3}$ ) initial plasma densities, respectively. The dust number density is $n_{d} \simeq 10^{3} \mathrm{~cm}^{-3}$, and the dust size is $a \simeq 10^{-5} \mathrm{~cm}$. The dust photoelectric work function is 7 eV .


Fig. 3. Spatial dependence of the dust number density showing sharp boundary of NLC.

The Poisson equation takes the form

$$
\partial^{2} \varphi / \partial x^{2}=4 \pi e\left(n_{e}+Z_{d} n_{d}-n_{i}\right) .
$$

Assuming that the dust particles have zero velocity, we can evaluate the electric fields in the mesosphere under NLC conditions:

$$
E_{x}=-\partial \varphi / \partial x \simeq m_{d} g / e Z_{d} \sim 1 \mathrm{~V} / \mathrm{m}
$$

We note that such electric fields were observed in the lower mesosphere and in the vicinity of NLC [12]. Figure 3 shows the spatial structure of the dust layer calculated on the basis of the above set of equations. We note that the dust structure has sharp boundaries.

As for the width $L_{c}$ of NLC, this value can be estimated as $L_{c} \sim v_{\alpha} / v_{\alpha, d}$, where $v_{\alpha}$ is the velocity of the charged particles of the kind $\alpha, v_{\alpha, d}$ is the particle-dust collision rate \{it is assumed that the fluxes of particles
of the kind $\alpha$ result in the squeezing of the dusty layer (cf. [11]) \}. For electrons and ions, it gives $L_{c} \sim d_{e, i}^{2} / a$. Under the mesospheric conditions, $L_{c} \sim 10^{5} \mathrm{~cm}$. This value is of the order of the observable width of NLC. The scaling will be discussed in more detail in following publications.

The solar spectrum at NLC altitudes has a cutoff at wavelengths shorter than $\simeq 170 \mathrm{~nm}$ due to atmospheric absorption of solar radiation. Since the photoelectric work function for the dust particles varies strongly (from about a few eV for contaminated dust up to about 9 eV for pure ice) depending on the particle origin, we conclude that there are both positively and negatively charged dust particles in the polar summer mesosphere. This fact can be important both for NLC formation and for the understanding of the nature of $\mathrm{V} / \mathrm{m}$ mesospheric electric fields.

Charging of the dust particles results in significant electron depletion at nighttime, while significant ion depletion occurs in the daytime and even at twilight. In both cases, the diffusive fluxes of electrons and ions are created, the fluxes having a tendency to squeeze the dusty layer. We have shown that the mesospheric dusty
layers have sharp boundaries and their width is of the order of the observable width of NLC.

This work was supported in part by INTAS (grant no. 97-2149) and INTAS-RFBR (grant no. IR-97-775).
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#### Abstract

Experiments with char samples provide support for the theory of EPR line shape in a system of surface paramagnetic centers with dipole-dipole interactions. It is also demonstrated that, if a strong Heisenberg exchange dominates over the dipole-dipole interactions, the EPR line of a two-dimensional system narrows and acquires Lorentzian shape, similar to the three-dimensional case. © 2000 MAIK "Nauka/Interperiodica".


PACS numbers: 76.20.+q; 76.30.-v

The problem of magnetic resonance line shape is too extensive to list all the works published over a period of decades. Restricting oneself to electron paramagnetic resonance in nonconducting solids, one can cite, as an example, the works on the line shape in magnetically diluted systems with dipole-dipole interactions between the paramagnetic centers (PCs) [1-3]. However, the cited works refer to three-dimensional systems. As to the experimental studies on the line shapes in diluted two-dimensional systems with dipole-dipole interactions, we did not find relevant data in the literature. At the same time, study of the twodimensional case is not an abstract exercise. The EPR spectra of stable free radicals in developed porous structures, such as activated carbons and other catalysts, are rather popular examples for demonstrating the two-dimensional distribution of paramagnetic impurities. In particular, chars obtained by pyrolysis of various carbon-containing materials have been much investigated in recent years [4]. These chars in an oxygenfree medium give exceedingly narrow EPR lines with widths strongly depending on the concentration of surrounding oxygen over a very wide range [5]. It is these materials which are dealt with in this work. The EPR line shape of the impurity PCs distributed on a solid surface (i.e., two-dimensional system) is consistently studied in the work.

To describe line shape in the magnetically diluted systems, Anderson's model [6] is widely used, in which only the $z-z$ part of the total dipole-dipole interaction is taken into account. For the random distribution of spins in a space of dimensionality $\mathrm{D}=1,2$, and 3 , a
simple expression [7] is obtained for the free induction decay curve $S(t)$ :

$$
\begin{equation*}
S(t)=S_{0} \exp \left[-\left(t / T_{2}\right)^{D / 3}\right], \tag{1}
\end{equation*}
$$

where $T_{2}$ is the transverse relaxation time. As is known [6], the absorption line shape $g(\omega)$ is the Fourier transform of the free induction decay:

$$
\begin{equation*}
g(\omega)=\int_{-\infty}^{\infty} S(t) \exp (i \omega t) d t / 2 \pi S_{0} \tag{2}
\end{equation*}
$$

General analysis [2,3] shows that Anderson's model rigorously reproduces line wings and satisfactorily describes its central portion. For strongly diluted threedimensional systems, Eq. (2) gives a Lorentzian shape but one fails to deduce an analytical expression for the two-dimensional case. In [8], an analytical expression is presented only for a far wing of the line; for $\mathrm{D}=2$, it decreases as $\omega^{-5 / 3}$.

For the quantitative comparison of Eqs. (1) and (2) with experiment, it is necessary to know the explicit expression for $T_{2}$. In the $\mathrm{D}=2$ case of interest, this expression depends on the angle $\theta_{p}$ between the external magnetic field $\mathbf{H}$ and the normal $\mathbf{n}_{\mathrm{p}}$ to the plane in which the paramagnetic centers are situated. In [7], the corresponding expression was obtained only for $\theta_{p}=0$, whereas our experimental conditions require the averaging over the random orientations of the chars surface. To solve this problem, let us turn back to the original premises in the theoretical calculations of Anderson's model.


Fig. 1. ( $\Delta$ ) Separation between the peaks and $(\bullet)$ peak-topeak amplitude in the derivative of the EPR line of carbonized fructose as functions of the concentration of ambient oxygen.

The standard method of calculation [2] yields the following general expression:

$$
\begin{gathered}
F_{D}(t) \equiv S(t) / S_{0} \\
=\exp \left(-n_{D} \int d^{D} r\left\{1-\cos \left[\frac{b_{0} t}{r^{3}} P_{2}(\theta)\right]\right\}\right)
\end{gathered}
$$

where $b_{0}=3 \gamma^{2} \hbar^{2} / 2, P_{2}(\theta)=\left(3 \cos ^{2} \theta-1\right) / 2, \theta$ is the angle between $\mathbf{r}$ and $\mathbf{H}_{0}$, and $n_{D}$ is the $D$-dimensional density of PCs. In the two-dimensional case,

$$
\begin{aligned}
F_{2}(t) & =\exp \left(-n_{2} \int d^{2} r\left\{1-\cos \left[\frac{b_{0} t}{r^{3}} P_{2}(\theta)\right]\right\}\right) \\
& =\exp \left(-n_{2}\left(b_{0} t\right)^{2 / 3} J_{1}\left(\theta_{p}\right) J_{2}\right)
\end{aligned}
$$

The last expression in this formula is obtained by the substitution of integration variable $r \longrightarrow r\left|\left(b_{0} t P_{2}(\theta)\right)\right|^{1 / 3}$, and

$$
\begin{gathered}
J_{1}\left(\theta_{p}\right)=\int_{0}^{2 \pi} d \varphi\left|P_{2}(\theta)\right|^{2 / 3}, \\
J_{2}=\int_{0}^{\infty} r d r\left[1-\cos \left(\frac{1}{r^{3}}\right)\right]=\Gamma\left(\frac{1}{3}\right) / 4 .
\end{gathered}
$$

The $F_{2}\left(t, \theta_{p}\right)$ function can only be numerically calculated. It is convenient to direct the in-plane $x$ axis along $\mathbf{n}_{x}=\left[\mathbf{n}_{p} \mathbf{H}\right] / /\left[\mathbf{n}_{p} \mathbf{H}\right] \mid$ and set $\mathbf{n}_{y}=\left[\mathbf{n}_{p} \mathbf{n}_{x}\right]$. Defining an arbitrary in-plane vector as $\mathbf{r}=\mathbf{r}(\cos \varphi, \sin \varphi)$, one obtains $\cos \theta=\sin \varphi \sin \theta_{p}$. Now, averaging over the plane orientations yields

$$
\left\langle J_{1}\right\rangle=\frac{1}{2} \int_{0}^{\pi} \sin \theta_{p} d \theta_{p} J_{1}\left(\theta_{p}\right)=3.173
$$

and $\delta J_{1}^{2}=\left\langle\left(J_{1}-\left\langle J_{1}\right\rangle\right)^{2}\right\rangle\left\langle J_{1}\right\rangle^{2}=0.164$. The relative smallness of the latter value allows one to use further the simple formula

$$
F_{2}(t)=\exp \left(-n_{2}\left(b_{0} t\right)^{2 / 3}\left\langle J_{1}\left(\theta_{p}\right)\right\rangle J_{2}\right)=\exp \left(-\left(\beta_{2} t\right)^{2 / 3}\right)
$$

coinciding with Eq. (1) for $D=2$, with

$$
\begin{equation*}
\beta_{2}=T_{2}^{-1}=4.64 n_{2}^{3 / 2} \gamma^{2} \hbar, \tag{3}
\end{equation*}
$$

where $\gamma$ is the gyromagnetic ratio. Equations (1)-(3) provide a basis for the subsequent processing of the experimental data.

Experiments were carried out with carbonized car-bon-containing natural materials prepared at the University of Illinois (Urbana-Champaign, USA) by the method described in [4]. Powder samples with particle sizes $75-100 \mu \mathrm{~m}$ were placed in quartz cells with controlled pressure of ambient air. This allowed the EPR line shapes to be determined as functions of the concentration $c$ of surrounding oxygen over a very wide range (several orders of magnitude) of $c$ values. The EPR spectra were recorded at room temperature. The concentration of paramagnetic centers was determined from a comparison of the EPR line area with a signal from one of the $\mathrm{Mn}^{2+}$ HFS components of a reference $\mathrm{MgO}: \mathrm{Mn}$ sample placed in the same cavity but outside the cell containing the sample under study. The experimental data presented below refer to the sample of carbonized fructose with PC concentration $n=1.07 \times$ $10^{20} \mathrm{~g}^{-1}$ and mass $m=3.6 \times 10^{-3} \mathrm{~g}$. Similar results were also obtained for other chars [9].

The peak-to-peak width $\delta^{p p}$ and amplitude $A_{p p}$ of the derivative of EPR line are shown in Fig. 1 as functions of the concentration of ambient oxygen. Examples of EPR spectra are presented in Fig. 2 for air pressures $P=1$ and $1.07 \times 10^{-3}$ bar, which corresponds to the ambient oxygen concentrations $c=9.3 \times 10^{-3}$ and $10^{-5} \mathrm{M} / 1$, respectively. One can see from Figs. 1 and 2 that the pressure variation drastically changes the separation, the amplitude, and the EPR line shape. At the same time, our measurements showed that the PC concentration remained constant in these experiments. The dependence of EPR spectra on the concentration of ambient oxygen is reversible, with the time of establishing stationary state not exceeding 1 s .

It is seen from Fig. 2a that the experimental EPR spectrum at $c=9.3 \times 10^{-3} \mathrm{M} / 1(P=1 \mathrm{bar})$ is described well by the sum of two lines corresponding to the twodimensional spatial distribution of paramagnetic impurities with dipole-dipole interactions between them. The same figure illustrates an attempt at fitting the experimental spectrum by the sum of two Lorentzian curves typical of the three-dimensional spatial distribution of the paramagnetic centers with dipolar interactions. One can clearly see that the two-dimensional description provides much better agreement with the experiment.


Fig. 2. Experimental EPR signals and curve fitting for carbonized fructose at the concentrations of ambient oxygen $c=$ (a) $9.3 \times 10^{-3}$ and (b) $10^{-5} \mathrm{M} / 1$. Solid lines are the sums of two "two-dimensional" curves with dipole-dipole interactions between the PCs [see Eq. (1)]; dots are the sums of two Lorentzian curves. Far wings of the signal are shown in the insets.

The two-dimensional fit proved to be successful only for high concentrations of ambient oxygen ( $c>$ $10^{-3} \mathrm{M} / \mathrm{l}$ ), whereas at low concentrations ( $c<10^{-3} \mathrm{M} / \mathrm{l}$ ) the experimental spectrum was nicely described by the sum of two Lorentzians (Fig. 2b).

The agreement between the experimental EPR line shape and the theoretical models was checked by using the chi-square test, i.e., by the degree of correspondence to the standard condition $\chi^{2}=m \pm(2 m)^{1 / 2}$ [10], where $m$ is the number of experimental points. Note that an even better description of the two-dimensional (2D) experimental data is achieved with the model [ 3,11 ] allowing for both the disorder in the PC distribution and, in the simplest form, the flip-flop transitions between the PCs. In this case,

$$
\begin{gathered}
F_{D}(t)=\exp \left(-(\Phi(t))^{D / 6}\right), \\
\Phi(t)=2 \beta_{D}^{2} \int_{0}^{t} d \tau(t-\tau) f(\tau), \quad f(\tau)=\exp (-\kappa \tau) .
\end{gathered}
$$

The curve fitting yields $\kappa \approx 0.05 \beta_{2}$. Although such a small $\kappa$ value cannot be considered as a direct estimate of the flip-flop rate, it is in line with the previous theoretical conclusion [3] that the flip-flop processes only slightly modify Anderson's free induction decay in the three-dimensional systems.

The two curves used for the interpretation of the experimental spectra correspond to the presence of two types of PCs, $A$ and $B$. Their nature was discussed in detail in our work [9]. We merely note here that the $A$ centers are affected by the adsorbed oxygen more strongly than the $B$ centers are. As $c$ increases, the fraction of $A$ increases, while that of $B$ decreases, with the sum of their concentrations being unchanged. Note that the observed mutual transformation of the two PC types is one more piece of evidence of their surface nature.

It is remarkable that the EPR line is exceedingly narrow at a low content of ambient oxygen. The estimates of the magnetic dipole-dipole broadening for the

PC concentration used in our experiment give a value of no less than 10 G . However, the measured values (Fig. 1) are an order of magnitude smaller. This can naturally be explained by the exchange narrowing. This hypothesis is consistent with the Lorentzian shapes observed for the $A$ and $B$ lines at low oxygen concentrations (see above). It is well known that the strong (compared to the dipolar interactions) exchange leads to the Lorentzian shapes of EPR lines in ordinary threedimensional systems [6]. One can show that the exchange interaction brings about the same result for the two-dimensional PC distribution. In this case, the transition from the Lorentzian curves to the dipolar broadening occurring for 2 D at $c>10^{-3} \mathrm{M} / 1$ can naturally be explained by the distortion of PC orbitals under the action of adsorbed oxygen molecules and the ensuing collapse of the exchange interaction between the PCs (for details, see our work [9]).

Figure 3 shows the variation of the $T_{2}$ parameter for the curves describing the experimental EPR spectra over the whole range of oxygen concentrations. It is of interest to compare the curves in Figs. 1 and 3. In the first case, the extreme point is clearly seen at $c=2 \times$ $10^{-3} \mathrm{M} / 1$, whereas in the latter case both dependences are monotonic. The fact is that the relationship between $\delta^{p p}$ and $T_{2}$ is given by

$$
\begin{equation*}
\delta_{L o r}^{p p}=\left(\frac{\sqrt{3}}{2} \gamma T_{2}\right)^{-1} \tag{4}
\end{equation*}
$$

for the Lorentzian curve and

$$
\begin{equation*}
\delta_{2}^{p p}=\left(2.54 \gamma T_{2}\right)^{-1} \tag{5}
\end{equation*}
$$

for the 2D curve determined by Eq. (3). It is seen from Eqs. (4) and (5) that, for the same $T_{2}$, the difference between the peaks in the derivative of the two-dimensional EPR line is tangibly smaller than for the Lorentzian curve.

Let us use the model described above and make some quantitative estimates for this sample. One can see in Fig. 3 that the $T_{2}$ time for the $B$-type centers


Fig. 3. The $T_{2}$ value as a function of the concentration of ambient oxygen; ( $\square$ ) are for the $A$ centers, and $(\bullet)$ are for the $B$ centers.
ceases to depend on the adsorption of oxygen molecules after the collapse of exchange narrowing and takes the value $T_{2}=2.0 \times 10^{-9} \mathrm{~s}$. It is natural to assume that this value is caused by the dipole-dipole interactions between the PCs. Then, using Eq. (3), one arrives at the $n_{2}(\mathrm{PC})=0.48 \times 10^{14} \mathrm{~cm}^{-2}$ estimation for the surface number density of PCs. With the known total PC concentration (see above), it is straightforward to determine the specific surface area occupied by all PCs: $S_{\Sigma}=$ $220 \mathrm{~m}^{2} / \mathrm{g}$. The resulting $S_{\Sigma}$ value agrees well with the estimates made in [12] ( $\left.S_{\Sigma} \sim 100 \mathrm{~m}^{2} / \mathrm{g}\right)$, where this quantity was determined for analogous samples independently by the adsorption methods. Moreover, the fact that the experimental spectrum coincides with the two-dimensional model up to detunings of a hundred widths (Fig. 2a) indicates that $r_{\text {av }} / 100^{1 / 3}$ is as small as $3.2 \AA$. This value is comparable with the interatomic distances; consequently, all PCs belong to the surface layer.

As to the centers of type $A$, their transverse relaxation, as can be judged from the line shape, is also due to the dipole-dipole interactions, but the $T_{2}$ value continues to decrease with increasing number of adsorbed oxygen molecules. Therefore, one can assume that the dipole-dipole interactions of the $A$ centers with the adsorbed oxygen molecules [having orbital magnetic moment $\mu\left(\mathrm{O}_{2}\right)=2.84 \mu_{B}$ ] sizably contribute to the transverse relaxation of these centers. Estimates by Eq. (3) indicate that the oxygen surface concentration at atmospheric pressure is on the order of $n_{2}\left(\mathrm{O}_{2}\right)=0.9 \times$ $10^{14} \mathrm{~cm}^{-2}$, which seems to be quite reasonable for the
adsorption of oxygen molecules on the surface of carbons under normal conditions [13].

Summarizing the results of this study, one can draw the following conclusions. The experiments with paramagnetic centers distributed over the surface and coupled via the dipole-dipole interactions confirm theoretical predictions about the EPR line shapes in such systems. In the presence of a strong Heisenberg exchange dominating over the dipole-dipole interactions, the EPR line in a two-dimensional system narrows and acquires the Lorentzian shape, similar to the threedimensional case.

We are grateful to Paul Siroki from the University of Illinois (Urbana, USA) for sample preparation. This work was supported by the Russian Foundation for Basic Research (project nos. 99-02-16024 and 99-0217440B) and the Fogarty International Foundation (grant no. 1RO3 TW00998-01).
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In $\mathrm{Ni}_{2+x} \mathrm{Mn}_{1-x} \mathrm{Ga}$ shape-memory ferromagnetic alloys with coincident magnetic and structural phase transitions, a reversible structural field-induced phase transition was observed at constant temperature and pressure in magnetic fields of about 10 T . Computational results are in qualitative agreement with experiment. © 2000 MAIK "Nauka/Interperiodica".
PACS numbers: $64.70 . \mathrm{Kb}$; $75.30 . \mathrm{Kz}$

Heusler alloy $\mathrm{Ni}_{2} \mathrm{MnGa}$ combining ferromagnetic properties with shape memory attracts considerable interest in connection with the search for new kinds of the effect of external fields on the dimensions and shape of materials [1-6]. Recent studies showed both theoretically and experimentally that the phase diagram of nonstoichiometric $\mathrm{Ni}_{2+x} \mathrm{Mn}_{1-x} \mathrm{Ga}$ compositions with partial substitution of Ni for Mn includes a region of concentrations $x$ where the magnetic and structural (martensitic) phase transitions are close to each other or coincide ( $x=0.16-0.19$ ). Such alloys were found to exhibit a considerable increase in the temperature of the structural phase transition (SPT) in magnetic fields (up to 1 T ), as well as the initiation of the SPT as a result of switching on the magnetic field [5]. However, the question of whether a magnetic-field-driven reversible SPT is possible at constant temperature and pressure is still an open question. The purpose of this study is to investigate experimentally and theoretically the reversible SPT induced by a magnetic field in samples with coincident structural and magnetic phase transitions.

The realization of a reversible SPT in a magnetic field at a given temperature is hindered by the temperature hysteresis of the first-order SPT. The idea of the experiment is as follows. In an external magnetic field, both ends of the temperature hysteresis loop (its width is about several degrees) are shifted to higher temperatures of the SPT with a coefficient of about $1 \mathrm{~K} / \mathrm{T}$ [5]. Hence, in a magnetic field of about 10 T , the whole loop will be shifted along the temperature axis by a distance exceeding the loop width. In this case, the transition from high-temperature (austenite) to low-temperature (martensite) phase will occur at a higher temperature $T_{A M}(H)$ than the reverse transition in the absence of the
magnetic field, $T_{M A}(0)$. Then, by switching the magnetic field on and off at a given temperature within the interval $T_{M A}(0)<T<T_{A M}(H)$, it is possible to induce a reversible SPT. We will call the temperature interval $\Delta \tilde{T}=T_{A M}(H)-T_{M A}(0)$ the magnetic control interval for the SPT.

In the experiment, we used polycrystalline $\mathrm{Ni}_{2+x} \mathrm{Mn}_{1-x} \mathrm{Ga}$ samples prepared by arc melting in argon on a cold bottom. The structural phase state of the samples was studied in magnetic fields of $0-14 \mathrm{~T}$ by the optical method [5]. The optical technique allows one to observe the nucleation and motion of the SPT boundaries and the twin boundaries of structural domains in the direct experiment and, on the basis of these observations, to measure the temperatures of the direct and reverse SPT, with the sample surface resolution depending on the external magnetic field. To study the SPT, the sample is polished in the austenitic state and mounted on a substrate in a transparent two-contour thermostat; the magnetic field is produced by a Bitter magnet. The observations are performed using a microscope with a TV camera for individual crystal grains of the polycrystal. This allows one to take into account the natural inhomogeneity of polycrystalline samples, which is mainly responsible for the error in determining the transition point.

Figure 1 shows the $T_{A M}(H)$ and $T_{M A}(H)$ dependences for samples with an excess concentration of $\mathrm{Ni}(x=$ $0.16,0.18$, and 0.19$)$. The curves were obtained by averaging the transition temperature over the surface of a polycrystalline sample. One can see that the dependences $T_{A M}(H)$ and $T_{M A}(H)$ are approximately linear for all samples. The coefficients $d T_{A M} / d H$ and $d T_{M A} / d H$ are close to each other and increase with increasing $x$ up to


Fig. 1. Field dependences of the temperatures of the direct $T_{A M}$ and reverse $T_{M A}$ structural phase transitions in $\mathrm{Ni}_{2+x} \mathrm{Mn}_{1-x} \mathrm{Ga}$ samples with $x=0.16,0.18$, and 0.19 .


Fig. 2. Time dependences of the temperature $T$, the magnetic field $H$, and the number of crystal grains $N$ that undergo a structural transformation in the course of the reversible SPT.
the value $x=0.19$ at which the magnetic and structural phase transitions merge [5]. As $x$ grows, the temperature hysteresis of the SPT, $T_{M A}(H)-T_{A M}(H)$, also grows. The magnetic control interval averaged over the sample surface is $\Delta \tilde{T} \sim 1 \mathrm{~K}$.

Figure 2 illustrates the experiment on the reversible SPT induced by a magnetic field at constant temperature and external pressure. This figure presents the time dependences of the magnetic field, the temperature of the sample, and the number $N$ of crystal grains that changed their structural phase state in the course of the experiment. The initial temperature of the sample was selected within the magnetic control interval of the SPT, and all grains in the field of vision of the microscope were initially in the austenitic state. With an increase in the magnetic field, a spontaneous increase in the sample temperature is observed with the formation of martensite in magnetic fields $H>6 \mathrm{~T}$. When the field ceases to increase, the temperature relaxes, while the martensite proportion continues growing for some time. As the magnetic field decreases, the temperature also decreases and, starting at 4 T , the martensite phase vanishes. Its total disappearance is observed after the field is switched off in the course of the temperature returning to its original value.

The instability of the sample temperature is explained by the release and absorption of the latent heat of the first-order SPT in the sample. Each time, an increase in temperature occurs simultaneously with the transition to the low-temperature phase, and a decrease
in temperature accompanies the transition to the hightemperature phase.

To analyze the phase diagram of the $\mathrm{Ni}_{2+x} \mathrm{Mn}_{1-x} \mathrm{Ga}$ ferromagnet in a magnetic field, we use the Landau phenomenological model of phase transition. We consider a cubic ferromagnet belonging to the $O_{h}$ point symmetry group and characterized by a magnetic phase transition, which is accompanied by the appearance of a spontaneous magnetization $M$, and an inherent ferroelastic phase transition to the $D_{4 h}$ tetragonal phase, the latter transition being accompanied by the appearance of spontaneous strains. In this case, the order parameters describing the SPT are the components of the macroscopic strain tensor $e_{i k}$. We will describe the magnetic phase transitions by the components of the macroscopic magnetization $M$. For the ferromagnet free energy, after its minimization with respect to the strain tensor components not responsible for the SPT, we obtain the expression

$$
\begin{aligned}
F=F_{0} & +\frac{1}{2} a\left(e_{2}^{2}+e_{3}^{2}\right)+\frac{1}{3} b e_{3}\left(e_{3}^{2}-3 e_{2}^{2}\right)+\frac{1}{4} c\left(e_{2}^{2}+e_{3}^{2}\right)^{2} \\
& +B_{2}\left[\frac{1}{\sqrt{2}} e_{2}\left(m_{1}^{2}-m_{2}^{2}\right)+\frac{1}{\sqrt{6}} e_{3}\left(3 m_{3}^{2}-m^{2}\right)\right] \\
& +\frac{1}{2} \alpha\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)+\frac{1}{4} \delta\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)^{2} \\
& +K\left(m_{1}^{2} m_{2}^{2}+m_{2}^{2} m_{3}^{2}+m_{3}^{2} m_{1}^{2}\right)-H_{3} M_{3} .
\end{aligned}
$$

Here, $\alpha=\alpha_{0}\left(T-T_{c}\right), \delta$, and $K$ are magnetostrictionrenormalized exchange constants and the first constant of cubic anisotropy; $B$ is the relativistic magnetostriction constant; $a, b$, and $c$ are linear combinations of the components of the second-, third-, and fourth-order elastic moduli, respectively: $a=c_{11}-c_{12}, b=\left(c_{111}-\right.$ $\left.c_{112}+c_{123}\right) / 6 \sqrt{6} ; e_{i}$ are linear combinations of the strain tensor components $e_{2}=\left(e_{x x}-e_{y y}\right) / \sqrt{2}, e_{3}=\left(2 e_{z z}-e_{x x}-\right.$ $\left.e_{y y}\right) / \sqrt{6}$; and $m=M / M_{0}$, where $M_{0}$ is the saturation magnetization away from the Curie point $T_{C}$. As the SPT from cubic to tetragonal phase with a two-component order parameter $e_{2}, e_{3}$ is approached, the elastic modulus $a=c_{11}-c_{12}$ tends to zero, and, near the transition point $T_{M 0}$, it can be represented in the form $a=$ $a_{0}\left(T-T_{M 0}\right)$. The presence of the third-order terms in the thermodynamic potential determines the first-order SPT.

Let us consider the case $b>0, c>0$, and $K<0$, which corresponds to the compound under study. In the absence of a magnetic field, five different phases occur in this material $[4,5,7]$ : the paramagnetic and ferromagnetic cubic phases, the paramagnetic tetragonal phase, and the ferromagnetic angular and collinear tetragonal phases. In a magnetic field, the Curie point ceases to be a phase transition point, because, for $H \neq$ 0 , the magnetization remains finite at temperatures $T>$ $T_{C}$ owing to the paraprocess. In addition, a magnetic field leads to tetragonal distortions of the cubic lattice. Then, in magnetic fields higher than that of magnetic anisotropy $H>H_{A}=K / M_{0}$, two different ferromagnetic phases will occur: the martensitic phase with heavy tetragonal distortions and the austenitic phase with weak tetragonal distortions produced by the field.

Minimizing the potential given by Eq. (1) with respect to the variables $e_{2}, e_{3}, m_{1}, m_{2}$, and $m_{3}$, we obtain the equations of state for describing the distribution of magnetization and elastic strains in the ferromagnet under study, along with the conditions of their stability in the approximation of relatively high magnetic fields $H>H_{A}$ :

$$
\begin{gather*}
m_{1}=m_{2}=0, \quad e_{2}=0 \\
m_{3}\left(\alpha+\delta m_{3}^{2}+\sqrt{8 / 3} B e_{3}\right)=M_{0} H  \tag{2}\\
e_{3}\left(a+b e_{3}+c e_{3}^{2}\right)+\sqrt{2 / 3} B m_{3}^{2}=0 \\
\left(2 \delta m_{3}^{3}+M_{0} H\right)\left(a+2 b e_{3}+3 c e_{3}^{2}\right)-\frac{8}{3} B^{2} m_{3}^{3} \geq 0 \tag{3}
\end{gather*}
$$

For $x<x_{C}$ ( $x_{C}$ is the critical concentration at which the temperatures of the magnetic and structural phase transitions coincide), we obtain from Eqs. (2) and (3) the


Fig. 3. Section of the $T-H-x$ phase diagram by the plane $x=0.16: \Delta T_{H}=T_{i}(H)-T_{A M}(H=0)$, where $T_{i}=T_{M}, T_{M A}$, and $T_{A M}$.
field dependences of the stability loss temperatures $T_{M A}$ and $T_{A M}$ (see Fig. 3):

$$
\begin{gather*}
T_{M A}=T_{M 0} \\
\times\left\{1+\frac{b}{a_{0}}\left[\frac{1}{36} \frac{b}{c}-\sqrt{6} \frac{c B}{b^{2}}\left(\tau_{M 0}-\frac{2}{3} m^{2}\left(\tau_{M A}\right)\right)\right]\right\},  \tag{4}\\
T_{A M}=T_{M 0} \\
\times\left\{1-\frac{b}{a_{0}}\left[\frac{2}{9} \frac{b}{c}+\sqrt{6} \frac{c B}{b^{2}} \tau_{M 0}+\left(\sqrt{\frac{32}{3}} \frac{B}{b}\right)^{1 / 2} m\left(\tau_{M 0}\right)\right]\right\}, \tag{5}
\end{gather*}
$$

where $m(\tau)=\left[h+\left(h^{2}-\tau^{3} / 27\right)^{1 / 2}\right]^{1 / 3}+\left[h-\left(h^{2}-\tau^{3} / 27\right)^{1 / 2}\right]^{1 / 3}$ for $h>(\tau / 3)^{3 / 2}$ and $m(\tau)=2 \sqrt{\tau / 3} \cos (\varphi(\tau) / 3)$ for $h<$ $(\tau / 3)^{3 / 2} ; \varphi(\tau)=\arccos \left[h(3 / \tau)^{3 / 2}\right] ; \tau_{M 0}=\left(T_{C}-T_{M 0}\right) / T_{C} ;$ $\tau_{M A}=\tau_{M 0}+\sqrt{2 / 3}(b B / c \delta)$; and $h=M H / 2 \delta$.

The field dependence of the SPT temperature $T_{M}$ (Fig. 3), which is determined from the condition of equal energies of the phases, has the form

$$
\begin{gather*}
T_{M}=T_{M 0}\left\{1+\frac{b}{a_{0}}\left[\frac { 9 } { 8 } \frac { \delta c ^ { 2 } } { b ^ { 3 } } \left\{m^{4}\left(\tau_{M}\right)-m^{4}\left(\tau_{M 0}\right)\right.\right.\right. \\
\left.\left.\left.+4 h\left[m\left(\tau_{M}\right)-m\left(\tau_{M 0}\right)\right]\right\}-\sqrt{6} \frac{c B}{b^{2}} \tau_{M 0}-\frac{4}{3} \frac{B^{2}}{\delta b}\right]\right\},  \tag{6}\\
\tau_{M}=\tau_{M 0}+\sqrt{\frac{32}{27}} \frac{b B}{c \delta}
\end{gather*}
$$

For $h \ll\left(\tau_{M 0} / 3\right)^{3 / 2}$, the field dependences of $T_{M A}$, $T_{A M}$, and $T_{M}$ are simplified. For example, $T_{M}$ becomes a linear function of $H$ :

$$
\begin{equation*}
T_{M}(H)=T_{M}(0)+H T_{M 0} M\left(\sqrt{\tau_{M}}-\sqrt{\tau_{M 0}}\right) / Q \tag{7}
\end{equation*}
$$

where $Q=2 a_{0} b^{2} / 9 c^{2}$ is the specific latent heat of the SPT at temperature $T_{M}(0)$. This corresponds to the results obtained earlier from the thermodynamic theory [4, 5].


Fig. 4. Section of the $T-H-x$ phase diagram by the plane $H=0: \Delta T_{x}=T_{i}(x)-T_{A M}(x=0.14)$, where $T_{i}=T_{M}, T_{M A}$, and $T_{A M}$.

To construct the phase diagram of the ferromagnet in the $T-H-x$ coordinates, we assume (as in $[4,5]$ ) that both $T_{M 0}$ and $T_{C}$ linearly depend on the concentration:

$$
\begin{equation*}
T_{M 0}=\tilde{T}_{M 0}+\kappa x, \quad T_{C}=\tilde{T}_{C}-\gamma x, \tag{8}
\end{equation*}
$$

where $\kappa$ and $\gamma$ are the proportionality coefficients.
The sections of the $T-H-x$ phase diagram by planes $x=0.16$ and $H=0$ are shown in Figs. 3 and 4, respectively. We present the dependences $\Delta T_{H}(H)$ and $\Delta T_{x}(x)$. Here, $\Delta T_{H}=T_{i}(H)-T_{A M}(H=0)$ and $\Delta T_{x}=T_{i}(x)-$ $T_{A M}(x=0.14)$, where $T_{i}=T_{M}, T_{M A}$, and $T_{A M}$. Since many parameters of the problem are unknown, the comparison between the theoretical diagrams and the experimental dependences shown in Fig. 1 can only be qualitative. The diagrams presented in Figs. 3 and 4 were obtained for the following values of the parameters: $\tilde{T}_{C}=375 \mathrm{~K}, \tilde{T}_{M 0}=200 \mathrm{~K}, a_{0}=b / \tilde{T}_{M 0}, \alpha_{0}=\delta / \tilde{T}_{C}$, $\delta=10^{8} \mathrm{Erg} / \mathrm{cm}^{3}, c / b=11.1, b=2.54 \times 10^{12} \mathrm{Erg} / \mathrm{cm}^{3}$, $B=2 \times 10^{8} \mathrm{Erg} / \mathrm{cm}^{3}, \gamma=175 \mathrm{~K}$, and $\kappa=700 \mathrm{~K}$.

From the comparison of Figs. 1, 3, and 4 it follows that, in the concentration interval $0.16<x<0.19$, the field and concentration dependences of $T_{A M}$ and $T_{M A}$ obtained in the experiment are in qualitative agreement
with the computational results. Specifically, the temperatures $T_{A M}$ and $T_{M A}$ increase with increasing $H$ and $x$, and the width of the temperature hysteresis loop increases with $x$. The theory justifies the existence of the temperature and field regions in which a reversible magnetic-field-induced SPT is possible.

Note that an irreversible magnetic-field-induced SPT is known for many magnetic substances (see, e.g., [8, 9]). As far as we know, a reversible field-induced SPT occurs in no other substances except the one described above. However, one should expect that the magnetic-field-driven reversible SPT observed in our experiments in $\mathrm{Ni}_{2+x} \mathrm{Mn}_{1-x}$ Ga may also occur in sufficiently high magnetic fields in other high-magnetostriction magnetic compounds which undergo a structural phase transformation in the ferromagnetic state.

This work was supported by the Russian Foundation for Basic Research, project no. 99-02-18247.
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#### Abstract

It is shown that liquid crystal-electrode charge exchange is accomplished via the mechanism of Schottky emission through a thin dielectric layer. The thin dielectric layer (several nanometers) is formed by adsorption of neutral molecules that either are introduced on purpose or occur in even well-purified liquid crystals. The main part of the barrier determining the charge exchange process is due to the ionization of the cation losing an electron and its transformation to the anion. The barrier parameters and the dielectric layer thickness are estimated for the planar and homeotropic alignments of molecules. © 2000 MAIK "Nauka/Interperiodica".


PACS numbers: 61.30.Gd; 82.30.Fi

1. It is known that, in organic liquids with a high concentration of ions (electrolytes), charge exchange at a liquid-electrode interface proceeds mainly via redox processes [1]. Such a mechanism of charge transfer was considered as the basic one in the majority of works on the electric properties of liquid crystals (LCs). Different charge-transfer mechanisms were also proposed: injection from the electrode [2,3] and dissociation of available [2] or added [4] impurities. However, the mechanism of current flow through the LC-electrode interface has not been analyzed in detail as yet.
2. In order to enhance the effects of the alignment of molecules on the process of charge exchange, ZL1-4803-000 (Z) liquid crystals (Merck Ltd.) with a high dielectric anisotropy $\Delta \varepsilon$ were used in the investigations. At a temperature of $20^{\circ} \mathrm{C}, \mathrm{Z}$ is characterized by $\varepsilon_{\perp}=11.3$ and $\Delta \varepsilon=+51.5$. Investigations showed that pure Z , as well as other liquid crystals, changes its parameters under the action of an external electric field. Molecules of the dye D were added to the LCs in order to stabilize the parameters. The structural formula of D is given in Fig. 1. The main results were obtained for a ( $\mathrm{Z}+2 \mathrm{wt} \% \mathrm{D}$ ) mixture. The design of the measuring cell and the way of filling it were the same as in [5]. The planar alignment of the LC molecules was generated with the use of electrodes with rubbed polyimide ( P electrodes). The homeotropic alignment of the LC molecules was generated with the use of Cu electrodes. The sample thickness $d$ was varied over the range $10-50 \mu \mathrm{~m}$. The main measurements were performed for samples with $d \approx 30 \mu \mathrm{~m}$. The mechanism of current flow in the samples studied was determined from an analysis of current-voltage characteristics $(I-V)$. The density of
the steady-state current $I_{S T}$ was analyzed as a function of the voltage $U$. In addition, the density of the maximum reverse current $I_{R M}$ was determined for each value of $U$. For this purpose, a sample in which the current reached a steady-state value $I_{S T}$ was terminated in a measuring device. The effect of redox processes on the mechanism of charge exchange was determined by cyclic voltammetry [1]. The parameters of relaxation processes in the electrode regions were investigated by low-frequency dielectric spectroscopy [5, 6]. The alternating current conductivity of samples $\sigma_{A C}$ was also determined by low-frequency dielectric spectroscopy. The change of its value upon adding the dye indicated that the D molecules in the LCs were virtually neutral. The temperature was stabilized with an accuracy of no worse than 0.2 K using a specially designed thermostat with a sufficiently low level of electromagnetic interference.
3. At the initial stage of the investigations, it was most important to reveal how the redox processes affect the electrode-LC charge transfer process. Structures with asymmetric $\mathrm{P}-\mathrm{Cu}$ electrodes were used for the investigations. Cyclic voltammograms were obtained by the action of linearly increasing and decreasing voltage pulses. The rates of voltage rise and decrease were the same and equal to $0.46 \mathrm{mV} / \mathrm{s}$. The voltage was varied through the range from 0 to 2.3 V . The measurements were carried out for different polarities at each of the electrodes. In none of the cases, was a current maximum typical for a redox process [1] obtained. The voltage dependence of the current had the form of dynamic $I-V$ characteristics of diode structures.

With barriers, the electric field strength in a sample becomes inhomogeneous. The voltage applied across


Fig. 1. Structural formula of the dye D.


Fig. 2. Dependence of $U_{P} / U$ on $U$ for a $2 \%$ solution of D in Z. Samples with symmetric P electrodes, $d=20.5 \mu \mathrm{~m}$, and $T=294$ K.
the electrode regions (polarization voltage $U_{p}$ ) was determined from the equation [2]

$$
\begin{equation*}
U_{P}=U \frac{I_{R M}}{I_{R M}+I_{S T}} \tag{1}
\end{equation*}
$$

Figure 2 demonstrates the dependence of $U_{P} / U$ on $U$ for structures with symmetric $P$ electrodes. It is evident that, at $U<1 \mathrm{~V}, U_{P}=0.998 U$; that is, the current is fully determined by the properties of the electrode region for the given range of voltage values. For the given voltage values, the $I-V$ characteristics are nonlinear. The reasons for this nonlinearity were analyzed using various models (space charge limited current, diode mechanism of current flow through electric double layers, etc.). However, Fig. 3 and an analysis of $I-V$ characteristics obtained for other LCs indicate that the experimental data are approximated with the smallest error by the equation

$$
\begin{equation*}
I=I_{0} \exp (\alpha \sqrt{U}) \tag{2}
\end{equation*}
$$

Parameters characterizing charge transfer through the $\mathrm{Cu}-\mathrm{LC}$ interface (homeotropic alignment) and the P-LC interface (planar alignment) obtained for a $2 \%$ solution of D in Z with $\mathrm{Cu}-\mathrm{P}$ electrodes. The sample thickness was $29.4 \mu \mathrm{~m}$, and $T=294 \mathrm{~K}$

| Electrode | $\alpha, \mathrm{V}^{-1.2}$ | $d_{d}, \mathrm{~nm}$ | $\varphi_{B N}, \mathrm{~V}$ | $\varphi_{B I}, \mathrm{~V}$ |
| :---: | :---: | :---: | :---: | :---: |
| Cu | 6.3 | 0.92 | $0.88 \pm 0.55$ | $0.70 \pm 0.05$ |
| P | 6.8 | 4.5 | $0.37 \pm 0.05$ | $0.92 \pm 0.05$ |

where $I_{0}$ and $\alpha$ are constants whose physical meaning will be considered below. It is known that Eq. (2) may correspond to two different mechanisms of current flow: Schottky emission and Pool-Frenkel emission [7, 8]. To determine which of the above mechanisms can describe charge transfer through the LC-electrode interface, we studied the temperature dependence of $I / T^{2}$ at various values of $U$. The temperature dependence of $I / T^{2}$ for samples with asymmetric $\mathrm{Cu}-\mathrm{P}$ electrodes is shown in Fig. 4 for different polarities of the applied voltage. It follows from the data obtained that $\log \left(I / T^{2}\right)$ depends linearly on $1 / T$ in the temperature domain of mesophase existence. Therefore, the mechanism of current flow through the electrode-LC interface corresponds to Schottky emission. In this case,

$$
\begin{equation*}
I_{0}=A^{*} T^{2} \exp \left(-e \varphi_{B} / k T\right) \tag{3}
\end{equation*}
$$

where $A^{*}$ is the Richardson constant, $e$ is the electron charge, $\varphi_{B}$ is the barrier height, and $k$ is the Boltzmann constant.

For $U<1 \mathrm{~V}$, almost the total voltage is applied across the electrode regions. Therefore,

$$
\begin{equation*}
U=E d_{d} \tag{4}
\end{equation*}
$$

where $E$ is the electric field strength and $d_{d}$ is the thickness of the electrode region.

Therefore [8]

$$
\begin{equation*}
\alpha=\frac{e}{k T} \sqrt{\frac{e}{4 \pi \varepsilon_{0} \varepsilon d_{d}}} \tag{5}
\end{equation*}
$$

where $\varepsilon_{0}$ is the permittivity of free space and $\varepsilon$ is the permittivity of the substance.

Schottky emission is emission through a thin dielectric layer. Therefore, it must first be determined at which electrode (depending on the applied voltage polarity) such a barrier forms. For this purpose, we compared the temperature dependence of $I / T^{2}$ obtained for samples with $\mathrm{Cu}-\mathrm{P}$ electrodes to the similar dependence obtained for samples with P electrodes. It was found that the slopes of the temperature dependence of $I / T^{2}$ for samples with P electrodes fully coincide with the data for " - " $\mathrm{Cu}-\mathrm{P}$ " + ." From here, it follows that the barrier for the transfer of charge carriers is formed at the anode. Therefore, the data in Fig. 4a characterize charge transfer through the $\mathrm{Cu}-\mathrm{LC}$ interface (homeotropic alignment of molecules), and the data in Fig. 4b characterize charge transfer through the $\mathrm{P}-\mathrm{LC}$ interface (planar alignment of molecules). The barrier heights for the isotropic $\varphi_{B I}$ and nematic $\varphi_{B N}$ phases are given in the table for the planar and homeotropic alignments of molecules. It is evident that the values of $\varphi_{B N}$ for the planar and homeotropic alignments differ significantly. From here it follows that the properties of the LC determine the value of $\varphi_{B}$ for the LC -electrode contact. However, the difference between the values of $\varphi_{B I}$ indi-


Fig. 3. $I-V$ characteristics of a $2 \%$ solution of $D$ in Z. Samples with symmetric P electrodes, $d=20.5 \mu \mathrm{~m}$, and $T=$ 294 K.
cates that the electrode material also affects the barrier height.

With a dielectric layer present, charge transfer through the LC-anode interface can be carried out only by electron emission from the LCs. If it is assumed that such an electron is gained by an ion at the cathode, the question immediately arises as to how charge exchange between the electrodes proceeds continuously in time. Therefore, it may be suggested that, when an cation approaches the anode, it loses not only the "foreign" electron (transforming to a neutral molecule) but also "its own" electron (transforming to an anion). It is the transformation of a neutral molecule to an anion that is responsible for the main part of the barrier. The ionization of a neutral molecule can be described by a dipole with the dipole moment growing until the instance of electron detachment. In the process of ionization, such a dipole will polarize the surrounding molecules. If it is assumed that the energy of this interaction is propor-
tional to the polarizability of molecules and fully determines the value of $\varphi_{B N}$, then the ratio of $\varphi_{B N}$ for the homeotropic alignment of molecules to $\varphi_{B N}$ for the planar alignment of molecules must be close to $\left(\varepsilon_{\|} / \varepsilon_{\perp}\right)^{1 / 2}$. For $Z,\left(\varepsilon_{\|} / \varepsilon_{\perp}\right)^{1 / 2} \approx 2.36$ and virtually coincides with the ratio of $\varphi_{B N}$.

Schottky emission is emission through a dielectric layer. Therefore, it is important to elucidate what processes at the electrode surface are responsible for the formation of such a layer. In the case when the LC phase contains almost neutral dye molecules dissolved in it, the question of the reasons for the formation of the dielectric layer is trivial. It is more difficult to find reasons for the formation of a dielectric layer at the electrode surface in pure LCs. It is considered that, as well as in electrolytes, the reason for the formation of the electric double layer in LCs is the adsorption of ions. Our estimates made for pure 5CB showed that, if all the available ions from the bulk of a sample $20 \mu \mathrm{~m}$ thick were adsorbed at the electrode surface, then a layer only 0.01 nm thick would be formed. In the case of better conducting Z , this value is an order of magnitude higher. It follows from the table that the experimental values of $d_{d}$ are more than an order of magnitude higher. Therefore, it should be assumed that even pure LCs contain neutral impurities whose concentration is considerably higher than the concentration of ions. Such impurities, being adsorbed together with ions, form a dielectric layer, which restricts the direct contact of charge carriers with the electrode and determines the mechanism (Schottky emission) of charge transfer. The neutral impurities in pure LCs may differ in their nature (gas molecules, photooxidation products, synthesis products, etc.). Therefore, the dielectric strength of such a layer with respect to an external electric field is low. Adding dye molecules leads to the formation of an adsorbed layer that is more homogeneous in composition; therefore, its dielectric strength increases.


Fig. 4. Temperature dependence of $I / T^{2}$ for a $2 \%$ solution of D in Z and a sample with $\mathrm{Cu}-\mathrm{P}$ electrodes at various voltage values (V): (1) 0.61 , (2) 0.81 , (3) 1.0 , and (4) 1.2. Measurements were made at the (a) negative and (b) positive polarities of the voltage applied across the P electrode. The sample thickness was $29.4 \mu \mathrm{~m}$.
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#### Abstract

D.C. and A.C. conductivities of carbyne samples were studied over the temperature range $1.8-300 \mathrm{~K}$ at frequencies $10 \mathrm{MHz}-1 \mathrm{GHz}$. It was established that a variation in the fraction of $s p^{2}$ bonds in carbynes induces transition from one- to two- and then to three-dimensional conduction. In the one-dimensional hopping conduction regime, the resistivity of carbynes depends on temperature as $\rho=\rho_{0} \exp \left[\left(T_{0} / T\right)^{1 / 2}\right]$, whereas Coulomb correlations are insignificant. The Hunt model of one-dimensional A.C. conductivity is experimentally confirmed. © 2000 MAIK "Nauka/Interperiodica".


PACS numbers: 72.20.Ee; 72.30.+q; 72.80.-r

1. The problem of one-dimensional hopping conduction occupies a special place in the theory of disordered media [1, 2]. According to Mott's original approach [1] based on the maximization of transition probability, the resistivity in the variable-range hopping conduction regime in $d$-dimensional space depends on temperature as

$$
\begin{equation*}
\rho(T)=\rho_{0} \exp \left[\left(T_{0} / T\right)^{\alpha}\right], \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=1 /(d+1) . \tag{2}
\end{equation*}
$$

This result was rigorously substantiated for $d=3$ and 2 in the percolation theory, which, however, does not apply to the one-dimensional (1D) case [2-4], because one cannot define optimum percolation paths bypassing high-resistivity regions of the Miller-Abrahams network in the $d=1$ case. It is assumed in [2] that, as a result, the $\alpha$ index is equal to 1 rather than $1 / 2$, as it follows from Eq. (2). Nevertheless, Mott's value $\alpha=1 / 2$ should again be expected for a 1D system of finite size $L[2,5,6]$.

Note that the $\alpha=1 / 2$ value in a low-dimensional system can also be caused by the formation of a Coulomb gap [4] or by the nonoptimal hopping regime [7]. The $\alpha=1$ value (characteristic of $d=1$ and $L \longrightarrow \infty$ ) may also appear for finite chains with the Hubbard correlations [3]. One should also take into account that at $T \neq 0$ the hopping distance in a disordered system is limited from above by the wave-function phase coherence length [7], so that the problem of hopping conduction should always be considered for regions of finite sizes.

Hence, from the theoretical point of view, the question of exponent $\alpha$ for 1D hopping conduction is still an
open question. When experimentally investigating this issue, it is desirable to deal with a system of "variable" dimensionality that could transform from a threedimensional (3D) random network to a system of 1D disordered linear chains. Such a situation occurs in carbyne samples synthesized under high pressure [8].

Carbyne is an allotropic carbon form based on $s p$-type bonds and possessing a clear-cut linear-chain structure $[9,10]$. Contrary to other allotropic modifications with $s p^{2}$ (graphite) or $s p^{3}$ (diamond) bonds, carbyne cannot be synthesized as a perfect crystal, because its chains contain "built-in" disorder, probably due to the instability of large linear carbon clusters [10]. Although up to now there is no commonly accepted model structure of carbyne, it is customarily believed that linear $s p$ segments of the polymeric carbon molecule in carbyne alternate with $s p^{2}$-hybridized carbon atoms [8-10]. The $s p^{2}$ centers give rise to chain kinks, and the dangling bonds appearing at the kinks may attach impurity atoms or form interchain links (in the absence of the $s p^{2}$ defects, the carbon chains are bonded by weak van der Waals forces). As a result, the carbon chains may form complex globular structures.

The fraction of $s p^{2}$ bonds in carbyne can be varied smoothly by applying high pressure and temperature [8]. An increase in the synthesis temperature $T_{s y n}$ under pressure induces the $s p \longrightarrow s p^{2}$ transition, i.e., the formation of a disordered graphite-like network from the structure dominated by 1D chains. The samples synthesized at $T_{\text {syn }}=670-780^{\circ} \mathrm{C}$ exhibited low-temperature hopping conduction with exponent $1 / 3$ characteristic of the two-dimensional (2D) case [8].

It follows from the above that carbynes synthesized under high pressure may become promising objects for


Fig. 1. (a) Temperature dependence of conductivity and (b) hopping conduction exponent for carbyne samples synthesized at different temperatures.
the experimental study of the influence of space dimensionality on hopping conduction. Moreover, the study of hopping transport sensitive to the topology of a disordered system may provide more insight into the structure of carbines, which is now still a controversial subject. In this respect, the purpose of this work was to investigate D.C. and A.C. hopping conduction of carbines prepared under pressure under different synthesis conditions.
2. Carbyne with chains $\ldots=\mathrm{C}=\mathrm{C}=\mathrm{C}=\mathrm{C}=\ldots$ of the cumulene type was synthesized at the Nesmeyanov Institute of Organoelement Compounds, Russian Academy of Sciences, and used as starting material. Samples were prepared by the method used in [8]. Synthesis was carried out at a pressure of 7.7 GPa . At different $T_{\text {syn }}$ values, the sample structure was identical to that described in [8]. The temperature dependences of D.C. conductivity were studied in the range $1.8<T<$ 300 K ; A.C. conductivity was measured at $6<T<300 \mathrm{~K}$ in the frequency range $\omega / 2 \pi=10 \mathrm{MHz}-1 \mathrm{GHz}$. The measurement technique is described in detail in [11].
3. The temperature dependences $\rho(T)$ for different $T_{s y n}$ temperatures are shown in Fig. 1a. In coordinates $\log (\rho)=f\left(T^{-\alpha}\right)$, linear segments are clearly seen in the curves at $T<T^{*} \sim 40 \mathrm{~K}$ down to $T \sim 1.8 \mathrm{~K}$. The index $\alpha$ increases with decreasing synthesis temperature (Fig. 1). A value of $1 / 4$ found for this parameter for $T_{\text {syn }}=890^{\circ} \mathrm{C}$ corresponds to the 3D Mott's law, while the reduction in $T_{s y n}$ to $800^{\circ} \mathrm{C}$ increases $\alpha$ to $1 / 3$, which is characteristic of 2 D hopping conduction [Eq. (2)]. In the vicinity of $T_{\text {syn }} \sim 700^{\circ} \mathrm{C}$, the hopping conduction exponent changes to $1 / 2$ (Fig. 1, $T_{\text {syn }}=690^{\circ} \mathrm{C}$ ).

Thus, based on Eqs. (1) and (2), one can assume that the rise in the temperature of synthesis under pressure induces crossover from 1D to 3D hopping conduction. In the transition region $700<T_{\text {syn }}<800^{\circ} \mathrm{C}$, the carbyne matrix represents a set of mutually noninteracting 2D carbon layers. Such an interpretation qualitatively agrees with the data [8] on the $s p \longrightarrow s p^{2}$ transition, because the "degree of cross-linking" between the carbon chains increases with $T_{\text {syn }}$ and the effective dimen-
sionality of the system should increase. Note that, according to [8], carbyne samples undergo "graphitization" at $T_{\text {syn }} \sim 700^{\circ} \mathrm{C}$, so that the crossover to 2 D conduction at $T_{\text {syn }}>700^{\circ} \mathrm{C}$ seems to be quite natural.

At the same time, it was assumed in [8] that a quasi-one-dimensional structure occurs in carbyne at $T_{s y n}<$ $500^{\circ} \mathrm{C}$, while in the samples obtained at higher temperatures the fraction of $s p^{2}$ bonds is appreciable. Because of this, the interpretation of the data in Fig. 1 as a $1 \mathrm{D} \longrightarrow 2 \mathrm{D} \longrightarrow 3 \mathrm{D}$ transition is not unique. For example, the $\alpha=1 / 2$ value may be explained by the appearance of a Coulomb gap in a system with 2D conduction (note that such an interpretation of the $\alpha=1 / 2$ index is most frequent at the present time).

To clarify this issue, the temperature and frequency dependences of the real $\sigma^{\prime}$ and imaginary $\sigma^{\prime \prime}$ parts of conductivity were measured for a sample with $\alpha=1 / 2$ ( $T_{\text {syn }}=690^{\circ} \mathrm{C}$ ). One can easily show that $\sigma^{\prime}(\omega, T)$ of a $d=2$ system dominated by the Coulomb correlations is described in the pair approximation by the expression analogous to the Pollak-Geballe formula [3, 11, 12]:

$$
\begin{equation*}
\sigma^{\prime}(\omega, T) \approx \sigma_{0} \frac{\omega}{v_{p h}} \ln ^{3}\left(\frac{v_{p h}}{\omega}\right)\left[k_{B} T+\frac{2 e^{2}}{\varepsilon a \ln \left(v_{p h} / \omega\right)}\right] \tag{3}
\end{equation*}
$$

where $a$ is the localization radius, $\varepsilon$ is the dielectric constant, and $\mathrm{v}_{p h}$ is the characteristic phonon frequency. For this reason, if the data on A.C. hopping conduction are analyzed within the framework of the standard approximation

$$
\begin{equation*}
\sigma^{\prime}(\omega, T) \propto \omega^{s} T^{q} \tag{4}
\end{equation*}
$$

then the case of Coulomb gap should correspond to $s<1$ and $q<1$. However, the experiment does not show such a dependence. It is seen from Fig. 2 that the lowtemperature asymptotic form of $\sigma^{\prime}(\omega, T)$ is $\sigma^{\prime}(\omega, T) \propto$ $T^{1.5-1.8}$; i.e., $q>1$. Moreover, the temperature dependence $\sigma^{\prime \prime}(\omega, T) \propto T^{0.6-0.7}$ observed for the imaginary part of the conductivity differs substantially from the behavior of $\sigma^{\prime}(\omega, T)$ (Fig. 2).


Fig. 2. Temperature dependence of real and imaginary parts of A.C. conductivity at different frequencies for the sample synthesized at $T_{s y n}=690^{\circ} \mathrm{C}$. Numbers at the curves correspond to frequencies in MHz .

Let us analyze the reasons for this discrepancy in more detail. For the power-law asymptotic behavior (4) the Kramers-Kronig relation gives [3]

$$
\begin{equation*}
\sigma^{\prime \prime} / \sigma^{\prime}=\tan (\pi s / 2) . \tag{5}
\end{equation*}
$$

Hence it follows that the different temperature dependences of $\sigma^{\prime}$ and $\sigma^{\prime \prime}$ can only be observed if the exponent $s$ strongly depends on temperature. It follows from Fig. 3a that Eqs. (4) and (5) can be used for the description of hopping conduction in carbynes. Indeed, the exponent $s$ should not depend on frequency at $T=$ const and, hence, $\sigma " / \sigma^{\prime}$ should be constant, which is in fact observed with a reasonable accuracy in the range $\omega / 2 \pi<500 \mathrm{MHz}$ at $T<70 \mathrm{~K}$. In what follows, we restrict ourselves to the analysis of the data in Figs. 2 and 3 at this frequency interval and leave the decrease in the $\sigma " / \sigma^{\prime}$ ratio at $\omega / 2 \pi>500 \mathrm{MHz}$ and $T<10 \mathrm{~K}$ for further publications.

Let us use Eq. (5) and define "empirical" exponent $s$ as $s(T)=(2 / \pi) \arctan \left(\sigma^{\prime \prime} / \sigma^{\prime}\right)$. The results of the calculation of $s(T)$ using the data in Fig. 2 are presented in Fig. 3b (curves 1,2 ). It is noticeable that the $s$ index
decreases from $s \sim 0.9$ to $s \sim 0.5$, i.e., by a factor of 1.8 , as the temperature changes from $T=6 \mathrm{~K}$ to $T=T^{*} \sim$ 40 K . Such a large change in $s$ cannot be provided by Eq. (3), where $s(T) \approx$ const within an asymptotic accuracy (Fig. 3b, curve 3). When calculating $s=$ $\partial \ln \sigma / \partial \ln \omega$ [Eqs. (3) and (4)], we used the $v_{p h} \sim 10^{13} \mathrm{~s}^{-1}$ value, the experimental value $T_{0}=340 \mathrm{~K}$ obtained from the data in Fig. 1, and the explicit expression $k_{B} T_{o} \approx$ $6.2 e^{2} / \varepsilon a$ given by the 2D Coulomb gap model [13]. Note that analogous calculations with the other known models of A.C. hopping conduction in 2D and 3D systems [3, 11], including multiple and nonoptimal hopping, also yield $s(T) \approx$ const.

At the same time, a strong temperature dependence $s(T)$ is characteristic of in the 1D systems. According to the Hunt calculation for a 1D system [5, 6],

$$
\begin{gather*}
\sigma^{\prime} \approx f(T) \omega^{s(T)},  \tag{6}\\
s(T) \approx \frac{\left(A T_{0} / T\right)^{1 / 2}-2}{\left(A T_{0} / T\right)^{1 / 2}+2}, \tag{7}
\end{gather*}
$$

where $T_{0}$ is the same as in Eq. (1) and the parameter $A$ depends on the ratio between the system size and the localization radius: $A \approx \exp (2) L / a$. Curve 4 in Fig. 3 b is obtained for Eq. (7) with $A=5 \times 10^{3}$ corresponding to the ratio $L / a \sim 680$. One can see that the theoretical dependence (7) adequately describes the shape and the amplitude of the $s(T)$ curve for a reasonable $L / a$ ratio. Considering that the Hunt model [5, 6] is approximate, such an agreement between the theory and the experiment seems to be quite satisfactory.
4. In summary, we have shown that a change in the hopping conduction exponent $\alpha$ in carbynes synthesized under high pressure is caused by a change in the dimensionality of the system. A decrease in the synthesis temperature induces 3D $\longrightarrow$ 1D crossover. In the intermediate range $700<T_{\text {syn }}<800^{\circ} \mathrm{C}$, the hopping conduction is two-dimensional, with the Coulomb correlations not affecting, to a first approximation, the conductivity.


Fig. 3. Analysis of the frequency and temperature dependences of A.C. conductivity using Eqs. (4)-(7) for the samples synthesized at $T_{\text {syn }}=690^{\circ} \mathrm{C}$. (a) Frequency-dependent $\sigma^{\prime \prime} / \sigma^{\prime}$ ratio for different temperatures. (b) Temperature-dependent exponent $s$ : (1) experiment with 100 MHz , (2) experiment with 500 MHz , (3) model of Coulomb correlations for $d=2$, and (4) Hunt model for $d=1$.

This result allows one to refine the scenario of the $s p \longrightarrow s p^{2}$ transition [8]. Since the 1D conduction persists up to $T_{s y n} \sim 700^{\circ} \mathrm{C}$, the appearance of new $s p^{2}$ centers likely leads to the disorder and bending of individual chains in this range of synthesis temperatures. At $T_{s y n}>700^{\circ} \mathrm{C}$, the increase in the fraction of the $s p^{2}$ bonds induces cross-linking between the chains, rendering the conduction two-dimensional. On a further increase in $T_{s y n}$ and a rise in the concentration of $s p^{2}$ centers in the carbyne matrix, the topology of quasi-two-dimensional carbon layers becomes more complicated and they start to interact with each other, leading to the 3D character of conduction.

From the viewpoint of one-dimensional hopping conduction, the data obtained in this work suggest that, first, the $\alpha$ value for a 1D system is $1 / 2$ rather than 1 . Second, the A.C. conductivity is adequately described by the Hunt model, so that the results obtained can be regarded as the first experimental confirmation of the theoretical calculation with this model. Third, carbynes represent an important methodological example of an experimental situation where the $\alpha=1 / 2$ value is not caused by the appearance of a Coulomb gap in the density of localized states.
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#### Abstract

Superfluid phase transition in an atomic Fermi gas confined to a harmonic trap is studied. The critical transition temperature and the temperature dependence and spatial shape of the order parameter are determined. The spectrum and wave functions of single-particle and collective excitations are obtained for a gas in the superfluid phase. The excitation eigenfrequencies exhibit a pronounced temperature dependence, allowing, e.g., identification of the superfluid phase. © 2000 MAIK "Nauka/Interperiodica".
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Successful experiments on the Bose condensation of alkaline atomic gases in magnetic traps [1-3] have stimulated unprecedented interest in studying the coherent quantum phenomena in ultracold spatially inhomogeneous gas systems (see, e.g., review [4]). This is caused by a number of reasons, whose combination renders these systems absolutely unique objects for investigations, both theoretical and experimental. On the one hand, such systems are rarefied by their nature, so that all effects of interatomic interaction are governed by a single small parameter-gas parameterand, thus, can be calculated by the standard methods of perturbation theory. Moreover, the use of the Feshbach effect enables one to change, in some cases, the magnitude of interatomic interaction (scattering length) over a rather wide range, up to a change in its sign [5]. On the other hand, the presence of comparatively simple and well-elaborated optical methods for manipulating gas samples of alkaline elements (which are used in the overwhelming majority of experiments), in conjunction with the well-elaborated methods of measuring their physical properties, allows one to set up experiments which are a dream for physics of condensed matter.

Although the great majority of experiments to date have been carried out with Bose gases, interest in
studying Fermi gases (such as, e.g., ${ }^{6} \mathrm{Li}$, ${ }^{40} \mathrm{~K}$, and metastable triplet ${ }^{3} \mathrm{He}$ ) has become more and more evident in recent years. The main problem in the experimental studies of atomic Fermi gases is associated with the difficulty of cooling them below the quantum degeneracy temperature; though successfully utilized as a final step in reaching temperatures on the nano-Kelvin scale in the case of Bose gases, the evaporative cooling method proves to be much less efficient for fermions, because, due to the Pauli exclusion principle, the collisional frequency decreases with lowering temperature. As a result, one is forced into contrivances of various kinds and, thus, to add complexity to the experiment (for details, see [6-8]). Nevertheless, it was reported in 1999 [9] that a two-component Fermi-gas sample containing $7 \times 10^{5}{ }^{40} \mathrm{~K}$ atoms was successfully cooled in a magnetic trap down to a temperature of 300 nK , which comprises approximately one-half of the quantum degeneracy temperature (Fermi temperature) for this number of atoms in the experimentally used trap. At present, experiments of this type are being projected and implemented at most laboratories involved in studying the physical properties of ultracold gases.

The presently available theoretical developments may be conventionally divided into two groups. The
works devoted to studying the properties of Fermi gases in the normal state and the manifestations of the effects of quantum statistics (Pauli's principle) in the optical and dynamical characteristics of gas samples comprise the first group. In this regard, the prediction of the spontaneous emission inhibition $[10,11]$ and line narrowing for laser radiation transmitted through a gas sample [12] in the quantum degeneracy regime, as well as the effect of a substantial decrease in the collisional damping of the periodic motion executed by a probe particle in a gas cloud [13], is noteworthy. Collective oscillations of different symmetry were studied for a gas cloud in both hydrodynamic and collisionless regimes in [14] and [15, 16], respectively. \{It should be noted that the hydrodynamic regime is possible for ${ }^{6} \mathrm{Li}$ because of the occurrence of a rather large triplet $s$ scattering length ( $a=-1140 \AA$ [17]) in comparatively weak magnetic fields (Feshbach effect) $\}$.

And yet of the greatest interest, from both theoretical and experimental points of view, is the investigation of a phase transition to the superfluid state in the Fermigas systems considered. This transition, in principle, may occur in ${ }^{6} \mathrm{Li}$ [18] and ${ }^{40} \mathrm{~K}$ [19], because the scattering length $a$ in both may become negative (i.e., corresponding to attraction) and large ( $\sim 10^{3} \AA$ ) in the presence of the Feshbach effect. (Large scattering lengths are crucial for the gas systems considered, because they hold out a hope of obtaining the experimentally attainable superfluid transition temperatures.) The possibility of superfluid pairing in a two-component atomic ${ }^{6} \mathrm{Li}$ system with completely polarized electron spins was pointed out in [18, 20], where the "singlet" $s$-pairing between the atoms from different hyperfine components was considered for the systems with negative scattering length. The estimates carried out for the critical temperature using the well-known formulas for spatially homogeneous systems yielded an experimentally attainable value of the order of 30 nK for a gas density of $4 \times 10^{12} \mathrm{~cm}^{-3}$. Another scenario of the superfluid transition under the same conditions (in the presence of only the triplet $s$-scattering) is associated with the formation of the "triplet" Cooper pairs with orbital angular momentum $l=1$ [21]. Although the mechanism of formation of the Cooper pairs in this case is insensitive to the interaction sign, realistic values of critical temperature can only be attained for gas samples with an appreciably higher density. Note also that the $p$-pairing in the presence of dipole-dipole interactions was discussed in [22].

By full analogy with the spatially homogeneous case, the transition of a Fermi gas to the superfluid phase profoundly modifies its properties, which may serve by itself as an indication of the formation of a new phase. Below, the specific features of the superfluid phase transition in a Fermi gas under the conditions of confined trap geometry and the properties (single-particle and collective excitations) of a gas sample in the superfluid phase are analyzed in detail (see works
[23-26]). For simplicity, only the systems with singlet pairing will be considered, because the extension to the triplet pairing presents a few problems.

The Hamiltonian of a two-component atomic Fermi gas ( $\alpha$ and $\beta$ atoms) confined to an isotropic harmonic potential has the form $(\hbar=1)$

$$
\begin{gather*}
H=\sum_{i=\alpha, \beta} \int_{\mathbf{\beta}} d \mathbf{r} \psi_{i}^{\dagger}(\mathbf{r}) H_{0} \psi_{i}(\mathbf{r})  \tag{1}\\
+V \int d \mathbf{r} \psi_{\alpha}^{\dagger}(\mathbf{r}) \psi_{\alpha}(\mathbf{r}) \psi_{\beta}^{\dagger}(\mathbf{r}) \psi_{\beta}(\mathbf{r}) .
\end{gather*}
$$

Here, $\psi_{i}(\mathbf{r})$ are the field operators for the $\alpha$ and $\beta$ components, whose concentrations are assumed to be equal; $H_{0}=-\nabla^{2} / 2 m+m \Omega^{2} r^{2} / 2-\mu ; \Omega$ is the trap frequency; $m$ is the atomic mass; and $\mu$ is the chemical potential. The second term in Eq. (1) corresponds to the attractive short-range interaction between the $\alpha$ and $\beta$ atoms ( $s$-scattering length $a<0$ ) with coupling constant $V=4 \pi a / \mathrm{m}$. The interaction between the $\alpha \alpha$ and $\beta \beta$ atoms is ignored in Hamiltonian (1), because it corresponds to the scattering of fermions with angular momentum $l \geq 1$.

The attractive interaction between the different components of the $s$-scattering channel gives rise to the superfluid phase transition [18], with the complex function $\Delta_{0}(\mathbf{r})=|V|\left\langle\psi_{\alpha}(\mathbf{r}) \psi_{\beta}(\mathbf{r})\right\rangle$ as the order parameter. For a spatially homogeneous Fermi gas of density coinciding with the maximum density $n_{0}$ of a trapped gas, the critical temperature $T_{c}^{(0)}$ of superfluid phase transition would be [27]

$$
T_{c}^{(0)}=0.28 \varepsilon_{F} \exp \{-1 / \lambda\}
$$

where $\lambda=2|a| p_{F} / \pi \ll 1$ is a small parameter (gas parameter), $p_{F}=m v_{F}=\left(3 \pi^{2} n_{0}\right)^{1 / 3}$ is the Fermi momentum, and $\varepsilon_{F}=p_{F}^{2} / 2 m \approx \mu$ is the Fermi energy. The situation where $T_{c}^{(0)}$ is much greater than the trap frequency, $T_{c}^{(0)} \gg \Omega$, is of prime interest for the experiment. It is natural to expect that the critical temperature $T_{c}$ of superfluid transition in a trap will only slightly differ from $T_{c}^{(0)}$. The relevant correction can be most conveniently found from the Ginzburg-Landau equation incorporating the potential $U_{\text {trap }}=m \Omega^{2} r^{2} / 2$ of an external harmonic trap (for details, see [23]):
$\left[-\kappa^{2} \partial_{\mathbf{R}}^{2}+\frac{1+2 \lambda}{2 \lambda} R^{2}-\ln \frac{T_{c}^{(0)}}{T}\right] \Delta+\frac{7 \zeta(3)}{8 \pi^{2}} \frac{|\Delta|^{2}}{T^{2}} \Delta=0,(2)$
which holds at near-critical temperatures $T,\left(T_{c}-T\right) / T_{c} \ll 1$.
In this equation, $\kappa=\sqrt{7 \zeta(3) / 48 \pi^{2}}(\Omega / T)=$ $0.13(\Omega / T) \ll 1[\zeta(z)$ is the Riemann zeta function] and $R=r / R_{T F}$ is the distance from the center of the trap in units of the Thomas-Fermi gas-cloud radius $R_{T F}=$ $v_{F} / \Omega$. As usual, the critical temperature corresponds to
the appearance of a nontrivial solution of Eq. (2); in this temperature range, the nonlinear term can be ignored, because $\Delta \longrightarrow 0$ as $T \longrightarrow T_{c}$. Linearized Eq. (2) formally coincides with the Schrödinger equation for a particle with mass $1 / 2 \kappa^{2}$ in a spherically symmetric harmonic potential with frequency $2 \tilde{\kappa}=2 \kappa(1+1 / 2 \lambda)^{1 / 2}$. One can then straightforwardly obtain

$$
\begin{equation*}
\frac{T_{c}^{(0)}-T_{c}}{T_{c}^{(0)}} \approx \ln \frac{T_{c}^{(0)}}{T_{c}}=3 \tilde{\mathrm{\kappa}} \ll 1 \tag{3}
\end{equation*}
$$

for the correction to the critical temperature of superfluid transition in a trap. The corresponding order parameter is proportional to the ground-state wave function of an oscillator:

$$
\Delta_{c}(\mathbf{R}) \sim \varphi_{0}(R) \equiv\left(\pi l_{\Delta}^{2}\right)^{-3 / 4} \exp \left(-R^{2} / 2 l_{\Delta}^{2}\right),
$$

where $l_{\Delta}=\kappa / \sqrt{\tilde{\kappa}} \ll 1$ is finite at $T \longrightarrow 0$ and determines the size (in units of $R_{T F}$ ) of a region where the superfluid phase appears. At the same time, the size $l_{\Delta}$ proves to be much greater than the characteristic decay length $\xi_{K} \sim R_{T F} \Omega / T_{c}$ of the normal-phase correlators at temperature $T_{c}: l_{\Delta} \geqslant \xi_{K} / R_{T F}$, thereby justifying the expansion in gradients of the order parameter when deriving Gin-zburg-Landau Eq. (2). To determine the temperaturedependent coefficient in the expression for the order parameter, it is convenient to write the latter as $\Delta(\mathbf{R}, T)=\alpha(T)\left(\varphi_{0}(R)+\delta \varphi(\mathbf{R}, T)\right)$, where $\varphi=\varphi_{0}+\delta \varphi$ satisfies the normalization condition $\int_{\mathbf{R}}|\varphi(\mathbf{R}, T)|^{2}=1$ and $\alpha$ and $\delta \varphi \longrightarrow 0$ as $T \longrightarrow T_{c}$. Equation (2) can then be used to determine $\alpha$ and $\delta \varphi$ in the form of expansions in rational powers of $\ln \left(T_{c} / T\right) \approx \delta T / T_{c} \ll 1$. Finally, to the leading order, one has

$$
\begin{align*}
& \Delta(\mathbf{R}, T) \approx \Delta_{0}(\mathbf{R}, T)=T_{c} \sqrt{\frac{16 \pi^{2} \sqrt{2}}{7 \zeta(3)} \ln \frac{T_{c}}{T}} \\
& \times \exp \left(-\frac{R^{2}}{2 l_{\Delta}^{2}}\right) \approx 5.15 T_{c} \sqrt{\frac{T_{c}-T}{T_{c}}} \exp \left(-\frac{R^{2}}{2 l_{\Delta}^{2}}\right) . \tag{4}
\end{align*}
$$

Figure 1 presents the approximate solutions $\Delta_{0}$ (solid lines) and the corresponding numerical solutions (dashed lines) of Eq. (2) for $T_{c}^{(0)} / \Omega=5 ; \lambda=0.3$; and $\delta T / T_{c}=0.001,0.01$, and 0.03 . For these $T_{c}^{(0)} / \Omega$ and $\lambda$ values, one has $\tilde{\kappa}=4.4 \times 10^{-2}$; the corresponding value of $T_{c}=0.87 T_{c}^{(0)}$ found for the critical temperature from Eq. (3) is only $1 \%$ higher than the $T_{c}$ value obtained by the numerical solution of Eq. (2).


Fig. 1. Order parameter as a function of $R$ at different temperatures. The solid lines correspond to $\Delta_{0}(R, T)$ from Eq. (4), and the dashed lines correspond to the numerical solution of Eq. (2).

At an arbitrary temperature lower than critical one, the order parameter should be determined self-consistently either from the Gorkov equation for the Green's functions or, which is the same, from the Bogoliubovde Gennes equations

$$
\begin{equation*}
H_{0}\binom{U_{\mathrm{v}}}{V_{\mathrm{v}}}+\binom{\Delta(\mathbf{R}) V_{\mathrm{v}}}{-\Delta^{*}(\mathbf{R}) U_{\mathrm{v}}}=\varepsilon_{\mathrm{v}}\binom{U_{\mathrm{v}}}{-V_{\mathrm{v}}} \tag{5}
\end{equation*}
$$

with the self-consistency condition

$$
\begin{equation*}
\Delta(\mathbf{R})=|V| \sum_{v} U_{v}(\mathbf{R}) V_{v}^{*}(\mathbf{R}) \tanh \frac{\varepsilon_{v}}{2 T} \tag{6}
\end{equation*}
$$

In these equations, $\varepsilon_{v} \geq 0$ are the energies of single-particle excitations and $U_{\mathrm{v}}(\mathbf{R})$ and $V_{\mathrm{v}}(\mathbf{R})$ are their wave functions. The latter specify the Bogoliubov canonical transformation

$$
\binom{\psi_{\alpha}(\mathbf{R})}{\psi_{\beta}(\mathbf{R})}=\sum_{v}\left[U_{v}(\mathbf{R})\binom{\alpha_{v}}{\beta_{v}}+V_{v}^{*}(\mathbf{R})\binom{\beta_{v}^{\dagger}}{-\alpha_{v}^{\dagger}}\right]
$$

from the initial field operators $\psi_{\alpha}(\mathbf{R})$ and $\psi_{\beta}(\mathbf{R})$ to the operators of single-particle excitations $\alpha_{v}$ and $\beta_{v}$. In the case of interest, $T_{c} \gg \Omega$, the solution of this problem can be found by using Eilenberger's equations [28]. As a result, one obtains the following closed equation for the order parameter $\Delta(R)$ [24]:

$$
\begin{gather*}
\frac{\Delta}{\sqrt{1-R^{2}}}=\Delta \tilde{S}_{1 / 2}+S_{5 / 2} \frac{1-R^{2}}{12}\left[\frac{d^{2} \Delta}{d R^{2}}\right.  \tag{7}\\
\left.+\frac{1}{R} \frac{d \Delta}{d R} \frac{2-3 R^{2}}{1-R^{2}}\right]-S_{7 / 2} \frac{5\left(1-R^{2}\right)}{24 \Omega^{2}}\left(\frac{d \Delta}{d R}\right)^{2} \Delta,
\end{gather*}
$$



Fig. 2. (solid lines) Order parameter $\Delta(R)$ at different temperatures $\tau=T / T_{c}$. Dashed lines correspond to $\Delta(R)$ in the local-density approximation for $\tau=$ (upper curve) 0 and (lower curve) 0.99.
where $S_{\alpha} \equiv \pi T \sum_{n} \omega_{n}^{2} /\left(\omega_{n}^{2}+\Delta^{2}\right)^{\alpha}$ for $\alpha=5 / 2$ and $7 / 2$ [ $\omega_{n}=\pi T(2 n+1)$ is the Matsubara frequency] and

$$
\begin{aligned}
\tilde{S}_{1 / 2} & =\frac{1}{\lambda}-\gamma-\ln \frac{\Delta}{\pi T_{c}^{(0)}\left(1-R^{2}\right)} \\
& -\int_{0}^{\infty} \frac{2 d x}{\exp \left(\frac{\Delta}{T} \cosh (x)\right)+1}
\end{aligned}
$$

where $\gamma=0.5772$ is the Euler constant.
For temperatures $T$ close to $T_{c}$, Eq. (7) reduces to Ginzburg-Landau Eq. (2). For lower temperatures, Eq. (7) can be solved numerically with boundary conditions $\Delta^{\prime}(0)=0$ and $\Delta(1)=0$. The numerical solutions for $\Delta(R)$ are shown in Fig. 2 for $\lambda=0.3, T_{c}^{(0)}=5 \Omega\left(T_{c}=\right.$ $0.86 T_{c}^{(0)}$ ), and different temperatures (solid lines). For comparison, the results obtained for $\Delta(R)$ in the localdensity approximation are also shown in Fig. 2 by the dashed lines for $\tau=0$ and 0.99 [18]. One can see that this approximation is adequate only at low temperatures. This is due to the fact that the region where $\Delta$ is nonzero increases with lowering temperature and, hence, the spatial derivatives of $\Delta$, which are completely neglected in the local-density approximation, become less important.

In the spherically symmetric case of interest, the elementary excitations can conveniently be characterized by the radial quantum number $n$, angular momentum $l$, and its projection $m$ onto a chosen quantization axis ( $z$ axis). The wave functions of sin-gle-particle excitations can then be written as $\left(U_{v}, V_{v}\right)=$
$R^{-1} Y_{l m}(\hat{\mathbf{R}})\left(u_{n l}(R), v_{n l}(R)\right)$, where the functions $(u, v)$ are normalized as

$$
\int_{0}^{\infty}\left(u_{n l} u_{n^{\prime} l}^{*}+v_{n l} v_{n^{\prime} l}^{*}\right) d R=\delta_{n n^{\prime}}
$$

The equations for the $u, v$ functions immediately follow from the Bogoliubov-de Gennes Eqs. (5) and can be solved numerically. The corresponding $\Delta(R)$ value is given by Eq. (4). However, for the physically most interesting states near the Fermi level, Eqs. (5) can be solved by using the WKB approximation. Namely, in the classically accessible region, the wave functions of these states rapidly oscillate with a period of order $p_{F}^{-1}(R) \ll R_{T F}$ and a slowly varying amplitude $\tilde{u}_{n l}(R)$, $\tilde{\mathrm{V}}_{n l}(R)$ :

$$
\begin{equation*}
\binom{u_{n l}}{v_{n l}}=\frac{\exp \left(i \tilde{\mu} \int_{R_{1}}^{R} p_{F l} d R\right)}{\sqrt{p_{F l}(R)}}\binom{\tilde{u}_{n l}}{\tilde{v}_{n l}}+\text { h.c. } \tag{8}
\end{equation*}
$$

Here, the partial Fermi momentum is defined as $p_{F l}(R)=\left(1-R^{2}-(l+1 / 2)^{2} / \tilde{\mu}^{2} R^{2}\right)^{1 / 2}$, with $\tilde{\mu}=2 \mu / \Omega \gg 1$, and the turning points $R_{1,2}$ specifying the classically accessible region $R_{1}<R<R_{2}$ are found from the equation $p_{F l}\left(R_{1,2}\right)=0$. Neglecting the terms of the order of $\tilde{\mu}^{-1}$ in Eqs. (5), one gets two decoupled equations for the amplitudes $f_{ \pm}=\tilde{u} \pm i \tilde{v}$ :

$$
\begin{equation*}
\left[-\left(p_{F l} \frac{d}{d R}\right)^{2}+\hat{\Delta}^{2} \pm p_{F l} \frac{d \hat{\Delta}}{d R}-\hat{\varepsilon}_{n l}^{2}\right] f_{n l \pm}=0 \tag{9}
\end{equation*}
$$

where $\hat{\varepsilon}_{n l}=\varepsilon_{n l} / \Omega \geq 0$ and $\hat{\Delta}=\Delta / \Omega$.
In the classically inaccessible regions $0<R<R_{1}$ (due to the centrifugal potential) and $R>R_{2}$ (due to the trapping potential), Eqs. (8) and (9) should be modified by substituting, respectively, $\mp i\left|p_{F l}(R)\right|$ for $p_{F l}(R)$, in order that the solutions be decreasing.

At temperatures above $T_{c}$, the order parameter is zero; by writing the chemical potential $\mu$ as $\mu=(j+3 / 2) \Omega$ with some integer $j$, one can readily obtain from Eq. (9) the well-known result $\varepsilon_{n l}^{(0)}=|2 n+l-j| \Omega$ for the energies of particle $\left(2 n+l \geq j, \quad \tilde{V}_{n l}=0\right)$ and hole $(2 n+l \leq j$, $\left.\tilde{u}_{n l}=0\right)$ excitations.

The appearance of a nonzero order parameter $\Delta(R)$ below the transition temperature modifies the energy spectrum. At temperatures close to $T_{c}$, the order parameter is small and is nonzero only in a small central part of radius $l_{\Delta} \ll 1$ in the gas cloud [see Eq. (4)]. Because of this, the presence of nonzero $\Delta(R)$ only affects the excitations with small orbital angular momenta $l$, only slightly increasing their eigenvalues. The correspond-
ing shift is on the order of $\delta=\Delta\left(R_{1}\right) l_{\Delta}$, i.e., much smaller than the maximum value $\Delta(0)$ of the spatially inhomogeneous gap $\Delta(R)$, for which reason the lowest energy excitations (for which $\varepsilon_{n l}^{(0)}=0$ at $T>T_{c}$ ) fall inside the gap: $\varepsilon_{n l} \sim \delta \ll \Delta(0)$.

At lower temperatures, the spatial scale of the order parameter becomes comparable with the gas-cloud size $R_{T F}$, so that all essential excitations $(l \lesssim \tilde{\mu} / 2)$ are modified in the presence of the order parameter $\Delta(R)$. The wave functions of the above-gap excitations $\left[\varepsilon_{n l}>\right.$ $\Delta\left(R_{1}\right)$ ] are nonzero over the whole classically accessible region $R_{1}<R<R_{2}$, whereas those of the in-gap excitations with energies $\varepsilon_{n l}$ much lower than $\Delta\left(R_{1}\right)$ are "extruded" from the central region; these excitations are mainly localized in a potential well formed by the order parameter $\Delta(R)$ (from the inside) and by the trap potential (from the outside, Fig. 3).

Leaving aside rather cumbersome expressions for the wave functions (for details, see [24]), let us write the WKB quantization conditions for the spectrum of single-particle excitations. For the above-gap excitations $\left[\varepsilon_{n l}>\Delta(R)\right]$, the corresponding condition reads

$$
\begin{equation*}
\frac{2}{\pi} \int_{R_{1}}^{R_{2}} \frac{\sqrt{\varepsilon_{n l}^{2}-\Delta^{2}(R)}}{p_{F l}(R)} d R=\varepsilon_{n l}^{(0)} \tag{10}
\end{equation*}
$$

For the in-gap excitations, a new critical turning point $R_{c}$ arises, which is determined from the condition $\varepsilon_{n l}=$ $\Delta\left(R_{c}\right)$ and where the particle undergoes Andreev reflection [29] from the spatially inhomogeneous gap $\Delta(R)$ to transform into a hole and vice versa. Because of this, the quantization conditions become more complicated:

$$
\begin{equation*}
(-1)^{j-1} \cos (2 \phi)=2 Z^{2} /\left(Z^{4}+1\right) \tag{11}
\end{equation*}
$$

where

$$
\begin{gathered}
Z=\sqrt{2} \exp \left\{\int_{R_{1}}^{R_{c}} \sqrt{\Delta^{2}(R)-\varepsilon_{n l}^{2}} / p_{F l}(R) d R\right\} \\
\phi=\int_{R_{c}}^{R_{2}} \sqrt{\varepsilon_{n l}^{2}-\Delta^{2}(R)} / p_{F l}(R) d R
\end{gathered}
$$

The wave functions of these states are mainly concentrated in the region $R_{c}<R<R_{2}$, where the amplitudes $\tilde{u}_{n l}$ and $\tilde{v}_{n l}$ oscillate, and exponentially decrease at $R_{1}<R<R_{c}$ (Fig. 3). Note that the appearance of the ingap excitations is entirely due to the spatial inhomogeneity of $\Delta(R)$, so that, to some degree, they are analo-


Fig. 3. Wave functions (solid lines) $U_{n 0}$ and (dotted lines) $V_{n 0}$ for the above-gap and in-gap excitations, as obtained by the numerical solution of Eq. (5) for $l=0$ at $T=0$. To reduce the number of oscillations, $\tilde{\mu}=63$ is taken instead of the actual $\tilde{\mu} \approx 970$ value corresponding to $T_{c}^{(0)} / \Omega=5$ and $\lambda=$ 0.3. The arrows at the vertical axis indicate the energy eigenvalues for single-particle excitations.
gous to the in-vortex localized states in usual superconductors [30].

One can see from the above formulas that the energies of single-particle excitations become temperaturedependent below the transition temperature and are no longer multiples of the trap frequency $\Omega$. Because of this, if the response of the gas cloud to an external periodic perturbation is mostly determined by the singleparticle excitations, the above-transition resonance structure of this response will be smeared upon passing through the transition point, the lower the temperature the larger the smearing (see, e.g., [31]).

Let us now turn to the low-energy collective excitations. It is natural to expect that, at low temperatures (but higher than the superfluid transition point), the collisionless regime prevails in a Fermi gas. This implies that the period $2 \pi / \Omega$ of oscillations in the trap is much shorter than the characteristic collisional frequency in a degenerate Fermi gas. In order of magnitude, this frequency is equal to $\tau^{-1} \sim n a^{2} v_{F}\left(T_{c} / \varepsilon_{F}\right)^{2} \sim \lambda^{2} T_{c}^{2} / \varepsilon_{F}$, where $n a^{2} v_{F}$ is the collisional frequency in a classical gas and the factor $\left(T_{c} / \varepsilon_{F}\right)^{2}$ arises due to the Pauli exclusion principle. For this reason, a criterion for the collisionless regime takes the form $\Omega \tau \sim \lambda^{-2}\left(\Omega / T_{c}\right) \exp (1 / \lambda) \gg 1$.

The corresponding collective excitations in a normal phase (zero sound) were analyzed using the sum rule in [15] (see also [16]), where, in particular, the eigenfrequencies $\omega_{n l}$ were calculated for the lowest monopole $\omega_{00} \approx 2 \Omega$ and quadrupole $\omega_{02} \approx \sqrt{2} \Omega$ modes. Small deviations from equilibrium in a superfluid gas can
be studied [25] based on the steady-state Bogoliubovde Gennes equations

$$
\begin{gather*}
i \frac{\partial}{\partial t}\binom{U_{v}(\mathbf{r}, t)}{V_{v}(\mathbf{r}, t)}=H_{0}\binom{U_{v}(\mathbf{r}, t)}{-V_{v}(\mathbf{r}, t)}  \tag{12}\\
\quad-\Delta(\mathbf{r}, t)\binom{V_{v}(\mathbf{r}, t)}{U_{\mathrm{v}}(\mathbf{r}, t)}
\end{gather*}
$$

in combination with the self-consistency condition

$$
\begin{equation*}
\Delta(\mathbf{r}, t)=|V| \sum_{v} U_{v}(\mathbf{r}, t) V_{v}^{*}(\mathbf{r}, t) \tanh \frac{\varepsilon_{v}}{2 T} \tag{13}
\end{equation*}
$$

It is assumed that the time-dependent order parameter and wave functions tend with $t \longrightarrow-\infty$ to their equilibrium values $\Delta(\mathbf{r}, t) \longrightarrow \Delta_{0}(\mathbf{r})$ and $\left(U_{\mathrm{v}}(\mathbf{r}, t), V_{\mathrm{v}}(\mathbf{r}, t)\right) \longrightarrow$ $\left(U_{v}(\mathbf{r}), V_{v}(\mathbf{r})\right) \exp \left(-i \varepsilon_{v} t\right)$, respectively, where $U_{v}(\mathbf{r})$ and $V_{v}(\mathbf{r})$ are the wave functions of single-particle excitations with energies $\varepsilon_{v} \geq 0$ [the solutions of the steadystate Bogoliubov-de Gennes Eq. (5) with $\left.\Delta=\Delta_{0}(\mathbf{r})\right]$.

The low-energy collective excitations correspond to small fluctuations in the phase of the order parameter (Bogoliubov sound). In this case, $\Delta(\mathbf{r}, t)=$ $\Delta_{0}(\mathbf{r}) \exp (2 i \varphi(\mathbf{r}, t)) \approx \Delta_{0}(\mathbf{r})(1+2 i \varphi(\mathbf{r}, t))$, where $\varphi(\mathbf{r}, t) \ll 1$ is a real function slowly varying in space and with time. Equation (13) can be solved using perturbation theory, after which the substitution of the resulting solution into Eq. (12) brings about the following equation for $\varphi_{\omega}(\mathbf{r})=\int d t \varphi(\mathbf{r}, t) \exp (i \omega t)$ :

$$
\begin{gather*}
\Delta_{0}(\mathbf{r}) \varphi_{\omega}(\mathbf{r})=|V| \\
\times \sum_{\mathrm{v}, \mathrm{v}_{1}}\left\{\frac{U_{\mathrm{v}_{1}}(\mathbf{r}) V_{\mathrm{v}}^{*}(\mathbf{r})}{\omega-\varepsilon_{\mathrm{v}_{1}}+\varepsilon_{v}+i 0} M_{\mathrm{v}_{1} \mathrm{v}}^{(1)}(\omega)\left[\tanh \frac{\varepsilon_{\mathrm{v}_{1}}}{2 T}-\tanh \frac{\varepsilon_{v}}{2 T}\right]\right. \\
+\left[\frac{U_{\mathrm{v}_{1}}(\mathbf{r}) U_{\mathrm{v}}(\mathbf{r})}{\omega-\varepsilon_{\mathrm{v}_{1}}-\varepsilon_{\mathrm{v}}+i 0} M_{\mathrm{v}_{1} \mathrm{v}}^{(2) *}(-\omega)\right.  \tag{14}\\
\left.\left.-\frac{V_{\mathrm{v}_{1}}^{*}(\mathbf{r}) V_{v}^{*}(\mathbf{r})}{\omega+\varepsilon_{\mathrm{v}_{1}}+\varepsilon_{v}+i 0} M_{\mathrm{v}_{1} \mathrm{v}}^{(2)}(\omega)\right] \tanh \frac{\varepsilon_{\mathrm{v}}}{2 T}\right\}
\end{gather*}
$$

where

$$
\begin{gathered}
M_{\mathrm{v}_{1} \mathrm{v}}^{(2)}(\omega)=\int_{\mathbf{r}} \Delta_{0} \varphi_{\omega}\left(U_{\mathrm{v}_{1}} U_{v}+V_{\mathrm{v}_{1}} V_{\mathrm{v}}\right), \\
M_{\mathrm{v}_{1} \mathrm{v}}^{(1)}(\omega)=\int_{\mathrm{r}} \Delta_{0} \varphi_{\omega}\left(U_{\mathrm{v}_{1}}^{*} V_{\mathrm{v}}-V_{\mathrm{v}_{1}}^{*} U_{\mathrm{v}}\right)=-M_{\mathrm{vv}_{1}}^{(1) *}(-\omega)
\end{gathered}
$$

At $\left(T_{c}-T\right) / T_{c} \ll 1$, Eq. (14) can be transformed to

$$
\begin{align*}
& -\frac{7 \zeta(3)}{6 \pi^{3}} \frac{\Omega^{2}}{T_{c}}\left(\frac{1}{\sqrt{1-R^{2}}} \nabla_{\mathbf{R}}\left[\left(1-R^{2}\right)^{3 / 2} \nabla_{\mathbf{R}} \varphi(\mathbf{R})\right]\right.  \tag{15}\\
& \left.+2\left(1-R^{2}\right) \nabla_{\mathbf{R}} \ln \Delta_{0} \nabla_{\mathbf{R}} \varphi(\mathbf{R})\right)=i \omega \varphi(\mathbf{R})
\end{align*}
$$

where $\mathbf{R}=\mathbf{r} / R_{T F}$, whence it follows that the eigenfrequencies $\omega$ are purely imaginary at $T \approx T_{c}$. This signifies that the collective modes rapidly decay into pairs of sin-gle-particle excitations.

For $T \ll T_{c}$, Eq. (14) can be recast in the form

$$
\begin{equation*}
-\frac{\Omega^{2}}{3} \frac{1}{\sqrt{1-R^{2}}} \nabla_{\mathbf{R}}\left[\left(1-R^{2}\right)^{3 / 2} \nabla_{\mathbf{R}} \varphi\right]=\omega^{2} \varphi \tag{16}
\end{equation*}
$$

where only the leading terms are retained in the expansion in powers of gradients and frequency. One can see from this equation that the eigenfrequencies of the collective modes are real and equal, in order of magnitude, to the trap frequency $\Omega$. When excited at $T \ll T_{c}$, these collective modes bring about oscillations of the superfluid current $\mathbf{j}=(i / m) \sum_{v}\left(V_{v}^{*} \nabla V_{v}-V_{v} \nabla V_{v}^{*}\right)=(n / m) \nabla \varphi$ and density $n=2 \sum_{v}\left|v_{v}\right|^{2}=n_{0}+\delta n$. The latter are related by the particle number equation $\partial \delta n / \partial t+\operatorname{div} \mathbf{j}=0$, which directly follows from Eqs. (12) and (13). As a result, the gas cloud oscillates as a whole:

$$
\begin{aligned}
& n(\mathbf{r}, t)=n_{0}(\mathbf{r})+\delta n(\mathbf{r}, t) \\
\approx & {\left[1+\frac{1}{m} \nabla^{2} f\right] n_{0}\left(\mathbf{r}+\frac{1}{m} \nabla f\right) }
\end{aligned}
$$

where $f(\mathbf{r}, t)=\int^{t} \varphi\left(\mathbf{r}, t^{\prime}\right) d t^{\prime}$.
Equation (16) does not describe the damping of collective modes. This damping is mainly caused by the inelastic scattering of low-energy in-gap excitations from the collective modes or by the decay of a collective mode into two in-gap single-particle excitations (for a more detailed discussion of analogous mechanisms in a trapped Bose gas, see [32]). In both cases, the energy of the collective mode transforms into the normal component (composed of the in-gap excitations) at the periphery of the gas cloud. Inasmuch as the wave functions of in-gap excitations exponentially decay in the central part of the gas cloud, where the superfluid component is mainly concentrated, the coupling between the fluctuations of order parameter and the in- gap single-particle excitations is exponentially weak $\left[\sim \exp \left(-T_{c} / \Omega\right)\right]$. One can thus expect that the damping of collective modes will be weak.

Equation (16) can also be obtained by the quantization of the hydrodynamic motion of a superfluid Fermi gas. For a low superfluid velocity $\mathbf{v}_{s}=m^{-1} \nabla \varphi$ and small
deviation $\delta n$ of the particle number density from its equilibrium distribution $n_{0}(r)$, the corresponding Hamiltonian has the form

$$
\begin{gather*}
H_{h}=\int d \mathbf{r}\left\{\frac{1}{2} m n \mathbf{v}_{s}^{2}+U(n)\right\}  \tag{17}\\
\approx \int d \mathbf{r}\left\{\frac{1}{2 m} n_{0}(\nabla \varphi)^{2}+\frac{1}{2} U^{\prime \prime}\left(n_{0}\right) \delta n^{2}+U\left(n_{0}\right)\right\},
\end{gather*}
$$

where $U(n)$ is the density-dependent part of the energy, with the equilibrium distribution $n_{0}$ satisfying the condition $U^{\prime}\left(n_{0}\right)=0$. In the Thomas-Fermi approximation, one has

$$
\begin{equation*}
\left.U(n)=\frac{3}{10}\left(3 \pi^{2}\right)^{2 / 3 n^{5 / 3}} \frac{m \Omega^{2} r^{2}}{2}-\mu\right) n, \tag{18}
\end{equation*}
$$

where the first term corresponds to the energy of a filled Fermi sphere. One then arrives at the following expression for the equilibrium distribution: $n_{0}(r)=$ $\left(p_{F}^{3} / 3 \pi^{2}\right)\left(1-\left(r / R_{T F}\right)^{2}\right)^{3 / 2}$. Note that the interparticle interaction and Cooper pairing effects are omitted in Eq. (18), because they are proportional to the small parameters $\lambda$ and $\left(T_{c} / \varepsilon_{F}\right)^{2}$, respectively. For the $U^{\prime \prime}\left(n_{0}\right)$ quantity in Eq. (17), one has $U^{\prime \prime}\left(n_{0}\right)=\left(3 \pi^{2}\right)^{-2 / 3} N(r)^{-1}$, where $N(r)=\left(m p_{F} / \pi^{2}\right) \sqrt{1-\left(r / R_{T F}\right)^{2}}$ is the density of states at the local Fermi surface. Using standard commutation relations $\left[\delta n\left(\mathbf{r}_{1}\right), \varphi\left(\mathbf{r}_{2}\right)\right]=i \delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)$, one gets

$$
\begin{gathered}
\partial \varphi / \partial t=i\left[H_{h}, \varphi\right]=U^{\prime \prime}\left(n_{0}\right) \delta n, \\
\partial(\delta n) / \partial t=i\left[H_{h}, \delta n\right]=-\nabla\left(n_{0} \nabla \varphi\right) .
\end{gathered}
$$

It is then straightforward to obtain Eq. (16) for the phase fluctuation and the equation

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} \delta n+\frac{\Omega^{2}}{3} \nabla_{\mathbf{R}}\left[\left(1-R^{2}\right)^{3 / 2} \nabla_{\mathbf{R}} \frac{\delta n}{\sqrt{1-R^{2}}}\right]=0 \tag{19}
\end{equation*}
$$

for the density fluctuation.
Equation (16) [or (19)], together with the condition for finiteness of $\varphi$ (or $\delta n$ ) at any $R \leq 1$, determines the energy spectrum of the collective modes

$$
\begin{equation*}
\left(\omega_{n l} / \Omega\right)^{2}=l+\frac{4}{3} n(n+l+2), \quad l=0,1,2, \ldots \tag{20}
\end{equation*}
$$

and the corresponding eigenfunctions

$$
\begin{equation*}
\varphi_{n l}(\mathbf{R}) \propto R_{2}^{l} F_{1}\left(-n, n+l+2 ; \frac{3}{2}+l ; R^{2}\right) Y_{l m}(\theta, \phi),(2 \tag{21}
\end{equation*}
$$

where ${ }_{2} F_{1}$ is the hypergeometric function, $l$ is the orbital angular momentum of the collective mode, and $n$ is an integer $(n=0,1,2, \ldots$ for nonzero $l$, and $n=$ $1,2, \ldots$ for $l=0$ ). Note that eigenfunctions (21) are
mutually orthogonal with weight $1 / \sqrt{1-R^{2}}$. It is also worth noting that spectrum (20) coincides with the eigenfrequency spectrum of a normal Fermi gas in the hydrodynamic (collisional) regime [14]. This is not surprising because the contribution of the superfluid pairing, to hydrodynamic Hamiltonian (17), as already noted, is small.

We are now in a position to compare the eigenfrequencies of the collective modes of a normal Fermi gas in the collisionless regime above $T_{c}$ with the eigenfrequencies of the collective modes of a superfluid gas at $T \ll T_{c}$. Of particular experimental interest are the lowest energy modes, because they can easily be excited by modulating the trap frequencies. [A small perturbation of the external potential $V_{\text {ext }} \exp (-i \omega t)$ appears as an additional term $-i \omega V_{\mathrm{ext}} \exp (-i \omega t)$ on the right-hand side of Eq. (16)]. It follows from Eq. (20) that the lowest eigenfrequency $\omega_{10}$ of a monopole "breathing" mode ( $l=0$ and $n=1$ ) in the superfluid phase is equal to $2 \Omega$ (this result can also be derived from the sum rule), ${ }^{1}$ while the lowest frequency $\omega_{01}$ of a dipole mode ( $l=1$ and $n=0$ ), as expected, is equal to the trap frequency $\Omega$ (this mode corresponds to the gas-cloud motion as a whole in the external harmonic trap potential). Therefore, these eigenfrequencies coincide with the frequencies of collective oscillations calculated in [15] for a normal Fermi gas in the collisionless regime. At the same time, the frequencies of the energetically lowest quadrupole modes are different: for the superfluid phase, Eq. (20) gives $\omega_{02}=\sqrt{2} \Omega$, whereas for the normal phase in the collisionless regime, this value is $2 \Omega$ [15]. Experimentally, the quadruple mode can be excited by a weak out-of-phase modulation of the trap frequency, e.g., in the $x$ and $y$ directions: $V_{\text {ext }}(\mathbf{r}, t)=$ $\left(m \Omega^{2} / 2\right)\left(x^{2}-y^{2}\right) \zeta \cos (\omega t)$, where $\zeta \ll 1$. In this case, the gas response will exhibit resonances in the amplitude of density oscillations at frequencies corresponding to the collective oscillations. For $T>T_{c}$, the energetically lowest resonance will occur at a frequency of $2 \Omega$, whereas for $T \ll T_{c}$ it will be seen at $\sqrt{2} \Omega$. (At temperatures close to critical, the resonance peak will be strongly smeared, because the damping of collective modes in this region is strong). Such a behavior of the resonance line will serve as strong evidence for the appearance of superfluid ordering in the system. (As pointed out above, additional evidence could be provided by a change in the behavior of single-particle excitations).

It should be emphasized that the problem of experimental detection of the appearance of a superfluid phase in a trapped Fermi-gas system is not as obvious as it might seem, because, contrary to the Bose gas, where the Bose condensation is accompanied by a clearly defined change in the density distribution, a change in the density distribution upon the superfluid transition in a Fermi gas is quite insignificant, so that

[^3]direct optical detection of the transition is hardly possible. Apart from the two above-mentioned methods, possible methods of revealing the presence of a superfluid phase were also discussed in works [33, 34]. In the first of them, the superfluid transition was suggested to be detected by a change in small-angle scattering of a nonresonant laser beam from a gas cloud, and in the second work, by a change in its moment of inertia.
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#### Abstract

A brief review of the relation between reduced models and noncommutative Yang-Mills (NCYM) theory is given. The twisted Eguchi-Kawai model, the mapping onto NCYM, the Morita equivalence, the fundamental matter, the Wilson loops in NCYM, and the D-brane interpretation are considered. © 2000 MAIK "Nauka/Interperiodica".
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The interest that has arisen recently in the noncommutative gauge theories was inspired by the paper [1] devoted to the compactification of matrix theory $[2,3] .{ }^{1}$ Matrix theory belongs to the class of reduced models [5] for which the (infinite) matrices are independent of space coordinates, whereas this dependence appears upon the expansion in the vicinity of a classical vacuum. For the reduced models to be equivalent at large $N$ to the quantum field theory in the t'Hooft continuous space-time limit, they must be either "frozen" [6] or twisted [7-10].

It was recently realized [11] that the twisted reduced models have a limit where they describe quantum field theories on a noncommutative space with coordinate operators $\hat{x}^{\mu}$, satisfying commutation relations

$$
\begin{equation*}
\left[\hat{x}^{\mu}, \hat{x}^{v}\right]=i \theta^{\mu v} \hat{1} \tag{1}
\end{equation*}
$$

Field multiplication is specified by a product,

$$
\begin{equation*}
\phi_{1}(x) * \phi_{2}(x) \stackrel{\text { def }}{=} \phi_{1}(x) \exp \left\{\frac{i}{2} \overleftarrow{\partial}_{\mu} \theta_{\mu v} \overrightarrow{\partial_{v}}\right\} \phi_{2}(x) \tag{2}
\end{equation*}
$$

possessing the associativity property. The action of the noncommutative $U_{\theta}(1)$ gauge theory is defined as

$$
\begin{equation*}
S=\frac{1}{4 e^{2}} \int \mathscr{F}^{2} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}_{\mu \nu}=\partial_{\mu} A_{v}-\partial_{v} A_{\mu}-i\left(A_{\mu} * A_{v}-A_{v} * A_{\mu}\right) \tag{4}
\end{equation*}
$$

is the noncommutative gauge field strength. The planar limit of the Yang-Mills $U(N)$ theory corresponds to $\theta \longrightarrow \infty$ [9]. This relation between the twisted reduced models and the noncommutative gauge theories was

[^4]revealed in [12-16]. In particular, the appropriate observables were constructed for the noncommutative gauge theories.

In this paper, a review of the relation between the twisted reduced models and the noncommutative gauge theories is presented. Special attention is given to the equivalence of some noncommutative and ordinary (or "commutative") gauge theories, which is known as Morita equivalence [17]. The simplest example is provided by the above-mentioned equivalence of the noncommutative $U_{\theta}(1)$ gauge theory in the limit of large $\theta$ to the ordinary Yang-Mills $U(N)$ theory in the limit of large $N$. Another example is that the noncommutative $U_{\theta}(1)$ gauge theory in a box with periodic boundary conditions and rational values of the dimensionless noncommutativity parameter is equivalent to the ordinary Yang-Mills theory in a box of a smaller size with twisted boundary conditions that define the non-Abelian gauge field flux, known as t'Hooft flux [18]. These results are based on a twisted reduced finite- $N$ model mapped onto the noncommutative gauge theory on a finite-space lattice, for which reason they are rigorous for the regularized quantum field theory. Twisted reduced model [19] is used for the generalization of the Morita equivalence to the case when the matter fields are given in the fundamental representation of the gauge group. The observables in the noncommutative gauge theory are expressed through continual integrals over the fundamental matter fields for both closed and open Wilson loops. The Morita equivalence is described as a T-duality in $D$-brane terms.

## TWISTED EGUCHI-KAWAI MODEL

> 1. Definition [9]. The twisted Eguchi-Kawai (TEK) model is constructed of $D$ unitary $N \times N$ matrices $U_{\mu}^{i j}$
$(\mu=1, \ldots, D)$. The partition function

$$
\begin{gather*}
Z_{\mathrm{TEK}}=\int \prod_{\mu} d U_{\mu}  \tag{5}\\
\times \exp \left\{\frac{1}{2 g^{2}} \sum_{\mu \neq v} Z_{\mu \nu}^{*} \operatorname{tr} U_{\mu} U_{v} U_{\mu}^{\dagger} U_{v}^{\dagger}+\text { h.c. }\right\}
\end{gather*}
$$

belongs to the type of Wilson lattice gauge theory ${ }^{2}$ on a unit hypercube with twisted boundary conditions. The $Z_{\mu \nu}$ factor has the form

$$
\begin{equation*}
Z_{\mu \nu}=e^{4 \pi i n_{\mu v} / N} \in \mathbb{Z}_{N} \quad\left(\text { integer } n_{\mu \nu}=-n_{v \mu}\right) \tag{6}
\end{equation*}
$$

where $N$ is assumed to be odd.
The TEK model possesses the following symmetries:

$$
\begin{gather*}
\text { gauge: } U_{\mu} \longrightarrow \Omega U_{\mu} \Omega^{\dagger}  \tag{7}\\
\mathbb{Z}_{N}^{D}: \quad U_{\mu} \longrightarrow Z_{\mu} U_{\mu} \quad\left(Z_{\mu} \in \mathbb{Z}_{N}\right) \tag{8}
\end{gather*}
$$

To a gauge transformation, the vacuum state is specified by the matrices

$$
\begin{equation*}
U_{\mu}^{\mathrm{cl}}=\Gamma_{\mu} \tag{9}
\end{equation*}
$$

where $\Gamma_{\mu}$ are twistors satisfying the Weyl-t'Hooft commutation relation

$$
\begin{equation*}
\Gamma_{\mu} \Gamma_{v}=Z_{\mu v} \Gamma_{\mu} \Gamma_{v} \tag{10}
\end{equation*}
$$

Their explicit forms are known for any $n_{\mu \nu}$.
The simplest twist corresponds to

$$
n_{\mu \nu}=L^{D / 2-1} \varepsilon_{\mu \nu}, \quad \varepsilon_{\mu \nu}=\left(\begin{array}{cccc}
0 & +1 & &  \tag{11}\\
-1 & 0 & & \\
& & 0 & +1 \\
& & -1 & 0 \\
& & & \\
& & &
\end{array}\right)
$$

and $N=L^{D / 2}$. The $S U(N)$ group can be represented as a direct product $S U(N) \supset \prod_{1}^{D / 2} \otimes S U(L)$, so that $\Gamma_{i}, \Gamma_{i+1}(i=1, \ldots, D / 2)$ can be chosen in the form of Weyl unitary matrices $h^{j k}=\delta^{j+1, k}$ and $g^{j k}=$ $e^{4 \pi i(j-1) / L} \delta^{j k}$ for each $S U(L)$. For this simplest twist, $\Gamma_{\mu}^{L}=1$.
2. Continuous limit of the TEK model [10]. This limit is achieved when the lattice constant $a \longrightarrow 0$ $(N \longrightarrow \infty)$, so that

$$
\begin{equation*}
U_{\mu}=e^{i a A_{\mu}}, \quad \Gamma_{\mu}=e^{i a \gamma_{\mu}} \tag{12}
\end{equation*}
$$

[^5]where $A_{\mu}$ and $\gamma_{\mu}$ are (infinite) Hermitian matrices. Then, Eq. (10) transforms to the Heisenberg commutator:
\[

$$
\begin{equation*}
\left[\gamma_{\mu}, \gamma_{v}\right]=i B_{\mu v}, \quad B_{\mu \nu}=4 \pi n_{\mu v} / N a^{2} \tag{13}
\end{equation*}
$$

\]

The action in the continuous TEK model becomes

$$
\begin{equation*}
S=\frac{1}{4 g^{2}} \operatorname{tr}\left(\left[A_{\mu}, A_{\mathrm{v}}\right]-i B_{\mu v}\right)^{2}, \tag{14}
\end{equation*}
$$

and the vacuum configuration takes the form

$$
\begin{equation*}
A_{\mu}^{\mathrm{cl}}=\gamma_{\mu} \tag{15}
\end{equation*}
$$

to a gauge transformation $A_{\mu} \longrightarrow \Omega A_{\mu} \Omega^{\dagger}$. At large $N$, the Wilson loops in the Yang-Mills theory are represented as

$$
\begin{align*}
& W(C)=\left\langle\frac{1}{N} \operatorname{trP} \exp \left\{-i \int_{C} \mathrm{~d} \xi^{\mu} \gamma_{\mu}\right\}\right.  \tag{16}\\
& \left.\quad \times \frac{1}{N} \operatorname{trP} \exp \left\{i \int_{C} \mathrm{~d} \xi^{\mu} A_{\mu}\right\}\right\rangle_{\text {TEK }}
\end{align*}
$$

where averaging means integration over the (infinite) $A_{\mu}$ matrices with action given by Eq. (14). The Wilson loops are nontrivial, because the $A_{\mu}$ matrices do not commute with each other. For open loops, the first trace on the right-hand side of Eq. (16) vanishes. For closed loops, it takes the form of an exponential function of the $B_{\mu \nu}$ field flux through a surface bounded by the contour $C$.
3. Compactification of the reduced models. Compactification of the reduced models on a $D$-dimensional torus $\mathbb{T}^{D}$ can be described [1] by imposing the following condition on $A_{\mu}$ :

$$
\begin{equation*}
A_{\mu}+2 \pi R_{\mu} \delta_{\mu v}=\Omega_{v} A_{\mu} \Omega_{v}^{\dagger} \tag{17}
\end{equation*}
$$

where $\Omega_{v}$ are unitary matrices. After calculating matrix traces of both sides of Eq. (17), one can see that the solution is possible only for the infinite matrices (=Hermitian operators).

Taking the exponential of Eq. (17) multiplied by a dimensional parameter $a$, one obtains

$$
\begin{equation*}
e^{2 \pi i a \delta_{\mu \nu} R_{\mu}} U_{\mu}=\Omega_{v} U_{\mu} \Omega_{v}^{\dagger} \tag{18}
\end{equation*}
$$

where matrices $A_{\mu}$ appear in the exponent in accordance with Eq. (12) and matrices $U_{\mu}$ are unitary. Equation (18) is the $N \times N$-matrix discretization of Eq. (17); it has solutions at finite $N$ (the simplest of them is presented below).

Taking matrix traces of both sides of Eq. (18), we see that matrices $U_{\mu}$ must be traceless, as is the case for twistors. Calculating the determinant of both sides of Eq. (18), we conclude that $a R_{\mu} N$ must be an integer. Self-consistency of Eq.(18) also requires that

$$
\begin{equation*}
\Omega_{\mu} \Omega_{v}=z \Omega_{v} \Omega_{\mu} \tag{19}
\end{equation*}
$$

with some $z \in \mathbb{Z}_{N}$. Condition (18) on the unitary matrices $U_{\mu}$ is compatible with gauge symmetry (7) if the gauge transformation matrix $\Omega$ commutes with the $\Omega_{v}$ matrices.
4. Solution at finite $\boldsymbol{N}$ [14]. To describe the solution of Eq. (18), it is convenient to introduce the Weyl basis on $\operatorname{gl}(N)$ :

$$
\begin{equation*}
J_{k}=\Gamma_{1}^{k_{1}} \ldots \Gamma_{D}^{k_{D}} \exp \left\{2 \pi i \frac{1}{N} \sum_{\mu>v} n_{\mu v} k_{\mu} k_{v}\right\} \tag{20}
\end{equation*}
$$

where the last multiplier provides the symmetry of the matrix product and $J_{L-k}=J_{k}^{\dagger}$. A product of two generators is decomposed in this basis as

$$
\begin{equation*}
J_{k} J_{q}=J_{k+q} \exp \left\{2 \pi i \frac{1}{N} \sum_{\mu, v} k_{\mu} n_{\mu \nu} q_{v}\right\} \tag{21}
\end{equation*}
$$

The last multiplier is responsible for the noncommutativity.

To construct the solution, we choose

$$
\begin{equation*}
\Omega_{\mu}=\prod_{v} \Gamma_{v}^{m \varepsilon_{\mu v}} \tag{22}
\end{equation*}
$$

where $m$ is an integer. Then,

$$
\begin{equation*}
U_{\mu}^{(0)}=\Gamma_{\mu} \tag{23}
\end{equation*}
$$

is a partial solution of Eq. (18). The general solution of this equation reads

$$
\begin{equation*}
U_{\mu}=V_{\mu} \Gamma_{\mu}, \tag{24}
\end{equation*}
$$

where $V_{\mu}$ obeys the homogeneous equation

$$
\begin{equation*}
V_{\mu}=\Omega_{v} V_{\mu} \Omega_{v}^{\dagger} \tag{25}
\end{equation*}
$$

A solution of Eq. (25) can be represented in the form

$$
\begin{equation*}
V_{\mu}^{i j}=\sum_{k \in \mathbb{Z}_{m}}\left(J_{k}^{n}\right)^{i j} U_{\mu}(k) \tag{26}
\end{equation*}
$$

where $n=L / m$ is an integer and $k$ changes from 1 to $m$ because $\Gamma_{\mu}^{L}=1$. Evidently, the $V_{\mu}$ matrix thus constructed commutes with $\Omega_{v}$.

Using the specified $c$-number coefficients $U_{\mu}(k)$ describing the dynamical degrees of freedom, one can apply a Fourier transform to construct the field

$$
\begin{equation*}
u_{\mu}(x)=\sum_{k \in \mathbb{Z}_{m}} \exp \left\{2 \pi i \frac{k x}{a m}\right\} U_{\mu}(k) \tag{27}
\end{equation*}
$$

which is a periodic function on the edges of a lattice of dimension $m^{D}$ (or, which is equivalent, on a discrete $\mathbb{T}_{m}^{D}$ torus). Thus, the spatial dimension of the lattice is $l=a m$. The $U_{\mu}(x)$ field describes the same degrees of freedom as does the $N \times N U_{\mu}^{i j}$ matrix obeying condi-
tion (18). The unitarity condition $U_{\mu} U_{\mu}^{\dagger}=1$ takes the form

$$
\begin{equation*}
\ddots_{\mu}(x) * \vartheta_{\mu}^{*}(x)=1 \tag{28}
\end{equation*}
$$

where $U_{\mu}^{*}$ denotes complex conjugation, and a noncommutative product of functions on a lattice is defined as

$$
\begin{gather*}
f(x) * g(x) \\
=\sum_{y, z} \exp \left\{2 i\left(\theta^{-1}\right)_{\mu v} y_{\mu} z_{v}\right\} f(x+y) g(x+z) \tag{29}
\end{gather*}
$$

where

$$
\begin{equation*}
\theta_{\mu v}=\frac{a^{2} m n}{\pi} \varepsilon_{\mu v}=\frac{l^{2}}{\pi} \frac{n}{m} \varepsilon_{\mu v} \tag{30}
\end{equation*}
$$

These formulas follow from a comparison of expansions (26) and (27) with regard to Eq. (21). At $a \longrightarrow 0$, Eq. (29) reproduces Eq. (2) for a noncommutative product in the continuous limit.

## MAPPING ONTO NCYM

The TEK model [generally, with condition (18)] can identically be rewritten in the form of the noncommutative $U_{\theta}(1)$ gauge theory on a lattice. Making use of relations (26) and (27) between matrices and fields, the TEK action can be recast as

$$
\begin{gathered}
S=\frac{1}{2 e^{2}} \\
\times \sum_{x \in \mathbb{T}_{m}^{D}} \sum_{\mu \neq v} \ddots_{\mu}(x) * \ddots_{v}(x+a \hat{\mu}) * \ddots_{\mu}^{\dagger}(x+a \hat{v}) * \ddots_{v}^{\dagger}(x)
\end{gathered}
$$

where $\hat{\mu}$ denotes a unit vector in the $\mu$ direction and the coupling constant of the noncommutative $U_{\theta}(1)$ gauge theory is $e^{2}=g^{2} N$. Similarly, the matrix integration measure $d U_{\mu}$ [satisfying condition (18)] transforms to the Haar measure

$$
\begin{equation*}
\prod_{\mu} d U_{\mu} \Rightarrow \prod_{x, \mu} d ひ_{\mu}(x) \tag{32}
\end{equation*}
$$

Action (31) is invariant about the noncommutative gauge transformations:

$$
\begin{equation*}
\ddots_{\mu}(x) \longrightarrow \omega(x) * \ddots_{\mu}(x) * \omega^{*}(x+a \hat{\mu}) \tag{33}
\end{equation*}
$$

where $\omega(x)$ satisfies the condition

$$
\begin{equation*}
\omega * \omega^{*}=\omega^{*} * \omega=1 \tag{34}
\end{equation*}
$$

Equation (33) is a counterpart of Eq. (7), and Eq. (34) is a counterpart of the unitarity condition for the $\Omega$ matrix.

The ordinary TEK model corresponds to $n=1$. Then, $\Omega_{\mu}=\Gamma_{\mu}^{L}=1$ and Eq. (18) becomes trivial. In this case, the results of [9] are reproduced for $N \longrightarrow \infty$ at a fixed $a$, because $\theta \longrightarrow \infty$, according to Eq. (30). This limit corresponds to the t'Hooft limit of the Yang-Mills theory at large $N$, when only the planar diagrams survive.

There is another possible continuous limit in the ordinary TEK model (with $n=1$ ), namely, when $\theta$ remains finite at $N \longrightarrow \infty$ while $a \sim 1 / \sqrt{m}=N^{-1 / D}$. In this limit, the torus period is $l=a m \sim \sqrt{m}=N^{1 / D} \longrightarrow \infty$ and, thus, the noncommutative gauge theory is reproduced on $\mathbb{R}^{D}[11]$.

For $n>1$ [i.e., for the TEK model with constraint (18)], noncommutativity parameter (30) may remain finite at $N \longrightarrow \infty$ even for a finite $l$ value, provided that the dimensionless noncommutativity parameter $\Theta=$ $n / m$ is finite in this limit. Hence, the noncommutative theory "lives" on the torus [1]. At finite $N$, the noncommutative lattice gauge theory with action (31) is a lattice regularization of the continuous theory [14]. Since the lattice dimension $l=a m$ is finite, the infrared ( $p_{\min }=$ $2 \pi / l$ ) and ultraviolet ( $p_{\max }=\pi / a$ ) cutoff parameters are related to each other as

$$
\begin{equation*}
p_{\max } \theta p_{\min }=2 \pi n \tag{35}
\end{equation*}
$$

which is similar to the relation [21] obtained by perturbation theory for the $\mathbb{R}^{4}$ space (which corresponds to the limit $N \longrightarrow \infty$ for $n=1$, see above).

## MORITA EQUIVALENCE

The noncommutative gauge theory with a rational value of dimensionless noncommutativity parameter $\Theta$ possesses an interesting feature known as the Morita equivalence [17]. We will describe it for the lattice regularization corresponding to the simplest twist (11), assuming that the ratio $m / n=\tilde{p}$ is an integer. Then, the noncommutative $U_{\theta}(1)$ gauge theory on a periodic lattice of size $m^{D}$ is equivalent to the ordinary Yang-Mills $U(p)$ theory with $p=\tilde{p}^{D / 2}$ on a lattice of size $n^{D}$ with twisted boundary conditions and the coupling constant $g^{2}=e^{2} / p$ [where $e^{2}$ is the coupling constant in the $U_{\theta}(1)$ theory].

The twisted boundary conditions on a lattice have the form

$$
\begin{equation*}
\tilde{V}_{\mu}(\tilde{x}+a n \hat{v})=\tilde{\Gamma}_{v} \tilde{V}_{\mu}(\tilde{x}) \tilde{\Gamma}_{v}^{\dagger} \tag{36}
\end{equation*}
$$

where $\tilde{\Gamma}_{\mathrm{v}}$ are the $p \times p$ twistors with commutation relations

$$
\begin{equation*}
\tilde{\Gamma}_{\mu} \tilde{\Gamma}_{v}=\tilde{Z}_{\mu v} \tilde{\Gamma}_{v} \tilde{\Gamma}_{\mu}, \quad \tilde{Z}_{\mu v}=e^{4 \pi i \varepsilon_{\mu v} \tilde{p}_{p}} \tag{37}
\end{equation*}
$$

( $\tilde{p}$ is assumed to be odd). The factor $\tilde{Z}_{\mu v} \in \mathbb{Z}_{p}$ cannot be removed, because $\tilde{\Gamma}_{\mu}$ are $S U(p)$ matrices. It is associated with the non-Abelian t'Hooft flux.

In the preceding section, we already discussed the equivalence of the TEK model [in the general case with condition (18)] for $N=(m n)^{D / 2}$ to the noncommutative $U_{\theta}(1)$ gauge theory on $\mathbb{T}_{m}^{D}$. Both possess the same $m^{D}$ degrees of freedom described by either Eq. (26) or Eq. (27). In matrix terms, the noncommutativity arises because

$$
\begin{equation*}
J_{k}^{n} J_{q}^{n}=J_{k+q}^{n} \exp \left\{2 \pi i \frac{n}{m} k_{\mu} \varepsilon_{\mu v} q_{v}\right\}, \tag{38}
\end{equation*}
$$

as follows from general formula (21) for this simplest twist. In noncommutativity terms, it stems from the noncommutative product

$$
\begin{gather*}
\exp \left\{2 \pi i \frac{k x}{l}\right\} * \exp \left\{2 \pi i \frac{q x}{l}\right\} \\
=\exp \left\{2 \pi i \frac{(k+q) x}{l}\right\} \exp \left\{2 \pi i \frac{n}{m} k_{\mu} \varepsilon_{\mu v} q_{v}\right\}, \tag{39}
\end{gather*}
$$

as follows from definition (29).
If $m=\tilde{p} n$, then a third equivalent model exists, in which the same degrees of freedom are described by the $p \times p$-matrix field:

$$
\begin{equation*}
\tilde{V}_{\mu}^{a b}(\tilde{x})=\sum_{k \in \mathbb{Z}_{m}} \tilde{J}_{k}^{a b} \exp \left\{2 \pi i \frac{k \tilde{x}}{\tilde{p} a n}\right\} U_{\mu}(k), \tag{40}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{J}_{k}=\prod_{\mu} \tilde{\Gamma}_{\mu}^{k_{\mu}} \exp \left\{2 \pi i \frac{1}{\tilde{p}} \sum_{\mu>v} \varepsilon_{\mu v} k_{\mu} k_{v}\right\} \tag{41}
\end{equation*}
$$

similar to Eq. (20). The number of degrees of freedom $n^{D} p^{2}=m^{D}$ coincide at $p=\tilde{p}^{D / 2}$. The noncommutativity now stems from the matrix factor rather than from the $x$ dependence, because

$$
\begin{equation*}
\tilde{J}_{k} \tilde{J}_{q}=\tilde{J}_{k+q} \exp \left\{2 \pi i \frac{1}{\tilde{p}} k_{\mu} \varepsilon_{\mu v} q_{v}\right\} . \tag{42}
\end{equation*}
$$

In the third model, the action coincides with the ordinary Wilson lattice action:

$$
\begin{gather*}
S=\frac{p}{2 e^{2}} \sum_{\tilde{x} \in \tilde{\mathbb{T}}_{n}^{D}} \sum_{\mu \neq v} \operatorname{tr}_{(p)} \tilde{V}_{\mu}(\tilde{x}) \tilde{V}_{v}(\tilde{x}+a \hat{\mu})  \tag{43}\\
\times \tilde{V}_{\mu}^{\dagger}(\tilde{x}+a \hat{v}) \tilde{V}_{v}^{\dagger}(\tilde{x}) .
\end{gather*}
$$

The $\tilde{V}_{\mu}(\tilde{x})$ field is quasi-periodic on $\tilde{\mathbb{T}}_{n}^{D}$ and satisfies twisted boundary conditions (36), because

$$
\begin{equation*}
\tilde{\Gamma}_{\mu} \tilde{J}_{k} \tilde{\Gamma}_{\mu}^{\dagger}=\tilde{J}_{k} e^{2 \pi i k_{\mu} / \tilde{p}} \tag{44}
\end{equation*}
$$

For $n=1$, when $\tilde{p}=m$ and $p=N$, the third model lives on a unit hypercube with twisted boundary conditions and coincides with the TEK model. This becomes evident after the substitution $U_{\mu}=\tilde{V}_{\mu} \tilde{\Gamma}_{\mu}$. As a matter of fact, the TEK model was originally motivated in [9] precisely by this formulation. Therefore, the deduction of the noncommutative gauge theories from the TEK model is the simplest example of the Morita equivalence.

In the continuous limit $(N \longrightarrow \infty)$, when the TEK model is formulated through operators, the noncommutative $U_{\theta}(1)$ gauge theory lives on $\mathbb{T}^{D}$ with a period of $l$. At a rational value of $\Theta$, it is Morita-equivalent to the ordinary $U(p)$ gauge theory on a smaller torus $\tilde{\mathbb{T}}^{D}$ with twisted boundary conditions and a period of $\tilde{l}=l / \tilde{p}$. The lattice regularization renders these results rigorous [15]. For a twist of a more general type, one can obtain an arbitrary (rational or irrational) value of $\Theta$. It is also shown in [16] that, rather than imposing constraint (18), the theories on torus can be obtained from the TEK model by choosing a more complex twist.

## FUNDAMENTAL MATTER [15]

One can generalize the results of the two preceding sections by including matter. Let $\phi(x)$ be a scalar field of the matter in the fundamental representation of $U_{\theta}(1)$. The corresponding term in the action

$$
\begin{align*}
S_{\text {matter }}=- & \sum_{x, \mu} \phi^{*}(x) * U_{\mu}(x) * \phi(x+a \hat{\mu})  \tag{45}\\
& +M^{2} \sum_{x} \phi^{*}(x) \phi(x)
\end{align*}
$$

is invariant about the noncommutative gauge transformations

$$
\begin{align*}
\phi(x) & \longrightarrow \omega(x) * \phi(x) \\
\phi^{*}(x) & \longrightarrow \phi^{*}(x) * \omega^{*}(x) \tag{46}
\end{align*}
$$

and transformation (33) for $\mathscr{U}_{\mu}(x)$.
For rational $\Theta$ values, action (45) on a torus is Morita-equivalent to the action

$$
\begin{align*}
S_{\text {matter }}= & -\sum_{\tilde{x}, \mu} \operatorname{tr}_{(p)} \Phi^{*}(\tilde{x}) \tilde{V}_{\mu}(\tilde{x}) \Phi(\tilde{x}+a \hat{\mu})  \tag{47}\\
& +M^{2} \sum_{\tilde{x}} \operatorname{tr}_{(p)} \Phi^{*}(\tilde{x}) \Phi(\tilde{x})
\end{align*}
$$

where the notations are as in the preceding section and the $p \times p$-matrix field $\Phi^{i j}(\tilde{x})$ satisfies the twisted boundary conditions

$$
\begin{equation*}
\Phi(\tilde{x}+\tilde{l} \hat{v})=\tilde{\Gamma}_{v} \Phi(\tilde{x}) \tilde{\Gamma}_{v}^{\dagger} \tag{48}
\end{equation*}
$$

similar to Eq. (36) for the gauge field. The indices $i$ and $j$ at the $\Phi^{i j}$ matrix stand for color and flavor, respectively (distinguishing between the quark types in the standard QCD notations). The color symmetry is local, whereas the flavor symmetry is global. In particular, for $n=1$, model (47) coincides with the TEK model for the fundamental matter considered in [19].

The continuous limit for the foregoing formulas is evident. The continuous $U_{\theta}(1)$ gauge theory with fundamental matter (noncommutative QED ) is reproduced at $N \longrightarrow \infty$. In the $\theta \longrightarrow \infty$ limit, it is equivalent to QCD on $\mathbb{R}^{D}$ at large $N$ in the Veneziano limit, for which the flavor number of the fundamental matter fields is proportional to the color number, so that the matter survives at large $N$. These results are also rigorous, because they are obtained for the regularized theory.

## WILSON LOOPS IN NCYM

In the ordinary Yang-Mills theory, the observables can be expressed through the Wilson loops. The standard way of deducing the corresponding formulas consists of averaging over matter fields by calculating a Gaussian continual integral. This approach can also be applied to the noncommutative gauge theory with fundamental matter specified by action (45). On a lattice, one can also use an expansion in $1 / M^{2}$ powers. In this section, we describe the types of Wilson loops appearing for such a procedure.

The contour $C$ composed of $J$ lattice edges is defined as a (ordered) set of unit vectors $\hat{\mu}_{j}$ directed along the edges $j(j=1, \ldots, J)$ forming the contour. In the presence of the gauge field, a parallel translation from the point $x$ to the point $x+\ell\left(\ell=a \sum_{j} \hat{\mu}_{j}\right)$ along the contour $C$ is described by the expression

$$
\begin{gather*}
\ddots(x ; C) \\
=\ddots_{\mu_{1}}(x) * \ddots_{\mu_{2}}\left(x+a \hat{\mu}_{1}\right) * \varkappa_{\mu_{J}}\left(x+a \sum_{j=1}^{J-1} \hat{\mu}_{j}\right), \tag{49}
\end{gather*}
$$

which is covariant about the noncommutative gauge transformation (33):

$$
\begin{equation*}
\vartheta(x ; C) \longrightarrow \omega(x) * \vartheta(x ; C) * \omega^{*}(x+\ell) \tag{50}
\end{equation*}
$$

If a function $S_{\ell}(x)$ has the property

$$
\begin{equation*}
S_{\ell}(x) * \omega(x) * S_{\ell}^{*}(x)=\omega(x+\ell) \tag{51}
\end{equation*}
$$

then one can easily show that

$$
\begin{equation*}
W(C)=\sum_{x} S_{\ell}(x) * \vartheta(x ; C) \tag{52}
\end{equation*}
$$

is invariant about the noncommutative gauge transformations. The solution of Eq. (51) reads

$$
\begin{equation*}
S_{\ell}(x)=\exp \left\{i \ell_{\mu} \theta_{\mu v}^{-1} x_{v}\right\} \tag{53}
\end{equation*}
$$

where $\ell_{\mu}=a n j_{\mu}$ with an integer vector $j_{\mu}$ (with an accuracy of possible winding round the torus).

The continuous limit of Eq. (52) defines the Wilson loops (invariant about the noncommutative gauge transformations) for the noncommutative Wilson theory. Apart from the closed loops on $\mathbb{R}^{D}$, there are open loops described by Eq. (52) with an arbitrary value of $\ell$ [12]. The open Wilson loops on $\mathbb{T}^{D}$ are invariant about the noncommutative gauge transformations only for discrete $\mathbb{T}^{D}$ values that are multiples of $\pi \theta / l$ [14]. The closed Wilson loops appear in the representation of the average $\left\langle\phi^{*}(x) * \phi(x)\right\rangle_{\phi}$ as a path sum. The open Wilson loops appear for $\left\langle\phi^{*}(x) * S_{\ell}(x) * \phi(x+\ell)\right\rangle_{\phi}$ [15]. For integer ratios $m / n=\tilde{p}$, the open Wilson loops in the noncommutative $U_{\theta}(1)$ gauge theory become the Pol'akov loops wound round a $\tilde{\mathbb{V}}^{D}$ torus in the Moritaequivalent Yang-Mills $U(p)$ theory with twisted boundary conditions.

## $D$-BRANE INTERPRETATION [22]

The results concerning the Morita equivalence allow a simple interpretation as a T-duality transformation in terms of $D$-branes. Let us consider a twist of a more general type in $D=4$, for which the $S U(p)$ group is represented in the form $S U(p) \supset 1_{\tilde{p}_{0}} \otimes S U\left(\tilde{p}_{1}\right) \otimes$ $S U\left(\tilde{p}_{2}\right)\left(p=\tilde{p}_{0} \tilde{p}_{1} \tilde{p}_{2}\right)$. The simplest twist (11) considered above corresponds to $\tilde{p}_{0}=1$ and $\tilde{p}_{1}=\tilde{p}_{2}=\tilde{p}$.

Consider a system composed of $\tilde{p}_{0} D 3$-branes populated by $\tilde{p}_{0} \tilde{p}_{1} D 1$-branes localized in the plane $1-2$, $\tilde{p}_{0} \tilde{p}_{2} D 1$-branes localized in the plane $3-4$, and $p=$ $\tilde{p}_{0} \tilde{p}_{1} \tilde{p}_{2} D$-instantons. This system corresponds to the noncommutative $U_{\theta}\left(\tilde{p}_{0}\right)$ gauge theory with dimensionless noncommutativity parameters equal to [23]

$$
\begin{equation*}
\Theta_{12}=\frac{\# D 3}{\# D 1}=\frac{1}{\tilde{p}_{1}}, \quad \Theta_{34}=\frac{\# D 3}{\# D 1}=\frac{1}{\tilde{p}_{2}} \tag{54}
\end{equation*}
$$

After the T-duality transformation in both 1-2 and 3-4 planes, we obtain a system composed of $p$ $D 3$-branes populated by $\tilde{p}_{0} \tilde{p}_{1} D 1$-branes oriented in
the 1-2 plane, $\tilde{p}_{0} \tilde{p}_{2}$ D1-branes oriented in the 3-4 plane, and $\tilde{p}_{0}$ instantons. Now,

$$
\begin{equation*}
\tilde{\Theta}_{12}=\frac{\# D 3}{\# D 1}=\tilde{p}_{1}, \quad \tilde{\Theta}_{34}=\frac{\# D 3}{\# D 1}=\tilde{p}_{2} \tag{55}
\end{equation*}
$$

corresponds to magnetic fluxes in the ordinary $U(p)$ gauge theory. The matrix of periods becomes equal to $\tilde{\Sigma}=\operatorname{diag}\left(l / \tilde{p}_{1}, l / \tilde{p}_{2}\right)$ because of the presence of magnetic fluxes.

An interesting feature of the system obtained through the T-duality transformation is the presence of $\tilde{p}_{0} D$-instantons. They provide zero topological charge, $Q=\# D 3 \# D(-1)-\# D 1 \# D 1=0$, as it must be for this twist, because the action for the vacuum configuration is zero.

Note that the above interpretation of the Morita equivalence is only valid for the gauge field. Its extension to the case of fundamental matter is still lacking.

## CONCLUSION

This work demonstrates how the noncommutative gauge theories arise from the twisted reduced models. In my opinion, the noncommutative gauge theories could have been discovered in the early 1980s, if the question had been answered at that time as to which quantum theory the TEK model corresponds to at finite $N$. Now we realize that it is the lattice noncommutative gauge theory.

At the present time, the use of the noncommutative gauge theories is associated with the description of the $D$-branes. In matrix theory [2, 3], $D$-branes are classical configurations satisfying Eq. (1). In the superstring theory, the noncommutative gauge theories appear [24] as effective action for $D$-branes in the Neview-Schwarz external field. The knowledge of the properties of the Yang-Mills theory and the reduced models is quite helpful in studying these theories.

One can also put the reverse question as to what new knowledge about the Yang-Mills theory and the reduced models we gain with the help of the noncommutative gauge theories. The first and quite evident answer is that the Yang-Mills theory in a box with twisted boundary conditions, which was suggested by $t$ 'Hooft [18] in connection with the confinement problem, is represented in the form of the TEK model with constraint (18). This theory is Morita-equivalent to the noncommutative gauge theory with a rational $\Theta$ value. However, the present-day understanding of the noncommutative gauge theories is still insufficient to assist in solving the confinement problem. In this connection, a multitude of new classical solutions [25-27] found recently in the noncommutative theories are of indubitable interest.

This work was supported in part by the Russian Foundation for Basic Research (project no. 97-0217927).
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Translated by I. Roŭzen

# Erratum: "Scaling Law for a Low-Pressure Gas Breakdown in a Homogeneous DC Electric Field" [JETP Lett. 72, 2, 34-37 (2000)] <br> V. A. Lisovsky and S. D. Yakovin 

The name of the first author should read V. A. Lisovskiy.


[^0]:    ${ }^{1}$ This article was submitted by the authors in English.

[^1]:    ${ }^{2}$ The role of the negative ions at NLC altitudes can be evaluated in the following manner. The primary negative ion is $\mathrm{O}_{2}^{-}$. The ion is created via the process $e+2 \mathrm{O}_{2} \longrightarrow \mathrm{O}_{2}^{-}+\mathrm{O}_{2}$ (the rate constant is $k_{1} \simeq 5 \times 10^{-31} \mathrm{~cm}^{6} \mathrm{~s}^{-1}$ ). Main sinks of the $\mathrm{O}_{2}^{-}$ion are (a) photodetachment $\mathrm{O}_{2}^{-}+$photon $\longrightarrow \mathrm{O}_{2}+\mathrm{e}$ (the rate constant is $\delta_{\text {photo }} \sim 0.3 \mathrm{~s}^{-1}$ ) and (b) collisional destruction $\mathrm{O}_{2}^{-}+\mathrm{O} \longrightarrow$ $\mathrm{O}_{2}+\mathrm{O}+e$ (the rate constant is $k_{2} \simeq 3 \times 10^{-10} \mathrm{~cm}^{3} \mathrm{~s}^{-1}$ ). Balancing the processes, we can easily estimate the $\mathrm{O}_{2}^{-}$concentration at NLC altitudes: $\left[\mathrm{O}_{2}^{-}\right] \sim k_{1}\left[\mathrm{O}_{2}\right]^{2} n_{e} /\left(\delta_{\text {photo }}+k_{2}[\mathrm{O}]\right) \sim 0.1-1 \mathrm{~cm}^{-3}$. This value is far less than the positive ion number density. Thus, we can neglect the role of the negative ions in the mesospheric dust charging process.

[^2]:    ${ }^{\dagger}$ Deceased.

[^3]:    ${ }^{1}$ A.J. Leggett, private communication.

[^4]:    ${ }^{1}$ For a review of matrix theory, see [4].

[^5]:    ${ }^{2}$ For a review of lattice gauge theories, see [20].

