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It is shown that the electroproduction of the isolgr1232) occurs in

¢ factories when the beams interact with the residual gas. In one ef-
fective year (10 s) the decay of this isobar over an interaction length

of one meter gives-10’ pions, moving predominantly in a direction
transverse to the axis of the beams, with a resonance energy distribu-
tion having a 120-MeV wide peak near 265 MeV. Formulas required
for modeling the process under discussion, giving the distributions over
the momentum transfer, angles, energies, and momenta of the decay
products are presented. €997 American Institute of Physics.
[S0021-364(07)00104-7

PACS numbers: 14.20.Gk, 13.60.Rj

The goal of¢ factories — DAPHNE in Frascati, which should start operation in
19971 and the¢ factory now under construction in Novosibifsk— is to perform
precision measurements of very important physical quantities, primglriky (Ref. 3.

In order to implement this program it is necessary to have a thorough knowledge of
the installation and the most important backgrounds. One source of background is the
interaction of the beams with the residual gas.

In this letter we show that the cross section for the electroproduction of the isobar
A(1232) with1(IJP)=%3") (Ref. 1) on a nucleon at an electraipositron energy of
509.5 MeV(energy of¢ factories equals 3ub, which at a total beam current of +.5.2
A and a residual-gas pressure-efl nTorr(which is planned for DAPHNf leads to the
production of ~10’ isobars in the residual gas in the course of one effective year
(10’ s). The decay of the isoban(1232)— 7N and yN) producesm mesons with a
resonance energy distribution near 265 MeV and a peak width of 120 MeV, which
emerge predominantly transverse to the beam axis, and photons with a resonance energy
distribution near 257 MeV and a peak width of 120 MeV, which disperse more isotro-
pically.

A characteristic feature of the process under discussion are the protons and neutrons
produced in the decay of the isobar, which have a very nafmsak width 30 MeVY
resonance energy distribution near 970 MeV and emerge predominantly transverse to the
beam axis.
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FIG. 1. Diagram describing electroproduction.

We present all the distributions required for modeling and distinguishing the back-
ground under discussion — the distributions over the momentum transfer from the elec-
tron (positron, over the angles of emergence of the decay piongleons and photons
(nucleon$ in the rest frame of the isobar, over the energies of the pions, nucleons, and
photons in the rest frame of the isobar, and over the momentum of themicteon in
the rest frame of the isobar.

The phenomenological Lagrangian describing the interaction of an isobar with a
nucleon and photofmagnetic dipole transitionis®

Lem=emiNF”%x)(%(pryswah.c.>, (1)

wheree is the electron chargey=e?/47=1/137, my=0.94 GeV is the nucleon mass,
FYP(x)=d"AP(x) — 9’ A”(X) is the electromagnetic field;,(x) is the spinor—vector field
of the isobar, andy(x) is the spinor field of the nucleon.

The width of the radiative decay— yN is

P i 2

+§ m—A , (2
where w(m,)=m,(1—m3/m3)/2=0.257 GeV is the photon energy, amng,=1.232
GeV.

Using the experimental ddtal'(A—yN, m,)=BR(A—yN, m,)-T,(m,)
=0.58 102.0.12 GeV=0.7-10"% GeV, we obtainu?/mZ=4.7 GeV 2,

Now we can calculate the amplitude for the electroproduction of the isobar

I'A—yN,my) =«

2
miN) w3(m,)

(e"N—e~A); see Fig. 1. It is convenient to employ the helicity amplituééiste in the
AMN

center-of-mass frame of the reaction, whege, N, Ae, andi are the helicities of the
nucleon, isobar, and initial and scattered electrons, respectively. The amplitudes for the
production of an isobar by a positron differ from the corresponding electroproduction
amplitudes only in sign.

We now write out the amplitudes which are important for our analysis:

1 “ f(1)
A =AM, F=e? m_N\/Z(t —tmin(M)) (s— mﬁ)T ,
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wherem is the mass of the isobdinvariant mass of therN or yN states into which the
isobar decayst=—(k—k')%2=—(p’—p)?, s=(k+p)?>=(k’+p’)? p, p’, andk’ are

the four-momenta of the nucleon, isobar, and the initial and final electmosstrons,
respectively(see Fig. 1 f(t)=1/(1+2t)? is the “dipole” form factor of the electro-
magnetic transitiorlN—A (see, for example, Refs. 6 and 7 and the literature cited
therein. Here and belov is expressed in GeV/

We have neglected the amplitud&y, 1,5, AM 51/, A5 12, andAMy, 1, which
are proportional td, and the contributions, proportional tpto the amplitude$3) and
(4). The magnitude of all omitted contributions to the total cross section of the process is
of the order of 1%.

The m,t differential cross section of the procesSN—e"A—e* 7N is
d?c m)
_4a2( M ) mln(

(f(1))?

dmdt my

2

o1, M m2—mﬁ+(m2—mﬁ,)2 m?T"(A— N, m) :
| R A T I PN G ®

where the isobar propagator and its mass-dependent width have the form

D(m)=m?—ma+imI[(A—7N,m),

1+my/m\2 2(g(m)/g(my))?
I'(A—=aN,m)=T'(A— =N, mA) m | T+ my/m, 1+(q(m)/q(mA))2’
1
Q(m)=ﬁ\/(m2—(mN+ m,)?)(m?—(my—m,)?), (6)

m_,=0.14 GeV is the pion mass and(m,)=0.225 GeV. In Eq.(6) we set
I'y(my=I'(A—aN, m), I'(A—=«N, m,)=0.12 GeV. Them distribution integrated
over the entire interval,,,(m) <t<t,,,(m) has the form

(% M ma)((m)(1+2tm|n(m)) tmin(m)
d_m:”(m):““z(m ) (' M ML 2 M) o)
11+ 24t (M) + 242, (M) 11+ 24t (M) + 2482 (m)

T A2y (M)® 61+ 2p(m))°

N
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where

1 2 2 2 2
tnad(M) = —2mg+ Z_S{(S_ m*+mg)(s—my+mg)

+(s—(Mm—mg)?)(s— (M+me)?)(s— (Mmy—me)?) (s— (my+me)?)},

1 2 2 2 2
tmin(m) = 2me+ 2_5{(3_ m*+ me)(s_ mN+ me)

—J(s— (M—mg)?)(s— (M+me)?)(s— (My—Me)?) (s— (My+me)?)},

tS)
m.=0.51-10"2 GeV is the electron mass fer=1.842 GeV (the electron energy equals
my/2). The total cross section integrated over the entire interval
m,+my<ms=s—m, is 0=2.95u.b” Such a large value of this cross section is due to
the “large” logarithm in  Eqg. (8): In(tnad{Ma)/tmin(m,y))=13.11, where
tmad{Ma) =0.169, t,in(Mm,) =1.29 m§=0.336 10 8. The isobarA(1.232) has no com-
petitors in this energy range.

The distributions over the pion ener@y,, nucleon energ¥y, and pion(nucleon
momentumq in the rest frame of the isobar have the form

m(E,)

9 (e (M(E,))
—=0(E,)= —————=07(m(E,)),
dE, Vmi+EZ—m?

do  o(En)= m(Ey) E )
dEN_O-( N) = \mg(m( N))
do B am(q)
da "V et
where

M(E,)=E,+Vmy+E;—m7, mM(Ey)=Ey+ Vymy+E{—my,

m(q)=\m>+g*+ymy+a?  a(m(a)=a.
The distributiono(E ;) is presented in Fig. 2.

The amplitudeg3) and(4) can be used to construct the spin density matrix of the
isobar and the angular distributions of the decay products in the helicity frame, i.e., in the

rest frame of the isobar with the axis of quantization directed along the 3-momentum of
the isobar in the center-of-mass frame of the reaction.

For the decayA — 7N, the angular distribution integrated over the azimuthal angle
is
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FIG. 2. Pion energy distribution in the rest frame of the isobar.

om?

dw ™ 1 [3
dcoso  mi |4

2 2
my ) . my
l+—) Sln20+w 00520], (10

3m?

where# is the angle between the direction of the 3-momentum of the @iooleon and
the quantization axis. Fan=m,

dw(N)

Y =0.67 sirf6+0.16 cods. (11)

We note that averaging the distributi¢t0) over m changes the coefficients in EQ.1)
by less than 1%.

In deriving the distribution(10) we employed the phenomenological Lagrangian
describing the interaction of an isobar with a nucleon and pion,

G —
L=m—(¢v(x)¢(x)aV¢(x)+h.c.), (12
N

where ¢(x) is the pion field.

In the center-of-mass frame of the reaction, 64% of the isobars emerge at an angle
of not more than 10° with respect to the beam axis. Therefore, the axis of quantization is
close to the beam axis. Since the momentum of the isobars is @hé#tle order of 100
MeV), it is obvious that because the piofmicleon$ emerge predominantly perpendicu-
lar to the quantization axis in the rest frame of isofse Eq(10)), the pions(nucleon$
will emerge predominantly transverse to the beam axis.

Twice as many#° mesons asr™ (7~) mesons are produced in the decay of
A" (1.232) (A°(1.232)). This property can be used to analyze the composition of the
residual gas.

For the decayA — yN, the angular distribution integrated over the azimuthal angle
is given by
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dw®™ 1 1 2m3 my) my,
dcosS = mﬁ > Z 1 m2 + om? Slnzl‘}-l— 1+ W C0§1‘}
1+ 3Im?

=0.386 sif ¥+ 0.728 codd, (13
whered is the angle between the direction of the 3-momentum of the phiotacieon
and the quantization axis.

~ To obtain the energy and momentum distributions for the process
e*N—e*A—e*yN it is necessary to make the following substitution in E@s.and

D)
I'(A—aN,m)—T(A— yN,m)

1+ m?2/3m?
1+ mg/3m3

2w(m)3/w(m,)3
1+ w(m)?/w(my)?’

My
= BR(A_"}’NymA)'FA(mA)F

(14

and the substitutiong€ ,— », g—, andm_,—0 in Eq. (9), where w is the photon
energy in the rest frame of the isobar, an(jn)=m(1—m,2\,/m2)/2.

The expected number df isobars produced per unit time per length of the vacuum
chamber of the accelerator is

2l
N=—no
e

1

m-s|’

wheren is the density of interacting nucleons in the vacuum chambet @the current
in one beam.

The nucleon density is determined by the pressure and partial composition of the
gas. The residual gas pressur@is3-10~° Torr?® The gas contains mainly H— 50%,
CO — 30%, and CQ — 20%8 The density of molecules can be estimated from the
formula

p=nukT,

wherek is Boltzmann’s constant an= 300 K is the gas temperatufdetermined by the
temperature of the accelerator walldhen we obtainn,,=10* m™3. The effective
number of nucleons in the nuclei with which the electrons interact in this process equals
A% whereA is the number of nucleons in the nucleus. Taking account of the partial
composition of the gas, the effective nucleon densitgi=is7 - 10'4 nucleons/r.

So, for a current=1 A and cross sectiom=3 ub the number of isobars produced
per unit time per unit length ifNN=2 events/ms. Although this counting rate is low
compared with the counting rate from tikemeson resonance 1 kHz, the events of this
process can nonetheless make it difficult to distinguish rare decays i thetory, and
for this reason it must be taken into account when processing the experimental data.

A study of the process of electroproduction of thesobar in experiments with the
SND detector in the VEP-2M accelerator complex in Novosibirsk has now begun.
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The possibility that lasing can occur in a rippled waveguide structure
containing a high-reflectivity layer is studied. Lasing is achieved ex-
perimentally in a waveguide structure with an active buffer layer. Dif-
ferent mechanisms of distributed feedback in the structure are
examined. ©1997 American Institute of Physics.
[S0021-364(®7)00204-1

PACS numbers: 42.79.Gn, 78.20.Ci, 42.25.Fx, 42.72.Bj

Investigations of the radiation of light in ripplédorrugatedlwaveguides containing
high-reflectivity layer§? have revealed the possibility of practically loss-free propagation
of light along such structuresee Fig. 1 The point is that under the condition

2kbyni—(n* —\/A)?=2am, (1)
arac‘ >1, 2

wherek=2x/\, a,,4is the radiative loss of light in the rippled waveguide arfdis the
effective refractive index of the mode, the so-called “total” exter@lomalousreflec-

tion of light from the surface of the rippled waveguide plays the main role in the propa-
gation of light>* The essence of this effect is that the light incident on the waveguide
from the buffer layer at the angle of excitation of the waveguide mode undergoes 100%
reflection from the surface of the rippled waveguide. Since the reflection of light from an
ideally reflecting metalor multilayer dielectri¢ mirror is also 100%, a mode of the
structure can propagate along the structure without loss. The field distribution of the
mode under the condition€l) and (2) is also shown in Fig. 1. The presence of the
electromagnetic field of this mode inside the buffer layer indicates that there is a possi-
bility of achieving amplification of this mode if the buffer layer is an active medium. This
condition will be realized at wavelengths determined by the dispersion relation

2kbyni—n{?=2mmz 3

for buffer-layer modes with effective refractive inde§ . In our experiments on lasing in
the waveguide structure under study, a,®a (n;=2.02) film, deposited on a glass
substrate 1fs=1.51), was used as the waveguide. The top boundary of th@sT@m
was rippled. The period of the ripple was equalAg=0.33 um and the depth of the
ripple reached @=300 A. Ethylene glycol with rhodamine 6@&& 102 mol.%) served
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FIG. 1. Transverse cross section of a waveguide structure with a grating. The field distributions of the modes
are shown.

as the buffer layer. The buffer layer wasl00 xm thick. The dye was pumped with the
second harmonic of a Nd:YAG laser A\ p=0.53um). In our experiments the thickness
h,, of the waveguide film was 1650 A, and it was therefore impossible to polish the end
faces and to produce mirrors on them. For this reason, other approaches were used to
produce feedback. One approach is to deposit an additional grating, operating in the
autocollimation regiméFig. 23, on the metallic mirror. The period of this grating must
equal
)\gen

Aa_an sing,’ @

The lasing wavelength 4, will then be determined by the expression
2n* A A
Noer AT A, ®)

The practical implementation of such a feedback system requires that the lines of the
grating on the waveguide and the grating on the metallic mirror must be strictly parallel

LU LL AL L AL LL L LL AL L AL L L >
a b

FIG. 2. a — Waveguide structure with two gratings. The grating on the waveguide provides coupling with the
thick active layer. A second grating is deposited on a metal surface and operates in the autocollimation regime.
It provides the distributed feedbadk — Waveguide structure with one grating. Experimental arrangement.
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to each other; this makes it much more difficult to align this scheme. However, this
difficulty can be eliminated if a single grating on the waveguide performs the functions of
both gratinggFig. 2b. This is achieved in this case whdn= A .. For this choice of the
period of the waveguide grating, two waveguide modes propagating in #@; Tiém in
opposite directions turn out to be coupled. In our experiment the period of the grating was
taken to be 0.472m, which gave a lasing wavelength at the maximum of the gain band
Ager=0.56 um, since the effective index of the waveguide mode wéas-1.788, and
Nger=2N* A/3. The lasing spectrum in this situation consisted of two narrow lines, dis-
placed from each other bA =16 A. It is well knowr? that the spectral separation of
two laser lines of a distributed-feedback laser is determined by the relation
AN=\2k/nm, wherek is the coupling constant of the counterpropagating waves in the
active medium and is the index of refraction of these waves. This relation was obtained
for distributed feedback acting in the 1-st order of diffraction. To estimate in our
structure it is necessary to find the corresponding value afid be confident that in our
case feedback is realized in thel-st order of diffraction. The latter condition, inciden-
tally, is obvious, since on a grating with=0.472 um the autocollimation reflection of
light in the active layer does indeed occur in thd -st order of diffraction. In our case
n must equal the effective index of refractiof, for a mode of the structure shown in
Fig. 1. This quantity can be found from the conditian,=A., and is found to be
n%,= npsin#,=n*/3. Substituting the value obtained fof, into the formula forAX
makes it possible to finl, which is found to be 96 cm'. Why is this value so high in
our structure? The point is that the feedback in the structure under study is due to two
processes: reflection of the mode of the rippled waveguide in-tBead order of diffrac-
tion of light and autocollimation reflection of light in the buffer layer. It should be noted
that here this autocollimation reflection is of an anomalous chardsbailar to the
anomalous specular reflection of light, mentioned aposice it occurs with the par-
ticipation of waveguide modes excited in thel-st and—2-nd order of diffraction of
light by the grating.

Our estimates of the coefficient of autocollimation reflection of light from the
rippled interface of two medi— a liquid (h,=1.43) and tantalum oxiden¢=2.02) —
and from the rippled surface of the waveguide in our structure reveal a substantial dif-
ference:R, =0.27% andR| apnormai™ 6-8%. This confirms the fact that the waveguide
modes play a large role in the anomalous autocollimation reflection of light. We note here
that if the autocollimation reflection of light is realized not in thel-st but rather in
some other order of diffraction of light, then the period of the grating must be chosen
from the condition

_ 2n*A
Moo K[+ 2"

(6)

whereK is the order of the autocollimation diffraction. The case=0 is of special
interest, since in this case the specularly reflected and autocollimation waves propagate in
the same directioh We shall present the case=0 in subsequent papers.

Let us return once again to the beginning of this letter and turn to Fig. 1, which
shows the field distribution of a mode of the combined waveguide structure. We call
attention to the fact that the anglg characterizing this mode can be positive or negative.

322 JETP Lett., Vol. 65, No. 4, 25 Feb. 1997 Loktev et al. 322



AL

FIG. 3. a — Possible modes of oscillation in a structure Wi \/n*, b — radiation spectrum of the second
mode.

In the latter case the mode of the structure transfers energy along the waveguide in a
direction opposite to the direction of propagation of the waveguide mode in the rippled
waveguide. Since the mode of the combined waveguide structure is essentially a super-
position of a mode of the buffer layer and a mode of a conventional waveguide
(Ta,Os), the resulting energy flux is determined by the difference of the energy fluxes
transferred by the buffer-layer mode and the waveguide-layer mode. In the presence of
gain in the buffer layer and resonant coupling of the modes indicated above, the losses of
the waveguide mode in the J@; film and the losses of the buffer-layer mode can be
compensated by the gain of the buffer-layer mode, and this will result in lasing in the
combined waveguide structure at a wavelength determined by the condition

\ A
gen— n* — n; .

()

The quantityn} is determined by the dispersion relati(8).

The possible modes of oscillation in the experimental structure are shown in Fig. 3a
for the casef,<0. The existence of the modes of oscillation indicated in Fig. 3a essen-
tially means that fo,<<0 our structure is in itself a structure with distributed feedback,
and lasing can be achieved in it without any mirrors. The difference of our distributed
feedback structure from the standard structures lies in the fact that it is a quite wide-band
structure, and all buffer-layer modes for which the gain exceeds the loss will lase in this
structure. To demonstrate this possibility experimentally, we employed a two-mode
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waveguide(Ta,Og film on glassh,,=0.32 um) with ripple period A=0.33 um and
length of the rippled sectioh~2 mm. In the experiment we achieved lasing at the
wavelengthx =0.56 um on the second mode of the rippled waveguide, for which the
angle #,= —3.1°, which corresponds to* =1.564. The width of the lasing spectrum
equalled 170 A, and the spectrum consisted of a set of 16 lines corresponding to the
modes of the buffer layeisee Fig. 3

In summary, our investigations show the following:

1) A waveguide layer with an active zone of quite large volume can be obtained by
using the medium adjoining the rippled waveguide layer as the active material;

2) the autocollimation anomalous reflection of light from the surface of the rippled
waveguide makes a large contribution to the intermode coupling constant; and,

3) a waveguide structure containing a high-reflectivity mirror is in itself a
distributed-feedback structure if the ripple period is such as to permit extraction of light
into the buffer layer at an anglé,<0.

This work was supported by the Russian Fund for Fundamental Reg&aufit No.
95-02-06173
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Vibrational transitions in experiments with a scanning
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A method of in-cavity scanning tunneling spectroscopy is proposed by
which one can observe distinct spectra of electronic—vibrational field-
emission resonances. @997 American Institute of Physics.
[S0021-364(®7)00304-9

PACS numbers: 61.16.Ch, 73.20.Hb

Scanning tunnelingST) microscopy and spectroscopy are the only modern methods
by which one can study the electronic structure of the surfaces of conducting materials at
atomic resolutiort. There are many known applications of the scanning tunneling micro-
scope(STM) for topographic and spectroscopic measurements of the structure and prop-
erties of the most diverse systelisee, for example, Refs. 2 angl These measurements
are usually conducted faV< ¢, where¢~5 eV is the electronic work function.

Topographic measurements yield direct information about the geometry of surface
structures. Spectroscopic measurements make it possible to reconstruct the electron den-
sity distribution near the surfaces being studied, but information about the dynamics of
surface complexes cannot be obtained by the conventional methods of scanning tunneling
microscopy. Many attempts to observe vibrational transitions in adsorbed atoms by the
methods of scanning tunneling microscopy, which repeat the scheme of macroscopic
tunneling inelastic spectroscdbliave been unsuccessful.

There are two reasons for these failures. First, the probability of excitation of the
vibrational degrees of freedom of molecules and adatoms under nonresonance conditions
of interaction of the particles with electrons is smélthe probability does not exceed
~(ag/Ro)?"'<10"2, wherea, is the amplitude of the zero-point vibratiorR, is the
equilibrium value of the vibrational coordinate, aAd is the change in the vibrational
quantum number.The second reason is the difficulty of finding systems that meet the
conditions for a strong resonance interacfioniz., E°~Er, I'<w, anda=1, which are
necessary in order for sufficiently intense vibrational transitions to be exdi®ds(the
energy of the resonance levél; is the Fermi energyl] is the reciprocal of the lifetime
of the resonancesy is the vibrational frequency, and is the electron—vibrational
interaction constant in the resonance complex

These difficulties can be overcome by using a STM operating in the field-emission
mode, i.e., for voltage¥> ¢~5 V.’ Under these conditions the path of an electron from
the tip to the surface contains a segment of classically allowed matier{1— ¢/V)d
(d is the tip—surface distance, and the voltage on the sample is posiilifeen the
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condition I.~n\/2, n=1,2,3,. .., where\ is the electron wavelength, is met in the
three-dimensional cavity formed by the potential barrier and the surface being studied, a
standing wae — a field-emission resonan€EER) — is formed;n is the number of
resonancé® The probability of a tunneling transition is maximum for voltages

V,=E,+¢, E,>0, 1)

whereE,, is the energy level of thath FER, measured from the vacuum level of the
surface. Under these conditions the transition of an electron through the vacuum gap
includes a stage where an intermediate short-lived state is formed, whose litgtisie
determined by the period of the motion of the electron in the STM cavity,
T,~(9E,/an) "%, and by the electron reflection coefficient of the surfd€,,):

Tn~Th/(1-K), e=f=m=1. 2

When an adsorbed particle or local surface vibrations are present in the cavity, electronic
transitions(from the tip into the “cavity” and from the “cavity” into the sampjewill

shake the vibrational subsystem, inducifior I'<w, a>1°) intense multiple-quantum
transitions. In experiments with a STM this should be manifested in the characteristic
features of tunneling currents, similar to those which are observed in transmission mea-
surements in experiments on electron scattering by gaseous tirifelisdeed, let the
voltage applied to the STM be close to the value determined by for(iuld et

apt,S

r <1, 3
JE E,

aw<V, (4)

i.e., the characteristic features of the currents which are of interest to us are not related
with either the changes in the electron density of states of thept)pof sample %) or

with threshold defects, which are important only fér- aw<¢. For simplicity, we
neglect nonresonant tunneling transitions and write out the expression for the STM cur-
rent in which averaging over the vibrational distributitfu;) is performed.(For suffi-
ciently strong currents and sufficiently slow relaxation of the vibrational excitation, this
distribution can differ from the equilibrium distributionAccording to Eqs(22)—(25) of

Ref. 6, we have

Ih(ui,u,V,d)CE(u,V,d)
(E+ wo(Uj+1/2) —En(u,V,d))?+T2(u,V,d)

dE.
®)

HereEg is the Fermi level of the tipp, is the frequency of the vibrational subsystem of
the STM cavity(local surface vibration or adsorbed partjcle

Eq(u,V,d)=E,(V,d)+ 0, (V,d)(u+1/2), u=0, 1, 2,..., (6)

J(V,d)=const EFE f(u) >

are the energy levels of the complex formed by an electron trapped by the cavity and the
vibrational degrees of freedom of the cavity,(V,d) is the corresponding vibrational
frequency of the compleiﬁ(ui ,u,V,d) is the probability of a transition of an electron
from the tip into the cavityI';(u,V,d) is the probability of a transition of an electron
into the sampleI(;(u,V,d) =Euf1“ﬁ(u,uf ,V,d), T's(u,u;,V,d) is the partial decay prob-
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ability of the complex , u), corresponding to a transition of the vibrational subsystem
into the stateu;, I'(u,V,d)=T"3(u,V,d)+TI'}(u,V,d)is the reciprocal of the sojourn
time of an electron in the cavity, arff,(u,V,d)==,T'(u;,u,V,d)).

The energy parameters of the complex evidently depend andd. These depen-
dences lead to the appearance in the STM currdftsd), of resonance features whose
spectra are determined by the roots of the equation

V= ¢— wo(u;+1/2) —E,(u,V,d), 7

which corresponds to the condition that the level of the complex equals the Fermi level in
the tip.

The vibrational frequencies in the complex must be close to the frequencies of local
vibrations of an isolated samplevf~ w,(V,d)), since the field in the STM is usually
much weaker than the atomic fieltbr V<10 V, d=10 A, F~V/d<102 a.u). The
functionsE,,(V,d) andI"3'(V,d) are most important for the formation of the character-
istic features of the functiond(V,d). The functionsE,(V,d) andI'3'(V,d) are deter-
mined by the geometry of the STM cavity and the electron reflection coefficient of the
surface. In the simplest 1D model of a triangular potential well

\Vj 2/3
En(V)m(T) , Cc~1. (8)

The functionsI"},(V,d) are determined by the penetrability of the field barrier separating
the STM cavity from the tip
rv.g 4E¥d
n(V.d)~exp — —y

The functionsI';(V,d) are determined by the electronic transmission coefficient of the
surface layers of the sample.

We assume below for definiteness tliat const. Then, according to Eq&’) and
(8), the spectrum of the resonance values of the voltages has the form

Va(u,up) = ¢+ an?3+ wo(u—u;),

Vo(u,u) —dp<p(n=1.2,...u,u;=0, 1, 2,..), 9

a~=

2/3
Ca) . (10)

The surface vibrational frequencies, correspond to values-0.05-0.5 eV and the
electronic transition frequencies for characteristic valueg @indd (~5 eV and 10 A,
respectively are 1-2 eV according to the estim&i®) with n~1, i.e., the spectra of the
resonance features of the currents of STMs operating in the field-emission regime must
have the form of electronic—vibrational bands in which both “Stokesi>(;) and
“anti-Stokes” (u<uy;) lines can be observed.

Analysis of expressiort5) shows that the form of the resonance feature can be
different. It is determined by the ratios of the six energy parameters
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FIG. 1. Electronic—vibrational series of field-emission resonances.
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Analysis of the line shapes of the resonance features of a STM operating in the field-

emission regime falls outside the scope of this letter. We shall merely indicate the con-

ditions under which these features have the form of resonance peaks. For this, the nec-

essary conditions are

Fn< o, (12)

L ><(—7 In Fﬁ't) 13
woTm=1| Tp=max ——— .
m m (9E .

It is natural to conjecture that the condition for the formation of long-lived complexes,
i.e., the inequality(12), can be satisfied for metal surfaces coated with a thin dielectric
layer, for example, an appropriate oxide. For pure metals containing isolated adsorbed
particles,I'= w,.2° Analysis of expressiori5) shows that under these conditions reso-
nance features can be observed in the conductivity of the STM, which should have bands
of broadenedup to aI') maxima with fine-scale oscillatory structure on both shoulders.
An example of such features can be found in Ref. 8, where the conductivity of a STM
scanning the N{100 surface containing isolated oxygen atoms was meadse= Fig.

2 of Ref. 8, curveC).

To observe the electronic—vibrational field-emission resonance bands we performed
systematic measurements of the functidf¥) in a Omicron STM with a platinum tip
scanning a titanium surface in air. The speci(%) were measured at iQifferent
points of the 1x10? nm surface folV ranging from—10 to 10 eV. The step iV was
of the order of 0.01 V, which was necessary to resolve the(fiiwationa) structure of
the bandgin the latter case, averaging over 2—4 neighboring valuds wés performed
in order to eliminate the fine-scale current fluctuatjoifferent values ofd, for which

P -1
— In Ff]’t) , g and awg. (11
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FIG. 2. Fine structure of the electronic—vibrational series corresponding,(ia =u;=0)=7.2 V (wy=0.1
ev).

J(V) were measured, were fixed by setting the curigntvith the maximum voltage
Vmax- The electronic—vibrational bands, examples of which are displayed in Figs. 1 and
2, were measured faly(10 V)=10 nA. In the overwhelming majority of the cases the
distances in energy between the neighboring vibrational lines were close to 0.1 eV, which
corresponds to the frequency of local vibrations of titanium oxidg=(0.09 e\}.'?
Ordinarily, three or four equidistant vibrational lines, corresponding to one- and multiple-
guantum “Stokes” transitions, can be distinguished in each Haed Fig. 2 Lines of
one-quantum “anti-Stokes” transitions were also visible in the vibrational bands at sepa-
rate points on the surface. An example of such spectra is given in Fig. 1. Besides the
series withwy~0.1 eV, we also obtained spectra with frequencigsclose to the fre-
quencies of the chemically adsorbed molecules(@T85 cm ), OH (3650 cm 1), and

O, (1680 cm 1).2® Data from these measurements will be published separately.

In summary, this letter has demonstrated the observation of electronic—vibrational
interactions in experiments in STMs. These effects can be used to study the dynamics of
the motion of individual adsorbed particles occupying on the surface different but strictly
determinedaccording to topographic measurememmssitions.

This work was supported by the Russian Fund for Fundamental Res@aajbct
96-03-34129%.
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Simple expressions are obtained for the current and charge densities in
layered superconductors withpairing. The conductivities describing

the response to solenoidal and potential electric fields are determined
by the momentum relaxation time and the imbalance time of the popu-
lations of the branches of the quasiparticle spectrum and exhibit a dif-
ferent frequency dependence. The collective modes associated with the
oscillations of the potential electric field are investigated. 1@97
American Institute of Physic§S0021-364(1®7)00404-0

PACS numbers: 74.72h, 74.80.Dm, 74.20.Mn, 74.25.Fg

A great deal of experimental evidence supportinggiring in highT . superconduc-
tors has been obtained recently with the aid of Josephson experitremige-resolved
photoemission measuremeftand a number of other methods. At the same time, it has
been possible to describe many properties of Higlsuperconductors on the basis of a
model with d pairing (see, for example, Ref. 3 and the references cited ther€he
presence of nodes of a superconducting gap irdteeperconductors means that effects
due to quasiparticles and their relaxation should play a much larger role in them than in
superconductors with isotropic pairing. Specifically, the behavior of the potential electric
field, associated with the relaxation of the population difference of the branches of the
quasiparticle spectrum, should differ substanti&fyOur objective in the present work is
to calculate the linear response of a layered superconductordvg#tiring and to inves-
tigate the collective oscillations associated with the potential electric field.

The linear response of a superconductor is ordinarily taken to be the response to a
transverse(solenoidal electric field determined by the time derivative of the vector
potential. This is how the response was calculated in, for example, Ref. 7 for the case of
d pairing. However, in inhomogeneous and anisotropic systems a longitudinal field can
appear even when a purely transverse external electromagnetic field is applied. We shall
show that the quasiparticle currents arising under the action of potential and solenoidal
fields are characterized by different electrical conductivities. Moreover, it turns out that in
the case ofl pairing the decrease in the number of quasiparticles in a quite wide tem-
perature range is compensated by an increase in the scattering time, as a result of which
the normal-electron current and the associated dissipation processes can be substantial
even at low temperatures. To study these effects, we derive simple expressions for the
current and charge densities produced by gradient-invariant vector and scalar potentials,
and we use the obtained expressions to investigate collective oscillations. Our calcula-
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tions are based on the kinetic equations for the Green'’s functions, which are a modifica-
tion of the classical equations of superconductifiitie will not be interested in the
nature of the interaction leading tbpairing; we assume that the symmetry of the order
parameter is determined by the symmetry of the interaction potential in the self-
consistency condition. This semiphenomenological approach is used to debpalrmg

in many works on highF, superconductorésee, for example, Refs. 3, 7, angd 9

We are studying a layered superconductor in two limits. In the first limit, using a
continuous representation we study the motion of a band néditimerant motion of
electrons between layers, which is valid for>v, wheret, is the overlap integral
describing the electron spectrum in a perpendicular director;2t, cosdp, , d is the
lattice constant in the perpendicular direction, ang the reciprocal of the mean free
time in a direction parallel to the layers. In the second limit, we employ the equations of
Refs. 10 and 11 in Wannier's discrete representation, studying the opposite case,
t, <, corresponding to incoherent transitions between the layieissapproach is close
to the model of Ref. 12, where electron transitions between layers occur only as a result
of scattering, and the overlap integtals neglectell The results obtained in both cases
are virtually identical, and for this reason we shall study mainly the band-type motion and
then we shall note how the results differ in the case of hopping conductivity between the
layers.

To derive the equations, in contrast to Ref. 8, we integrate Green'’s functions with
respect toé= pﬁ/Zm— €r, wherep is the component of the momentum parallel to the
layers. As a result, we obtain an equation for the retafdedancey Green’s function
gR™ and for the functiorgX related with the quasiparticle distribution function, which
depend on the perpendicular component of the momemptumand on the angleb deter-
mining the direction ofp;. Each function is a matrix with respect to the spin indices.

The unperturbed retarded and advance functions can be represented in an explicit
form as g""W=0,a"M+ig, bR®, where aR®=(e+iv(aR®),/2)/¢R®  and
bRA =A(4)/ERA), The brackets .. .) denote averaging with respect to the variable
indicated in the subscript®® =+ \[(e+iv(a®?) 4/2)*— A()>.

We shall solve the equation for the anomalous function determined in the standard
manner ag<=gR(e, e )tanhE' /2T)—g’\(e,€ )tanhE@2T) +g®¥(e,€'):

v-Vg@—[e,0,+A(P)ioy]g®+9¥e_o,+A(P)ioy]
—(SRg@—gRs @ 1 3@gA—g@TA) = [ (v-Pso,+ 1) g — gR(V-Psa,+ u)].
(1)

HereA(¢) andy are the amplitude and phase of the order parameisrthe velocity at

the Fermi surfaceP,=(1/2)Vx—A is the superconducting momentun=(1/2)
X(dxlot)+®, A and ® are the vector and scalar electromagnetic potentials,
a=tanhe, /2T —tanhe /2T, and oy , are Pauli matrices. The quantiti®g and . play

the role of gradient-invariant potentials. The functiafi¥® in Eq. (1) depend on the
energiese. = e+ w/2, respectively. The mass operators in the collision integral have the
form

332 JETP Lett., Vol. 65, No. 4, 25 Feb. 1997 S. N. Artemenko and A. G. Kobl'’kov 332



S L md dpj_ 2m d¢l A AL ! !
> _L,,d omid), 2m V(P @ ¢GPS0, )

where :=R, A, andK; v is the elastic scattering rate in the normal state. Strictly
speaking, Eq(2) describes impurity scattering in the Born approximation, but it can also
be used to describe scattering by phonons in neglect of the inelasticity of the scattering.
Confining ourselves to the Born approximation, we shall neglect the localized states
produced by impurities at the Fermi surfasee Ref. 13 and the references cited therein
Therefore our results are valid when the characteristic quasiparticle energy is greater than
the width of the band of impurity state$;> A v.

We shall simplify the momentum dependencepheglecting the dependence of the
scattering on the angle in the plane of the layers. Since in-layer scattering suppresses the
order parameter and scattering between the layers does not and in order to take account
of the possibility of a different temperature dependence of in-layer and between-layer
scattering, we retain the difference between scatterings in the parallel and perpendicular
directions, distinguishing components corresponding to the isotropic scatteriagd
scattering in the perpendicular direction, :

v(pL.dipL @ )=viv, 8(d—o').

We solve Eq(1) for continuously varying perturbationg-v|< v, when the changes
in all quantities in the plane of the layers are smaller than the mean free path length. This
condition is satisfied in the most interesting frequency range, since the characteristic
values of 14 are determined either by the magnetic field penetration détHow
frequencies or the skin depthat high frequencies These lengths are greater than the
mean free path length, if the frequency of the oscillations lies below the frequency range
of the anomalous skin effect. Then the solution for the comporgéftsietermining the
quasiparticle charge and current densities have the form

- au (1/2)q2v2h1+k2(vf)plh2)
(1/2)Tr(g >:_T h+ A
X, 2 2 2
- K<v q'Plla/§s+k<Uz>plPia/(§s§)>¢’ )
1—aRa”—DbRp” ap 5
(112 Tr o{vg®)=— a<v(v~P||) : > - T(v(v-q)a/fs)(l,, (4)
S ¢
1—aRa”—bRpA
(112Tr o v,9®)= —a(v?}DLPL<f> - %k@%pﬁa/(gsf))(ﬁ-
¢

5
Here h=((1—aRa®+bRbA)/&),, hi=((1—aRa"+bRo")/&),, h,=((1—aRa?
+bRo™)/(£50))4, and A=1—(i/2)vh, and the components of the retarded and ad-
vanced functions once again depend on the energies/2, respectively. Next,
a=(aR—a")/2, P, and P, are the components & parallel and perpendicular to the
layers,q andk are the components of the wave vector parallel and perpendicular to the
layers, é= ER(e+ w/2)+ ENe— wl2), and{=é.+iv, .
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The solutions of the equations for the perturbations of the retatdddancey
Green'’s function, similar to Eq1), are obtained by replacing by 1 and interchanging
all superscriptfk(A). The current and charge densities are calculated by integrating Eqs.
(3)—(5) over energy together with solutions for the retarded and advanced Green'’s func-
tions, which, being substituted intg*, determine the superconducting current. We shall
integrate in the limit of low frequenciesy<<A, whereA is the maximum value of the
superconducting gap, having in mind in so doing a pure supercondugfogs> v (the
opposite limit corresponds to a zero-gap Stabe this case the linear response can be
represented in a simple form, admitting a clear interpretation in the spirit of a two-fluid
model:

2
—ilwp= —iwy:—wﬂ+(o'2”q2+ oy K)ot w(0yq-Pj+ 0, kP,), (6)
2
jl\:4m\ﬁPll_i(wooup||+01\\q,u), (7)
2
jl:mPL_i(wUOLPL"’O'ukM), ®)

wherex ! is the Thomas—Fermi screening lengkhy, y is the penetration depth of the
magnetic field for currents paralléperpendicularto the layers. The factoy and the
conductivitieso,,, (N=0, 1, 2 anda=1,t) depend on the frequency:

_ * w(8p)y dne
‘y—l+f_oc dé—(w-‘rivb) de 9

1 f <i0<|e|—|A<¢>|>a32”w” dne 19

Ona=—ONa— = . —_—
na Nar (w+ivy)(w+ivy)" de

@ ¢
Hereoy, is the normal-state conductivity in the directian ng is the Fermi distribution
function,ay= e/ /e’ — A?; vj=w(a), andv, =+ v, /a, are the reciprocals of the qua-
siparticle momentum relaxation times for the corresponding directions. Finally,
Vb=V<A2(¢)aO/62>¢, describes the electron—hole imbalance relaxation rate, which in
d-superconductors is determined by elastic scattering.

The first terms in Egs(7) and (8) describe the superconducting current, and the
remaining terms describe the quasiparticle current. It is evident from the definition of the
electric fieldE=—Vu—iwPy that the simple expression= oE for the guasiparticle
does not hold, sincer,, are different for the contributions of the scalar and vector
potentials to the electric field. In addition, the frequency dispersion of the electrical
conductivitieso, , describing the response to a solenoidal field, is determined only by
the quasiparticle momentum relaxation time, and the dispersiaen pf which describe
the response to a potential field, also depends on the electron—hole imbalance relaxation
time.

According to Eq.(6), the changes in the current density are determined by the
changes in the potentigk, which is associated with the imbalance of the density of
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electron- and hole-like excitationsee Refs. 5 and)6and by the spatial changes of the
guasiparticle currents. The equati¢®) plays the role of the continuity equation for
quasiparticles.

In the limit of small differences of the order parameter between the layers, the
results obtained in a discrete model for the case of incoherent transitions of electrons
between layerd, <v, are similar to the results obtained above for the itinerant motion in
the perpendicular direction. They can be obtained from Ejs(10) by replacingP, by
(Xn—xn-1)/d with v, =0, wherey, is the phase of the order parameter in the layer
n.

Let us consider the case of low temperatukesT. Let the angular dependence of
the gap parameter have the simplest formdagrairing: A=A, cos 2). Averaging over
angles, we obtain for the characteristic times at low temperatures
?HEl/‘ﬁ”=AO/(2Tv)~rb>1/v. Therefore the quasiparticle momentum relaxation time
increases asc1/T compared with the electron scattering time in the normal state. We
obtain for the response to a solenoidal field

x xdx

000= ONaPoR(®), RZJ _
O FN (@) = Jo (X—iw7))costx

R Z(V”l)fmd fl xdy (11)
[ X ,
* Y 0 0(x—iw7+ VﬁH\/l—yz)cosﬁx

wherer, =1/(v;+ v, ). Let us consider a current in the plane of the layers. According to
Eq. (12), for w7H<1, when scattering is importar =1, i.e., the decrease in the qua-
siparticle density with decreasing temperature is compensated by an increase in the mean
free time of the quasiparticles. At high frequencies>1/7; we obtain
Rj=i(1—Ng)/ w7, whereNg=1—(T/Ag)In 4=(\(0)/\(T))?>~1 describes the decrease

in the density of superconducting electrons. In this case, the scattering can be neglected
and the quasiparticle current, which adds with the superconducting current, describes the
free motion of all electrons.

Let us now consider the conductivity in a direction perpendicular to the layers. If
either yl<1ﬁ|| or v, <w, we obtainR, =Ry/v7, i.e., the conductivityo, is deter-
mined by scattering in the plane of the layers. In the opposite oaise,lﬁn and
v, > w, the contribution of the quasiparticles can be neglected.

We now examine the plasma oscillations of the superconducting electrons. Such
oscillations have been observed in highsuperconductot$ and have been investigated
theoretically in a number of workéee, for example, Refs. 11, 15, and) E&suming
isotropic pairing. To calculate their spectra, expressi@is(8) must be substituted into
Maxwell's equations. In the long-wavelength limit we obtain a result which differs from
the case of pairing'! primarily by the damping:

1+k2A2+g2\2
a)2=a)(2) l—+|||(2)\H2__IRLwTL . (12)

The last term in Eq(12) at low frequencies describes damping due to dielectric relax-
ation. According to Eq(11), the damping is determined by the large quangityonly at
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frequencies less than the reciprocal of the quasiparticle scatteringditneT/A<v. At
frequencies of the ordap,, the damping is small. For this reason, plasma oscillations
remain weakly damped.

At high temperatures\ <T, the effective relaxation time of the imbalance becomes
much longer than the momentum relaxation time. In superconductors with isotropic pair-
ing at such temperatures and frequencies v(A/T)?, there exist weakly-damped col-
lective oscillations of the electron—hole imbalanarlson—Goldman modleThis is
expressed mathematically in that in such superconductors the faciorEqg. (6), to
which the frequency of the oscillations is proportional, is résée review). In

d-superconductory= (7Aq/2T)iv/w contains a large imaginary part and the oscilla-
tions are strongly damped.

In the static limit, our equations determine the penetration depth of the electric field
in the superconductor when current flows through the boundary with normal metal. This

length for thea direction equaldg7AyD /4T v, which agrees with the result of Ref.
17. Here the diffusion coefficients are related with the conductivities in the corresponding
direction by the relatiom ,«*=4moy .

In conclusion we note that, as can be shown, the obtained results largely remain in
force also in the case when the symmetry of the order parameter is different from but
close tod symmetry:(A(¢))2<(A(¢)?). The main changes in this case reduce to a
somewhat different angular and energy dependences of the momentum and electron—hole
imbalance relaxation times.
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Acoustic light diffraction, associated with the modulation
of the polarization of the light, in an easy-plane
antiferromagnet
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The intensity of acoustic light diffraction by an easy-plane antiferro-
magnet in the Raman—Nath regime, due to a photoelastic interaction of
antiferromagnetic origin, is calculated in the case when there is no
modulation of the refractive index to first order in the acoustic defor-
mations, and the entire effect is due to the linear modulation of the light
polarization. Quantitative estimates are made for FB@® 1997
American Institute of Physic§S0021-364(®7)00504-5

PACS numbers: 75.50.Ee, 78.20.Hp, 42.25.Fx, 75:80.

Photoelastic interactiofPEl) due to acoustic modulation of the antiferromagnetic
part of the permittivitye,, ; can exist in antiferromagnets of the easy-plé&e) type (for
example, FeB@).! This interaction is characterized by the presence of the so-called
exchange enhancement, on account of which the antiferromagnetic contribution to the
PEI is comparable in magnitude to the PEI of well-known acoustooptic matéfaals
example, lithium niobate and sappbhirdhe advantage of the antiferromagnetic contri-
bution is that it depends strongly on the magnitude and direction of the magnetic field
H.

In Ref. 1 acoustic diffraction of light was studied in application to the antiferromag-
netsa-Fe,05; and FeBQ in the Bragg regime, requirintat least, for the antiferromag-
nets indicated quite high acoustic frequencie$)(27>100 MHz) and comparatively
thick samples §>1 cm). This regime corresponds to the condition

_277)\d 1 !
SRS M

Hered is the thickness of the light beam traversed by the lighand A are, respectively,
the wavelengths of the light and the sound, anid the index of refraction for light.

The Raman—Nath diffractiofRND) regime, which is characteristic for sufficiently
thin plates and comparatively low sound frequencies, is apparently more favorable from
the standpoint of the experimental possibilities. It is well knd#rat an acoustooptic cell
operates in the Raman—Nath regime in practice eve®Qfarl0. However, for values of
the parameters appearing@given by expressiofil), for example, for FeB@(Ref. 1)
at sound frequenc¥}/27=100 MHz and thickness=1 mm we findQ=0.6, which
decreases rapidly witl2. In studying RND, my goal in the present letter is to show that
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in this case there exists a new RND mechanism associated not with the modulation of the
index of refraction, ordinarily considered to be responsible for the RINDX, rather with

the modulation of the polarization vector of the light. This modulation is due to rotations
of the antiferromagnetism vectar which are caused by the elast@&cousti¢ deforma-

tions on account of the magnetoelastic interactibinder some conditions this channel

of the RND may not only be more efficient than the conventional channel via the index
of refraction, but it leads to a much different result.

__ Let us consider an antiferromagnetic with an exchange magnetic structure
1(+)3(+)2(—) (Refs. 4 and bin the orientational state with .3 || Z (EP). The coor-
dinate axes in the basal plane are directed soXhf | ML Z (M is the total magne-
tization) andY | L. Let an elastic wave with circular frequen€y and wave vectoq

| x propagate along th¥ axis. It corresponds to transverse deformations with

=4, Sin(gx—Qt), a=y, z. (2

For Q<waryr Of the lower branch of the AFMR, these deformations produce a
guasiequilibrium rotatior(oscillation of the L vector in theXY plane by an angle
determined by the equatibn

singe=—L,/L=—2(U_&ey,)- €)]

Here U, are the coefficients of the aforementioned exchange enhancement, which in
50-100 Oe fields reaches values of the order df 10

We shall study scattering of light with frequenayand wave vectok | Z, such that
the components of the tensey; are in play?

€xx= €0t LI+ CiLyH,,  €yy=€egtbili—coL H,, (4

1
Exy™ €Eyx— (by— bZ)Ly_ E(Cl_"CZ)Hx} Ly-
HereL,~L and terms of order no higher than linearlip (and therefore ire,;) are
retained. The refractive indices and polarization of the normal light modes are determined
by the relations

€y T E €xy— Evy|
nif—xxz 4 \/(—XXZ yy) + €5, (5)
E E €
(—y =—(—X) = —=—A(Xt), (6)
E, 1 Ey 5 Exx Eyy

where, according to Eq$3)—(6),
A=(1-h)2U a, sin(gx—Qt). (7)

Here h=(c,+c,)H,/2(b,—b;)L represents the relative field contributidim order of
magnitude to the polarizabilitye,, and e,,. For weak fieldsH,, in which the coeffi-
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cientsU, in Eqg. (3) are quite large, it can be assumed that1l. Furthermore, the
derivation of Eqs(5) and(6) takes account of the fact that the light frequency Q) (in
our case)/w<107).

It is evident from Eq.(5), substituting Eqs(3) and (4), that the refractive indices
n, , equal, in the approximation linear in the deformations,

N10=Véxx, N20= VEyy, (8
whence it follows that in this approximation sound has no effect on them. At the same
time, the polarization relation®) are modulated linearly by the deformatiof®.

In addition, the boundary conditions for the amplitude of the incident light Q)
are of the form

Ex(0)=Ex(0)+Ex(0)=Eo, Ey(0)=Ey;(0)+Ey,(0)=0. 9
Together with Eqs(6) this gives
0 EoA
Ex(0)= 17 A2 E.(0)= 17 A2
EoA2 EoA
Exx(0)= 17 AZ Eoy(0)=— 17 A2 (10

Taking account of the phase difference between the optical modes 1 @hak 20
the difference in the refractive indicé€8)) and using expressiofi0) for their amplitudes,
we obtain for the field=(x,z,t) at the exit(at Z=d)

EX_ 1 T
B, 11 A7 &A1 ¢ Mo
Ey_ A L 0
E—0—1+A2_ex |En20d ex |En10d

The real parts, ,=Re(E,,/Ey), substituting expressio(v) for A, can be put into the
form

+A2exp<i%n20d) exp—iwt),

exp(—iwt). (11

w
rxzcos(gnlod—wt), 12

_ .| @ Ny— Ny
ry=2(1 h)Uaaasw{C 5 d

X

w
—cos{gnd—qx—(w—ﬂ)tH, (13

cog{%nd+qx—(w+ﬂ)t

n= (n10+ nzo)/z.

Remaining in the linear approximation in the amplitudes of the deformations, we
assumed here that®<1. Retaining in Eq(13) the frequency in the arguments of the
cosines together with is, of course, of purely symbolic significance, since the deriva-
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tion of Egs.(5) and(6) neglected terms of orddd/w. This notation demonstrates more
clearly that here we are talking about light-scattering processes with absorption or emis-
sion of one phonon.

Therefore, after the light passes through the light beam, besides the unscattered
wave(12), there appear two scattered waves with frequensie€) and fronts which are
symmetrically deflected from the initial wave by the angles

01 ~sin 01 ;= = a/k=*(Q/2m)Nvn, (14

wherek=wn/c. The situation is completely analogous to Bragg diffraction, in which,
just as here, in contrast to the conventional RND, the entire scattered intensity passes into
first-order diffraction. The law of conservation of energy is satisfied here — the total
intensity of the transmitted light equals the intensity of the incident light:

|12 (0)[2+[ry(0)|2=]r(d)[2+|r(d)|?=1.

(This is most easily verified using the exact formu(ag4)). It is also important to note
that the polarization of the diffracted waves is rotated{ relative to the incident
wave.

Now we shall discuss sound waves on which experiments are convenient to perform.
To simplify the interpretation, it is desirable that these be normal acoustic modes. Let us
consider two suitable situations.

Variant 1: H || 2 (two-fold symmetry axig sound is polarized along thé axis:
u||Z. For a trigonal crystal such sound is not a purely acoustic mode, since the mode also
contains a component, . But the ratiou, /u, is quite smalonce again we have in mind
FeBG;), of the order of 0.1 for field$d~50—100 Oe. The velocity of these waves is
v~4-10° cm/s.

Variant 2 HL2. In this case sound with polarizatian|Y || L (for g|X||H) is a
purely acoustic mode. Its velocity is~6-10° cm/s.

We note that for the weak fieldd~50—100 Oe considered here we are actually
dealing with not the conventional elastic waves but rather magnetoelastic waves, whose
velocity v can vary withH by tens of percerft® This signifies that the deflection angles
61, (14) also depend oM.

In conclusion, | shall present some quantitative estimates for eB@e numerical
values of the required parameters are presented in ReThe. angle| 6, J for the two
situations considered above at sound frequedé¥7=100 MHz equals approximately
0°20 —0°10. The scattering intensity as a function of the thickness is determined by the
factor sif(np—nyg)dw/2c] in Eq. (13) and therefore has maximum for
d=d;,,,=(2p+1)NM2(n1g— Nyg), Wherep are integers. Fop=0 we obtaind,,,,=1.75
mm. For such thicknessds/hich can also be changed by a magnetic figlke factor
2U ,a, in Eg. (13) gives the relative amplitude of scattered waves withz for the first
variant andx =y for the second variant. The quantitydepends througa,, (see Eq(2))
on the power of the sound flux=2pv3a?, so that forl ;= (1—10) W/cn? we have, for
example,

2(U,a,) =|Sin ¢| e 0.16—0.52.
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The secondlargel) term, strictly speaking, already falls outside the scope of the approxi-
mations made here ($ip<1), but it still gives the correct result in order of magnitude.
The quantityr, depends orH throughU, (see Eqgs.(25 and (16) in Ref. 1, and
therefore not only the angle, but also the intensity of the diffracted light can be controlled
(specifically, modulated with a definite frequenayith the aid of a magnetic field.

It is also of interest to examine the case of the field Z, when linear acoustic
modulation can occur both for the index of refraction and for the light polarization, but
this will not be done in this letter.
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A possible explanation has been found for the typical discrepancy be-
tween the parameters of localized states as determined from the static
and dynamic hopping conductivities in tetrahedral amorphous semicon-
ductors. It is shown for the example afGaSb that the Mott hopping
lengthR,,;, the correlation length for nonoptimal hops, and the ac
hopping lengthR,, are related aR,,<Lt<R,,, as a result of which

the Mott law holds for the dc conductivity and the Zvyagin regime of
nonoptimal hops holds for the ac conductivity w). The observed
value of o(w) is two orders of magnitude lower than the conductivity
calculated by the Austin—Mott formula for the parameters of localized
states found from dc measurements. A model that quantitatively de-
scribes the static and dynamic conductivityaeGaSh with the aid of a
single set of parameters characterizing the Miller—Abrahams resistor
network is proposed. €1997 American Institute of Physics.
[S0021-364(07)00604-X

PACS numbers: 72.80.Ey, 72.20.My, 72.20.Fr, 714+38.

1. A classical example of current transport along localized states in disordered-
media physics is Mott-type hopping conduction. From the theoretical standpoint, this
case has also been investigated in greatest detail and reduces to the prolitens of
percolation on a Miller—Abrahams random network of resistdi.a is the localization
radius of the wave function, then for a constant density of states at the Fermi level
g(Eg) ~const, the resistivity is given by the formdla

p=po exfl (To/T)V], To=17.6g(Er)a’ks. 1)

The positive part of the magnetoresistance, due to the compression of the wave function
in a magnetic fielH, has the forrh

In[p(H)/p(0)]= %ﬂsa“Hz(TO/T)?”“/(czhz). 2)
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It follows from formulas(1) and (2) that by measuring simultaneously the temperature
dependences of the conductivity and magnetoresistance it is possible to find indepen-
dently the density of states and the localization radius.

It is also known that for the Mott hopping conduction regime the real paxf the
ac conductivity with frequencyw should be described by the Austin—Mott fornfula

4
o' (@)= 5,2€KeTY(ER) RS, R,=(a/2In(vpn/w), 3

wherev,, andR,, are the characteristic phonon frequency and hopping length, respec-
tively. It is obvious that formul&3) yields independent information about the parameters
of the localized states and together with E(@s.and(2) it can also be used to calculate
0(Eg) anda.

It is found, however, that attempts of this kind for tetrahedral materials of the type
a-Ge give densities of states which can differ by more than two orders of magnitude for
the static(Egs. (1) and (2)) and dynamic(Eq. (3)) measurements® Moreover, in the
experiments a weaker temperature dependeri¢e, T)>® than the Austin—Mott predic-
tions is often observed.

This problem was posed more than ten years*gand has still not been solved
satisfactorily. In Refs. 5 and 6, a quite exotic way out of the situation was proposed based
on an analysis of polaron hops, which, in the opinion of the authors of Refs. 5 and 6,
determines’ (w,T) and can actually lead to a weaker temperature dependence. However,
this approach cannot be combined with simultaneous observance of the Mott)law
Therefore, as far as we know, it has still not been possible to describe the static and
dynamic hopping conductivity on the basis of a single set of parameters. This casts doubt
on the adequacy of the theoretical solutighs—(3).

The objective of this work was to investigate experimentally the problem of match-
ing the static and dynamic characteristics. To this end, we studied the temperature de-
pendences of the conductivity and magnetoresistipity,H) and the dielectric losses
o’ (w,T) in the region of hopping conductivity with a variable hopping length.

2. As the object of investigation we chose bulk samples of amorphous gallium
antimonide,a-GaSh, synthesized by the method of thermobaric quenching under high-
pressure conditionSlt is well knowr? that a-GaSb is a convenient object for studying
hopping conductivity with a variable hopping length. Figure 1 displays dat& ®h and
p(H, T=4.2 K). One can see that Mott's law holds for< 100 K, and at liquid-helium
temperatures there exists an extended section of asymptotic behapisrHi. In weak
fields a small negative magnetoresistivity due to quantum interference effects is
observed® A calculation on the basis of Eqsl) and (2) gives g(Eg)=4.2-107°
cm 3/eV anda=46 A, which agree with the results of Ref. 3.

The measurements of the temperature dependences of the real and imaginary parts
of the dynamic conductivityg’(w,T) and ¢”(w,T), respectively, were performed for
frequenciesy= w/27r=1-500 MHz on the sama-GaSb sample§-ig. 2). For this, the
reflection coefficient of a coaxial line with a characteristic impedance & 30aded on
the sample was recorded with the aid of an NR-4191 A impedance meter. The sample
was placed inside an ampul in a helium cryostat, whose temperature could be varied and
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FIG. 1. Temperature dependence of the resistivity and field dependence of the magnetoresidtivity2ak
which were used to determine the parameters of localized states @mGiaSh sample.

stabilized in the range 4.2—300 K. The parasitic contribution from the line could be
eliminated both by both the built-in compensation system of the impedance meter and by
performing calibration measurements of the short-circuited and open-circuit line for each
frequency—temperature point. A recording system based on a personal computer made it
possible to introduce a correction automatically and to convert the modulus of the reflec-
tion coefficient and phase of the signal into the real and imaginary parts of the dynamic
conductivity of the sample. The data er(w,T) for disordered media are ordinarily
represented in the asymptotically exact foftrf:°

o(w,T)xTwS. (4)

In the Austin—Mott caser=1 ands=1—4/In(y,,/ ). It follows from Fig. 2 that for
a-GaSb afl =300 K the exponerd=0.91-0.94 and in the hopping conduction region it
decreases te~0.8—0.7 (T=77 K) ands~0.76-0.64 (T=4.2 K). We note that in our
case the relatioo” = o’tan(wrs/2) (Refs. 1-5 which follows from the Kramers—Krtg
relation for power-law dependences, holds to within 5-10%. This agreement is entirely
satisfactory, considering the approximate character of forrfWlalt is interesting that

the empirical value of the exponeatin the hopping conduction region i8~0.3 (see

inset in Fig. 2, which is substantially different from the theoretical vale 1. There-
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FIG. 2. Real and imaginary parts of the high-frequency conductivity at different temperatures &Gtigb
sample.

fore, just as in the case af-Ge’ the temperature dependence of the high-frequency
hopping conductivity is found to be weaker than the predic{®n

Comparing the results in Figs. 1 and 2 with the published #&tit can be con-
cluded that the case @GaSh is typical for a sample with Mott-type hopping conduc-
tivity, and the discrepancy between the static and dynamic data which is described in Sec.
1 is present. Let us compare the experimental data for the statie=0T)=p(T) *
and dynamico’ (w,T) conductivity at the frequency=100 MHz with the results of a
model calculation using the Austin—Mott formula with the parametfsr) and a
determined from the static measurements and the phonon frequgpey4—5)- 108
s~ 1, chosen so as to obtain agreement with the observed expanésee Fig. 3, curves
1-3, respectively. One can see that although'(w,T) is 75-20 times greater for
T<100 K than the static conductivitfig. 3, curvesl and?2), it still does not increase as
strongly as it should according to E@), and the discrepancy between the theoretical and
experimental values is two orders of magnitude and much larger than the error arising as
a result of the experimental error in determinigEg) anda.

3. Let us now analyze the possible reasons for the discrepancy between the static
and dynamic data. One can imagiagriori a situation when the dc conductivity is due
to electrons and the ac losses are due to polarons which make a weak contribution to the
static conductivity. In this case, it is natural to expect densities of state and localization
radii which are in no way related with the results of static measurements and which
determines’ (w,T) for polaron hops. In addition, according to Ref. 6 the temperature
dependence of the high-frequency conductivity could turn out to be weaker. However, the
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FIG. 3. Comparison of the stati¢) and dynamid2) hopping conductivity with the calculation according to the
Austin—Mott formula(3) for the experimental parameters of the localized stéfeg 1).

data in Ref. 3 practically rule out such an interpretation. Indeed, if polarons do not
contribute to dc transport because of their stronger localization, the electrons will con-
tribute to both the static and dynamic conductivity, and the value'dt», T) estimated

from the Austin—Mott formula for the experimental parameters of the Miller—Abrahams
resistance networkFig. 3, curve3d) is much greater than the hypothetical polaron con-
tribution, which should be compared with the experimental dgig. 3, curve2). There-

fore the real problem is not the use of an additional polaron contribution, but rather
explaining the fact that the electrons participating in the hops give a valué (@f, T)

which is less than expected on the basis of .

In our opinion, a consistent interpretation of the data in Figs. 1—-3 can be achieved in
a model based on an analysis of nonoptimal H8p&ccording to Ref. 10, at finite
temperatures there exists a coherence lehgtbf the phase of the wave function that is
determined by an inelastic interaction with phonons. As a result, it is incorrect to study
the envelope of the wave functioli(R) xexp(—R/a) of a localized center at distances
R>L, and the parametdr; plays the role of the limiting hopping lengtf Therefore
the observation of the Mott lawl) is possible only ifR,<Ly, whereR,,=(a/2)
X(To/T)Y* is the dc hopping length. Using the simplest estimate for
L+=(g(Ep)ksT) 30 it is easy to show that form-GaSb in the region 4.2 K
<T<100 K the characteristic spatial scales fall within the limits 190-A 1>65 A and
130 A >R,,>60 A, i.e., the conditiorR,,< Ly holds forT<100 K. However, for the
dynamic conductivity the hopping length will beR,=(a/2)In(v,n/w)=(a/2)
X (4/(1—s))~300 A, and the relatiolR,<Lt<R,, holds in the case at hand, i.e., the
Mott regime is realized for dc hops and a nonoptimal hopping regime obtains for ac hops.
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Sinceo’ (w,T) increases with the hopping lengthg. (3)), cutting R, off at L1 should
appreciably decrease the conductivity compared with the Austin—Mott result, as is in fact
observed experimentall§Fig. 3).

Let us now make a quantitative estimate. Following Ref. 9, we write the expression

for o’ (w,T) in the form
oT N e’R? _2( A ) 0T
1+ (2] "\ 12T/ \ O | 21T |\ T (er?) @
5

r_ e2R2 h—2
o' = 12T cos
In this formula it is assumed that in the suboptimal hopping regime, in contrast to the
Austin—Mott case, there is no correlation between the dipole moeierind the Debye
factor and these quantities must be averaged independently. Then, to within a numerical
factor, the Debye factor is proportional to the number of centers for whick 1:°

2KgT

(orl(1+ (7))~ %a3 |n2%’“g(EF)kBT,

and the factor accounting for the energy variance of the levels of the centers between
which  hops occur is estimated in the standard manner to be
(cosh 2(A/2kgT))~2g(Er)kgT. For nonoptimal hopgR?)=L2 and the characteristic
phonon frequency equalg,,= kg T/%.'° Then

_7T
24

In deriving Eq.(6) we took account of the fact that for the nonoptimal hopping regime
L+ is given more accurately by the formula= yD*/v,,=AD*/kgT, whereD* is the
effective diffusion coefficient? It follows from Eq.(6) that the exponents ands in Eq.

(4) are related by the relation+s~1, which holds fairly well fora-GaSb(Fig. 2).
Moreover, it follows from the explicit expression fa=1-2/In(kgT/fiw) that in the
nonoptimal hopping regime this exponent will decrease with temperature, as is in fact
observed experimentall§Fig.2).

keT = kgT
2 2 2 3 2B _ 22 y* 2,3 2B
e’L7g(Ep)kgTa’w In P 24e AD*g(Ef)“a’w In P (6)

a_/

The expression for’ (w,T) contains one unknown paramete, which can be
found by comparing the relatio{®) and the experimental dat&ig. 4). One can see that
Eqg. (6) approximates well both the temperature and frequency dependenaedoof
D* =4.9 cnf/s. Apparently, it is quite difficult to calcula@* from first principlest® but
an independent estimate can be proposed*H 100 K corresponds to the start of the
section of hopping conductivitiFig. 1), then the conditiolR,p~ L= yAD*/kgT should
hold at this temperaturé, whence follows the valu®* =5 cnf/s, which is virtually
identical to the estimate based on KG).

In summary we have shown that the idea of nonoptimal hops makes it possible not
only to interpret qualitatively the reason for the discrepancy between the static and
dynamic data but also to describe quantitatively the static and dynamic conductivity on
the basis of a single set of parameters for localized states. This result can be regarded as
independent evidence in support of the possibility of realizing a nonoptimal hopping
regime in experimental systems, since the very early attempts to interpret the data for the
dc hopping conductivity on the basis of the indicated idtasned out to be ambiguous,
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FIG. 4. Comparison of the experimental frequency and temperature dependences of the dynamic hopping

conductivity with the model of nonoptimal hops for the experimental valueg(&:) anda (Fig. 1) and
D*=4.9 cnf/s.

since such behavior could be expected in a Coulomb-gap model. Since the Mott law is
valid for a-GaSh, the Coulomb correlations are weak and apparently in the present work

we were able to observe effects due to nonoptimal hops.
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Electronic superconductor Pr ,CuO,_,F,: Magnetic
correlations at high temperatures (150 <T7<600 K)
according to °F NMR data

E. F. Kukovitskil and R. G. Mustafin?

E. K. Zavdskir Kazan Physicotechnical Institute, Kazan Science Center of the Russian
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The longitudinal and transverse relaxation rates'% nuclei in
Pr,CuQ,_,F, (x=0.20) samples are measured at high temperatures
(150 K<T<600 K). A feature is found in the temperature depen-
dence of the relaxation rates at temperaflife= 300 K. The magnetic
properties of the electronic superconductoy@®r0,_,F, as a possible
system with a stripe ordering of carriers and spins are discussed.
© 1997 American Institute of Physids$0021-364(107)00704-4

PACS numbers: 74.72.3t, 74.25.Ha, 74.25.Nf

Magnetic correlations in high- superconductors are attracting a great deal of at-
tention as an explanation of the mechanism of superconductivity in metal qselesfor
example, Ref. 1 High-T. superconducting compounds with electronic-type
conductivity’ exhibit magnetic properties which are different from those of hole systems.
For example, the magnetically ordered and superconducting states lie next one another in
the phase diagram of electronic high-compounds.A unique magnetic phase transition
in the CuQ plane has been discovered in the electronic superconduciou®y_,F, at
temperature§* =100 K (followed by a transition aT.=20 K into the superconducting
state.* For this reason, new information for understanding the behavior of magnetic
correlations in highF, superconducting compounds could be obtained by performing
measurements on electronic superconductors over a wider temperature range.

The present work is devoted to the study of magnetic correlations at high tempera-
tures (150 KKT<600 K) in the electronic superconducto,LuC,_,F, by the method
of NMR on °F nuclei. The temperature range of the present investigations is limited
from below by the onset of the magnetic phase trangitaim <150 K and from above
by the onset of degradation, irreversible changes in the properties of the sample at
temperature3 >600 K. The NMR signals from the superconducting phase and impurity
phases are easily distinguishadhich enabled us to study the magnetic properties of the
superconducting phase of the samples.

The ceramic samples of J&BuO, ,F, (x=0.20) were prepared by the standard
technology of three-phase synthesis and annedtieduction in an inert-gas mediur.
The onset temperature of the superconducting transitijgn27 K was determined from
measurements of the rf susceptibility of the samples. The NMR measuremefhis on
were performed on a Bruker CXP-100 pulsed spectrometer at frequensy MHz.

Measurements of the longitudinal relaxation ratg’ of the fluorine nuclei were
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FIG. 1. Temperature dependences observed in the investigation of NMEFomuclei in the sample
Pr,CuQ; &y »: @ (T, T) %, whereT, is the longitudinal relaxation time;) bransverse relaxation tinigy; c) the
quantitiesk are used to describe the decay of the echo ampli\(de= A.exp{—(2U/T,)}in measurements of
the transverse/relaxation tin#g. (The straight lines in the figures are drawn as visual)aids

performed according to the three-pulse stimulated-echo méfigd1a.” The magnetic
moments of the van Vleck praseodymium ionéPdo not make an appreciable contri-
bution to the relaxation of the fluorine nuclei, and the magnetic system of the CuO
planes of the electronic superconductor makes the main contribution to the nuclear
relaxation? Fluorine, replacing oxygen in the structure of the electronic superconductors,
mainly occupies the oxygen positions in the,®s planes and has four symmetrially
arranged nearest-neighbor copper ions from the {ui@nes. This has the effect that the
contribution of the antiferromagneti&F) fluctuations to the relaxation of the fluorine
nuclei is small and the uniform susceptibility of the Gu@aney(0,0,), wherew,, is the
resonance frequency of the nuclei, makes the main contribution to the relaxation. For this
reason, the quantityTqT) ! presented in Fig. la characterizes the behavior of the
imaginary part of the uniform susceptibility of the electronic system of a Lpi@ne:
(T{T) 1~ x"(0,0,)/ 0, (see, for example, Ref)5
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FIG. 2. The decay of the echo amplituAét) observed in measurements of thgtransverse-relaxation time
at temperature¥ =360 K (asterisky 240 K (squarep 200 K (triangles, and 160 K(circles.

In the case of measurements of the transverse relaxation Tty the fluorine
nuclei, the observed decay of the echo sighl), wheret is the delay between the two
exciting pulses, changed with temperat@see Fig. 2 In the process, the decay of the
echo amplitude was described quite well in the entire temperature interval by the function

A(t)=A, exp{—(2t/T,)". (1)

Not only the timeT, (Fig. 1b) but also the quantitik changed with temperatu(€ig. 10.

The transverse-relaxation rate is determined by two mechanisms: a direct dipole—dipole
interaction of the nuclei with one another and an indirect interaction of the nuclei via the
magnetic system of the Cy(plane. The contribution of the dipole—dipole interaction
changes very little with temperature. The contribution of the indirect interaction is deter-
mined by the real part of the susceptibility of the Céup]aneT2’1~X’(0,wn) and is
related with the magnetic correlation lengttat zero wave vector a'52_1~§2 (Ref. 6.

The contribution of the indirect interaction of the copper nuclei via the magnetic
subsystem of the Cuplane is usually described by a Gaussian decay of the amplitude
of a two-pulse echoA(t)~exp{—(t/ng)2} (Ref. 6. This is connected with the charac-
teristic features of the hyperfine interactions of copper ions in fiigeuperconducting
compounds: For an external fieldly oriented in a direction normal to the Cy@lanes,
the main interaction is the interaction of the longitudinal components of the nuclear spins
and flip-flop processes are suppressed. This is what leads to the Gaussian decay of the
echo amplitude. Conversely, when the external field is oriented parallel to thg CuO
planes, the mainly transverse components of the nuclear spins of copper interact, and this
results in the exponential decay of the echo sigh@) ~exp(—2t/T,).

The fluorine ion F has the same outer electronic shedf2p® as the oxygen ion
O?~, and correspondingly the hyperfine constants of the fluorine and oxygen ions should
be close. For this reason, the interactions of the longitudinal and transverse components
of the nuclear spins are important for the fluorine nudjest as for the oxygen nuclei
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Correspondingly, in this case the decay of the echo amplitude should not be described
simply by Gaussian or exponential laws. In Ref. 7 it is shown that for slow flip-flop
processesvt<<1l, wherew is the spin flip-flop rate, the decay of the amplitude of the first
echo is described by expressidn with k= 1.5. In additionk should decrease as the rate

of the flip-flop processes increases. For this reason, the decre&s@pproach to the
exponential lank=1) means that the flip-flop processes gr@he growth of the inter-
action of the transverse components of the nuclear spiriB<300 K (see Fig. 1&

Examining the temperature dependences of the relaxation rates of the fluorine nuclei
(Figs. la—¢, two temperature ranges separated by a temperatise300 K where the
behavior of the relaxation rates is different can be distinguished. At temperatures
T>T' the quantities T, T) "%, T, andk are virtually temperature-independéaee Figs.
la—9. This means that at high temperatur8s>(T’), the magnetic correlations in the
electronic system of a CyOplane have no effect on the uniform susceptibility
x"(0,0,) =~ const, i.e., at these temperatures the ordinary Korringa mechanism of nuclear
relaxation operates:T(T) '=1.7 (s-K) 1. The temperature-independent transverse-
relaxation rateTz_1 is determined at these temperatures probably by the dipole—dipole
interaction of the fluorine nuclei.

Conversely, at temperaturds<T’ the quantity T,T) ! is observed to decrease
with temperature; this indicates that the imaginary pd(0,»,) of the uniform suscep-
tibility decreases. The decrease fi(0,w,) with decreasing temperature is ordinarily
attributed to the appearance of a gap in the spin-excitation spettAurkink in the
temperature dependence Df attests to the appearance of a new efficient channel at
temperature§ <T' for the interaction of fluorine nuclei with one another: indirect in-
teraction via the electronic system of the Gu@ane. An increase in the indirect inter-
action of the fluorine nuclei results in a change in the manner in which the echo ampli-
tude decag — a change irk.

Proceeding from the results of the measurements of the relaxation(kaesga
slope on the®Cu and!®F nuclei in electronic superconductors, we shall estimate the
value of theE hyperfine coupling constant of théF nuclei with the electronic system of
the CuQ plane. For the %%Cu nuclei we ha/e (5°T;T) '=6.8 (s-K)?
=C(%3y)2(A?+4B?), whereC is related with the susceptibility of the electronic system
in the CuQ plane,y is the gyromagnetic ratio of the corresponding nucleus,Aahd
B are the hyperfine constants of the copper nuclei, which we take to be equal to the
corresponding constants of hole superconductdise Korringa slope for the fluorine
nuclei atT>T’ equals {°T,T) "1=1.7 (s K) " 1=C(*®y)24E?2. Having estimate@ from
the first formula, proceeding from the Korringa slope for the fluorine nuclei we find
E=6.3 kOejg .

We shall now list the main results of this work. At temperatlife=300 K sharp
changes are observed in the magnetic properties of the, @leDes of the electronic
superconductor REUQ, _,F,. At high temperature3>T' Korringa relaxation of the
fluorine nuclei is observed:}{T;T) *=1.7 (s-K) 1. The coupling constant of th&F
nuclei with the electronic system of the CuPlane was determined from the Korringa
slopes of the relaxation of the copper and fluorine nu@et6.3 kOefeg. At tempera-
ture T’ a kink is observed in the temperature dependences of the longitudinal and trans-
verse relaxation rates of the fluorine nuclei. This is probably attributable to the appear-
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ance atT<T’ of a gap in the spin-excitation spectrum of the electronic system of a
CuG, plane and of a new effective channel for the interaction of fluorine nuclei with one
another.

In conclusion, using the results of Ref. 4 and the present letter, we shall consider the
electronic superconductor f8uQ,_,F, as a possible system with stripe ordering of the
carriers and spins(similar to that observed in some high- superconducting
compound®. The formation of stripe ordering of carriers and copper spins, which prob-
ably occurs in the electronic superconductoy@rO, _,F, at T'=300 K, means partial
carrier localization(forbiddenness of carrier motion in a direction transverse to the
bandg. The gap arising at the Fermi surface in this case results in a lower value of
(T,T) ! (see Fig. 1a The stripe domains of AF-ordered electronic magnetic moments
of copper(lying between the carrier stripebave quite sharp boundaries. A new inter-
action channel arises for tHéF nuclei located at the boundaries of the domains: via the
AF fluctuations of the electronic magnetic moments of copper. The actuation of the new
interaction channel fof°F nuclei appears in the form of a kink in the temperature
dependences of the transverse-relaxation firpdsee Fig. 1b and the value ok (see
Fig. 10. In Ref. 4 it was shown that a glass phase transition is observed in this compound
at temperature3* =100 K. It can be attributed to the sharp slowing down of the fluc-
tuations (displacement of the entire system of stripes in a transverse dirgatiibn
decreasing temperature. The growth in the spectral component of the fluctuations at the
resonance frequency &fF nuclei leads to an increase in the longitudinal relaxation rate
Tl_1 (see Ref. 4 We note that a similar dynamics of the nonuniform carrier distribution
has been well studied for quasi-one-dimensional condutfors.

We thank G. B. T&el'’baum for his interest in this work and helpful discussions.

de-mail: mustafin@dionis kfti.kcn.ru
bIn Ref. 4 there is a misprint in a similar plot: The scale along¥hexis should be the same as the scale of the
plot in Fig. 1a in the present letter.
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Metal—insulator transition in amorphous Si ;_.Mn,
obtained by ion implantation
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A metal—insulator transitioMIT) induced by a change in the impurity

Mn concentration in a material with topological disorder — amorphous
Si;_Mn;, — is investigated. It is found that near the critical point the
localization radius, permittivity, and conductivity vary according to a
power law in accordance with the scaling theory of localization. The
critical exponents are determined. It is concluded that the basic mecha-
nisms of the MIT in disordered systems do not depend on the type of
disorder and are universal. @997 American Institute of Physics.
[S0021-364(®7)00804-9

PACS numbers: 71.23.Cq, 71.3th

The metal—insulator transitiofMIT) is related with the shift in the Fermi level from

the region of distributed electronic states of the main or impurity band into the region of
localized states or into the band gap. Two types of MITs are distinguished: the Mott
transition, stimulated by intracenter electron-electron interaction, and the Anderson tran-
sition, caused by carrier localization at the Fermi level under the influence of a disorder-
ing factor. In practice it is often found that in real systems the main features of both types
of transitions are combined in the MIT, since interaction and localization effects are
present simultaneoushor this reason more detailed investigations, both theoretical and
experimental, are required.

The central problem in the theory of the MIT is the behavior of the main physical
characteristics of the system near the critical point. The zero-temperature conductivity
o (0) is such a characteristic on the metal side. The models currently under development
(one? and two-paramet@rscaling theories of localization, method of extrapolation of
quantum corrections into the critical regfordescribe the behavior of the conductivity
near the MIT by a power-law function

o(0)=opy(c/lcy—1)", (1)
wherec is the impurity density¢,, is the impurity density at which the transition occurs,
v, is the critical exponent of the conductivity, and

oym=0.02%c¥h 2
is the so-called minimum metallic conductivity. The question of the value of the critical
exponent and its universality has not been completely solved. Scaling theory predicts

v,=1. This value corresponds to the experimental data for most disordered systems,
though in uncompensated semiconductgys 1/2 is often observetsee the review Ref.
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5 and citations theje The state of the system in the insulator phase of the KéF
c<cyg) is characterized by the carrier localization radiiys and the static permittivity.
According to the scaling theory of localization, the continuous variation of the conduc-
tivity near the MIT is related with the power-law divergence of the characteristic length,
responsible for the presence of a critical regidns &g(c/c,— 1) "¢ via the relation
a(0)=Ge?/h¢, whereG is a constant. This means that= ve. Forc<c the parameter

&c plays the role of a critical length. Therefofg.= &3(1—c/cg) ™ ¥ . The application of

the renormalization-group methddo the description of the behavior of the impurity
component of the permittivitye; — e— €5, where gy is the permittivity of the matrix,
likewise leads to the analogous formua= e* (1—c/cg) "« . Herd

Ve=2v,=2V,. ©)]

Most experimental works on this subject are devoted to the study of strongly doped
crystalline semiconductors in which disorder is compositional and is associated with
randomly distributed charged impuritit$n amorphous materials a metallic state can be
formed only by introducing metal impurities up to a concentration comparable to that of
the matrix atoms. Nonetheless, in this case the disorder is of the topological type, and the
magnitude of the random potential is virtually independent of the impurity composition
and is determined by the absence of long-range order in the arrangement of the core
atoms as a result of the distortion of the bond lengths, valence angles, and dihedral angle.
The experimental data on the behavior of amorphous materials near a MIT, being less
abundant, refer only to the dependenog8,c).! There are virtually no investigations of
the evolution of the localization radius and permittivity in systems with topological
disorder. This makes it difficult to check the main scaling relations. As a rule, amorphous
mixtures are obtained by melting together silicon or germanium and a doping metal. The
drawback of this procedure is the possibility that metallic clusters will form, which can
introduce the classical “two-phase mixture” effect, which is studied with the aid of a
continuous theory of percolation and masks the real Anderson or Mott transition. The
ion-implantation method makes it possible to introduce impurities one by one, varying
precisely the carrier density near the MIT and avoiding the formation of metallic
inclusions®®

The objective of the present work was to investigate the MIT in the amorphous
Si;_ .Mn, obtained by implantation of manganese ions and to determine the entire set of
critical exponents.

Implantation was performed either in layers of amorphous silicon predeposited on
quartz substrates or in a crystalline silicon film on sapphire with simultaneous amorphiza-
tion of the films. Sapphire substrates with a high thermal conductivity must be used in the
case of high irradiation dosésnpurity concentratiorc=15 at.%) to prevent heating of
the layers during bombardment. The ion current density was equal to Q.B4€Bn® and
the irradiation dose was equal to*#910"" cm™2. A uniform distribution of the impurity
over the thickness of the-Si layers(0.2—-0.3 um) was achieved by varying the ion
energy in the range 20—300 keV. The method for preparing the samples and the structural
and electrical properties of the samples are described in detail in Refs. 10 and 11.

1. The permittivity was determined on the basis of measurements of the low-
frequency capacitance of MdiSi; _ .Mn_/Al structures according to a parallel substitution
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FIG. 1. Capacitance of the structure &Bi; _.Mn Al (c=7 at.% versus the measurement temperature and
voltage frequency.

scheme. A 20 nm thick layer of nickel, serving as the bottom plate of a capacitor, was
deposited on a quartz substrate immediately prior to the depositia#s0fThe measure-
ments of the resistance of the Ni layer after irradiation with manganese showed that ion
bombardment does not result in a loss of conducting properties of the layer. The area of
the top contac(Al) was equal to 1.310" 2 cn?. Figure 1 shows the temperature and
frequency dependences of the capacitance of such a structareé 4t.%). The value of

€ can be determined by extrapolating the cur@3) andC(w) to zero values o and

w. For an undoped-Si film, this procedure givee,=11.7+ 0.4, which agrees well with

the existing data for the dielectric constant of silicon, 1£.4.

2. In Refs. 10 and 11 it was discovered that in the Mn concentration raqade3
at.% the low-temperature dependence of the conductixfly) in a-Si; _.Mn. layers on
quartz is described by the exponential expressi¢f)= o, exd —(T,/T)¥?]. This be-
havior is due to hopping transport along localized states of a parabolic Coulonfdmap.
this case

TO:ﬁez/keflom 4

wherek is Boltzmann’s constan@ is a numerical parameter, taking on the value 1.4 in
the presence of Hubbard correlations in the impurity Basdch correlations are present
in a-Si;_.Mn. (Ref. 13). Using €(c) and the values offy(c) found in Ref. 10, the
dependencé,(c) can be determined.

3. An investigation of the conductivity in structures with Mn concentratienl4
at.%6* showed that in the temperature range 20—200 K the temperature dependence
o(T) is described by the power-law functian(T)=o(0)+aTY2+bT, where the first
temperature-dependent term is the result of electron-electron interaction and the second
one is a quantum correction to the conductivity due to weak localization. The quantity
o(0) can be determined by extrapolating these data to zero temperature.
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FIG. 2. localization radiug,., impurity part of the permittivitye; , and the conductivity at zero temperature
o(0) versus the Mn concentration. The solid lines were obtained by approximating the experimental data by
power-law functiongsee text The metal—insulator transition point és, ~13.7 at.%.

The functiono(0,c) is shown in Fig. 2. Approximating the experimental points by
formula (1) by fitting the three parameters,, c., and v, gives the values
om=129+8 S/cm,c,=13.7+0.1 at.%, andv,=1.1+0.1 (solid line). The minimum
metallic conductivity can be estimated independently according to(BgWe obtain
om~120 S/cm. An independent estimate of the critical concentratjpican be made
with the aid of Mott's criteriorf, which holds well for amorphous materidfs:
c3a;,=0.26, wherea,, is the empirical atomic radius of the impurity. Taking for Mn
ay=0.14 nm'® we obtainc,=13 at.%. The closeness of the valuesagf and c;,
predicted theoretically and obtained as a result of the fit, indicates the correctness of the

three-parameter approximation procedure.

A similar approximation of the data o#)(c) andéy.(c), found with the aid of the
procedures described in Secs. 1 and 2, gave the following vakfes:3.3+0.1,
Ce=13.7+0.1 at%, v.=2.2+0.1, £,=2.9+05 A, c,=13.6-0.2 at%, and
v,=1.1+0.1. Figure 2 displays the experimental cunegs’*%c) and &q."**(c). One
can see that the plots of the permittivity and localization radius do indeed rectify well in
the chosen coordinatéthe solid lines were obtained by a fitting proceduniehe fact that
the values of the critical concentration determined for three different characteristics of the
system and both phases of the MIT are equal to one another attests to the adequacy of the
description of the behavior of the localization radius, permittivity, and conductivity in
amorphous silicon by analogy to second-order phase transitions in the form of power-law
functions of the typd1l) of the closeness to the critical point. Furthermore, it is easy to
see that the relatioi3) between the critical exponents does indeed hold with good
accuracy. Therefore the main features of the metal—insulator transition do not depend on
the type of disorder in the system and are universal.
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Investigation of the intrinsic conductivity of Al-Cu—Fe
guasicrystals in a zero-gap semiconductor model

A. F. Prekul, A. B. Rol'shchikov, and N. I. Shchegolikhina
Institute of Metal Physics, Russian Academy of Sciences, 620219 Etaterinburg, Russia

(Submitted 8 January 1997
Pis'ma Zh. Kksp. Teor. Fiz65, No. 4, 338—34(Q25 February 1997

Experimental proofs are obtained for the fact that the intrinsic conduc-
tivity of quasicrystals at low temperatures satisfies & law.
© 1997 American Institute of Physids$0021-364(®7)00904-3

PACS numbers: 75.50.K], 72.15.Eb

As a result of the exceptionally high sensitivity of the resistive properties of quasi-
crystals to composition fluctuations, quench conditions, and subsequent heat treatment,
the question of what are properties of the quasicrystalline phase itself has been under
discussion for several yeats.

Specifically, the “semiconductor hypothesis” of the electronic band structure of
quasicrystals has recently been elaborated. Components similar to the intrinsic conduc-
tivity of semiconductors due to thermal activation of carriers from the valence band into
the conduction band have been discovered in the temperature dependences of the elec-
trical conductivity o(T) of stable aluminum-based quasicrystafsin addition, it has
been found that in the system Al-Pd—Re the conventional form

o(T)=A exp(—Eg/2kgT), D

where Eg is the energy gap parametds; is Boltzmann's constant, andl= const, is
adequate, signifying that the carrier mobility in the conduction band varies with tempera-
ture asT%2%

The system Al-Cu—Fe behaved differently. The measurements in Ref. 3 showed
that in the low-temperature regioit € 300K) the gap, if it is present, is smallThen the
simple power law

Tim(T)=AT 2

is an adequate approximation. The use of a semiconductor model shows that if the
component of the forni2) is the intrinsic conductivity of the quasicrystal, it must remain
constant or a weakly-varying part compared with the total conductivity of the system. As
is well known, the latter can vary over wide limits on account of the extrinsic conduc-
tivity.

We studied the conductivity of five samples of an alloy with the nominal composi-
tion Alg,Clys €5 5, whose residual resistivity, , varies from 3500 to 630@.() - cm.
All samples have approximately the same dimensiorsl X 10 mm. The resistivity is
measured by the standard four-probe method. The accuracy of the measurements is
107°, and the stability of the temperature at all points in the range 4.2—300 K is not
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FIG. 1. Temperature dependence of the conductivity of an Al-Cu—Fe quasicrystal.

worse than 10! K. Graphical illustrations are given for one sample wijth,=5500
©Q-cm. A numerical comparison of the results of the analysis is used to draw a general
conclusion.

The results of a direct experiment in the form of the temperature dependence
o(T) are displayed in Fig. 1. They are typical for the experimental material and differ by
the presence of finite conductivity at the lowest temperatures and a minimUm24a K.

In terms of the semiconductor model, both features are related with the conductivity
0oyt Of the extrinsic carriers.

Figure 2 displays the results of applying HE) taking account of the component
O ext iN the simplest form of an arbitrary temperature-independent quantityThis is the
only adjustable parameter in linearizing the experiment in the coordinates

oo,

2001
150
1001

501
P9

] I t ! {
8 1000 2000 3000 4000 5000 17
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FIG. 2. Description of the temperature dependence of the conductivity bff¥Adaw with the extrinsic
conductivity of the quasicrystal approximated by a constgnt
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FIG. 3. Description of the temperature dependence of the conductivity by°théaw taking account of the
extrinsic conductivity of the quasicrystal in the form,=oq—BTY2.

[o(T)— o, ] versusT®?2 Linearity is achieved without any special difficulty. The tem-
perature interval of linearity 100—300 K agrees well with the previously determined
interval 80—250 K. This indicates that the zero-gap approximation is indeed a good
approximation.

At the same time it is easy to see that the linearity is limited from below by the
roughness of the approximation of the extrinsic conductivity as a temperature-
independent quantity. We made use of the indications of many investigations of the fact
that “radical” corrections due to the electron-electron interaction are important in the
conductivity of quasicrystals at low temperatufeBhe existence of a minimum in the
curvesa(T) suggests an extrinsic conductivity of the form

Oext— 00— BTl/Z- ©)
and a total conductivity of the form
o(T)=AT¥+0,—BT"2 ()

The possibility of describing an experiment by express#®rcan be conveniently judged

in the coordinate§o(T) — ]/ TY? versusT. The only adjustable parameter herevig

— the residual conductivity of a system at absolute zero temperature. The final result in
Fig. 3 shows that virtually ideal linearity is achieved in the interval 15-300 K.

The general picture of the behavior of the conductivity, shown in Fig. 1-3 for one
sample, also holds for all other samples in the range of valugg £fvhich we studied.
It remains to compare the coefficientsin the T%? law. The maximum value of this
coefficient is 0.06, the minimum value is 0.046, and the average value is
A=0.053t13%. The variance is obviously less than the difference in the valug,of
which on the average equals 224.80%. Here it is necessary to take account of the fact
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that if the variance ofry is determined with the same accuracy as are the geometric
dimensions of the samples, which we estimate toH#%, then the inaccurate knowl-
edge of the temperature dependence of the extrinsic conductivity and possible changes in
the basic parameters of the charge carriers, effective mass and mobility, contribute to the
variance of the coefficiemh, so that the real variance &f apparently does not exceed
+5%.

On this basis, our results can be regarded as an experimental proof of the fact that
the intrinsic conductivity of quasicrystals in the system Al-Cu—Fe at low temperatures
follows the T*2 law.

This work was supported by the Russian Fund for Fundamental Resg¢aajbct
96-02-19586.
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Effect of magnetic field on the sound velocity of a dilute
Kramers-ion glass at low temperature

A. V. Lazuta
St. Petersburg Nuclear Physics Institute, Gatchina, 188350 St. Petersburg, Russia

(Submitted 5 November 1996, resubmitted 10 January 1997
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Recent results on the effect of magnetic field on the sound velgaity
aluminosilicate glasses doped with dysprosium are analyzed on the
basis of a minimal model for the ground state of*DyKramers ion

with J=15/2) described by a wave functiop. = ¢.; + 7.y, The

first term represents a state with a latgprojection on the local crystal
field axis and the random parametg(({ 7)=0, {5?)<1) introduces a
small admixture of the state. , into the ground state. The relative
variation ofV due to the resonance interaction of sound waves with this
state split byH is determined as a function &f andT. It possesses a
universal asymptotic behavior. Our results are in reasonable agreement
with the experiment. A possible structure of the crystal fields that can
induce this state is discussed ®97 American Institute of Physics.
[S0021-364(07)01004-9

PACS numbers: 75.50.K]

INTRODUCTION

Acoustic wave propagation, photon echoes, nonlinear magnetic susceptibility, and
spin echoes of Kramers-ion-dopéby, Gd, Ey aluminosilicate glasses have recently
been studietf at low T. An effect of magnetic field on the sound velocifyin Dy-doped
glasses is one of the typical and important results. Measurements have been performed at
T=10 mK-6 K, »=100 MHz, andH up to 50 kG on samples with ion concentrations
n=1.5-10.0 at. %. Magnetic field was found to modify substantially the temperature
variation ofV. This did not occur in the glass doped with k& non-Kramers ion

The interpretation was based on combining the results of the theory of elastic tun-
neling stategETY) in glasses and the known properties of Kramers ions with a large spin
in amorphous material with a random axis of anisotrop¥= —DJ2, wherez is the
direction of the local axis of anisotropyl=15/2, D=120 K for Dy**). The low-
temperature properties of these glasses in a magnetic field are determined by the mag-
netic ions whose axis of anisotropy is almost perpendicular to the local(fiedgnetic
tunneling stategMTS)).2 Some of these properties are similar to those of the ETS.
However the ETS are characterized by two random paramitetrsntial asymmetry and
tunnel integral, whereas the MTS are described by one paraniéterangle between a
local axis and a local fie)d They may show a similar behavior only when there is a
single relevant paramet¢the energy. A linear T dependence of the specific heat is an
example.

In the general case there is ho such simple correspondence in behavior of the ETS
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and the MTS. The relaxation processes were assumed ta\§iwdn (T/T,) for the MTS,

just as for the ETS. This answer arises as a result of averaging a specific expression,
describing the interaction of sound waves and the ETS, over two random parameters with
a very particular distribution functichTherefore there are no grounds to expect that the
MTS relaxation contribution tAV can be represented as a product of their density of
states and InT/Ty). The second explanation exploits the results of the ETS relaxation by
electrons. It requires the existence of fast MTS. But, as the authors pointed out, the
relevant relaxation processes are entirely obscure. Furthermore, this assumption seems
not to be confirmed experimentally, because a minimum spin—lattice relaxation time
T,=20 us was found for Dy magnetic moments in a glass doped with 0.1 at. % Dy at
T=14 mK? whereas the shortest relaxation time was found teyg<1 us for the ETS

in a glass with 1.5 at. % Dy at the sarié

Our purpose is to suggest a new explanation for the influené¢ af V.

MODEL

The single-ion approximation is used because the effect is proportionalatad
exists in a largeH (larger than dipolar or exchange interactiprihe traditional model
mentioned above cannot explain the effect. It leads to extremely weak spin—phonon
interaction which depends strongly éh* As a result, the resonance processes cannot be
responsible for the smooth dependence of observed in Ref. 1. The contribution of the
relaxation processes ¥ is most likely suppressed by virtue of the inequakiiy;>1.
Available experimental data are consistent with this assumption. There are no other data
on T, for Kramers ions in insulating glasses besides those mentioned above. A value
T,=10 us was found for H&" (10 at. % in the same glass at 3.5%SinceT; is usually
shorter for non-Kramers iongJ=8 for Ho®") than for Kramers ions, both these results
allow the assumption that for Dy ionsT,>1 at =100 MHz andT<3.5 K.

Let us consider effects of non-axial electric field gradients. The most general model
with a quadrupolar Hamiltonian? = a3+ BJ;+ yJZ (a, B, andy are randomly distrib-
uted has been found to be nearly equivalent to the simple mogdé:(— DJf) whenJis
large® Therefore, it is unlikely that a specific Hamiltonian such.as= —DJE—KJ)%
with fixed D>K, which was suggested in Ref. 2, is realized for the’Djon in the
aluminosilicate glasses.

Since in vitreous matrices there is no clear information available on the local crystal
field acting on a rare-earth ion, we use a simple minimal model for th¥ yound
state (GS). We shall assume that the GS is described by a wave funation
=i T NP1 The main terme..; represents the state with a large projection of

J (£J,,) on the direction of the local axis of anisotropy, i.e., ions occupy sites with a
predominant axial component in the crystal field. The random parameté(7)

=0, (»?)<1) introduces a small admixture of the state,, into the GS. This contri-
bution results from non-axial distortions. Note that the assumption of a slightly and
randomly distorted axial symmetry is supported by the spectroscopiC ttat field H,

lifting the degeneracy of the GS, the second term is responsible for transitions between
two split levels which are produced by phonons in the first order in the spin—phonon
interaction due to the change in tgdactor with strain. As a result, the effect bfon V
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is not suppressed, unlike the situation where0. ThisH effect does not occur in the
glass doped with non-Kramers ions, because electrostatic non-axial distortions lift the
degeneracy of the GS which can exist in the case of axial symmetry.

The terms of the forrrtncpﬂn(S/Zang 15/2, g, are random parametgrsvhich

may occur in the GS are unimportan{i,)=0 and(e2) < 1, since, wherH is parallel
to the local axis, the corresponding splitting is smaliud,(s2)H<2gudH, if H is
directed perpendicular to the axis and these terms do not generate a splitingnd
do not influence the resonant coupling of a sound wave with the GS.

The effect of the ligandfields is described by the Hamiltonir =B;'O;', where
O are spin operatorsWe assume that the axial part oF is well defined, i.e., the
standard deviations of tH&°(n=2, 4, 6 are small in comparison with their mean values.
The non-axial coefficients vary considerably and have negligibly small mean values. This
part of 7 is a weak disturbance. These assumptions are consistent with Ref. 8, where
crystal fields were investigated numerically for a random close-packed sphere model in a
single-element material. It gives an example of the typical glass local field with the
dominant terms of an axial symmetry.

Using the matrix elements d®° from Ref. 7, it can be found that the axial part
generates a GS with a largl, (=11/2 for definitenegsover a rather wide region of
B? variations.

Let us consider some important examples. A crystal field of the @ B30O2
leads to a GS with),,=13/2 whenBZ>5/3. The BJO3 term does not change it if O
=>BY> — (26/3+ 13/3Y). The small trigonal componeniB20¢ ands,B203 (n=4, 6)
(reference to this local symmetry can be found in Refa8mix the statepo. 1/, to the
GS and give unessential termge.7,. For J,=11/2 the needed admixture can be
generated by a terrogoc{JiJZ+JzJ5_}s. This typical glass term was found to be the
dominant non-axial component in the model of Ref. 8. If @gterm is also important
the admixture is characterized by two random parameigfs; »+ 7,0 _152. In this case
V exhibits a strongefl dependencésee below Finally, for J,,=15/2 the component
@1 comes to the GS in the second order of perturbation thégpycally in the form
n17M2¢+19). For this admixture the functio(T,H) is very similar to that of the one-
parameter case.

In order to use a minimal number of free parameters, the coeffic@fitsf the
non-axial distortions were assumed above to be real quantities. It means that a local
environment of the ion possesses a symmetry plane containing the local axis.

V,(T,H) for the GS in Eq(1). The splitting, which depends on the angldetween
the local axis andH, is given by

AE(9,7)=2guHT(9,7),f(93,7)=(p2(7)cogd+p? (n)sit9)?, (1)

Pi(m) =Gt 129°) (14 7°) "4 pu () =3+ 12 9*(2(1+ 7%)) . ()

The interaction of a sound wave with the ions due to the changgfattor with
strain can be writteh
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1
H'= EgM% ti(HiJ+HJdp), tik= ;n Fikim€ims

where F is the spin—phonon coupling tensog is the strain tensor, and,
=(V|\Vm/V?) e, (& is the strain amplitudefor the longitudinal waves used in Rél).
It is expected that in glasses there will be no relations among the componehts of
imposed by the local symmetry and that they can be treated as random variables inde-
pendent of the orientation of the anisotropy axiBo calculate transitions between the
states(1) split by H we chose a coordinate system wk|z, in which the transition
operator ist,Jyx+1t,,J,. For the local axis in thezx) plane, we have(y;|Jy| )]
=pyp. /f=w; and| (| Jy| ¥2)| = p, (41, are the wave functions of the statédntegrat-
ing the transition probability, obtained for arbitrary orientation of the axis, over the angle
¢ in the (x,y) plane at fixedd yields an expression proportional tevi+ p?)(t,
+t§y)/2. Averaging over the distribution df;,,, leads to an effective dimensionless
spin—phonon coupling constan?=(t2,+t2)/(2ej). It may depend markedly on the
mutual orientation oH andV.

Using the expressidfi for the variation ofV induced by resonant interaction of a

sound wave with a two-level system at smalbnd averaging it ovett as well as they
distribution, we finally get

V(T H)=A—V=—>\2—nzfmzsin ﬂdﬁJ P(y)d7 M. 7).
’ Vv pV<Jo 2AE(D,n)
e~ BAE(,7)
X 1—2m)’ 3

M2(8,5) = (guH)A(WE (S, 7)+p? (7)), Wn(ﬁ,?]):pu(ﬂ)pl(n)(f(ﬁ,ﬂ))fl,( )
4

wherep is the bulk density an®( %) is the distribution function. These expressions give
SV for a two-level system with a specific form of the splitting and the transition prob-
ability M? between levels determined by two random parameters.

To determine the lowF variation of 6V for AEy/T>1 (AEy=2guHJy, is the
splitting at9=»=0) it is convenient to writeSV(T,H) = 6Vy(H) + 6V(T,H), where the
part 8Vy« —H is given by the first term of Eq3) and the second part leads to positive
T dependence ofV.

We assume thdt?)<1. Hence, one can spf~J,, andp, (7)~(J+ 1/2)7%2 (see
Eq. (3)). Then in the new variables cds=r cos¢, 77=(2J,/(J+1/2))r sin ¢, we get
AE(r,¢)=rAE{1—((1/2)r sin 2¢)%Y2. The principal contribution to the integral over
r in Eq. (3) comes fromr~T/AE, whenAE,/T>1. One can therefore keep only the
terms of the lowest order inin the exponential AE~rAE,) and pre-exponential\M
~guHw ~guHJ, sin ¢) factors. The distributior?( ) is assumed to be a function of
one parameterP(p/a)a !, wherea is the scale of they distribution anda?<1
corresponds to small uniaxial distortions. Sincgla=(r sin $)Y¥a, (ag=a((J
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+1/2)/21,)Y3), there are two regimes oV behavior. If AE,a¥/T>1, one can set
P(7)~P(0) in evaluating the integral over since (/a)?=r sin ¢plad<T/AEsa3<1 for
r~T/AEy. As a result,

g P(0)
NV(T.H) =CN G (37 1723, 77 TAED) ™ o

1(edx e * (=2 3
:Z Ox—lfszo (sin ¢) 2d¢2023

A dependence\ Vo (TH)Y? arises from the part of the ions determined Bg0), for
which AE~T. If the low-spin component of the GS as the form7,¢. 1/, a similar
method gives the former result, whereas fgko1 o+ 720 12, one findséV«T because
the second random parameter introduces a new degree of freedom into the GS.

In regime AE,/T>1 but AEOa§/T<1 a similar procedure givesﬁV(H)
=(N?8pV?)AE,. HeresVecH is determined by the ions whoseE is much less thaf,
and 6V becomes independent &f From Eqs.(8) and(9) one can see that tfiedepen-
dence of5V exhibits crossover aT~AE0aS. In the limiting casessV shows universal
behavior which is sensitive to the form Bf ) in the crossover region only.

COMPARISON WITH EXPERIMENTAL DATA

SinceV(T) was measured relative to reference pdipt=30 mK, theT-independent
backgroundéVo(H) in Eq. (3) is assumed to be unimportant, and we tak&(T,H)
=6V(T,H) at T=T,. The effect ofH onV is given by the difference between experi-
mental values:sVq(T,H) — 6V (T,0)=6V(T,H). We compare our results with the
measured variation df in 10 at. % dysprosium doped glass. An extremely simple step-
like P(7) (P(7)=(1/2)a, —a=n=a) andJ,=13/2 (for definitenespare used. It is
seen from Fig. 1 that th@ dependence o6V(T,H) at H=30 kG and 50 kG are in a
reasonable agreement with the data. The magnitudasaofd a can be easily obtained
because\?/a is the only unknown factor in the coefficient in the initial variation of
SVeeTY2 (0.1 K<T=1 K) and the parametea determines the crossover temperature to
the behaviorV=H. As a result, using the ion valug=4/3, we finda~0.3, (7?)
=(1/3)a?~0.03, and\~20. The small(7?) is the essential evidence in favor of the
model. A rough estimate of is €?Z(r?)/R3A (Ref. 9; Z=3 is the ion chargey, is ion
radius, R is the ion-ligand distance, aml is the energy of the first excited level of
Dy3*. Taking the O-Si distance &=1.6 A and using\=3400 cm* andr=0.95 A, we
find A~5, which is not far from\~20.

In the crossover region the calculatEdariation of 8V deviates somewhat from the
experiment. Since this region is sensitive to changd¥in), agreement can be improved
by testing various?(») distributions.

Note that this two-level system possesses a wide distribution of one-phonon spin—
lattice relaxation times. At fixed E, T, varies fromT, ., to infinity. In particular, we
find T; in~10 us atH=50 kG for ions withAE~T=~1 K.
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FIG. 1. Relative velocity variation of acoustic waves as a functiol of magnetic fields of 30 kG and 50 kG
in an aluminosilicate glass containing 10.1 at. % Dy. The points are experimental Hatssolid curves show
a fit of the results by Eqg5) and (7).

At H=10 kG, the5'\7(T) dependence deviates from the expression for isolated ions;
this can be attributed to dipolar or exchange interactions between them.

We did not try to explain the change ¥{T) behavior forH=0 which occurs when
nonmagnetic rare-earth La ions are replaced by magnetic ions in this glass. This effect
has been attributed to the magnetic degrees of fredddhe difference of ionic radii
seems to be also or even more importdrccording to the traditional arguments con-
cerning the structure of glasses, ions with equal charges are expected to substitute isos-
tructurally only if they have nearly the same ionic radii. Since the ionic radius df lsa
1.216 A, whereas, for example, it is 0.95 A for Dy glasses doped with these ions may
possess different microstructure, including essential variations in their ETS parameters
and, as a result, show differem{V) behavior.

The author thanks Professor F. Shwabl for a discussion and Professor G. Belessa for
some remarks.
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Resistance of superconductor—normal-metal—
superconductor (SNS) junctions

F. Zhou and B. Spivak
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It is shown that the conductance of a superconductor—normal-metal—
superconductofSNS junction can exhibit a significant dependence on
the phase of the superconducting order parameter in the situation where
the size of the normal region of the junction is much larger than the
normal-metal coherence length, so that the critical current of the junc-
tion is exponentially small. The period of the conductance oscillations
as a function of the phase can be equairtor 27, depending on the
parameters of the system. @997 American Institute of Physics.
[S0021-364(97)01104-3

PACS numbers: 05.208y, 82.20—w

The critical current of a superconductor—normal-metal—supercond{&&s junc-
tion I .= ;0exp(~L/Ly) decays exponentially and can be neglected wiheil 1 (see, for
example, Ref. L HerelL is the length of the normal-metal region of the junction shown
in Fig. 1,L+= JD/T is the coherence length in the normal metalis the temperature,
D=Iv§/3 is the electron diffusion coefficient,c is the Fermi velocity, and is the
electron elastic mean free path. On the other handytdependent part of the conduc-
tance 6G(x) of the SNS junction can survive even in the cdse<L<L,,. Here
X=X1— X2, Wherey, , are the phases of the order parameters in the superconductors of
the junction, and_;,= D 7, and ;, are the inelastic diffusion length and inelastic mean
free time, respectively. Thg dependence ofG originates from the fact that the ampli-
tude of the Andreev reflection of an electron into a hole at the superconductor—normal-
metal (SN) boundary acquires an additional phase factor igp), while the amplitude
of the reflection of a hole into an electron acquires a phase factor—éxpf). The
weak-localization contributiodG,(x) to G(x) was analyzed long agolt arises in the
first-order approximation in the parametefpel<<1 and is due to the interference of
electrons traveling clockwise and counterclockwise along diffusive paths with closed
loops which contain Andreev reflections. Here is the Fermi momentum. The value of
6G, is insensitive to the ratio df to Ly, and the characteristic energy interval which
gives the main contribution t6G, is e~T. The period of6G(x) as a function ofy is
7 (Ref. 2.

In this paper we consider two other contributionsd@, viz., §G, and §G5, and
show that the period of the oscillations 66 as a function ofy can be eitherr or
21 depending on the parameters of the system and the way in which the conductance is
measured. The contributiofG, can be associated with the spatial coherence between
electrons and holes arising due to Andreev reflection from the SN bouhdtaayises in
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FIG. 1.

the zeroth-order approximation in the parametépcl<1. The contribution from this
mechanism to the resistance of an SN junction was considered in Refs. 4—11. It has been
pointed out® that the electron—hole coherence in the metal extends over a distance of
orderL .= \/D/e. Therefore, it is clear that the main contributiond6, comes from the
relatively small energy intervaé~E.=D/L?<T, and for Ly<L<L,,, the correction

5G, decreases with only asL 2. The period of8G,(x) as a function ofy is 2. The

sum 6G4+ 6G, gives the main contribution té@G, provided that the voltage drog
between the two superconductors of the junction is zero, soxtlaates not change with

time. In this caseG(x) can be measured with the help of an additional lead “C” shown

in Fig. 1, while the phase differengeacross the junction can be determined by means of
an additional Josephson junction. In the case where the resistance of the SNS junction is
measured by applying a voltagé between the superconductors, there is a third contri-
bution, 6G3, to G. The origin of 5G5 is similar to the Debye relaxation mechanism of
microwave absorption in dielectrics. In this case, due to the Josephson rejato,

hence, the quasiparticle density of states in the meta)x) are functions of time. In

other words, at smaW the quasiparticle energy levels move slowly. The electron popu-
lations of the energy levels follow adiabatically the motion of the levels themselves, and,
as a result, the electron distribution becomes nonequilibrium. Relaxation of the nonequi-
librium distribution due to inelastic processes leads to entropy production, to the absorp-
tion of energy from the external field, and therefore contributedGo

We start with the calculation 06G,. In the zeroth-order approximation in the
parameteri/pgl the most adequate theoretical description of the system is provided in
the framework of the Keldysh Green’s function technique elaborated for superconductiv-
ity in Refs. 12—14. In the diffusive approximation and in the absence of electron—electron
interaction in the normal-metal region of the junction, the linear response to the external
electric field is described by the following set of equations:

jn=eDv0JMcosﬁaz(e,x)axfl(e,x)de, (1)
D, N 1 |
iaxa(e,xﬂ— ie— —) Siné(e,x) — E(axx(e,x))zsm 260(€e,x)=0,

Tin
A (SIr(6(e,x)dyx(€,x))=0, (2
Da,{costt 6,( €,x)d,f1(€,X)}=0. ©)
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Herej, is the normal current density across the junctiggis the density of states in the

bulk normal metal, Egs.(2) are the Usadel equations for the retarded normal
gR(e,x) =cosh(e,x) and anomalou§ R(e,x) = —iexplx(eX))sind(e,x) Green’s functions
[0(€,x) = 01(€,X) +i0,(€,x) is a complex variable and Eq.(3) is the diffusion equation

for the distribution function of quasiparticlds, which describes the imbalance of the
populations of the electron and hole branches of the spectrum in the metal. Inside the
superconductod, = 7/2 andf,=0. The boundary conditions for Eq®) and(3) have

the form?®

N

Do, 6(e,x)=t cos{&(e,o*))cm{%_x(ez,o )),

D sin(0(e,0"))dyx(e.x=0")=t sin(%—X(Ez'o )), (4)

D cosh6,(€,07)d,f1(€,07)
:t{fl(e,o+)—fl(e,o—)}sin(el(e,o+))cos—1(§—X(EZ’O )),

fi(e,x=07)=0, fi(e,x=L")=—eVs, tanhz%l_. (5)

Here 0" (07,L") represents the normal-met@uperconductorside of the SN bound-
ary, t=tqug, wheret, is the dimensionless transmission coefficient through the SN
boundary, and/ is the voltage drop across the junction.

Using Egs.(1)—(5), we get the following expression for the resistance of SNS
junction:

€ L¢
tanlr)

+ o
GSNS:GNLJ dE(ge T

X X(€,0+))
2 2

cosh 6,(€,07)sing,( e,O*)COS{ s

X 1 , -1
+fo cosH’-ez(e,x’)dX ' (6)

HereGy=o0p(S/L), op=€’Dvy andS=L,L, are the conductance of the normal-metal
part of the junction, the Drude conductivity, and the area of the junction, respectively.
The first and second terms in E@) can be associated with the resistance of the SN
boundary and the resistance of the normal region of the junction, respectively. There are
two major effects in the metal due to the proximity of the superconducjorhé effec-

tive diffusion coefficient in Eq(3) is renormalized on account of Andreev reflection and

is governed by the parametés. The correction to the local conductivity of the metal
from this effect leads to the second term in E§). 2) The local density of states
v(€,X) = vy Re gR(€,x) = vocosh;(e,X)coshdy(€,X) in the metal at smak is suppressed by
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Andreev reflection and is governed by the paraméteiThe contribution to the conduc-
tance of the SN boundary from this effect corresponds to the first term it6EGThe
x dependence dBgys originates from the correspondingdependence of, and 6. It
follows from Egs.(2) and (4) that near the SN boundary at smallthe value of
0(e,x) should be close to its value in the superconduéigfe<<A)= /2. It approaches
its metallic valuedy, =0 only after a distanck,. The main contribution to Ed6) comes
from the energy intervaé~E.<T. As a result,

E
8G,=aGn—g(x)- Y]

Here g(x) is a universal function ofy with period 2m; a~1 at L>L,=D/t and
a~(L/L)? atL<L,.

Let us now discuss the contribution of the Debye relaxation mechanism which arises
when a voltageV is applied between the superconductors in Fig. 1, sojhatanges in
time: dy/dt=(2e/#)V. Generally speaking, in this case one has to solve a nonstationary
version of Egqs(2) and(3). However, in the case whexV<E_ one can use the adiabatic
approximation, in which case the time dependencé(efx, x(t)) and of the local den-
sity of statesv(e,x,x(t)) originates from the corresponding time dependencg (0.
The standard expression for the power absorption due to Debye relaxation has the form
(see, for example, Ref. 16

_ e dv(e' x(1) |2 Tin(€)
Q=vvolf de<(f_oc at de ) >1+(w7in(5))256 fole), (8

wherev(e, x(1)) is the local density of states averaged over the voluméL,L, of the
normal-metal region, and the brackets. .) denote averaging over the period of the
oscillations,%/eV. Using Egs.(2) and (4), one can prove that in the absence of an
insulator barrier  v(e,x)=voll1(e/E¢,x). When  L<L,, one has
(e x)= vo(LzlLf)Hz(e/EC .x). Herell; {u,x) are universal dimensionless functions,
with I (u>1,x) ~II,(u>1,x) =cosy exp(—+/u). Furthermore, aE.<T one can ne-
glect the e-dependence ofr,(¢). The main contribution to Eq(8) comes from the
interval of energiese~E., where the quasiparticle density of states is significantly
suppressed compared with in the absence of an insulator at the boundary. As a result,
we have the following expression for the contribution of this mechanism to the dc con-
ductance of the junction@=V?5G,):

EgTin
Th

which can be even larger th@y, . Equation(9) is valid wheneVr,/f<<1. In this limit
one can introducéG;(x(t)), which is given in order of magnitude by E@) and has a
period of 2. In the opposite limieV(r,/A)> 1, the functionQ saturates, which means
that 5G; decays as#{/eVr;,)2.

We would like to mention that the contribution of the Debye mechanism to the dc
resistance of a closed sample with the Aharonov—Bohm geometry has been discussed in
Ref. 17. In that case the time dependence of the electronic density of states was induced
by a change in the magnetic fldx through the ring. The important difference is that the

5G3=a’Gy 9
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average density of states in the normal metal is flux-indepen@emt, consequently,
time-independeit Therefore, the Debye absorption is nonzero only on account of me-
soscopic fluctuations of the density of states, whereas in the case of an SNS junction the
average density of states can be time-dependent. Using results obtained in Ref. 17 in the
case whe/,> &8y, Li>L, L;;>L,L,,L, we can estimate the contribution &8 due to

the mesoscopic part of the Debye relaxation mechanismMG_~ a,(e%/4°)E 8,72,

Here &, is the mean spacing between energy levels in the normal metalyand for

L¢<Lj, anda;~ (L /L)* for Li>L,;,. We will neglect this contribution because, as we
shall see belowyG7'< 6G;.

Another contribution toéG which arises in the first-order approximation in the
parameteri/pgl is the aforementioned weak-localization correcti#®,. It reflects the
fact that in the course of each Andreev reflection the amplitudes of the electron diffusion
paths acquire the aforementioned additional phasegs ,, but they do not take into
account the spatial coherence between the electron and the hole which arises due to
Andreev reflection. This is correct if;<L or E.<T. As a resulf

EcTin for the D case

LiL
e? ni for the ID case
6G1=—a17-9s(x) L (10)
Lin|Lilo

In(l—)—Lz— for the D case.

Here gs(x) is a periodic function with periods, the M case corresponds to
L,L,,L,<L;,, the D case corresponds to,>L;,>L,,L, and the © case corresponds
toL,,L,>L,>L.

The ratios between the three contributionsé® considered above depend on the
parameters and the dimensionality of the system. For example, in Dhea@e at
0<eVr,/h<1 we have

5G, a;, €? 5G, a; € T

56, @ Gy 3G, @GN E," (D

At large enougheVs V(%! 7,)Eca (but still smaller thanE.), 6G3 becomes much
smaller thardG,. In this case thg-dependent part of the resistance is determined by the
sum (6G;+ 8G,). For example, in the D case the ratio oG, (with period ) to

8G, (with period 2rr) is of the order of

5G, a; T €
—~— = (12
5G2 o V ﬁGN

If V=0 and the conductance is measured with the help of contact “C” in FigGLyvill

be the sum oG, and 6G,, the ratio of which is determined by the correponding terms
in Egs.(11) and(12). These ratios can be larger or smaller than unity, and so the period
of the oscillations of §G(y) can be eitherm or 2. This can explain why some
experiment$®!® demonstrater periodicity of G, while otheré®?! show a period of
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2. The reason why G4, which arises only in the first-order approximation in the small
parameteti/pgl, can be comparable withG, is that G, arises from the small energy
interval e~E.<T, while 6G, arises frome~T.
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Multilayer Fe/Ti films are synthesized by deposition in a Penning dis-
charge. Measurements are made of thhe static hysteresis loops and
Mossbauer spectra on Feuclei. The hyperfine magnetic field distri-
bution functions are calculated. It is established that the spontaneous
magnetization of Fe/Ti magnetic superlattices undergoes very strong
oscillations as a function of the Ti layer thickness. Three groups of
peaks are noted in the hyperfine field distribution functions, corre-
sponding to three nonequivalent states of the Fe ions, in one of which
these ions do not have a characteristic magnetic moment. These results
also agree with measurements of the temperature dependence of the
magnetization in weak magnetic fields. For some Ti interlayer thick-
nesses the saturation magnetization scaled to the Fe content is much
higher than the saturation magnetization of bulk Fe. 1897 Ameri-

can Institute of Physic§S0021-364(®7)01204-9

PACS numbers: 75.70.Cn, 75.60.Ej, 76:89, 31.30.Gs

1. Multilayer magnetic films and magnetic superlatti€¢dtSLs) synthesized on the

basis of such films make it possible to investigate experimentally a number of fundamen-
tal problems in the modern physics of magnetic phenomena, such as the question of
whether magnetic ordering can exist in two-dimensional systems, the characteristic fea-
tures of the formation of the local atomic magnetic moments in surface layers and inter-
phase regions, the mechanisms of indirect interactions between magnetic layers, and
others. The kinetic properties of MSLs are also distinguished by remarkable features, the
primary one being the giant magnetic resistance observed in these systems.

Many important magnetic parameters of MSLs, such as the spontaneous magnetiza-
tion, the magnetic resistance, the Curie temperature, the magnetic-anisotropy constant,
and others, exhibit oscillatory behavior as a function of the nonmagnetic interlayer
thicknesse$:2 This is apparently due to the spatial oscillations of the spin density of
delocalized electrons in nonmagnetic layers, which is responsible for the indirect ex-
change interaction between the magnetically ordered layers. The mechanism of this in-
teraction can be described either in terms of the RKKY approximation or Friedel's
model? Interpretations of the oscillatory character of a number of magnetic parameters in
MSLs in terms of interference effects with partial reflection of electron waves from
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interfaces in the periodic MSL structures have been elaborated in recenf'years.

Magnetic superlattices are essentially composite materials and are highly nonuni-
form systems, as a result of which the investigation of their integral parameters is not
always sufficiently informative and experimental methods yielding information about
local magnetic states must be used. They include one or another of the methods for
observing hyperfine interactior(iFls) and, specifically, the MgsbauerME), nuclear
magnetic resonance,—y angular correlationuSR spectroscopy, and others.

2. The multilayer magnetic films for the present investigation were synthesized by
the method of cathodic sputtering in a Penning discharge in an atmosphere of purified Kr.
The residual-gas pressure was equal to 20L0 8 torr and the pressure of the inert
working gas was equal to 16 torr. The Kr content in synthesized films did not exceed
0.15 at.%. Two series of Fe/Ti MSLs were synthesized. In one series the thickness of the
Fe layers was equal to 6 A and was maintained constant and the thickness of the Ti
layers was varied from 8.4 to 83 A. In the second series the thickness of the Fe layers was
varied from 6 to 32.4 A with constant Ti interlayer thicknes40 A. The number of Fe
and Ti layers reached 580. X-ray analysis of the MSLs showed that they have a highly
textured bcc structure.

The magnetization curves were measured in a static regime with the aid of a com-
pletely computerized vibrational magnetometer in external fields of upt6 kOe. The
sensitivity of the magnetometer was equal to 1@mu. The magnetometric measure-
ments were performed in weak variable fields with the aid of an induction magnetometer.

The F&’ Mossbauer spectra were measured at room temperature in a transmission
arrangement on a spectrometer with constant acceleration. The nonlinearity of the motion
of the electrodynamic vibrator did not exceed 0.3% and’@oRh served as the-ray
source. A novel mathematical prograrim which the desired functional is represented in
an analytic form as a sum of a definite number of Lorentzians followed by an efficient
minimization program, was used for mathematical analysis of theslfauer and for
reconstructing the probability distributions of the hyperfine magnetic fitld at the
Fe’ nuclei.

3. Hysteresis loops for the MSIFe(7 A)/Ti(8.4 A)]- 400 with the external magnetic
field oriented in the plane of the film are displayed in Fig. 1. Figure 1a shows the comlete
loops in the maximum field of- 15 kOe. The characteristic features are the small values
of the susceptibility of the paraprocess and the high degree of squareness of the loops.
The central part of these same loops in a field up-®00 Oe is shown in Fig. 1b for two
mutually perpendicular directions. The difficult direction of magnetization is also the
direction of the external magnetic field during deposition of the film. A high degree of
in-plane magnetic anisotropy, due to the presence of an external magnetic field during
deposition of the films, and also the anomalous “stretched” shape of the loop for the
easy direction of magnetization, which could be due to the characteristic features of the
domain structure of the film associated with the above-noted anisotropy and with the
characteristic features of the indirect exchange interactions between the magnetic layers,
are characteristic.

The dependence of the values of the spontaneous magnetization and coercive force
of the MSL, calculated from these curves, on the thickness of the Ti layers is presented
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FIG. 1. Hysteresis loops for the MSIFg(7 A)/Ti(8.4 A)]-400 for an in-plane external field orientation: a
Hysteresis loops in a maximum field) bentral sections of the same loops. Dots — the external magnetic field
during the measurements is oriented in the same direction as the external magnetic field during film deposition;
solid curves — the external field during the measurements is perpendicular to the preceding orientation.

in Fig. 2. As one can see from the figure, the main feature of this curve is its pronounced
oscillatory character. The increase in the spontaneous magnetization from minimum to
maximum value is greater than two orders of magnitude! The coercive force also varies
similarly as a function of the thickness of the Ti interlayers. Such sharp changes in the
magnetic parameters with increasing thickness of the Ti layers attests to sharp boundaries
between the Fe and Ti layers.

As is well known, such oscillations of the magnetic parameters are apparently due to
changes in the sign of the indirect exchange interaction between the magnetically ordered
layers, which occurs by means of the polarization of the spin density of the delocalized
electrons in the nonmagnetic interlayers.

These interactions are most often interpreted either on the basis of the RKKY ap-
proximation or in terms of Friedel oscillations, though there are great difficulties in
explaining the experimentally observed periods of the oscillations. The fact that in our
case the values of the resulting spontaneous magnetization for some Ti layer thicknesses
are very small attests to the almost complete compensation of the magnetization of
individual layers and therefore a 180° orientation of the magnetization of neighboring Fe
layers.

L] 10 20 30 40 50 60 ™w 80 0
dy A

FIG. 2. Spontaneous magnetizatibg ((J) and coercive forceH, (A) of a Fe/Ti MSL versus Ti layer
thickness. Fe layer thickness6 A.
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FIG. 3. g Mdssbauer spectrum of the MSE&5.2 A)/Ti(47 A)]-550; b probability distribution function of
Hy¢ for the same MSL.

It should be noted that for some Ti layer thicknesses the values of the spontaneous
magnetization of the MSLs scaled to the Fe content are much higher than the values
characteristic for Fe ions in pure Fe. The possibility of such an increase was shown
theoretically in Ref. 6 and confirmed experimentally in Ref. 7. The very high values of
the average atomic magnetic momei, at room temperature ur.=3.5 ug were mea-
sured in single-crystal FgN, films with the aid of a vibrating sample magnetometer and
Rutherford backscatterirfyAn important factor here is the decrease in the coordination
numbers for the Fe ions located at the surface; this results in a narrowing dfttaed
and an increase in the atomic moments as well as additional contributions from the orbital
moments associated with the changes in the local symmetry of the environment of the Fe
ions and contributions from the polarized spin density of nonlocalized electrons, partici-
pating in indirect-exchange processes, in nhonmagnetic layers.

The F&" Mdssbauer spectrum for the MSE&(5.2 A)/Ti(47 A)]- 550 is displayed in
Fig. 3a, and the probability distribution at these nuclei which is reconstructed from this
spectrum is presented in Fig. 3b. As follows from the form of the distribution function,
the maxima of the probability fall into three groups, corresponding to the three non-
equivalent local states of the Fe ions. For one of these gréljps-30 kOe, which
indicates that the Fe ions in these local states do not have an intrinsic magnetic moment
andH; is due to the polarization of the electronic spin density at the nuclei by ions from
the environment. These local states can correspond to definite positions of the Fe ions in
the interphase regions. The group of peaks that corresponds to the maximum values of
Hpt (up to 380 kOgis apparently due to Fe ions with high atomic magnetic moments and
located in the surface layers.

These conjectures agree with the measurements, presented in Fig. 4, of the tempera-
ture dependence of the magnetization in weak magnetic fields. The anomalies observed in
this dependence could be due to the magnetic transitions of Fe ions in corresponding
local states. The maximum near 750°C is apparently due to the Hopkins effect in the
high-temperature magnetic phase.

The measurements of the spontaneous magnetization of the Fe/Ti MSL as a function
of the Fe layer thickness were performed on a series where the Ti layer thickness was
maintained constant near the value 40 A and the Fe layer thickness was varied from 6 to
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FIG. 4. Temperature dependence of the magnetizdtiof the MSL [Fe(6.2 A)/Ti (8.6 A)]-580 in weak
alternating fields.

32.2 A. The 40 A thickness of the Ti layers corresponded to the minimum value of the
spontaneous magnetization in the series with a constant Fe layer thickness. The depen-
dences of the spontaneous magnetization and coercive force of the MSL from this series
on the Fe layer thickness are presented in Fig. 5. As one can see from the figure, in this
case the indicated parameters do not undergo oscillatory variations.

4. Measurements of the magnetic properties and hyperfine magnetic fields at the
Fe’ nuclei as a function of the Ti and Fe layer thicknesses were perfomed on Fe/Ti
MSLs synthesized by cathodic sputtering in a Penning discharge. An oscillatory depen-
dence of the spontaneous magnetization and coercive force of the MSL on the Ti layer
thickness was found. The magnitude of the spontaneous magnetization varies by more
than two orders of magnitude. For some values of the Ti layer thickness the spontaneous
magnetization of the MSL is much greater than the corresponding value for pure Fe. The
distribution function forH,; at the F&" nuclei in Fe/Ti MSLs, reconstructed from the
experimental Mesbhauer spectra, contains three groups of peaks which correspond to the
three types of nonequivalent local magnetic states of the Fe ions. For the states which
correspond to the minimum values Hi,; (25—-50 kOg the Fe ions apparently have no
intrinsic magnetic moments. These conjectures agree with the measurements of the tem-
perature dependence of the magnetization in weak alternating fields.

1200

dre, A

FIG. 5. Spontaneous magnetization([]) and coercive forcél, (A) of a Fe/Ti MSL as a function of the Fe
layer thickness. Ti layer thickness40 A.
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In the cases when the Ti layer thickness in Fe/Ti MSLs remained constant and the
Fe layer thickness was varied, the values of the spontaneous magnetization and coercive
force did not undergo oscillatory variations.
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