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The correction to the Hamiltonian of a quark—antiquark system due to
the rigidity term in the action of the gluodynamics string is found using
the action obtained by D. V. Antonost al, Mod. Phys. Lett. All,
1905 (1996 with the Hamiltonian obtained by A. Yu. Dubist al,
Phys. At. Nucl56, 1745(1993; Phys. Lett. B323 41(1994 and E. L.
Gubankova and A. Yu. Dubin, Phys. Lett. 384, 180(1994); preprint
ITEP 62-94. This correction contains additional contributions to the
orbital momentum of the system and several higher derivative opera-
tors. The resulting Hamiltonian is used to evaluate the rigid-string-
induced term in the Hamiltonian of the relativistic quark model for the
case of large masses of the quark and antiquark.1997 American
Institute of Physicg.S0021-364(®7)00109-9

PACS numbers: 12.39.Ki

1. In a recent papérit was shown that the effective action of the gluodynamics
string obtained from the expansion of the averaged Wilson (§C)), written with the
use of the non-Abelian Stokes theofehand cumulant expansicf, has the form of a
series in powers of /L, whereT, is the correlation length of the vacuum ahds the
size of the Wilson loop. Keeping in the cumulant expansion only the lowest bilocal term,
which is dominant according to lattice ddta,
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whereD and D, are two renormalization-group invariant coefficient functions, one ar-
rives at the following effective action of the gluodynamics string, induced by the non-
perturbative background fields
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where
0=4T§f d?zD(Z?)

is the string tension of the Nambu—Goto term, and
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is the inverse bare coupling constant of the rigidity term. Hered/9£%; a,b=1,2;
Oab=(daW,)(dpw,) is the induced metric tensor, g=defg,y|, and
t,,=(1Ng sab(aawu)(&bwv) is the extrinsic curvature of the string world sheet.

The aim of this letter is to apply actidil) to the derivation of the correction to the
Hamiltonian of the quark—antiquark system in the confining QCD vacuum, which was
obtained in Ref. 2 for the case of equal masses of a quark and antiquark and generalized
in Ref. 3 to the case of arbitrary masses. In both Refs. 2 and 3 only the Nambu—-Goto
term on the right-hand side of E(l) was taken into account in the expression for the

Green function of the spinles;sq_system, which, by virtue of the Feynman—-Schwinger
representation, can be written in the form

G(xx_|yﬁ=f dsf d?f DzD ze K~ X(W(C)), )
0 0
where
T A — ,—1(s -
K=mls+—f dvyz(y), K=mzs+—f dyz<(y).
4Jo 4Jo

Our goal here is tﬂtake the rigidity term into account as well. In analogy with Ref. 3, we
shall consider & g system with arbitrary masses of the quark and antiquark.
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In this way we shall work within the same approximations that were used in Refs. 2
and 3, namely, we shall disregard spin effects and the influence of additional quark loops.
Secondly, we shall neglect quark trajectories with backward motion in proper time, which

might lead to the creation of additionalq_pairs.

Besides that, we shall use the straight-line approximation for the minimal surface
S, this, as was argued in Refs. 2 and 3, corresponds to the valence quark approximation.
Such a “minimal” string may rotate and oscillate longitudinally. This approximation is
inspired by two limiting cased:=0 and| — .

The first case will be then investigated in more detail, and the correction to the
Hamiltonian of the relativistic quark modetiue to the rigidity term in the limit of large
masses of the quark and antiquark will be derived.

The main results of this letter are summarized in the Conclusion.

2. RIGIDITY CORRECTION TO THE HAMILTONIAN OF THE “MINIMAL” QCD
STRING WITH SPINLESS QUARKS

Making use of the auxiliary field formalisf:® one can represent the Green function
(2) with (W(C)) defined via Eq(1) in the following way:
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where we have integrated over the Lagrange multiplie?®(£)=a(£)h?"(¢)
+130(¢), f3h,,=0, anda is the mean value of(&). Heret,,,= (1/h) e®°(d,w,)
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and the no-backtracking-time approximatidn

u1(7)>0,  uo(7)>0 )

was used. As in Refs. 2 and 3 we use in the valence quark gé&gttire approximation
that the minimal surfac& may be parametrized by the straight lines connecting points
z,(7) and Z_M(T) with the samer, i.e., the trajectories of a quark and antiquark are
synchronizedz, = (7,2),z,,=(7,2),W,(7,8) = Bz,(7)+(1—B)z,(r), 0<=B<1.
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Introducing the auxiliary fields

iz g
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and making a rescaling
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one obtains from the last exponential function on the right-hand side of(Fghe
following action of the string without quarks:
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where a dot stands fat/d7, r#(r)=zM(r)—z_M(r) is the relative coordinate, and as in
Ref.1, we have assumed that the string world sheet is not very crumpled, $g jlisa
smooth function.

Let us now introduce the center-of-mass coordin&g(7)={(7)z,(7)+(1
—g(r))z_M(r), where {(7)=1(7)+ (L/ag) {2(7), 0<¢(7)<1 should be determined
from the requirement tha'R# decouples frorrf#.3 Next, assuming that a meson as a

whole moves with a constant speéghich is true for a free mesgni.e., R=0, and
bringing together the quark kinetic ter®) and pure string actiof6), we arrive at the
following action of the QCD string with quarks
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where we have performed a rescaling

— |/ h — — |/ h— oT?
o WZM, Z’u—>a ﬁzﬂ, V_)ﬁy.

Integrating overn, one gets in the zeroth order inaly/

e 1
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which, together with the conditioRr =0, yields
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while (= w1+ [5dBBVI[ w1+ uo+ [5dBY] was found in Ref. 3.

Finally, in order to obtain the desirable Hamiltonian, we shall perform the usual
canonical transformation frof to the total momentur® in the Minkowski space—time:

f DR exr{ fL(R Odr

where H(P,...)=P-R—L(R,...), and choose the meson rest frame as

P=4L(R,...)/dR=0. After performing the transformation from to p we get the
following Hamiltonian:

—JDRDPexp[ j(P R—H(P,...))dr|,

1
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is the Hamiltonian of the “minimal” Nambu—Goto string with quarks, which was
derived and investigated in Ref. 3, while the new Hamiltontaft) has the form
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wherew= 1o/ 1+ py, and the coefficients, ,k=1,. .. 6read as follows:
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During the derivation oH*) we have placed the origin at the center of mass of the initial
state, so thaR-r<1, and the term

1 (7 i,
- mfo d7vg(R-T)

on the right-hand side of Eq7) has been neglected.

Notice that Hamiltoniari8)—(10) contains auxiliary fieldgt,, u», andv. In order to
construct the Hamiltonian operator that acts on wave functions, one must integrate over
these fieldgthis implies a substitution of their extremal values, which could be obtained
from the corresponding saddle-point equations, into E8s-(10)) and perform Weil
ordering!!

Let us now apply Hamiltoniafl0) to the derivation of the rigid-string correction to
the Hamiltonian of the so-called relativistic quark modle&., consider the case when the
orbital momentum is equal to zero. In what follows we shall for simplicity put the mass
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of a quark equal to the mass of an antiquark;=m,=m. In order to getH*), one
should substitute the extremal values of the figlds u,, and v of the zeroth order in
Uag, p$'=ud'=p?+m? andve.= o]r|, into Eq.(10). The limit of large masses of a
quark and antiquark means that>\/o. In this case we obtain from EL0) the rigid-
string HamiltonianH®)= — (4¢|r|/m*) (p?)? and then, from Eqs(8) and (9), the fol-
lowing expression for the total Hamiltonian

2

H=2m+ |r|+p—— —gl +4U|r| (p?)? (11)
7 m \4m°®  aom* P

3. In this letter we have derived a correction to the Hamiltoni@nof the QCD
string with spinless quarks, which was found in Ref. 3; this correction, which arises from
the rigidity term in the gluodynamics string effective actfois, given by formula(10).
The Hamiltonian obtained contains corrections to the orbital momentum of the system
and also several operators of higher than second order in the momentum. The latter
corrections arise as a consequence of the fact that the rigid-string theory is a theory with
higher derivatives.

We have used the Hamiltonian obtained to derive the rigid-string contribution to the
Hamiltonian of the relativistic quark model in the case of equal large masses of a quark
and antiquark, so that the total Hamiltonian is given by forma.

| am grateful to Professors M. G. Schmidt and Yu. A. Simonov for helpful discus-
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It is shown that in a dense, not very hot, multiply charged plasma the
satellite structures of resonance lines can become more intense than the
resonance lines themselves. Experimental and theoretical investigations
show that the conditions under which the satellite structures dominate
in the emission spectrum of the plasma are quite easily realized experi-
mentally and, furthermore, apparently they will be the most typical case
in investigations of compressed plasma regions in inertial-confinement
fusion experiments and in the study of plasma produced by high-
contrast pico- and femtosecond laser pulses.197 American Insti-

tute of Physics[S0021-364(®7)00209-(

PACS numbers:; 52.25.Nr, 52.70.La, 52.58.Hm

X-ray spectral diagnostics methods have long been used, very successfully, for
determining the parameters of both laboratory and astrophysical plasmas. For example,
they have been used to obtain extensive information on the ablation plasma in inertial
confinement fusiollCF) experiments and there are plans to use them for diagnostics of
compressed regions in thermonuclear targets in large-scale ICF experi(eeasfor
example, Refs. 193

Many existing x-ray spectral diagnostics methods are based on the detection of the
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resonance lines of multiply charged H- and He-like ions, i.@~2s and 1s2p—1s?
transitions, respectively. However, these resonance lines are bordered by satellite struc-
tures due to transitions of the typ@@l—1snl and 1s2pnl-1s?nl in ions with a smaller
charge. Fon=2 the satellites lie quite far away from the corresponding resonance lines,
whereas fom=3 the splitting becomes very small, and many of these satellite lines lie
within the contour of the resonance line. This means that, strictly speaking, experiments
all record not a single resonance line but rather the sum of the resonance line with the
corresponding satellites. This circumstance ordinarily does not create additional difficul-
ties, since in the most common case of a quite hot plasma which is not too dense, the
intensity of satellite structures with=3 is in general quite low. Moreover, it drops
rapidly with increasingn, and the contribution of the satellites to the resonance line does
not exceed-10%. However, it should be remembered that the intensities of the satellites
and the resonance lines themselves depend differently on both the ion éhange
plasma parameters, such as the temperdiurehe densityN., and the linear sizé of

the plasma: The relative intensity of the satellite structures increases with incr@asing
decreasingT., and increasind\. and L. The first two dependences are quite obvious
(see, for example, Refs. 4 andl $he dependence dd, appears as a result of both the
additional filling of doubly degenerate states with small autoionization constants and a
decrease in the intensity of the resonance line due to self-absorption, and the dependence
on L is due completely to self-absorption. Therefore, satellite structures in a dense, not
very hot, multiply charged plasma can become more intense than the resonance lines
themselves, and it may be impossible to record the resonance lines. This conclusion by
itself is very obvious, and the real question is whether or not the conditions for realizing
such a situation are too exotic. Answering this question is our objective in the present
work. Our experimental and theoretical investigations showed that the conditions under
which the satellite structures dominate the radiation spectrum of a plasma are quite easily
realized experimentally and furthermore they apparently will be the most typical case in
investigations of compressed plasma regions in ICF experiments and in the study of
plasma produced by high-contrast pico- and femtosecond laser pulses, i.e., in investiga-
tions which are of greatest interest today.

The experimental investigations were performed on the Hercules déiascat),
which consists of a XeCl laser with an active-medium volume ®f4%< 100 cm, wave-
lengthA =308 nm, pulse energy 2 J, and pulse duration 12 ns. The radiation was focused
into a 40—70um in diameter spot on the surface of a solid magnesium target, so that the
flux density was equal to (48)-10' W/cn?. The laser operated in the periodic-pulse
mode with a repetition frequency of 10 Hz. The spectrum was ordinarily obtained over
20-40 shots; the target was moved after each shot.

The soft x-ray radiation from the plasma was recorded with a spherically curved
mica crystal spectrograph® The FSPR-1 arrangemértf the crystal(radius of curva-
ture 186 mm, the plasma, and the photographic film made it possible to obtain spectra
with a high spectral resolution/AX~10000 and a spatial resolutiagix~20 um in the
direction of expansion of the plasma. The recorded spectral range of 9.1-9.35 A
contained the resonance lin@&) 1s2p'P;-1s? 'S, and the intercombination linéy)
1s2p®P;-1s? 1S, of the He-like ion Mg XI and the satellite structures due to the radia-
tive transitions $2Inl’—1s?nl’ from the twofold degenerate states of the Li-like ion
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FIG. 1. 3 Radiation spectra of a magnesium laser plasma. The spectra correspond to plasma regions located at
distancesx=0-280um from the target surface. The standard designations are used for satellites=wdth

q,r, ... (see, for example, Ref.)5W andY are resonance and intercombination lines of the MgXI ion. b
Theoretical modeling results for the radiation spectrum of a plasma from the regidd um. The model
spectrum was constructed fbi,=10?* cm™3, T,=80 eV, andL =50 um.

MgX. Examples of densitometer traces of spectra corresponding to plasma regions lo-
cated at different distances from the target surface are displayed in Fig. la.

It is evident from Fig. la that at sufficiently large distances from the target surface
(x>100 um) the radiation spectrum of the plasma looks to be very standardWraed
Y lines dominate the spectrum, and the total radiation energy in the satellite structures is
very low. The situation changes qualitatively as the target is approachdhelwell-
known satellitesy, r, a—d, k, andj become at least as intense as the resonance line, 2
intense satellites appear near the intercombination line, artde3contour of the reso-
nance line becomes strongly asymmetric, with spectral lines clearly observed on its
long-wavelength wing. We used the “Maria” kinetic cat® model this situation theo-
retically. This code represents a nonstationary, multilevel, radiation—collisional model
with self-absorption taken into account in the leakage-factor approximation. An impor-
tant feature of the Maria code is that a large number of autoionizing states of ions of
different charges are included in the calculation. For example, for the Li-like MgX ion all
states of the &2Inl’ configurations with 2n=<7 were included in the present work.
The calculations were performed for a large set of values of the plasma parameters and
made it possible to investigate the dependence of the emission spectrum on the plasma
density, temperature, and size. Figure 2 displays as an example the most nontrivial, in our
opinion, dependence of the spectrum on the linear size of the plasma for fixed values of
the plasma densiti,= 10! cm~2 and temperatur&,=80 eV.
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FIG. 2. Computational results for the emission spectrum of a magnesium plasma in the region 9.1-9.4 A for
Ne=10** cm 3, T.=T;=80 eV, and different geometric dimensions of the plasma object.

One can see from Fig. 2 that the form of the radiation spectrum for an optically thin
plasma is qualitatively different from that of an optically thick plasfia the case
L =300 um, for example, the optical thickness of the plasma at the center of a resonance
line is 7o(W)~500). As the plasma increases in size, at first self-absorption appears in
the resonance lines, while the satellite lines remain practically unchasgedhe spec-
trum for L=10 xm and also Refs. 10 and L1For L=100 xm the plasma becomes
optically thick even for satellites with=2. Since a strong nonradiative decay channel
(autoionization exists for the autoionizing levels, imprisonment of the radiation strongly
affects the satellite intensities even for 1 (see, for example, Refs. 12)14s a result,
satellites withn>2 play a relatively large role in the radiation spectrum of the plasma.
For L=300 um the optical thickness of the plasma reaches 1 even for satellites with
n=3. Therefore, as the plasma size increases, satellite structures witmla®yewhich
are concentrated close to the resonance line, start to play an increasingly important role.
As a result, a complex “resonance structure” forms at the location of the resonance line,
and the resonance line itself makes only a very small contribution to this struskee
the L=300 wm spectrum in Fig. R

The kinetic calculations made it possible to describe the observed spectra quite well.
For example, Fig. 1b shows the modeling results for the spectrum emitted from a region
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FIG. 3. Relative densities of Li- and He-like Mg ions at titve 7.1 ns, corresponding to the maximum distance
of the critical surface from the target, as a function of the radisnd the time dependence of the electron
density(b) and temperaturée) for a number of distancesfrom the center of the spherical surface of the target.
The numbers on the curves correspond to the values of the mdiumicrons. Since the initial target radius
was equal to 10Q.m, the quantityx=r —100 um gives the distance from the target surface.

of the plasma located at a distange40 um from the target(the parameters of the
model spectrum are given in the figure capjidfrom this figure it is also clear that the
complicated “resonance structure” is formed by satellites with2. We note that the
theoretical spectrum shown in Fig. 1b was constructed taking into account the inhomo-
geneous Doppler shift of the spectrum, due to the macroscopic motion of the plasma, and
the presence of a small number-@® °) of high-energy electrons5§~1 keV, see also

Ref. 9.

The good agreement between the observed and computed radiation spectra shows
that near the surface the plasma temperature was quite 4680 (€V) and the plasma
density was quite high+10°* cm~3) under the experimental conditions of the present
work. This conclusion also follows from the gas-dynamic calculations which we per-
formed using the Hydra cod@.The calculations were performed in a one-dimensional
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spherical geometry. The initial target radius was set equal tqui0The temporal form

of the laser pulse was Gaussian with a width of 14.4 ns at half height. The peak density
of the laser radiation flux, scaled to the initial radius of the target, was equall@'3
W/cn?. The calculation started 14.4 ns before the peak of the laser pulse. Together with
the gas-dynamic equations, the equations governing the population kinetics of the levels
of Mg ions with all charge multiplicitiegfrom neutrals to bare nuclewere solved
self-consistently. The radiation energy losses and reabsorption of radiation in the spectral
lines were taken into account in the photon-escape-probability approximation. Some of
the computed curves are presented in Fig. 3. We note that, as one can see from Fig. 3a,
a large number of Li-like ions is present in the plasma near the target; this increases the
excitation efficiency of satellites with>2 from the Is?nl states upon the direct exci-
tation of an inner & electron.

For other laser pulse parameters characteristic for most of the experiments per-
formed with laser plasmas over the last two decades 1.06 um, =1 ns,q=10"
W/cn?), regions of comparatively cold, dense plasma should also exist near the target.
However, these regions will be much smaller, and in spectra recorded with the ordinarily
realizable spatial resolutiofix= 100 um they will not be noticeable. Inadequate spectral
resolution has a similar effect: The complicated “resonance structure” will appear as a
single line with a smooth contour. The satellite dominance which we observed in the
emission spectrum of a laser plasma in the present work will apparently be even more
important in experiments on femtosecond heating of plasma by high-contrast pulses,
where, as a result of the higholid-staté density of the plasma produced, the ionization-
state composition will shift in the direction of lower states of ionization, and satellite
structures due to the radiative decay of autoionizing states with two highly excited elec-
trons in Be-, B-,...-like ions will play a large role.
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Simulation of the formation of porous-silicon structures
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The formation of porous silicon is investigated by the Monte Carlo
method in a model that takes account of the nonuniformity of the
charge distribution over the silicon—electrolyte interface, hole diffu-
sion, generation, and recombination processes, and size quantization.
The structures obtained in a computer simulation for various doping
levels of the crystalline substrate, temperatures, HF concentrations, and
anode current densities are presented. Analysis of nanoporous struc-
tures shows that the porosity depends on the depth and reveals the
presence of a fractal dimensionality on scales of less than 10 nm.
© 1997 American Institute of Physids$0021-364(1®7)00309-3

PACS numbers: 61.43.Dq, 61.43.Bn

Porous silicon obtained by anodization in a solution of HF has become a promising
material for producing electronic devices on account of its visible-range luminestence,
its extremely extended surface, and its extensive technological possibitititss also
an interesting object for fundamental investigations, since its fractal structure exhibits a
number of optical, diffusion, thermodynamic, and transport propériigsch have not
been completely explained. The mechanism leading to the formation of porous layers is
also in dispute.

Together with experimental methods, computer simulation is also used to study the
mechanism leading to the formation of porous silicon. All physical models employed are
based on the idea that the elementary event contributing to the decomposition of a crystal
during anodic etching is an electrochemical reaction with transport of several positive
elementary chargeg$oles from the crystal into the electrolyte. A model which incorpo-
rates diffusion transport of holes to the boundary of the silicon aridiffeision-limited
mode) makes it possible to obtain structures which are visually similar to the experi-
mental structure$:1! The qualitative dependence of the structure on the anodic current
density emerges when hole drift near pore tips is included in the simulation. However,
these models do not give detailed agreement between the computed and the real experi-
mental structureéincluding the pore diameter, the average interpore distance, and so on
or an adequate dependence of the topological characteristics of the modeled structures on
the experimental conditions.

In the present work we performed a numerical simulation that makes it possible to
follow the formation of porous silicon as a function of the doping leved-ii, the anodic
current density, the temperature, and the HF concentration. Hole diffusion, drift, genera-
tion, and recombination in the crystal, the formation of a space-charge rég@R at
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FIG. 1. Diagram illustrating the computational algorithm fof-Si.

the pore tips and near the crystal—electrolyte interface, as well as size quantization in
nanoparticles are incorporated in the model as processes leading to the formation of
porous silicon. All conditions together determine which process dominates. The simula-
tion was performed on both square and cubic meshes. In the latter case, the fractal
dimension of the porous structures obtained was calculated directly.

In heavily doped silicon>10" cm3) the electric charge focusing the lines of the
electric field is concentrated on irregularities of the anode surface. The current density
j is distributed over the anode surface nonuniformly. The ionic charge is depleted, but it
is concentrated predominantly at pore tips whiiie higher than the volume average.
Near the pore tips ions are attracted to asperities, where the hole density is elevated.
According to Ref. 8, this mechanism promotes electropolishing. A characteristic feature
of this model is that for each charge carrier near a pore tip the zone where a hole is
attracted to an asperity on the surface of the silicon anode is limited by some distance
R,. As a result, etching can occur only at pore tips without the entire surface being
electropolished. We assume that an energy barrier is present at the walls of pores in
p*-Si that prevents holes which appear at the pore walls as a result of thermal generation
from penetrating into the pores, while it is overcome at the pore tips, where the lines of
the electric field are focused.

The numerical simulation of the anodization jof-Si was performed on a two-
dimensional mesh (160160). Each position on the mesh is defined as a cell. A mesh
step corresponds to the spatial extent of the fluctuation of the surface chalyses
undergo random transport, hopping over a distance equal to the mean fred€igath).

As soon as a hole is located within the distaﬁben;3 from the nearest pore timg is
the impurity density, drift in the direction of this tip starts. After the hole reaches a point
on the interface, the curvature of the boundary within an intdrvah both sides of this
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point is analyzed. Decomposition occurs on the sharpest asperities within this interval.
The quantityL corresponds tdR, and depends on the HF concentration and current
density as

L~A(j/c)¥ @)

whereL is the number of mesh cellg,and ¢ are expressed in the units mA/grand
Wt.%, respectively, and=48 (cnfwt.%/mA)*2.

In a lightly doped crystal§<10'® cm™3) the space-charge density and intensity of
the electric fields are low. For this reason, in these crystals the dominant pore formation
mechanisms are hole diffusion, thermal generation, and recombination and in nanocrys-
tals the size-quantization effect is the dominant mechanism. As is well known, size
quantization increases the band gap. As a result, an energy barrier preventing hole pen-
etration into nanoparticles arises between the nanoparticles and the bulk material. Size
quantization becomes important on scales of the order of 10 nm.

Computer simulation of pore formation m -Si is performed on two-dimensional
meshes (168 160) and three-dimensiongl 60X 160X 80) meshes. One mesh step cor-
responds to the average interatomic distance. The algorithm differs from the one de-
scribed above: Before undergoing a hop, a hole can vanish and appear at a different point
in the crystal. The probability of such an eventi®exp(—Eg/kT), whereE is the band
gap. When a hole reaches a point on the interface, the neighborhood of the crystal near
this point is analyzed. If the crystal contains a sphere with ra@iisthen decomposition
occurs. Otherwise, the hole continues its random motion.

The three-dimensional structures obtained were analyzed numerically. The porosity
was calculated as a function of depth:

P(h)=Npg(h)/Nj;(h), ()

whereNpg(h) is the number of cells contained in the pores in a layer of dép#nd
N;j;(h) is the total number of cells in this layer.

The fractal dimension of the porous structures was calculated by the “sandbox”
method? as

Npp(i,j.k)

D(I,j,k)=3logjk/i*j*k* my (3)

where Npp(X, Yy, z) is the number of crystal cells contained in a parallelepiped
XxXyXz (x=1,y=1,z=1) centered at some site of the crystal, averaged over all such
sites. The neighboring quantities, j,k) and (*,j*,k*) differed by not more than 1.

An array of pictures obtained by numerical simulation on a (1660) two-
dimensional mesh foN= 80 is presented in Fig. 2. The black color represents pores. In
each picture the pores grow from top to bottom. The rows and columns in the array are
labeled with the values of the effective model paramefeendL. One can see that the
pore diameter increases with; this corresponds to increasing current density and/or
decreasing HF concentration. Within the diametepores are continuous in the lateral
direction, in agreement with high-resolution transmission electron micros€bipi)
results for micro- and macroporous layers of sili¢di€ontinuity is achieved by includ-
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FIG. 2. Array of pictures of a porous structure which were obtained by varying the model parameteds
R (N=80). The pores are colored black and grow from top to bottom.

ing in the simulation a factoR,, since simulation based on the standard diffusion-
limited model makes it possible to obtain only branched p&f8&orL=4 andR=0 the
current density is high enough for electropolishing to occur.RABIcreases, the pores
become longer and the interpore distance increasesL E@¥ and R=10 and 20 the
direction of growth is practically predetermined, since the active zone for each pore is
limited by its lowest point. In Ref. 14 similar conditions were realizedvi8i by using
small initial pits and back-side illumination. The structures obtained by simulation and
experimentally were compared with the TEM data obtained for samples of porous silicon
in the experiments of Refs. 13 and 15.

A matrix of sections of the obtained three-dimensional structures>160x 80)
along planes parallel to the surface of the substraté\Nfer3000, whose rows and col-
umns correspond to the relative degthh,,,, and the generation probabilit$, was
constructed. The parametRy, was set equal to 3 lattice sites. The calculations showed
that the quantitydP/dh decreases when hole thermal generation and recombination
factors are incorporated in the model. The curRéb/h,,,,), whereh,,,,is the maximum
depth of the pores, are displayed in Fig. 3. The steep slope near the initial boundary is due
to the difference in the growth conditions of the pores on the initial surface and at some
depth. The thickness of the transitional layer between the porous and continuous silicon
decreases with increasing scale on which size quantization is manifested with a suffi-
ciently large thermal generation factds € 0.5). Our investigations also established that
decreasings increases the porosity gradient along the depth of the main layer of porous
silicon.
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FIG. 3. Porosity versus depth for structures obtained by simulation on a three-dimensional xnesh (
Ro=1,A — Ry=2,0 — Ry=3, ® — Ry=4; G=0.05).

The fractal dimension was calculated from E8).for crystalline structures obtained
by numerical simulation on a three-dimensional mesh. The dependence of the fractal
dimension on the size of the structuidefined asi/i - j-k) is shown in Fig. 4. It varies
from 0.1 to 3 for structures ranging in size from 1.3 to 4 mesh cells, which corresponds
to real values from 0.3 to 1 nm. To each absci¥sqj - k, whose value can be obtained
with at least three combinations iofj, andk, there correspond at least three points. Most
points with the same abscissas are superposed on one another, showing that the fractal
properties of the structures obtained are isotropic. Neutron-scattering expetfments
showed that the mesoporous structures possess a fractal dimensionality on scales of up to

30 g'gn moo oo o QQ)OOO(DO DMOG]I
ggeid® .8F
. & $
sl T e ¥
a +
1t
S N ¥
- 20
2 ¢
] Ed
£ s} 1 ¥
T
(_“ +
+= ¥
Q 10
S +
w +*
o5} *
.
00 + i 1 1
10 15 20 25 30 35 40 45 50

Scale (lattice units)
FIG. 4. Fractal dimension of structures obtained by simulation on a three-dimensional mesh as a function of the
size:+ — Rg=1,G=0.05A — Ry=1,G=0.015® — R5=2, G=0.015;0 — Rp=3,G=0.05;0 —
Ro=4, G=0.05.
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100 nm. The fractal nature of the nanoporous silicon structures should be manifested on
shorter scales.

The model presented above gives a more accurate description of the process leading
to the formation of porous silicon. It includes a relief-dependent etching mechanism,
which produces macropores of different diameters and shapes. In the gaseSothe
model takes account of thermal generation and recombination of holes as well as the size
quantization in nanocrystals. The transverse sections of the structures obtained by simu-
lation and experimentally look similar. Analysis of the porous structures obtained by
simulation on a three-dimensional mesh showed that the porosity and its depth gradient
depend strongly on the size-quantization scale and the generation—recombination factor,
respectively. The fractal dimension calculated directly for the simulated nanoporous
structures assumes ranges from 0.1 to 3 on scales ranging from 0.3 to 1 nm.
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The crossing of the energy levels of ¥b ions in paramagnetic
YbPQ, in ultrahigh magnetic fields of up to 400 T, produced by an
explosive method, is investigated experimentally and theoretically. A
wide maximum is found in the differential susceptibility/dH in a

field H.~280 T. This maximum is due to the crossing of the energy
levels of the magnetic ions in the field. The magnetocalorimetric effect
is calculated under the assumption that the magnetization process in the
pulsed fields is adiabatic. The effect is nonmonotonic as a function of
the field and is accompanied by a substantial cooling of the crystal near
H.. © 1997 American Institute of Physics.

[S0021-364(®7)00409-X]

PACS numbers: 75.268.g, 33.80.Be

Crossing of the energy levels of magnetic ions in a figldssover and an associ-
ated jump in magnetization have been predicted theoreticiltythe compound TmSb
and have been observed experimentally in various rare-@aEhcompoundgsee, for
example, Ref. 2in both paramagnetic and ordered states. This effect occurs when the
energy of the lower level of the crystal-field-split ground-state multiplet of the RE ion
depends on the magnetic field much more weakly than the energy of one of the excited
multiplets. For this reason, in sufficiently high fields these levels first draw together and
then exchange places. Since in this case the more “magnetic” level becomes the ground-
state level, crossover is accompanied by an abrupt increase in the magnetizatimha
maximum in the differential susceptibilitgM/dH.

It can be expected that level crossing effects will be quite numerous in the RE
zircons RXQ (R is a rare-earth ion, X= As, P, V), since the quite low tetragonal
symmetry of zircor(space grou;ﬁ)iﬁ=l41/ama) gives arich, weakly degenerate, spec-
trum of the RE ion and an appreciable magnetic anisotropy in directions parallel to and
perpendicular to the tetragonal axis in the paramagnetic state. Since there are no non-
equivalent positions for a RE ion in the zircon structure, these effects should be clearly
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FIG. 1. Experimentall) and computed2, 3) dependences of the differential susceptibildy/dH for
YbPO, for magnetic field orientation near the tetragonal 4€i81] (6 — angle of orientation

observed even in macroscopic characteristics such as the magnetization. Of the entire
series of RE zircons, crossover in comparatively weak magnetic field® (T) has been
investigated thus far only in paramagnetic Ho)O® The substantial progress made in
producing high and ultrahigh magnetic fields makes level crossing effects now accessible
for experimental investigation. In the present work we investigated level crossing in
paramagnetic YbPPboth experimentally and theoretically.

The measurements were performed on a YpBigle crystal at 4.2 K by an induc-
tion method in pulsed magnetic fields of up to 400 T, produced by an explosive nfethod.
The rise time of the field in the pulse was equal toids These are one-time measure-
ments and the measuring coils and samples are destroyed after each pulse; it is impossible
to compensate the signal from the magnetic field completely. Therefore the signal in-
duced in the measuring coils can be written in the form

dMm dH

Vi(H) ~ 4 K5 1)
where the first term corresponds to the signal from the sample and the second term
corresponds to the coil decompensation signal. During the field pulse the signaisd
V,~dH/dt from the measuring and “field” coils were recorded every 0.Q02 (ap-
proximately 8000 poins These data make it possible to calculate the curves
V1(H)/V5(H) (which, assuming that the decompensation signal is only a weak function
of the field intensity, are proportional with proportionality constinto the differential
susceptibility of the sampldM/dH=(dM/dt)/(dH/dt) and also to time-average the
signal in order to decrease the high-frequency fluctuations of the background.

Figure 1 displays the experimental and theoretical curveshdfdH for a YbPQ,
single crystal for a magnetic field oriented along the tetragonal [®04]. The wide
maximum of the susceptibility &i ,~280 T is due to the crossing of the energy levels of
the YB** ion. The large width of the maximum is apparently due to the change in the
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temperature of the sample as a result of the magnetocaloric effect accompanying mag-
netization in a pulsed field. Since the spin—lattice relaxation time in RE ionic compounds
is very short (10 ° s; see, for example, Ref) €ompared with the duration of the field
pulse, the electronic subsystem and lattice are in equilibrium during the measurements
and the magnetization process is close to adiabatic. In our view, the heat transfer between
the sample and the surrounding medium is very weak, even in pulsed fields with duration
~10 ms, as is indicated by the fact that the magnetization curves with increasing and
decreasing field are the same.

The Zeeman effect and the magnetic characteristics were calculated using a Hamil-
tonian that includes the crystal-field Hamiltonian, written in terms of the irreducible
tensor operator€X, and a Zeeman term:

H=B2C2+BjCa+BSCE+Bi(Ci+C* ) +BE(CE+C8 ) +gyugH-J. 2)

Here B'é are the crystal-field parameters aggl is the Landefactor. The crystal-field
parameters for the Y8 ion in the phosphate matrix are known only for the doped
compounds Yb:LuP@and Yb:YPQ (Ref. 8 (the parameterB3 of these compounds are
substantially differentand can, generally speaking, differ appreciably from the values for
the concentrated YbPQcompound. The crossover field, is determined by the spec-
trum and wave functions of the ground-state multiplet,2 of the YB** ion, which are
formed by the crystal field. Our calculations ldf. with the crystal-field parameters for
Yb:YPQ, and Yb:LiPQ, give values of 210 T and 180 T, respectively. Numerical analy-
sis shows that the value of the crossover field is most sensitive to the paradgeter
Solving the optimization problem for YbRQaking account of all available information
(from spectroscopy and E&Ras well as our magnetic measuremgugises crystal-field
parameters which fall within their range of variation in the series of RE phosphates and
yields the theoretical valuel,=270 T. This value agrees well with the experimental
value within the error limits associated with measurement of the fieldQ®%) and a
possible disorientation of the sample sf3°.

An interesting feature of crossover in YbpPQOs that the ground-state level
(99~2) crosses the bottom level of the first excited doublet, for which the
z-component of theg-tensor in the absence of a magnetic field is much smaller
(g§X1<O.1). In a field, however, the third excited doublet is strongly admixed to the
bottom level of the first excited doublet of the state7/2), both states belonging to the
same representation, and a large increase occurs ig,tfector of the latter. For the
ground-state doublegj, does not change as strongly in a field because of the weak
admixture of the second excited doublet to it. We note that for a field orientation strictly
in the direction of the tetragonal axis there is no mixing of the wave functions of the
ground-state and first excited doublets and for this reason the “true” level crossing
should be observed. A misorientation of the field by even 3-5° causes components
| =7/2) to appear in the wave function of the ground state and in the interaction between
the ground-state and first excited levels, which gives rise to a smalllgag repulsion
in the spectrum near the crossover fields. This results in broadening of the maximum in
dM/dH and increases the crossover field.

In calculating the magnetic characteristics for fields from 0 to 400 T with step
AH=0.01T, the Hamiltoniari2) was diagonalized numerically in order to determine the
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FIG. 2. Isothermall) and adiabatiq2) magnetization curve (H) for YbPO, for the initial temperature
To=4.2 K and variation of the temperatufé¢H) of the sample due to the magnetocaloric effect accompanying
adiabatic magnetization.

spectrum and the wave functions of the3Ytion, and the “elementary” magnetocaloric
effect AT accompanying a change in the field frainto H+ AH was calculated:

AT=—(M/JT)4TAH/Cy. (3)

In this formula the total specific heflt; of the crystal includes the lattice specific heat
Ciar~ (T/Tp)? (the Debye temperature for the phosphate latfige=275 K% and the
magnetic specific he& 54, calculated for each value of the field and temperature on the
basis of the spectrum of the RE ion. These data made it possible to calculate the isother-
mal and adiabatic magnetization of Ybjp@nd the temperature of the sample as a
function of the magnetic fieldFig. 2). The latter function is nonmonotonic, i.e., at first
the sample is heated by approximately 25 K and then it cools down by approximately 20
K in the region of the crossover fields. The sign of the “elementary” magnetocaloric
effect is determined by the sign of the derivativ/JT) . For isothermal magnetiza-

tion curves with jumps this derivative is positive as the crossover field is approached
(heating smooths the jumpswvhich explains the cooling of the crystal near crossover.

Level-crossing investigations yield a great deal of information about the spectrum
and wave functions of the RE ion, and ultimately their purpose is to investigate the
crystal field. The good agreement between the computed and experimental data for
YbPO, confirms that the magnetization process in an ultrahigh field is nearly adiabatic.
Depending on the character of the levels participating in crossover, both heating and
cooling of the sample can be observed near crossover. Cooling of the crystal gives
anomalies of the magnetic characteristics that in a number of cases are even more pro-
nounced than for an isothermal process in static fields. This makes it possible to inves-
tigate crossover effects by performing magnetic measurements in high and ultrahigh
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pulsed fields. We underscore that, as our calculations show, such effects can be expected
for an entire series of compounds from the group of RE oxides with the zircon structure.
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Nematic LC to nematic glass phase transition in pores
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The properties of a nematic liquid crystal in a porous matrix are dis-
cussed. On scales exceeding a certain characteristic scale the liquid
crystal behaves as a nematic glass. Application of a weak magnetic
field restores long-range orientational order. 1®97 American Insti-

tute of Physics[S0021-364(07)00509-4

PACS numbers: 64.70.Md

1. Porous medidspecifically, so-called aerogglare convenient systems for study-
ing the role of surface interactions and the physical properties of different systems. In the
early stages of this research it was mainly the character of the filling of the pores with
simple liquids and the very structure of the porous media that were studied, but in the last
few years more subtle effects pertaining to the behavior of superfluid Heburiguid
crystals have gained priorigee, for example, Refs. 2—5 and the literature cited therein

Roughly speaking, there are two types of effects for a nematic liquid crystal con-
fined in a porous matrix. First, there is a direct interaction with the pore surface and,
second, there is a simple restriction of the volume accessible to the liquid crystal. The
interaction with the surface itself also has a dual effect on the liquid crystal. On the one
hand, it influences the modulus of the order paraméterthis way it suppresses or
stimulates the phase transition from the nematic LC to the isotropic )iguid, on the
other, it has an orienting effect on the directoof the liquid crystal(this part of the
surface energy is traditionally called the anchoring energy

The direct interaction with the surface can result in a shift of the transition tempera-
ture. The first-order nematic—isotropic liquid phase transition occurs when the thermo-
dynamic potential€) of the two phases and also their chemical potentials are equal:

Cy CYN
Q|(TC+AT)+ F:QN(TC+AT)+ ? (1)

HereR is the characteristic pore radius is assumed that the pore-size distribution is
quite narrow, T, is the temperature of the nematic—isotropic liquid transition in the bulk,
v is the surface tensiom, is a numerical factor that depends only on the pore geometry,
and the indices andN designate isotropic and nematic phases, respectively. From the
relation (1) we find for the shift of the transition temperature

_ CTe(yn— )
AT=—"%3r
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whereQ is the latent heat of the transition.

As a result of the limitation on the volume accessible for the liquid crystal, first, the
phase transition itself becomes diffu@ince the increase in the correlation length stops
at the pore sizeand, second, the transition temperature decreased/&2 (in contrast to
the effect studied above whichl/R and whose sign is not fixed from general consider-
ations.

However, the effects described above are related with the individual action of the
pore surface and in no way take account of the interpore coupling. In contrast to this, the
coupling interaction between the orientation and the aerogel surface is of a collective
character and therefore influences not only the behavior of the liquid crystal in an indi-
vidual pore but also the entire macroscopic system. This letter is devoted to an analysis
of this effect.

2. The free energy of a nematic liquid crystal filling a porous matrix can be repre-
sented as a sum of the following contributions
F=Fg+Fa+Fn. 3

HereF is the Frank(gradien} energy,F is the anchoring energyorientation—surface of
the orientation with the surface, afg, is the interaction energy of the liquid crystal with
the external magnetic field. The expressions for these contributions are all well Rnown.
The Frank energy in a one-constant approximation has the form

FQZ;KJ dV(V-n)?, (4)

whereK is the Frank elastic elastic~10"° erg/cm) and n is the unit vector of the
director.

The anchoring energy is

1
Fazzwf ds(n- )2, (5

whereW is the characteristic anchoring energy of the orientation with the surface, and
| is a unit vector normal to the surface. The valueVéfvaries over quite wide limits
depending on the material and the physicochemical treatment of the surface
(W~10"2—1 erg/cn?). The integral in Eq(5) extends over the surface of the porous
matrix and therefore it is proportional to the density of the aerogel.

Finally,

1
Fm=—§XaJ dV(H-n)2, ©)

where y, is the anisotropy of the diamagnetic susceptibility of the liquid crystal
(~10"7) andH is the external magnetic field.

The contributions to the energy)—(6) entering inF determine several character-
istic length scales. First, there is the penetration depth of the surface disturbances into the
volume:
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A= @)

Second, there is the magnetic coherence length

W
§H=m- )

Third, there exists, of course, a characteristic geometric size — the pore Radiirsally,
the correlation lengtly plays a large role near a phase transitiand for liquid crystals
this is virtually the entire region of existence of the nematic.LC

Let £&>R (for aerogels this holds in the entire region of existence of the nematic
phase, since in typical cas&-~20-30 A, whileé~10°-10° A). For this reason, the
surface energy5) formally plays the role of anisotropic and randomly oriented impuri-
ties. As is well knowrY, a random local anisotropy leads in three-dimensional systems to
breakdown of orientational order on large scales. The characteristic/saalavhich this
breakdown occurs can be found as follows. On this scale the gain in energy due to the
random surface coupling is compensated by the elastic energy loss. Therefore, comparing
Egs.(4) and(5), we obtain

WRcY2=KA, 9
wherec is the concentration of the random “impurities” on the scale
A3

From Egs.(9) and(10), taking account of the definitio(v), we find

A \s 11
== 11
Orientational order breaks down on scales of the ordek @ind larger. Over large
distancesA the nematic liquid crystal in the porous aerogel matrix behaves as an aniso-

tropic glass, i.e.(n(r))=0, but the stiffness with respect to nonuniform deformations of
n remains. More accurately, this fact means that in this state of a nematic glass the

standard nematic order parametgymmetric traceless tensor of rankeéjuals zero:

However, the bilinear averages are different from zero, and they play the role of the order
parameter of the nematic glass

<Qa,8Qy§> = Saﬁyé(r)-

At the same time, the application of a sufficiently strong external magnetic field
restores the long-range orientational order. The critical fi¢lJds determined from the
condition that the magnetic enery,, is greater than the random-anisotropy energy

32

WR2<§ = xaHZAS. (12
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Using the definitiong7) and(11), we find
L @
Vs RN
Therefore a nematic LC to nematic glass phase transition occurs in thedfield

I thank G. E. Volovik for stimulating the writing of this letter and for acquainting
me with helpful literature on this question. This work was supported under the state
program “Statistical Physics” of the Ministry of Science and in part under INTAS Grant
No. 94-40-78 and by the Russian Fund for Fundamental Research.
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Electronic structure of ultrathin Cs coatings on a Si(100)
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The electronic structure and ionization energy of submonolayer Cs
coatings on a $1002x 1 surface is investigated by threshold photo-
emission spectroscopy. Two surface bands induced by Cs adsorption
are observed, and their evolution is studied as a function of coverage. It
is found that there are two “adsorption locations” for Cs atoms, where
they interact with active dangling bonds at the surface. It has been
determined that the Csf8002x 1 interface is semiconducting all the
way down to monolayer coverage. The results show that Cs adsorption
is predominantly of a covalent character. 197 American Institute

of Physics[S0021-364(®7)00609-9

PACS numbers: 73.61.At, 79.60.Bm, 79.60.Dp, 42.79.Wc

The increased attention directed toward investigations of adsorption properties and
local interactions on different reconstructed silicon surfaces coated with alkali metal
atoms is due to the promising applications of such systems in nanotechnology for the
production of regular structures of small dimensions. As investigations performed in the
last few years have shown, the dimer-reconstructed surfa@(R X1 possesses
semiconductor-like electronic surface structlifét is thought that a $1002 X 1 surface
has two dangling bonds per dimer, i.e., the density of dangling bonds equals the density
of surface atomsa=6.7-10"* cm™2 (1 ML). We note that 1 ML is defined as the density
of atoms of the unreconstructed(B)0)1x 1 surface. On adsorption of Cs the dimer
structure of the surface remains and the adatoms can occupy different positions, so-called
“adsorption locations,” above the dimers, between atoms in a dimer, between dimers,
and so on, which should affect the energy characteristics of the interfaces. The theoretical
calculations are based on two alternative models of the adsorption process — the Levine
modef* and the double-layer modef In these models both the number of adsorption
locations and the saturating coverage are important factors. However, the number of
locations has not been determined experimentally for the Q€32 X1 system. The
value of the saturating Cs coverage is also uncertain, taken as 0.5 ML according to one
set of datd and close to 1 ML according to another 8én contrast to detailed photo-
emission investigations of the electronic surface structure for (K0®i2x1 and
Na/S(1002 X% 1 interfaces, similar investigations have not been performed for @&(Bi
2X1.
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We investigated the surface photoemission and determined the ionization energy for
the system Cs/§1002x 1. Two bands induced by Cs adsorption were observed in the
spectrum at submonolayer coverages. This shows that the local interactions «f the 6
valence states of the Cs atoms andshe?® orbital of the dangling bonds of the surface
are different at different adsorption locations. It was determined that the development of
the Cs bands is completed at a coverage corresponding to the minimum ionization energy
and close to 1 ML. It was established that at coverages all the way up to 1 ML an energy
gap exists in the spectrum of the surface states and the(O30& X 1 interface exhibits
a semiconductor character.

The measurements were performed situ under ultrahigh-vacuum conditions
P<2.10 1% torr at room temperature. A pure($002x 1 surface(p-type, 7.5Q -cm)
was obtained after a thin oxide layer was removed and standard multistep annealing was
performed® The method of threshold photoemission spectroscopy with excitaticsy by
and p-polarized light was usetf. The method is based on separation of the volume and
surface photoemissions as well as on the intensification of the local electromagnetic field
at the surface. In the case ®polarization, only volume states of the substrate are excited
with a thresholchvg, which corresponds to the position of the valence band#®§T)
in the bulk, i.e., the ionization energy. In the case op-polarization surface electronic
bands can be excited with threshdia, as a result of the interaction with the normal
component of the electric vector of the light. If the surface band is located at the Fermi
level Ex (metallization caseor possesses an edge between the VBT Bad then the
thresholds can differ substantialliys#hv,. In this case, the thresholuv, is deter-
mined either by the position dEg or by the position of the edge of the surface band.
Analysis of surface photoemission spectra makes it possible to determine the energy
position of the surface bands with resolutierD.02 eV as well as to establish the pres-
ence or absence of a finite density of surface staté at'

Adsorption of Cs on a $1002x1 surface results in a sharp reduction of the
photoemission thresholds. The change in the threshulds ¢ andhv, as the Cs cov-
erage increases from 0.4 to 1.3 ML is displayed in Fig. 1. The observed difference of the
thresholds clearly indicates the existence of a surface band above the VBT. The differ-
ence between the thresholds decreases from 0.15 eV at a 0.4 ML coverage to 0.05 eV at
1 ML; this indicates that the edge of the surface band shifts in the direction of the VBT.
Analysis of surface photoemission near threshold shows that the density of surface states
atEg equals 0, i.e., the edge of the surface band lies between the VBEandhus it
has been established that an energy gap is present in the spectrum of the surface states of
the system Cs/§100)2X 1 and there is no metallization of the interface at Cs coverages
up to~1.3 ML.

One can see from Fig. 1 that both thresholds have a weak minimum at the same
coverage, which was determined to be 1 ML. The determination of the coverage for a
submonolayer metallic coating on a semiconductor surface is a difficult and rarely solv-
able problem. Here we propose a new method for estimating the coatsity according
to the ratio of the Cs deposition times on the experimentdld®2x 1 surface and on a
clean W110 surface, playing the role of a standard. Both samples were simultaneously
present in the vacuum chamber and a manipulator was used to place the samples into the
beam of Cs atoms. Crossed laser beams were used to check the accuracy of the placement
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FIG. 1. Variation of the photoemission thresholds; andhw, for s- and p-polarized light, respectively, as a
function of the Cs coverage on a(8002X 1 surface.

of the samples in the same position relative to the Cs source. Calibration was performed
repeatedly. Figure 2 displays the concentratioa deposition timé¢) dependences of the
photoemission currenit(t) with a constant energy of excitation tspolarized light.

This dependence has been well studied in thelM®) case, and it is known that the
maximum corresponds to the minimum of the work function of the G&AY system
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FIG. 2. Variation of the photoemission currdgtin the case of excitation with-polarized light\ =6328 A as
a function of the deposition timeof Cs atoms on a standard(?40) surface and on a 002X 1 surface.
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FIG. 3. Surface photoemission spectid| for a Cs/S{1002x 1 system at different submonolayer Cs cov-
erages.

with Cs adatom concentration on the surface3.2- 101 cm ™2 (Ref. 12. In the S{100

2X 1 case the dependentgt) reflects the variation of the ionization energy so that

the maximum of the curve corresponds to the minimumgofTherefore, the surface
concentration of Cs adatoms on C$1890)2X 1 can be estimated from the ratio of the
deposition times at the minimum @f as~ 6.8~ 10 cm™2. It is important to note that

the attachment coefficient in the case of Cs adsorption on the experimental and the
standard surfaces equals 1 within a monolayer.

Figure 3 displays the surface photoemission spectra of the system{X0§3ix 1
for different Cs coverages. The spectra reflect the local density of surface states below the
VBT. A pronounced increase in the density of states and the formation of bands induced
by Cs adsorption were found. It is also important to note that the form of the spectrum
and the position of the bands indicate the existence of an energy gap in the spectrum of
the surface states. In the case of-8.5 ML coverage a band; with energy~0.3 eV
below the VBT appears in the spectrum. As the Cs coverage increases, the intensity of
the band and its binding energy increase. At 1 ML #eband lies 0.55 eV below the
VBT. The A, band is observed in the spectrum at coverages greater than 0.65 ML. A
similar increase of the binding energy with increasing coverage is observed, and at 1 ML
the A, band lies 0.45 eV below the VBT.

Therefore adsorption of Cs on a(800)2 X 1 surface is predominantly of a covalent
character and leads to the appearance of two bands below the VBT. The interface has
semiconductor-type electronic structure, and metallization can be expected only with the
formation of a second Cs layer. The development of the bands is completed at a coverage
which corresponds to a minimum ¢f and which was determined to be one monolayer.
Therefore all dangling surface bonds participate in the adsorption process and the satu-
rating coverage equals 1 ML.

Our experimental results all confirm the double-layer m3déh this model the Cs
atoms occupy adsorption locations both above dimers — one type of local interactions —
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and between dimers — another type of local interactions. As a result of the different
character of the local interactions, the binding energies of the Cs adatoms are different
and two induced band&; andA, appear. The interface is of a semiconductor character
in agreement with the theoretical calculatiéns.

This work was supported under Grant No. 96-2.28 of the program “Surface atomic
structures” of the Ministry of Science of the Russian Federation.
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Curves of the secondary-fluorescence yield from the constituent ele-
ments of high¥, superconducting crystals NgCe,1:CuQ,_s are
measured in the dynamic x-ray diffraction regime. The form of the
curves attests to the appearance of a standing x-ray wave in the crystal.
© 1997 American Institute of Physids$0021-364(107)00709-3

PACS numbers: 61.10.Nz, 74.72.Jt

The study of the fine details of the structure of highsuperconductors is a very
interesting physical problem. Specifically, an important problem is the characterization of
the sublattices of atoms of a definite kind both to reveal defects in the corresponding
atomic sublattice and from the standpoint of analyzing the preferred positions of different
kinds of atoms in solid solutions of substitution. The method of standing x-ray waves,
which makes it possible to determine the positi@oordinates of different kinds of
atoms in a lattice, can furnish answers to these questions. The method of standing x-ray
waves is based on the use of a spatially modulated electromagnetic field, arising in a
crystal during dynamic diffraction, to excite secondary radiafispecifically, fluores-
cence x-rays or photoelectronsf the atoms in the crystal. By analyzing the angular
dependence of the characteristic secondary radiation within the region of dynamic dif-
fraction, the positions of the corresponding atoms relative to the system of diffraction
planes can be determined to a high degree of accuracy and the degree of disorder of the
atomic subsystem can be characterized. The possibilities of the method of standing x-ray
waves, combining the structuréiffraction) resolution with spectroscopic sensitivity,
were demonstrated in Refs. 3-5 for the example of the analysis of the structure of
multicomponent crystals. It should be noted that the practical implementation of the
method of standing x-ray waves involves substantial experimental difficulties, since pre-
cise angular positioning of the crystal must be combined with spectroscopically sensitive
detection of the secondary radiati@re., here high-resolution x-ray diffraction and spec-
troscopic experiments are realized simultanegusly

The dynamic diffraction of x-rays can be realized only in highly perfect crystals. At
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the same time, it is well known that ordinarily high- superconductors are not such
materials — the acquisition of superconducting properties in materials involves a change
in the oxygen composition of the material and is accompanied by the appearance of
different defects. Nonetheless, dynamic anomalous transmission of xBaysmann
effect during Laue diffraction by high-. superconducting crystals was observed in Refs.

6 and 7. It is of interest in this connection to determine whether or not the dynamic
character of the diffraction is preserved in such a crystal during Bragg reflection. This is
not entirely obvious, since the surface region of the crystdlere the wave fields are
formed during Bragg diffractioncan be saturated much more strongly by defects than
the volume of the crystal as a whole.

Thus our objective in the present work was to observe the dynamic character of
Bragg diffraction in the highF. superconducting crystal Ngd:Ce, 1£CuQ,_ 5 according
to the form of the secondary-fluorescence yield curve. In the presence of dynamic dif-
fraction, a characteristic minimum and maximum, reflecting the spatial modulation of the
amplitude of the electromagnetic field in the volume in the crydtamation of a stand-
ing x-ray wave, should appear in the curve.

Detailed descriptions of the N@:Ce, 1:CuQ,_s samples and their properties are
given in Refs. 6 and 7. Topograms indicating the presence of defects and stresses in the
crystals are also given there.

The measurements were performed in a double-crystal arrangement with the char-

acteristic M ,, radiation(wavelengthh =0.7093 A, energff=17.4 ke\j. A symmet-

ric reflection from a perfect 820 crystal was used to monochromatize the incident
beam; the interplanar distance for this reflectiod?f=1.92 A) is close to the value for
the (006) reflection from the highF. superconducting crystaldf®=2.03 A), which
makes it possible to perform measurements in a virtually dispersion-free sdltieene
broadening of the reflection curve as a result of dispersion is less tharBlits were
used to cut off th& ,, line and to form a beam with a cross section ofX00L1 mnt. The
high-T superconducting crystal with orientatig®01) was placed in the reflecting posi-
tion for the symmetric reflectiof006). The yield curves for the characteristic fluores-
cence radiation Nd, (E=5.229 keVj and Nd_[,.l (E=5.721 keV as well as CK,

(E=8.040 keV and CKp, (E=8.904 keV} were recorded.

The results of the measurements and theoretical calculations are presented in Figs.
la and 1b. The characteristic modulations attesting to the appearance and the interference
motion of a standing x-ray wave can be seen in the yield curves of the secondary
radiation for both elements. These modulations indicate unequivocally the dynamic char-
acter of the diffraction in the sample.

The form of the fluorescence yield curves is determined by the displacement of the
antinodes of the standing x-ray wave accompanying a change in the angular position of
the crystal relative to the incident beam within the region of total diffraction reflection.
The minimum and maximum on the yield curves correspond to different spatial positions
of the antinodes of the standing wave with respect to the atommemum — when the
atom is located at a node; maximum — when the atom is located at an antifidde
shape of the curve is also affected by extinction associated with a decrease in the effec-
tive penetration depth of the incident x-rays during dynamic diffraction.
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FIG. 1. Experimental(a) and theoretical(b) reflection curves and fluorescence yield from neodymium
(La—Lﬂl) and copperKa—Kﬁl) atoms in high¥; superconducting crystals NgtCe, 1:CuQ,_ 5.

The fluorescence yield curves are in qualitative agreement with the computational
results, despite the fact that the measured width of the reflection curve of the crystal
(approximately 22 seconds of ans twice the theoretical value. We also note that this
difference is much smaller than that observed in Ref. 7, where the measured Laue reflec-
tion width was equal to 1.3 minutes of arc, while the theoretical value was 17 seconds.
This could indicate either that the surface layers of the sample are less saturated with
defects than the deep regions or that the perfection of the crystal can vary substantially
from sample to sample.

The positions of the neodymium and copper atoms relative to the diffraction planes
for the reflection employed are virtually identicedee Fig. 2a For this reason, the
fluorescence yield curves for these atoms are slightly different. This means that the
antinodes and nodes of the standing wave coincide with atoms of both types simulta-
neously(actually, the differences between the yield curves are due only to the difference
in the ratio between the extinction length and the emergence depth of the secondary
radiation for different elementsWhen other reflections, for exampl@04), are used, the
neodymium and copper atoms will be located in different positions relative to the dif-
fraction planes and therefore the corresponding secondary-radiation yield curves will also
differ (Fig. 2b.

The observation of the dynamic character of the diffraction of x-rays shows that the
method of standing x-ray waves can be used to study the structural features di.high-
superconducting crystals. However, the low perfection of the material employed, mani-
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FIG. 2. Schematic diagram of the positions of neodymium and copper atoms in g, CuQ,_ 5 crystal,
in projection on the(001) direction, in relation to the diffraction planes for t{806) (a) and (004) (b)
reflections.

fested in the large broadening of the reflection curve, makes it much more difficult to
obtain the quantitative characteristics. This difficulty can be circumvented by using in-
stead of the standard Bragg diffraction scheme a normal-incidence geoftastwas
proposed in Refs. 8 and,9vhich can be easily realized using the continuous synchrotron
radiation spectrum. In the case of backscattering, the width of the reflection curve is
proportional not toy,, (where x,, is the real part of the Fourier component of the
polarizability for the reciprocal lattice vector employegd,~107°), as in ordinary dif-
fraction, but rather x,,) ¥, which increases the width of the reflection curve by an order
of magnitude; specifically, the intrinsic width of tli@06) reflection which we employed
under normal-incidence conditiorisealized with incident radiation of enerdy=3.057

keV) equals~1°. This makes it possible to use the method of standing x-ray waves to
study the quantitative characteristics of the structure and defects of crystals with a low
degree of perfectiofispecifically, high¥; superconducting compounds

We thank S. I. Zheludeva for helpful discussions in the course of this work. This
work was performed under the State program “Topical problems in condensed-matter
physics” and “Synchrotron radiation. Beam applications.”
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Interaction of acoustic and optical branches via a
Lifshitz-type invariant

D. G. Sannikov
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117333 Moscow, Russia
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It is shown that the interaction of the acoustic and soft optical branches
of the spectrum of normal vibrations of a crystal via a gradient invari-
ant of the Lifshitz-invariant type explains the characteristic temperature
dependences of these branches as the point of a transition from the
initial phase into an incommensurate phase is approached. A compari-
son is made with the experimental data for betaine calcium chloride
dihydrate — BCCD. ©1997 American Institute of Physics.
[S0021-364(®7)00809-9

PACS numbers: 63.7&h, 61.44.Fw, 61.50.Ks, 63.20e

Among crystals in which a sequence of initial ph&a€g) —incommensurate phase
(IC)—commensurate pha$€) phase transitions is observed, the case when the symmetry
group of the @ phase isD%ﬁ and the modulation vector is directed along one of the three
principal directionsx, y, or z is often encounteretsee, for example, Ref.) 1For defi-
niteness, and for comparison with experiment, this is the case that will be examined
below. If the C phase is equitranslational with thg @hase, then the order parameter
describing the g-C phase transition transforms according to the point giDgp. All
representations of this group are one-dimensional, and therefore the order parameter has
only one component. For this reason a gradient Lifshitz invariaribvariany, whose
presence leads to a sequence gHlC—-S phase transitions, does not exist. In Ref. 2 a
thermodynamic potential density whose quadratic part has the form

<D=a772+a’§2+0'(;7§—.§77)+ 5.7]2+5,'§2+K'7'72+K,32 ((B)]

was examined in order to explain incommensurate phase transitions in the ferroelectrics
thiourea and sodium nitrite.

Here 7 is the order parameter, which transforms according to one of the vector
representations of the grolp,,, i.e., as the components of the polarization vector. It can
be interpreted as the amplitude of the soft mode belonging to the optical branch of the
crystal. An overdot represents a derivative with respect to the coordinate. The variables
n and ¢ are assumed to be coordinate-dependémtansforms according to a represen-
tationré)f the grouD,;, which is different from that of; — as a component of the strain
tensor:

A distinguishing feature of the potentidl) is the presence of a gradient invariant of
the Lifshitz type(LT invarian with the coefficiento. It has the same form as the L
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invariant(for two-dimensional representation3he variable¢ can be interpreted as the
amplitude of a mode belonging to the optidabt sofy branch. Then the two optical
branches interact via the LT invariant and the soft branch exhibits the characteristic
dispersion form with a minimum at an arbitrary point of the Brillouin z8¢owever, a
second optical branch with the required symmetry may not be present in a particular
crystal, but the acoustic branch, which is always present, interacts via the LT invariant
with any IR-active optical branch of the crystdD4;, group. The transition from a &

phase into an IC-phase will now be determined by the dispersion of the acoustic branch,
which has a minimum at an arbitrary point of the Brillouin zone, though the optical
branch once again remains soft. This case, which has not been previously investigated but
is quite common, will be studied below.

Let thez andy axes be the incommensurate and polar axes, respectively. In the
single-harmonic approximation we can write

n=P,=p cosqc*z, ¢=2u,,/c*=u,, Uu,=p’'CcOSqC*Z 2

whereP,, uy, andu, are components of the polarization vector, the strain tensor, and
the displacement vector, respectively. An overdot represents a derivative with respect to
zc*, just as in Eq(1). Substituting expression®) into Eq.(1) and integrating ovex we

obtain

1 1
® =5 (at89°+kq*)p*+ oqpp’ + 5 (o' +8'9*+«'q")a%p "%, (3)

Diagonalizing this quadratic form yields an expression for the elastic congtaotshe
two branches of the spectrum of normal vibrations of the crystal as a function of the
dimensionless wave numbar

1
AIY2=S{at(o+a) g+ (k+8)q*+ k'q°

*[[a+(6—a')q?+(k—8)q*— k' q°1?+40%q*]¥3, (4)

where the symbott refers to the optical and acoustic branches, respectivelyYasd

scale factor, determining the arbitrary units in which the values alongAtlais are
expressed. Since the optical branch is the soft branch, we assume that only the coefficient
a depends on the temperaturdinearly.

In order to plot expressiong) we must choose values for the coefficients. This
choice will be partially determined by comparing with the experimental *dfata a
betaine calcium chloride dihydratBCCD) crystal, which are shown schematically
(without experimental poinjsin Fig. 1. Our problem does not include determining the
coefficients in the potential for BCCD, which could be done, thereby obtaining the best
agreement between the experimental d&ig. 2) and the theoretical dependences deter-
mined from Eq.(4). For us it is important to obtain only qualitative agreement between
these dependences. For this reason we shall simplify the problem as much as possible.

We neglect the dispersion of the acoustic branch, i.e., we set

8'=0, x'=0. (5)
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FIG. 1. Three branches of the spectrum in the initial phase of a BCCD crystal for three tempdtdfesind
135 K aboveT;=164 K). The dimensionless wave numhg+k/c* and the frequencw in units of THz are
plotted along the abscissa and ordinate, respectively.

As follows from Fig. 1, the experimental dependences correspond approximately to the
values

02=0.1, @=0.01, a'=0.5, Y?=5.10" (6)

Here a is the value of the coefficienk at T=T;, whereT; is the temperature of the
Cy—IC phase transition ang, is the value ofj at the minimum of the acoustic branch at
T=T,. The values of the remaining coefficients were chosen as follows:

5=0.2, k=1, ¢’=0.2. (7

The curvesA(q) in Fig. 2, which were constructed according to Eg—(7), are dis-
played for the same values ®fas in the caption to Fig. 1, i.e.,

a—ay=(0.15, 1.0, 3.2- 10" 2. 8
o=

The value of the coefficientt=0.04 in the expression= a1(T—T,)/T;+ aq is taken
from the experimental data on the temperature dependence of the dielectric chnstant.

Figure 1 contains another optical branch which interacts via the LT invariant with
the optical branch examined above. To take this third branch into account, the invariants

@' Prol (nf—{m)+ 8" P4 k" 9
must be added to Eql). Here the coefficient”, as one can see from Fig. 1, likewise

depends onT but more weakly than does. If the dispersion and interaction of this
branch and the dependencedfon T are neglected, i.e., if we set

8"=0, «"=0, o'=0, oa"=const, (10

then the straight line shown in Fig. 2(=0.07) is obtained. If simplifying assumptions
such as(10) are not used, then better agreement with Fig. 1 can be achieved. It is
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FIG. 2. Three branches, constructed according to Efs:(6), of the spectrum of normal vibrations of the
crystal for three temperaturdésee caption to Fig.)1 The wave numbeq and the square root of the elastic
constants are plotted along the abscissa and ordinate, respectively, in arbitrary units.

sufficient to take account of the interaction’(# 0), which makes it impossible for the
optical branches to cross and causes them to repel one another as in Fig. 1. We shall not
do this. The general character of the curves in Figs. 1 and 2 indicates that the interaction
of the acoustic and soft optical branches of the crystal, which are observed
experimentally’ can be described on the basis of a thermodynamic potential with a LT
invariant.

The dispersion of the branches, which is shown in Fig. 2, can be of a different
character. For a sufficiently large slope of the acoustic branch, wHeno?/ 8, the
elasticity of the soft optical mode vanishesegt 0, i.e., a direct transition from the,C
into the C phase occurs. However, once again, the optical and acoustic branches does not
cross; the optical branch pushes the acoustic branch downwardg a€aso that the
latter branch does not have a minimum. This change in the character of the dispersion of
the branches is due to the presence of the Lifshitz gaipbint).> The coordinates of this
point in the (@, «') phase diagram are=0 anda’=o?/5. At the L point itself the
functionsA(q) for small values ofy, as follows from Eq(4), have the form

A?IY?2=(6+a')q?, A?IY?=2a'kqQ*(S+a'), (11)

for the soft optical and acoustic branches, respectively.

In the literature one often encounters the assertion that the potential density, which
is introduced in Ref. 5, with a single variabig

(I)Iar]z—?f'n2+;'7'72+,8n4 (12
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describes the sequence of-dC—C phase transitions no worse than does the potential
density(1). This is apparently true if belongs to the opticalnot sofy branch. Elimi-

nating formally the variabl€ from Eq. (1), we obtain expressiofil2) with the coeffi-
cients

S=0%a' -8, K=k+025la'? (13

(see, for example, Ref.)6Now we can forget about the branch which is not soft and
study the potentia{12) instead of the potentidll), since the G—IC phase transition is
determined by the dispersion of the soft optical branch, to which the variabkdongs.
However, if¢ belongs to the acoustic branch, then the-IT transition is determined by

the dispersion of this branch, and it cannot be described on the basis of the pgightial

We note also that the soliton structure of the IC phase, observed experimentally for
thiourea, can be explained, as follows from Ref. 7, on the basis of the pot@ntmit not

the potential(12).

I thank V. A. Golovko for helpful and stimulating discussions, which were largely
responsible for the completion of this work.
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Appearance of new lines and change in line shape in the
IR spectrum of a NaV ,0g5 single crystal at a spin-
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New lines are observed in the infrared spectrum of a crystal due to
unit-cell doubling at a spin-Peierls transitiin NaV,0s). The change

in the shape of the spectral lines at the spin-Peierls transition is re-
corded. A contour characteristic of a Fano resonance is observed above
the transition temperaturgs, and the standard symmetric contour is
observed below s,. We attribute this effect to the opening of a gap in
the magnetic-excitation spectrum at the spin-Peierls transition.
© 1997 American Institute of Physids$S0021-364(107)00909-2

PACS numbers: 78.30.Er, 75.30.Kz

A number of interesting effects, both of a purely quantum nature and due to the
interaction of the magnetic subsystem with lattice deformations, are observed in low-
dimensional magnetic systems. Specifically, the magnetic-excitation spectrum of a uni-
form antiferromagnetidAF) chain of Heisenberg spins contains a gap in the case of
integer spins and no gap in the case of half-integer spit@wever, in a real crystal the
interaction of one-dimensional magnetic chains of half-integer spins with a three-
dimensional phonon field results in dimerization of the atoms in the chains. As a result of
such a structural phase transition initiated at the temperaftyeby a spin—phonon
interaction, the magnetic-excitation spectrum acquires a gap that separates the nhonmag-
netic singlet ground state from the first excited triplet stafetransition of this type is
the magnetic analog of a Peierls transition in quasi-one-dimensional conductors and, for
this reason, it is called a spin-Peie(&P transition. A SP transition was first observed in
several organic compoundsee, for example, Ref.)2and then in inorganic transition-
metal oxides CuGe9(Ref. 3 and NaVLOs (Refs. 4 and b

In contrast to their organic analogs, inorganic SP compounds can be obtained in the
form of large, high-quality single crystals. This has made it possible to expand the arsenal
of methods for investigating the SP transition and to obtain new and fundamental results.
For example, for CuGegit is possible to observe the energy gap<2 meV)® directly
by the inelastic neutron scattering method. Magnetic-like excitations with an appreciable
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dispersion exist below the SP transition temperatdig € 14 K), while aboveTs,, all

the way up to temperatures close to the temperature of the maximum in the magnetic
susceptibility (60 K), magnetic fluctuation modes exist in a wide range of energies.
Dimerization of the copper ions along chains has been observee &t ,, and critical
structural fluctuations have been investigated egr(see, for example, Ref.)7

Since dimerization in magnetic chains at a SP transition is accompanied by unit-cell
doubling in the direction of the chains, the Brillouin zof®Z) “folds” along this
direction, and phonons go from being at the boundary to being at the center of the BZ, in
principle making it possible to observe themTat T, in the first-order optical spectra.

A corresponding change in the spin-excitation spectrum at the SP transition can appear in
the “two-magnon” spectra. Spectral manifestations of the spin—phonon interaction in the
form of asymmetric lines can also be expected in SP syst&aso resonanée The

effects listed above have all been obsefvedthe Raman spectra of CuGeQn the
present work the appearance of new lines accompanying a SP transition and Fano reso-
nances were observed in the infrakéd) spectra of SP compounds. A change in spectral
line shape at the SP transition was detected.

We investigated the SP vanadate N&Y, which belongs to the orthorhombic sys-
tem(space grouf?2,mn) whose structure contains magnetic and nonmagnetic chains of
V4t 05 (S=1/2) and \?*O5 (S=0) pyramids oriented along thHe axis and alternating
with one another in thab layers. The Na atoms lie between tab layers® The mag-
netic susceptibility of this compound at temperatures above 35 K is described well by the
expression for an antiferromagnetic chain of Heisenberg spind/2, coupled by the
exchange interactioh/==,JSS . ;, J=560 K? and below 35 K the magnetic suscepti-
bility decreases isotropicalf’. At the same time, new reflections appear in the x-ray
scattering. The detailed temperature dependence of the intensity of one reflection gave
for the transition temperaturgs,=35.27£0.03 K. At T=10 K it was possible to deter-
mine the propagation vector for a new superstructqre(1/2, 1/2, 1/4).

Single crystals, extended along the axis, with the approximate dimensions
1X4X0.5 mm along thea, b, andc axes, respectively, were obtained in the manner
described in Refs. 4 and 5. The orientation of the crystals and the lattice constants
(a=11.318,0=3.611,c=4.797 A were determined by the x-ray method. We employed
samples on which EPR and susceptibility measurements had been performed
previously® The IR measurements were performed on plates which 13:/2@hick in
the direction of thec axis. A BOMEM DA3.002 Fourier spectrometer was used to
measure the transmission spectra; the measurements were performed at temperatures
5-300 K in the region 50—400 cm with a resolution of 0.05—1 cit. The samples
were placed in a helium atmosphere at a fixed temperature in an optical cryostat with 20-
pm thick “warm” and *“cold” mylar windows. To increase the accuracy of the trans-
mission measurements in the temperature range from 300 to 5 K, a special insert in the
optical cryostat was fabricated. This insert partially compensated the thermal contraction
of the cryostat column and, correspondingly, the motion of the sample, and it also made
it possible to register the reference spectrum at any temperature without removing the
sample.

The vibrational spectrum of a Ng®@s crystal atT>Ts, contains 45 fundamental
vibrations: 1%\, +8A,+ 7B;+ 15B,. TheA, vibrations are inactive in IR absorption. In
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FIG. 1. Transmission spectrum of a Ng¥ single crystal for two polarizations of the lighE|a (top)
T=15 K<T,, — solid line, T=38 K>T,, — dotted line;E[|b (bottom) T=15 K — solid line, T=42 K —
dotted line. Spectral resolution: 1 ¢rh

our experimental geometnk|c) A, vibrations can appear i&|a polarization andB,
vibrations can appear fdg|b. At room temperature twd, vibrations @1o=173 and

367 cm'1) and twoA, vibrations (#1o= 140 and 251 cm?) are seen in the experimental
frequency range. The peak at 140 ¢chnis strongly asymmetric. As the temperature
decreases to 200 K additional lines become visible at the frequencies 168, 215, and 226
cm ! (B;) and an asymmetric peak appears near 90 c(#\,).

The transmission spectra of a 13n thick Na\LOg plate in two polarizations at
temperatures above and bel@y, are shown in Fig. 1. An intense peak oBa vibration
and lines with frequencies 168, 215.1, and 225.7 tnwhich are probably due to the
weakly activeB; vibrations (the nature of these lines needs to be determined more
accurately, are seen iiE||b polarization afT =42 K against the interference background
in the sample. AT <Ts, new lines appear and grow at the frequencies 101.5, 117.7, 127,
199.7, 234, and 325 cnt. The first two lines are very narro@bout 0.2 crmt), the third
line is a doublet126.7 and 127.5 cmt) consisting of lines which are just as narrBw,
and the remaining lines have a width of about 2¢m

A wide absorption continuum is present ija polarization. The intensity of its
long-wavelength part decreases appreciably <fls,. Against the background of this
“bleaching” of the crystal, the shape of the peaks at 90 and 140'cohanges from
strongly asymmetric to symmetric. Figure 2 illustrates this for the example of the line
with a frequency of about 90 ch (the saturation of the line at approximately 140
cm ! at low temperatures distorts its shapét T>Ts, this line possesses a distinct
dispersional shape; its width decreases with temperature without a change in shape. At
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FIG. 2. Line near 90 cm! in El|a polarization at temperatures of 101 and 3%Kp, and 6 K<Tg,. The
spectra were recorded with resolutiaftep to bottom of 0.05, 0.2, and 1 cm'.

T<Tsp a narrow symmetric absorption line is observed at the frequency 91.2.coMt
T<Tsp new lines appear in the spectrum at the frequencies 101.4, 101.7, 126.8, 127.5,
145.7, 148, 157.2, and 199.5 ¢t The lines with frequencies below 199 cthare very
narrow (0.2—0.4 cmi %) and the line at 199.5 cnt is much wider

We shall now discuss our experimental data. According to the x-ray scattering
results for NaV,Os, at T, the unit cell doubles in the direction of tlkeandb axes and
quadruples in the direction of theeaxis. Hence it follows that af <T, phonons from
the edges of the BZ become IR active along all directions. The narrow lines which we
observed to appear di, are evidently due to them. Figure 3 displays the integrated
intensityl of one such line as a function of the temperature. Slreé?, whereé is the
displacement of the atoms in the lattice at a structural phase tran@hi®rder param-

i1,

0 20 40
T,K

FIG. 3. Temperature dependence of the integrated intensity of a line near T31irctH||b polarization.
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eten, the functionl (T) reflects the temperature variation of the squared order parameter.
The accuracy of our measurements is too low for analyzing the applicability of different
theories for describing the transition under study.

The absorption continuum observedEfa polarization is apparently of a magnetic
nature. On the basis of the d&tan the temperature dependence of the magnetic suscep-
tibility of NaV ,0s, which has a wide maximum near room temperature, it can be con-
cluded that in a quasi-one-dimensional AF spin system short-range order persists right up
to room temperature, and therefore magnetic excitations exist.

Wide bands had been observed previously in the absorption spectra of antiferromag-
nets. They were attributed to photon absorption processes accompanied by the creation of
two magnons with equal and oppositely directed wave veddsee, for example, Ref.

11). To find the probability of such a process it is first necessary to examine the interac-
tion of light with a pair of magnetic ions. The analysis for a pair of the nearest magnetic
ions V4" in NaV,Os (the symmetry group of the pair ;) shows that the first term in

the Hamiltonian describing the interaction of the magnetic system with light makes the
largest contributiort

H=2i (E-m)(S-S+1)-

HereE is the electric field vector of the light wave; the vectelies in a plane perpen-
dicular to the direction of the spin chain and its magnitude is proportional to the exchange
interaction in a spin pair. It is obvious that light polarized perpendicularly to the direction
of the chain should be absorbed. The extent of the absorption continuum will be deter-
mined by the extent of the magnetic-excitation spectrum and the intensity will be deter-
mined by the density of states.

For a uniform Heisenberg chain &= 1/2 spins, the magnetic-excitation spectrum
extends from 0 tar,,= 7J (if only nearest-neighbor interaction is taken into accitht
TakingJ=560 K for NaV,Os (Ref. 4, we find that afT>T;, the absorption continuum
extends over approximately 2400 T At T<Ts, the magnetic atoms in the chain
dimerize, the chain becomes alternating, and a gap appears in its magnetic-excitation
spectrum-3 According to the inelastic neutron scattering data for May/ the smallest
gap opens at the point=(1,1/2,0)(the fact that the gap is not located at the center of the
BZ is a consequence of the interchain interagtiand its width isA=9.8 meV =79
cm ! (Ref. 5. In this case the continuum of two-magnon excitationd &tT, starts
above 2A =158 cm !, A feature due to the density of states near the gap can be expected
to appear at the frequenay=2A.

The behavior of the absorption continuum in the IR spectra agrees qualitatively with
the picture described above: The continuum is observed onBj|apolarization, and
below the SP transition temperature the intensity of its long-wavelength part decreases.
At T<T,, a weak line is present at the frequeney 157.2 cm 1=2A. However, it
does not shift aJ—Ts,, so that it cannot be attributed to a gap-associated feature.

The interaction of the lattice vibrations with the magnetic-excitation continuum is
manifested in the asymmetric line shape that is characteristic for a Fano resdiSarnte.
a line against the continuum background is shown in Fig. 2 for temperatures 101 K,

747 JETP Lett., Vol. 65, No. 9, 10 May 1997 Popova et al. 747



37 K>Tsp. As a result of the change in the magnetic-excitation spectrum at the SP
transition, the spin—phonon interaction and hence the line shapes change. The most
striking manifestations of this effect should be expected at low frequencies, where below
T, the continuum vanishes on account of the opening of the gap in the magnetic-
excitation spectrum. This vanishing of the continuunTatT, and the associated trans-
formation of the line shape from a Fano dispersion contour to an ordinary symmetric
absorption contour are clearly seen in Fig. 2.

A more detailed investigation of the effects observed requires data on the disper-
sional dependences of the phonon and magnetic-excitation energies yONaSuch
data do not exist at present.
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117334 Moscow, Russia

(Submitted 16 April 199¥
Pis'ma Zh. Ksp. Teor. Fiz65, No. 9, 717-72110 May 1997

A microscopic derivation of the equations of transverse spin dynamics
of a spin-polarized Fermi liquid at zero temperature is given in the
leading-order approximation in the frequencies and wave vectors char-
acterizing the spin motion. The equations are applicable for arbitrary
degree of polarization and arbitrary deviations of the spin direction
from the equilibrium orientation. The solutions describing a coherently
precessing two-domain structure and spin waves are examined. In con-
trast to the assertion discussed in the literature that spin waves are
damped at zero temperature, spin waves are found to be undamped in
the long-wavelength limit. ©1997 American Institute of Physics.
[S0021-364(©7)01009-9

PACS numbers: 71.10.Ay, 74.20.Mn

1. Substantial progress has been made in recent years in the preparation and experi-
mental investigation of strongly polarized Fermi liquids. The objects of study are pure
liquid *He and liquid solutions ofHe in “He. For the polarizations achieved the change
in the distribution function of the Fermi quasiparticles cannot be treated as small and the
Landau Fermi liquid theory is literally inapplicable. Specifically, this refers to the equa-
tions governing the spin dynamics of such a liquid — the Leggett equaktidhs. need
for changes is already evident from the fact that in a polarized system there are two
different Fermi momentg@g . and pg_ for the quasiparticles with spin directed parallel
and antiparallel to the total spin, respectively. As a result, the Fermi liquid parameters
appearing in the Leggett equations no longer have a definite meaning. A more serious
difficulty is also discussed in the literature — the so-called zero-temperature damping of
transverse spin disturbanceé.The formal difficulty lies in the fact that when the direc-
tion of the spin changes, the state of the Fermi quasiparticles changes in the entire range
from pg_ to pe. . In addition, the quasiparticle decay probability increases with polar-
ization as pg, — pF_)2/p,2:, and for a high degree of polarization the reciprocal of the
lifetime of the quasiparticles is found to be comparable to their energy. A microscopic
theory, whose goal is to overcome this difficulty, has been proposed in a series of'works.
According to these works, taking account of the possibility of quasiparticle decay has the
effect that the transverse components of the spin-diffusion temperature and the damping
of spin waves remain finite right down to zero absolute temperature.

In the present letter the equations of spin dynamics are derived direcEly @t It
is found that an expansion in the reciprocal of the polarization is possible. The leading
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terms in the frequencies and wave vectors characterizing the spin motion are retained.
The equations obtained in this manner are nondissipative. Specifically, spin waves are
undamped in the leading long-wavelength approximation. This result agrees with the
theory of a ferromagnetic Fermi liquidand does not agree with the results obtained in
Refs. 2 and 4.

2. DERIVATION OF THE EQUATIONS

The Hamiltonian of the Fermi liquid under study includes the kinetic engtgy,
the two-particle interactioft;,;, and the interactioft, = — @S, with a magnetic field
oriented along the axis, whereS, is the z projection of the spin density and, is the
Larmor frequency corresponding to the field. In bdite and solutions otHe in*He the
spin—orbit interaction is very weak and we shall neglect it. We introduce at each point a
coordinate system rotating with angular veloclty such that the polarization in the
rotating system is the locally equilibrium polarization. THendepends on the time and
the coordinates. If this dependence is slow, i.e., the frequenciasd wave vector&
characterizing the change b in a coordinate system rotating with the Larmor frequency
satisfy the strong inequalitieas<() andk<Ap=pg, —pe_, then an expansion in small
frequencies and wave vectors, similar to the method employed previdaslyhe B-
phase ofHe, can be used to derive the spin-dynamics equations. We shall proceed from

the LagrangianC=i (d/dt) —H, written in the second-quantization representation

. 1 - d 1
2= | 0| it o o= 0,0 0= o [ [T0t, (0]

X[V (1)1’ = Fi. 0
Let us perform a local rotatiofspecified by the Euler angles, 8, andy) of the spin
axesx, y, z so that at each point the new spin quantization @xis directed along.

The condition on the orientation of the axésand ;7 will be formulated below. This
rotation results in a “stretching” of the spatial and time derivatives in @gaccording
to the rule

J

a
1) +RT p

1) e

,U,VE_> R)\V

and similarly for the gradients. The rotation matRxis defined as

R=exp(— yo42)exp — Ba¥I2)exp — ac?l2).

As a result of this stretching, the Lagrangian acquires additional terms containing

time derivativese, 8, andy and spatial derivatives,, B;, andy,, where the index
designates differentiation with respect to thth coordinate, of the Euler angles. It is

convenient to combine with, the correction arising from the stretching of the time
derivative. As a result we obtain

.1
B3 [ 0t 0, @

750 JETP Lett., Vol. 65, No. 9, 10 May 1997 I. A. Fomin 750



wherew has the following projections on the rotated axes:
w;=—(a+w)sin B cosy+f siny,
w,=(a+w)sin B siny+B cosy,

w;=y+(a+w )cosB. 3

The spatial derivatives are collected in
N 1
Ezzﬁf {9, l/fT,L(r)(Aga'iV)wv(r)— szﬂ(r)(Aggiv)al (1)

+ Yt (0PN AAG T, @
whereA! are the spin or “chiral” velocities
A'§= —a; sin B cosy+ B, siny,

A',?= a; sin B siny+ B, cosy,

Alé«: ‘y,—l—a, COSIB. (5)

The remaining freedom in the orientation of a local reference frame can be used to make
the transport velocity-\L7 of the longitudinal spin component vanish:

v+ a, cos B=0. (6)

The expression for the spin-current operatg(r) is obtained by varying, with
respect toﬁ\'a by virtue of the definitior622= i) i'aaA'adsr. After transformations, the total
LagrangianZ will have the form

;;:/:20"1‘214'22. (7)

whereZo is the Lagrangian of the Fermi liquid in a uniform fiedd directed along the
{ axis. The ground state fof, corresponds tqS)=S, (S;)=0, and(S,)=0. The
derivativesa,, B/, 7, B, and y and the combinatiom+ w, are small in the sense

indicated above and the sufy + £, is an adiabatic perturbation which does not give rise

to transitions to excited states. A change in state can occur only as a result of a change in
the spin orientation relative to stationary axes, which is given by the anglasd 8
according to the relation§,=Ssing cosy, S,=Ssing sina, and S,= ScosB. The first-

order correction to the averaged Lagrangian contains only the time derivatives of the
angles. To take account of the terms with spatial derivatives, the second-order correction
must be calculated according to the well-known scheme given in Ref. 6. The sum of both
corrections is a Lagrangian characterizing the motion of the Sgim leading order in

o andk:

L=8(a+ o )cogs+y]+ %Xﬂ(afsinzﬂJrﬁf)- ®

The coefficienty] in this formula is the transverse component of the static current
susceptibility. The current susceptibilityy L”g(w, k) is the tensor coefficient in the
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linear relation between the Fourier components of the spin current and the chiral velocity
jL=xm"AM In expressior(8) the susceptibilityy’ is the coefficient of the second-order
terms ink, so that its value fow=0 andk=0 can be used. Because the spin—orbit
interaction is small, the static susceptibility is isotropic with respect to the spatial indices
I andm. With respect to the spin indices this is a uniaxial tensor, and its component along
the spin does not appear in the expressionddrecause of the conditiof®). By virtue

of the general properties of the susceptibib’ttj{(o,O) is a real number. The components

of the tensor ;(J)';g,(w, k) can be expressed in terms of the Fourier transforms of the
retarded commutators of the corresponding components of the spin c{seenRef. &
These commutators cannot be calculated in the general case. In the weak-polarization
limit the Fermi-liquid theory gives(? (0,0)=(4/2)?>N(0)(v2/3A), whereA is a combi-
nation of Fermi-liquid parameterd, = 1/(1+ F§) — 1/(1+ F3/3).

The Lagrangian8) engenders the following equations of motion:

s

—=0, 9)

J 3 J i23)—

E(SCO$)+XL(9_X|(Q,|SI B)=0, (10
. [da J .

Ssm,B(EerL)—Xl[(Va)zsm,Bco%—A,B]:O. (11

HereA is the Laplacian. Equation®)—(11) are identical to the equations governing the
spin dynamics of an isotropic ferromagherritten in terms of the Euler angles. By virtue
of Eqg. (9) one hasS= const. The change in the orientation ®is determined by Egs.
(10) and(11).

Let us now examine the simple stationary solutions of these equations. In a constant
and uniform magnetic field we have a solution of the fogs-const, Va=k,

a=—w,. Substituting this solution into Eq11) we obtain

J
XL

S k?cosB. (12

Wp= WL~
For small B, setting cosB~1, we obtain a standard spin wave with a quadratic disper-
sion law. In the leading long-wavelength approximation under consideration here, the
wave is undamped. Kondraterkshowed that in a ferromagnetic Fermi liquid the damp-

ing of spin waves arises only in terms of ordek®. His arguments, which are based on

an estimate of the phase volume for different spin-wave decay processes, are also appli-
cable to a polarized Fermi liquid.

The expression(12) makes it possible to indicate more accurately the region of
applicability of the approach employed. From the condition of adiabaticity
(wp— )< follows the bound ﬁ/S)k2<Q. For weak polarizatior)d can be ex-
pressed in terms of the parameters of the Fermi liquid, which gives
kve /Q<\3A/(1+F3). In pure®He the right-hand side of the inequality-is1 and we
return to the criteriorkv /() <1. In solutionsA <1 and the restriction is more stringent:
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kog/Q<+3A. For kvg/Q~ A spin waves interact efficiently with the longitudinal
degree of freedom and the separation into longitudinal and transverse dynamics is no
longer justified.

Another solution of Eqs(10) and (11) which is of interest arises in a weakly
nonuniform field, whenw, = o (2): ,B=O, a=— oy, ande;=0. The change in the angle
B, according to Eq(11), is described by the equation

) 7B (Ao in =0 13
Xla?Jr E(z—zo)smﬁ— . (13

This equation has the same form as a previously stfidigdation describing a coher-
ently precessing spin structure in a weakly polarized Fermi liquid. This shows that a
coherently precessing structure should also exist in a strongly polarized Fermi liquid. The
equation(13) does not take into account the effect of demagnetizing fields, which in the
case of spin polarization can be significant. This can be done directly.

3. DISCUSSION

On the basis of its symmetry properties, a Fermi liquid with “frozen” polarization
is similar to an isotropic ferromagnet. Therefore it is not surprising that the equations
governing the spin dynamics of such a liquid are identical to the analogous equations for
a ferromagnet. The same result is obtained by passing in the Leggett equations to the
limit Q7—o0 and correspondingly redefining the coefficients in the equations. This jus-
tifies the use of the Leggett equations in the indicated limit in the case of strong polar-
ization as well. This is not true of the dissipative terms. To introduce dissipation, terms
with higher powers of the frequencies and wave vectors must be included in the equa-
tions. However, taking into account dissipation cannot eliminate the discrepancy concern-
ing the question of the zero-temperature damping, since the discrepancy arises even in
terms of ordek?. Measurements of the diffusion coefficient in pure polarizee (Ref.
10) and in solutions ofHe and*He (Ref. 11 show a substantial decrease in the trans-
verse component of the diffusion coefficient compared with the longitudinal component
at temperature$<(). This agrees qualitatively with the idea of zero-temperature damp-
ing. However, the experimental results obtained cannot be regarded as a direct proof of
the existence of such damping. A calculation of the diffusion coefficient requires analysis
of the interaction of all elementary excitations contributing to spin transport, i.e., Fermi
quasiparticles and spin waves. The presence of two types of excitations can result in the
existence of regions with different temperature dependences. Changes in the character of
the transverse spin diffusion in the regidn-{) can be expected in different specific
models of the phenomenon. A final conclusion about the experimental confirmation of
the existence of zero-temperature damping can be made only after the corresponding
calculations are performed.

| thank A. F. Andreev, V. V. Dmitriev, and P. S. Kondratenko for helpful discus-
sions. This work was supported in part under CRDF Grant No. RP1-249.
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Shock wave structure in simple liquids
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The shock wave structure in a liquid is studied by a molecular dynam-
ics simulation method. The interaction between atoms is described by
the Lennard-Jone6—12 potential. In contrast to earlier works, the
simulation is performed in a reference frame tied to the shock wave
front. This approach reduces non-physical fluctuations and makes it
possible to calculate the distribution functions of the kinetic and poten-
tial energy for several cross sections within the shock layer. The pro-
files of flow variables and their fluctuations are found. The surface
tension connected with pressure anisotropy within the shock front is
calculated. It is shown that the main contribution to the surface tension
coefficient comes from the mean virial. ®97 American Institute of
Physics[S0021-364(1®7)01109-3

PACS numbers: 02.70.Ns, 62.5(

The internal structure of shock waves has been extensively investigated, both ex-
perimentally and theoreticallisee, e.g., Refs. 1-L3Earlier theoretical studies of shock
wave structure were based either on the hydrodynamic approximattooh is valid for
weak shock waves oni§° or on the Boltzmann kinetic equatigwhich holds for rar-
efied gases on)y’~® Thus, only certain limiting cases have been studied. More recently,
the direct Monte Carlo and molecular dynami®dD) simulation methods have been
employed to study the shock wave structure in solids, liquids, and dense(gasdRefs.
9-13. However, those simulations all suffer from large nonphysical fluctuations, which
have until now prevented the study of such important characteristics of the shock layer as
the evolution of velocity distribution function across the layer. There are two main
reasons for the high level of fluctuations in the MD shock wave simulations. First, in
most of these simulations a standard statement of the problem is used, wherein a shock
wave is generated in a fluid at rest by a moving piston. As a result, the shock wave is
nonstationary in the laboratory frame. Second, the number of particles in the MD cell is
typically of the order of a few thousand, which is insufficient for quantitative description
of the shock wave structure. In the present work we use a special potential configuration
that makes it possible to generate a shock wave at rest in the laboratory frame, and
employ the so-called Langevin thermostat to create the upstream fluid flow with given
mass velocity and temperature. The number of atoms in our simulations was typically an
order of magnitude larger than in Refs. 10, 11, and 13. This approach substantially
improves the quality of simulation and allows us to trace the evolution of the kinetic and
potential energy distributions across the shock layer. Since the kinetic energy distribution
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within the shock layer is nonequilibrium, the concept of local temperature is not appli-
cable. In this work we use the mean-square fluctuations of the longitudinal and transverse
velocity components to describe the transformation of kinetic energy of the upstream
flow into thermal energy of the downstream flow. We employ also the pair correlation
function (which depends on the transverse coordinatey)(, calculated for several
planesz= const within the shock layer, to describe the evolution of the fluid structure
during the shock compression.

The interaction of atoms in a simple liquid is described in this work by the Lennard—
Jones(6—12 potential(LJ potentia):

U(r)=4e[(alr)?—(alr)®]. (D)

We will hereafter use the MD units defined in terms of the parameters of the potantial
The results of the calculations will then be valid for any LJ fluid. The parameter
chosen as the unit of length, and the parametas the unit of energy. It is convenient to
chose the particle mass equal to 48 MD units. The units of time and velocity are then
o\m/48 and+/48s/m, respectively. For example, for argon atoms, the unit of length is
0=0.3405 nm, the unit of time is 0.31144 ps, the unit of enettggmperaturg is
£=1.65410 1% erg =119.8 K, the unit of velocity is 1.0933 km/s, and the unit of
density is 1.6825 g/cfn The rectangular MD simulation cell is similar to that used in our
previous papet? It has the dimensionk, X Ly X 2L, with periodic boundary conditions
imposed along all three coordinate axes. The flow velocity is directed along dies.
Short-range potentialg * and U~ are located on opposite sides of the MD cell and
satisfy the condition that the forced) */9z=9U /9z=0 atz=+L,. Since the accel-
eratingU* and deceleratingy ~ potentials have different magnitudes, the atoms crossing
the boundary of the MD cell change their energy. To form a uniform upstream flow with
given temperatur@, and mass velocity;=V,,, the Langevin thermostatis used. The
thermostat is a part of the MD cell in which the atoms are subjected to the Langevin force

dv{/dt=B(V16,—v{)+ &(1), )

where g is the friction coefficient£;(t) is Gaussian random forggéwhite noise”), the
subscripti=x,y,z, and the superscripha numbers the atoms. To obtain a prescribed
temperaturél;, the parameters of Eq2) should satisfy the conditiot¢?)=28T, /At,
whereAt is the time step of the integration, and the temperature is expressed in energy
units. The equations of motion are integrated using the 8th order Stoermer method, which
was previously used in Refs. 14, 16, and 17 for MD simulation of shock waves in L-J
gases and the liquid—gas phase transition. The details of the algorithm are described in
Ref. 14,

TABLE I

[Vl [Vl n ny T T ls bas Yu Y

2.48 1.61 0.76 1.17 1.03 7.86 1.95 5.90 40.93 46.83
4.95 2.74 0.76 1.37 1.04 48.65 1.42 49.36 120.14 169.50
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FIG. 1. Spatial profiles of the mean-square fluctuations of the longitudmabk(d transverser velocity
components in stationary shock waves. Upstream velocities are: clrvp/,|=2.48 and curve2)
|V,|=4.95.

Let us consider some typical examples of such a simulation. The parameters of
shock waves for two different Mach numbeid € |V,| for liquid argon are presented in
Table I.

The shock wave thickness presented in Table | is defined as
ls=(Ns—n)/(dN/dZ) pay.

Figure 1 shows the profiles of the mean-square fluctuations of the longitudinal
(curven) and transversgcurve 1) components of the molecular velocity. The simulation
reveals that the fluctuation of the longitudinal velocity compon&pts 48((v,—v,)?),
grows faster than the fluctuation of the transverse compoﬁ'e,m,48(v§). A similar
phenomenon has been observed in dense dasiesan be attributed to the fact that the
transformation of the energy of ordered motion along zhexis into energy of random
(therma) motion along thex andy axes requires large-angle scattering. This transforma-
tion proceeds slowly since it is connected with the high-energy tail of the particle distri-
bution. In contrast, the analogous process resulting in thermalization afacbmponent
of the velocity has little to do with the tail of the distribution function and has a higher
rate. Note that the functiof,(z) has a maximum within the shock front at sufficiently
high Mach number. The difference betweEpandT . leads to anisotropy of the pressure
within the shock layer and to an effect similar to surface tension. The pressure in the case
under consideration is a symmetric tensor, rather than a scalar. In the general nonequi-
librium case the pressure tensor can be calculated using the procedure described in Refs.
18 and 19 and the results of the MD simulation. The components of pressure are given by

23 0U(r ap)

1
Pa(2)=n(2)To(2) - 2—S< > 5<z—za>>, (3a)

azb Fap  dlap
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FIG. 2. Spatial profiles of the normah) and tangential f) pressure components in stationary shock waves.

> (X3p+Yan) U(T ap)
a#b 2rab I ap

1
PA2)=n(2)T(2)— —< 5(Z—Za)>, (3b)
2S
whereS is the area of the MD cell in the,y plane. The coefficient of surface tension is
defined as

y=[" (P-Paz @

The virial terms of the normal and tangential components of the preSsuaedP . and

the difference between thew(z) are calculated in the same way as in Ref. 16 and are
presented in Fig. 2. Notice that in the case of liquids the main contributigrotiginates

from the potential energy of particle interacti¢ggecond terms in Eqg$3a) and (3h)),
whereas in gases it is connected with the kinetic energy of the partibkesirst terms in
Egs.(3a) and(3b)).182° The values of the “potential” §,) and “kinetic” (y;) contri-
butions to the surface tensianare given in Table I. As is clear from E¢), the surface
tension is a small effect, proportional to the shock wave thickness. The corresponding
correction to the downstream presséxgis of the order ofP,l /R, whereR is the radius

of curvature of the shock wave. The excess pressure behind a spherical shock front
observed in Ref. 21 may be attributed to the surface tensiea Ref. 2D

The effect of surface tension may play an important role in the problem of shock
wave stability. For a plane shock wave, considered as a gasdynamic discontinuity, the
problem of stability with respect to corrugation perturbations was first considered in Ref.
22. The analysis showed that, depending on slope of the Hugoniot curve, the wave may
be stable, unstable, or neutrally stable. In the last case, small effects connected with the
finite shock wave thickness might affect the result. In studies of shock wave stability, it
is natural to consider the gasdynamic discontinuity as the limiting case of a shock wave
possessing internal structure. In particular, the stability of weak shock waves can be
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FIG. 3. Distribution functions of the component of velocity in different layers normal to theaxis: 1)
—12<z<—11.8,2) 2<z<2.2,3) 2.5<2z<2.7,4) 3<z<3.2,5) 3.5<z<3.7,6) 12<z<12.2. Upstream ve-
locity |V,|=2.48.

studied using the Navier—Stokes equations. Effects of drdar, where\ is the pertur-
bation wavelength, would be automatically taken into account in this study. This ap-
proach, however, cannot be directly applied to a shock wave of arbitrary amplitude in a
medium with an arbitrary equation of stagehich is of prime interest for shock insta-
bility studies. An alternative approach, which can be used in this case, is to study the
stability problem for a gasdynamic discontinuity and incorporate the effect of finite shock
thickness into the boundary conditions in the form of surface tension on a curved shock
surface. The latter approach was used in Refs. 20 and 23 to account for the experimen-
tally observed instability of the relaxation zone in ionizing shock waves in gasge

that in this case the relevant stability analysis can be performed in the hydrodynamic
approximation. It is clear that the method based on the concept of surface tension offers
considerable scope for the study of neutrally stdatzording to Ref. 22shock waves in
liquids and solids. The values of calculated above can be used in such a study.

The evolution of the particle distribution over the velocity compongracross the
shock layer folM ~ 2.5 is shown in Fig. 3. It is easily seen that the distribution functions
in different planes normal to the axis are deviated widely from the corresponding
bimodal distribution. A detailed comparison of the distribution functions derived from the
MD simulation with those calculated using the bimodal distribution shows that, contrary
to the case of gasé§the deviation decreases slightly with increasing Mach number.

Figure 4 shows the probability density for the potential energy in several planes
z= const within the shock layer. It is seen that the mean value of the potential energy is
negative in the upstream flow and positive in the downstream flow, i.e., the shock com-
pression of a liquid results in a change of sign of the interparticle forces. The correspond-
ing change in the structure of the liquid is demonstrated in Fig. 5, where the evolution of
the pair correlation function is shown. This is the correlation function that depends on
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FIG. 4. Distribution functions of the potential energy in different layers normal tozttais: 1) —12<
2<1.18,2) 2.5<2<2.7,3) 3<2z<3.2,4) 3.5<z<3.7,5) 12<z<12.2. Upstream velocitjV/,| =2.48.

two-dimensional distance between atoms in a plare= const. It is seen that the struc-
ture of the correlation functions is totally different from that observed in Ref. 16 for a
shock wave in a dense gas. Cunesnd 2 are closely similar to each other and are
typical for the liquid state. Curv8 shows that a short-range order exists in the shock-
compressed fluid. Since the potential energy in the downstream flow is positive, the
shock-compressed fluid resembles a system of closely packed spheres.

The authors would like to express their gratitude to A. F. Andreev, |. M. Khalatni-
kov, and L. P. Pitaevskifor valuable discussions. The work was supported by the
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FIG. 5. The pair correlation function in the upstream-12<z<—11.8 and downstreai®) 12<z<<12.2 flows,
and at the center of shock layBr 2<z<2.2,|V,|=2.48.
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