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A correction to the Hamiltonian of the QCD string with
quarks due to the rigidity term
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The correction to the Hamiltonian of a quark–antiquark system due to
the rigidity term in the action of the gluodynamics string is found using
the action obtained by D. V. Antonovet al., Mod. Phys. Lett. A11,
1905 ~1996! with the Hamiltonian obtained by A. Yu. Dubinet al.,
Phys. At. Nucl.56, 1745~1993!; Phys. Lett. B323, 41 ~1994! and E. L.
Gubankova and A. Yu. Dubin, Phys. Lett. B334, 180 ~1994!; preprint
ITEP 62-94. This correction contains additional contributions to the
orbital momentum of the system and several higher derivative opera-
tors. The resulting Hamiltonian is used to evaluate the rigid-string-
induced term in the Hamiltonian of the relativistic quark model for the
case of large masses of the quark and antiquark. ©1997 American
Institute of Physics.@S0021-3640~97!00109-6#

PACS numbers: 12.39.Ki

1. In a recent paper1 it was shown that the effective action of the gluodynam
string obtained from the expansion of the averaged Wilson loop^W(C)&, written with the
use of the non-Abelian Stokes theorem4,5 and cumulant expansion,5,6 has the form of a
series in powers ofTg /L, whereTg is the correlation length of the vacuum andL is the
size of the Wilson loop. Keeping in the cumulant expansion only the lowest bilocal t
which is dominant according to lattice data,7

^W~C!&5tr expS 2E
S
dsmn~w!E

S
dslr~w8!

3^Fmn~w!F~w,w8!Flr~w8!F~w8,w!& D ,
and parametrizing it in the following way:7,8

^Fmn~w!F~w,w8!Flr~w8!F~w8,w!&5
1̂

Nc
H ~dmldnr2dmrdnl!DS ~w2w8!2

Tg
2 D

1
1

2F ]

]wm
~~w2w8!ldnr2~w2w8!rdnl!
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Tg
2 D J ,

whereD andD1 are two renormalization-group invariant coefficient functions, one
rives at the following effective action of the gluodynamics string, induced by the n
perturbative background fields

Sbiloc52 ln^W~C!&5sE d2jAg1
1

a0
E d2jAggab~]atmn!~]btmn!

1OS Tg6L2astr^Fmn
2 ~0!& D , ~1!

where

s54Tg
2E d2zD~z2!

is the string tension of the Nambu–Goto term, and

1

a0
5
1

4
Tg
4E d2zz2~2D1~z

2!2D~z2!!

is the inverse bare coupling constant of the rigidity term. Here]a[]/]ja; a,b51,2;
gab5(]awm)(]bwm) is the induced metric tensor, g5detigabi , and
tmn5(1/Ag)«ab(]awm)(]bwn) is the extrinsic curvature of the string world sheet.

The aim of this letter is to apply action~1! to the derivation of the correction to th
Hamiltonian of the quark–antiquark system in the confining QCD vacuum, which
obtained in Ref. 2 for the case of equal masses of a quark and antiquark and gene
in Ref. 3 to the case of arbitrary masses. In both Refs. 2 and 3 only the Nambu–
term on the right-hand side of Eq.~1! was taken into account in the expression for t
Green function of the spinlessq q̄ system, which, by virtue of the Feynman–Schwing
representation, can be written in the form

G~x x̄uy ȳ !5E
0

`

dsE
0

`

d s̄E DzD z̄e2K2K̄^W~C!&, ~2!

where

K5m1
2s1

1

4E0
s

dg ż2~g!, K̄5m2
2 s̄1

1

4E0s̄dg ż̄2~g!.

Our goal here is to take the rigidity term into account as well. In analogy with Ref. 3
shall consider aq q̄ system with arbitrary masses of the quark and antiquark.
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In this way we shall work within the same approximations that were used in Re
and 3, namely, we shall disregard spin effects and the influence of additional quark
Secondly, we shall neglect quark trajectories with backward motion in proper time, w
might lead to the creation of additionalq q̄ pairs.

Besides that, we shall use the straight-line approximation for the minimal su
S; this, as was argued in Refs. 2 and 3, corresponds to the valence quark approxim
Such a ‘‘minimal’’ string may rotate and oscillate longitudinally. This approximation
inspired by two limiting cases:l50 andl→`.

The first case will be then investigated in more detail, and the correction to
Hamiltonian of the relativistic quark model9 due to the rigidity term in the limit of large
masses of the quark and antiquark will be derived.

The main results of this letter are summarized in the Conclusion.

2. RIGIDITY CORRECTION TO THE HAMILTONIAN OF THE ‘‘MINIMAL’’ QCD
STRING WITH SPINLESS QUARKS

Making use of the auxiliary field formalism,2,10one can represent the Green functi
~2! with ^W(C)& defined via Eq.~1! in the following way:

G~x x̄uy ȳ !5E DzD z̄Dm1Dm2Dhabexp~2K82K̄8!

3expF ~2s12ā !E d2jAhGexpF2 āE d2jAhhab~]awm!~]bwm!

2
1

a0
E d2jAhhab~]atmn!~]btmn!G , ~3!

where we have integrated over the Lagrange multiplierlab(j)5a(j)hab(j)
1 f ab(j), f abhab50, andā is the mean value ofa(j). Here tmn5 (1/Ah) «ab(]awm)
3(]bwn),

K81K̄85
1

2E0
T

dtF m1
2

m1~t!
1m1~t!~11 ż2~t!!1

m2
2

m2~t!
1m2~t!~11 ż̄2~t!!G , ~4!

T5
1

2
~x01 x̄ 02y02 ȳ 0!, m1~t!5

T

2s
ż0~t!, m2~t!5

T

2 s̄
ż̄0~t!,

and the no-backtracking-time approximation2,3

m1~t!.0, m2~t!.0 ~5!

was used. As in Refs. 2 and 3 we use in the valence quark sector~5! the approximation
that the minimal surfaceS may be parametrized by the straight lines connecting po
zm(t) and z̄m(t) with the samet, i.e., the trajectories of a quark and antiquark a
synchronized:zm5(t,z), z̄m5(t, z̄),wm(t,b)5 bzm(t)1(12b) z̄m(t), 0<b<1.
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Introducing the auxiliary fields2

n~t,b!5Ts
h22

Ah
, h~t,b!5

1

T

h12
h22

and making a rescaling

zm→A s

2ā
zm , z̄m→A s

2ā
z̄m

one obtains from the last exponential function on the right-hand side of Eq.~3! the
following action of the string without quarks:

Astr5E
0

T

dtE
0

1

db
n

2H ẇ21S S s

n D 21h2D r 222h~ẇr !1
sT2

a0ā
2

1

hF ẅ2r 22~ẅr !2

1ẇ2ṙ 22~ẇṙ !212~~ẅẇ!~ ṙ r !2~ẅṙ !~ẇr !!1S S s

n D 21h2D ~ ṙ 2r 22~ ṙ r !2!

22h~~ẅṙ !r 22~ẅr !~ ṙ r !1~ẇṙ !~ ṙ r !2~ẇr ! ṙ 2!G J , ~6!

where a dot stands for]/]t, rm(t)5zm(t)2 z̄m(t) is the relative coordinate, and as
Ref.1, we have assumed that the string world sheet is not very crumpled, so thathab is a
smooth function.

Let us now introduce the center-of-mass coordinateRm(t)5z(t)zm(t)1(1
2z(t)) z̄m(t), where z(t)[z1(t)1 (1/a0) z2(t), 0<z(t)<1 should be determined
from the requirement thatṘm decouples fromṙm .

3 Next, assuming that a meson as
whole moves with a constant speed~which is true for a free meson!, i.e., R̈50, and
bringing together the quark kinetic terms~4! and pure string action~6!, we arrive at the
following action of the QCD string with quarks

A5E
0

T

dtH m1
2

2m1
1

m2
2

2m2
1

m1

2
1

m2

2
1
1

2S m11m21E
0

1

dbn D Ṙ21S m1~12z1!

2m2z11E
0

1

db~b2z1!n D ~Ṙṙ !2E
0

1

dbnh~Ṙr !1E
0

1

db~z12b!hn~ ṙ r !

1
1

2S m1~12z1!
21m2z1

21E
0

1

db~b2z1!
2n D ṙ 21 1

2E0
1

dbS s2

n
1h2n D r 2

1
1

a0
F z2~m1~z121!1m2z1! ṙ

22z2~m11m2!~Ṙṙ !1E
0

1

dbnS z2~z12b! ṙ 2

2z2~Ṙṙ !1z2h~ ṙ r !1
1

2
~b2z1!

2@ r̈ ,r #21
1

2
Ṙ2ṙ 22

1

2
~Ṙṙ !21~b2z1!~~ r̈ Ṙ!~ ṙ r !
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2~ r̈ ṙ !~Ṙr !!1
1

2S S s

n D 21h2D @ ṙ ,r #21h~~b2z1!~~ r̈ r !~ ṙ r !2~ r̈ ṙ !r 2!1~Ṙr ! ṙ 2

2~Ṙṙ !~ ṙ r !! D G J , ~7!

where we have performed a rescaling

zm→ āA h

sT2
zm , z̄m→ āA h

sT2
z̄m , n→

sT2

ā2h
n.

Integrating overh, one gets in the zeroth order in 1/a0

hext5
~ ṙ r !

r 2 S b2
m1

m11m2
D ,

which, together with the conditionṘṙ50, yields

z2
ext5

~ ṙ r !2

r 2

m1

m11m2
E
0

1

dbn2E
0

1

dbbn

m11m21E
0

1

dbn

,

while z1
ext5@m11*0

1dbbn#/@m11m21*0
1dbn# was found in Ref. 3.

Finally, in order to obtain the desirable Hamiltonian, we shall perform the u
canonical transformation fromṘ to the total momentumP in the Minkowski space–time

E DR expF i E L~Ṙ, . . . !dt G5E DRDP expF i E ~P•Ṙ2H~P, . . . !!dt G ,
where H(P, . . . )5P•Ṙ2L(Ṙ, . . . ), and choose the meson rest frame
P5]L(Ṙ, . . . )/]Ṙ50. After performing the transformation fromṙ to p we get the
following Hamiltonian:

H5H ~0!1
1

a0
H ~1!. ~8!

Here

H ~0!5
1

2F ~pr
21m1

2!

m1
1

~pr
21m2

2!

m2
1m11m21s2r2E

0

1db

n
1n01

L2

rr2G ~9!

with

r5m11n22
~m11n1!

2

m11m21n0
, n i[E

0

1

dbb in, pr
2[

~p•r !2

r2
, L[@r,p#

is the Hamiltonian of the ‘‘minimal’’ Nambu—Goto string with quarks, which w
derived and investigated in Ref. 3, while the new HamiltonianH (1) has the form
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a1
r2
L21

a2
r2
L̇21

a3

2m̃3
ur u~pr

2!
3
21

a4

m̃4
~pr

2!21
a5

2m̃r2

Apr2L2

ur u
1

a6

2m̃2r2
pr
2L2

r2
,

~10!

wherem̃5 m1m2/m11m2, and the coefficientsak ,k51, . . . ,6read as follows:

a15
s2

2 E0
1db

n
, a25

1

2Fn21 ~m11n1!~n0~m12n1!22n1~m11m2!!

~m11m21n0!
2 G ,

a353
ṁ̃

m̃
B2Ḃ,

a45
1

2~m11m2!~m11m21n0!
Fn0~m1n02n1~m11m2!!2

~m11m2!~m11m21n0!
2n1~m11m2!~n122m2!

2m1n0~m112m2!G ,
a55

ṁ̃

m̃
B2Ḃ, a65n21

n1
212m1n022m2n1

m11m21n0

1
1

m11m2
F 1

m11m2
S ~m1n02n1~m11m2!!2~3n012~m11m2!!

~m11m21n0!
2 1m1~m1n0

22n1~m11m2!! D 2
m1
2n0

m11m21n0
G ,

B[
n1~m11m2!~n122m2!1m1n0~m112m2!

~m11m2!~m11m21n0!
.

During the derivation ofH (1) we have placed the origin at the center of mass of the in
state, so thatṘ• ṙ!1, and the term

2
1

2a0
E
0

T

dtn0~Ṙ• ṙ !
2

on the right-hand side of Eq.~7! has been neglected.

Notice that Hamiltonian~8!–~10! contains auxiliary fieldsm1, m2, andn. In order to
construct the Hamiltonian operator that acts on wave functions, one must integrate
these fields~this implies a substitution of their extremal values, which could be obta
from the corresponding saddle-point equations, into Eqs.~8!–~10!! and perform Weil
ordering.11

Let us now apply Hamiltonian~10! to the derivation of the rigid-string correction t
the Hamiltonian of the so-called relativistic quark model,9 i.e., consider the case when th
orbital momentum is equal to zero. In what follows we shall for simplicity put the m
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of a quark equal to the mass of an antiquark:m15m2[m. In order to getH (1), one
should substitute the extremal values of the fieldsm1, m2, andn of the zeroth order in
1/a0 , m1

ext5m2
ext5Ap21m2 andnext5sur u, into Eq.~10!. The limit of large masses of a

quark and antiquark means thatm@As. In this case we obtain from Eq.~10! the rigid-
string HamiltonianH (1)52 (4sur u/m4) (pr

2)2 and then, from Eqs.~8! and ~9!, the fol-
lowing expression for the total Hamiltonian

H52m1sur u1
p2

m
2S 1

4m3 1
4sur u
a0m

4D ~p2!2. ~11!

3. In this letter we have derived a correction to the Hamiltonian~9! of the QCD
string with spinless quarks, which was found in Ref. 3; this correction, which arises
the rigidity term in the gluodynamics string effective action,1 is given by formula~10!.
The Hamiltonian obtained contains corrections to the orbital momentum of the sy
and also several operators of higher than second order in the momentum. The
corrections arise as a consequence of the fact that the rigid-string theory is a theor
higher derivatives.

We have used the Hamiltonian obtained to derive the rigid-string contribution to
Hamiltonian of the relativistic quark model in the case of equal large masses of a
and antiquark, so that the total Hamiltonian is given by formula~11!.
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sions. I would also like to thank the theory group of the Quantum Field Theory De
ment of the Institut fu¨r Physik of the Humboldt-Universita¨t of Berlin for kind hospitality.
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It is shown that in a dense, not very hot, multiply charged plasma the
satellite structures of resonance lines can become more intense than the
resonance lines themselves. Experimental and theoretical investigations
show that the conditions under which the satellite structures dominate
in the emission spectrum of the plasma are quite easily realized experi-
mentally and, furthermore, apparently they will be the most typical case
in investigations of compressed plasma regions in inertial-confinement
fusion experiments and in the study of plasma produced by high-
contrast pico- and femtosecond laser pulses. ©1997 American Insti-
tute of Physics.@S0021-3640~97!00209-0#

PACS numbers: 52.25.Nr, 52.70.La, 52.58.Hm

X-ray spectral diagnostics methods have long been used, very successfull
determining the parameters of both laboratory and astrophysical plasmas. For ex
they have been used to obtain extensive information on the ablation plasma in in
confinement fusion~ICF! experiments and there are plans to use them for diagnostic
compressed regions in thermonuclear targets in large-scale ICF experiments~see, for
example, Refs. 1–3!.

Many existing x-ray spectral diagnostics methods are based on the detection
708 7080021-3640/97/090708-06$10.00 © 1997 American Institute of Physics
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resonance lines of multiply charged H- and He-like ions, i.e., 2p–1s and 1s2p–1s2

transitions, respectively. However, these resonance lines are bordered by satellite
tures due to transitions of the type 2pnl–1snl and 1s2pnl–1s2nl in ions with a smaller
charge. Forn52 the satellites lie quite far away from the corresponding resonance l
whereas forn>3 the splitting becomes very small, and many of these satellite line
within the contour of the resonance line. This means that, strictly speaking, experim
all record not a single resonance line but rather the sum of the resonance line wi
corresponding satellites. This circumstance ordinarily does not create additional di
ties, since in the most common case of a quite hot plasma which is not too dens
intensity of satellite structures withn>3 is in general quite low. Moreover, it drop
rapidly with increasingn, and the contribution of the satellites to the resonance line d
not exceed;10%. However, it should be remembered that the intensities of the sate
and the resonance lines themselves depend differently on both the ion chargeZ and
plasma parameters, such as the temperatureTe , the densityNe , and the linear sizeL of
the plasma: The relative intensity of the satellite structures increases with increasZ,
decreasingTe , and increasingNe and L. The first two dependences are quite obvio
~see, for example, Refs. 4 and 5!. The dependence onNe appears as a result of both th
additional filling of doubly degenerate states with small autoionization constants a
decrease in the intensity of the resonance line due to self-absorption, and the depe
on L is due completely to self-absorption. Therefore, satellite structures in a dens
very hot, multiply charged plasma can become more intense than the resonanc
themselves, and it may be impossible to record the resonance lines. This conclus
itself is very obvious, and the real question is whether or not the conditions for real
such a situation are too exotic. Answering this question is our objective in the pr
work. Our experimental and theoretical investigations showed that the conditions
which the satellite structures dominate the radiation spectrum of a plasma are quite
realized experimentally and furthermore they apparently will be the most typical ca
investigations of compressed plasma regions in ICF experiments and in the stu
plasma produced by high-contrast pico- and femtosecond laser pulses, i.e., in inve
tions which are of greatest interest today.

The experimental investigations were performed on the Hercules device~Frascati!,
which consists of a XeCl laser with an active-medium volume of 9343100 cm, wave-
lengthl5308 nm, pulse energy 2 J, and pulse duration 12 ns. The radiation was fo
into a 40–70mm in diameter spot on the surface of a solid magnesium target, so tha
flux density was equal to (428)•1012 W/cm2. The laser operated in the periodic-pul
mode with a repetition frequency of 10 Hz. The spectrum was ordinarily obtained
20–40 shots; the target was moved after each shot.

The soft x-ray radiation from the plasma was recorded with a spherically cu
mica crystal spectrograph.6–8 The FSPR-1 arrangement7 of the crystal~radius of curva-
ture 186 mm!, the plasma, and the photographic film made it possible to obtain sp
with a high spectral resolutionl/Dl'10000 and a spatial resolutiondx'20 mm in the
direction of expansion of the plasma. The recorded spectral range of 9.1–9.
contained the resonance line (W) 1s2p1P1–1s

2 1S0 and the intercombination line~Y!
1s2p3P1–1s

2 1S0 of the He-like ion Mg XI and the satellite structures due to the rad
tive transitions 1s2lnl 8–1s2nl8 from the twofold degenerate states of the Li-like io
709 709JETP Lett., Vol. 65, No. 9, 10 May 1997 Rosmey et al.
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MgX. Examples of densitometer traces of spectra corresponding to plasma regio
cated at different distances from the target surface are displayed in Fig. 1a.

It is evident from Fig. 1a that at sufficiently large distances from the target sur
(x.100mm! the radiation spectrum of the plasma looks to be very standard: TheW and
Y lines dominate the spectrum, and the total radiation energy in the satellite structu
very low. The situation changes qualitatively as the target is approached: 1! The well-
known satellitesq, r , a–d, k, and j become at least as intense as the resonance lin!
intense satellites appear near the intercombination line, and 3! the contour of the reso
nance line becomes strongly asymmetric, with spectral lines clearly observed o
long-wavelength wing. We used the ‘‘Maria’’ kinetic code9 to model this situation theo
retically. This code represents a nonstationary, multilevel, radiation–collisional m
with self-absorption taken into account in the leakage-factor approximation. An im
tant feature of the Maria code is that a large number of autoionizing states of io
different charges are included in the calculation. For example, for the Li-like MgX ion
states of the 1s2lnl 8 configurations with 2<n<7 were included in the present work
The calculations were performed for a large set of values of the plasma paramete
made it possible to investigate the dependence of the emission spectrum on the
density, temperature, and size. Figure 2 displays as an example the most nontrivial,
opinion, dependence of the spectrum on the linear size of the plasma for fixed valu
the plasma densityNe51021 cm23 and temperatureTe580 eV.

FIG. 1. a! Radiation spectra of a magnesium laser plasma. The spectra correspond to plasma regions lo
distancesx50–280mm from the target surface. The standard designations are used for satellites withn52:
q,r , . . . ~see, for example, Ref. 5!, W andY are resonance and intercombination lines of the MgXI ion.!
Theoretical modeling results for the radiation spectrum of a plasma from the regionx540 mm. The model
spectrum was constructed forNe51021 cm23, Te580 eV, andL550 mm.
710 710JETP Lett., Vol. 65, No. 9, 10 May 1997 Rosmey et al.



thin

ance
rs in

s
nel
gly

ma.
with

t role.
line,

well.
egion

Å for
One can see from Fig. 2 that the form of the radiation spectrum for an optically
plasma is qualitatively different from that of an optically thick plasma~in the case
L5300mm, for example, the optical thickness of the plasma at the center of a reson
line is t0(W);500). As the plasma increases in size, at first self-absorption appea
the resonance lines, while the satellite lines remain practically unchanged~see the spec-
trum for L510 mm and also Refs. 10 and 11!. For L5100 mm the plasma become
optically thick even for satellites withn52. Since a strong nonradiative decay chan
~autoionization! exists for the autoionizing levels, imprisonment of the radiation stron
affects the satellite intensities even fort;1 ~see, for example, Refs. 12–14!. As a result,
satellites withn.2 play a relatively large role in the radiation spectrum of the plas
For L5300 mm the optical thickness of the plasma reaches 1 even for satellites
n53. Therefore, as the plasma size increases, satellite structures with largen.3, which
are concentrated close to the resonance line, start to play an increasingly importan
As a result, a complex ‘‘resonance structure’’ forms at the location of the resonance
and the resonance line itself makes only a very small contribution to this structure~see
theL5300mm spectrum in Fig. 2!.

The kinetic calculations made it possible to describe the observed spectra quite
For example, Fig. 1b shows the modeling results for the spectrum emitted from a r

FIG. 2. Computational results for the emission spectrum of a magnesium plasma in the region 9.1–9.4
Ne51021 cm23, Te5Ti580 eV, and different geometric dimensions of the plasma object.
711 711JETP Lett., Vol. 65, No. 9, 10 May 1997 Rosmey et al.
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of the plasma located at a distancex540 mm from the target~the parameters of the
model spectrum are given in the figure caption!. From this figure it is also clear that th
complicated ‘‘resonance structure’’ is formed by satellites withn.2. We note that the
theoretical spectrum shown in Fig. 1b was constructed taking into account the inh
geneous Doppler shift of the spectrum, due to the macroscopic motion of the plasm
the presence of a small number (6•1025) of high-energy electrons (E;1 keV, see also
Ref. 9!.

The good agreement between the observed and computed radiation spectra
that near the surface the plasma temperature was quite low (;80 eV! and the plasma
density was quite high (;1021 cm23) under the experimental conditions of the prese
work. This conclusion also follows from the gas-dynamic calculations which we
formed using the Hydra code.15 The calculations were performed in a one-dimensio

FIG. 3. Relative densities of Li- and He-like Mg ions at timet57.1 ns, corresponding to the maximum distan
of the critical surface from the target, as a function of the radius~a! and the time dependence of the electr
density~b! and temperature~c! for a number of distancesr from the center of the spherical surface of the targ
The numbers on the curves correspond to the values of the radiusr in microns. Since the initial target radiu
was equal to 100mm, the quantityx5r2100mm gives the distance from the target surface.
712 712JETP Lett., Vol. 65, No. 9, 10 May 1997 Rosmey et al.
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spherical geometry. The initial target radius was set equal to 100mm. The temporal form
of the laser pulse was Gaussian with a width of 14.4 ns at half height. The peak d
of the laser radiation flux, scaled to the initial radius of the target, was equal to 3•1012

W/cm2. The calculation started 14.4 ns before the peak of the laser pulse. Togethe
the gas-dynamic equations, the equations governing the population kinetics of the
of Mg ions with all charge multiplicities~from neutrals to bare nuclei! were solved
self-consistently. The radiation energy losses and reabsorption of radiation in the sp
lines were taken into account in the photon-escape-probability approximation. Som
the computed curves are presented in Fig. 3. We note that, as one can see from F
a large number of Li-like ions is present in the plasma near the target; this increas
excitation efficiency of satellites withn.2 from the 1s2nl states upon the direct exc
tation of an inner 1s electron.

For other laser pulse parameters characteristic for most of the experiments
formed with laser plasmas over the last two decades (l51.06 mm, t51 ns,q51014

W/cm2), regions of comparatively cold, dense plasma should also exist near the t
However, these regions will be much smaller, and in spectra recorded with the ordi
realizable spatial resolutiondx>100mm they will not be noticeable. Inadequate spect
resolution has a similar effect: The complicated ‘‘resonance structure’’ will appear
single line with a smooth contour. The satellite dominance which we observed in
emission spectrum of a laser plasma in the present work will apparently be even
important in experiments on femtosecond heating of plasma by high-contrast p
where, as a result of the high~solid-state! density of the plasma produced, the ionizatio
state composition will shift in the direction of lower states of ionization, and sate
structures due to the radiative decay of autoionizing states with two highly excited
trons in Be-, B-,. . . -like ions will play a large role.
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Simulation of the formation of porous-silicon structures

L. N. Aleksandrova) and P. L. Novikov
Institute of Semiconductor Physics, Siberian Branch of the Russian Academy of Scie
630090 Novosibirsk, Russia

~Submitted 24 March 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 685–690~10 May 1997!

The formation of porous silicon is investigated by the Monte Carlo
method in a model that takes account of the nonuniformity of the
charge distribution over the silicon–electrolyte interface, hole diffu-
sion, generation, and recombination processes, and size quantization.
The structures obtained in a computer simulation for various doping
levels of the crystalline substrate, temperatures, HF concentrations, and
anode current densities are presented. Analysis of nanoporous struc-
tures shows that the porosity depends on the depth and reveals the
presence of a fractal dimensionality on scales of less than 10 nm.
© 1997 American Institute of Physics.@S0021-3640~97!00309-5#

PACS numbers: 61.43.Dq, 61.43.Bn

Porous silicon obtained by anodization in a solution of HF has become a prom
material for producing electronic devices on account of its visible-range luminesce1

its extremely extended surface, and its extensive technological possibilities.2–4 It is also
an interesting object for fundamental investigations, since its fractal structure exhi
number of optical, diffusion, thermodynamic, and transport properties5 which have not
been completely explained. The mechanism leading to the formation of porous lay
also in dispute.

Together with experimental methods, computer simulation is also used to stud
mechanism leading to the formation of porous silicon. All physical models employed
based on the idea that the elementary event contributing to the decomposition of a
during anodic etching is an electrochemical reaction with transport of several po
elementary charges~holes! from the crystal into the electrolyte. A model which incorp
rates diffusion transport of holes to the boundary of the silicon anode~diffusion-limited
model! makes it possible to obtain structures which are visually similar to the exp
mental structures.6–11 The qualitative dependence of the structure on the anodic cu
density emerges when hole drift near pore tips is included in the simulation. How
these models do not give detailed agreement between the computed and the real
mental structures~including the pore diameter, the average interpore distance, and s!
or an adequate dependence of the topological characteristics of the modeled struct
the experimental conditions.

In the present work we performed a numerical simulation that makes it possib
follow the formation of porous silicon as a function of the doping level inp-Si, the anodic
current density, the temperature, and the HF concentration. Hole diffusion, drift, ge
tion, and recombination in the crystal, the formation of a space-charge region~SCR! at
714 7140021-3640/97/090714-06$10.00 © 1997 American Institute of Physics
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the pore tips and near the crystal–electrolyte interface, as well as size quantizat
nanoparticles are incorporated in the model as processes leading to the format
porous silicon. All conditions together determine which process dominates. The sim
tion was performed on both square and cubic meshes. In the latter case, the
dimension of the porous structures obtained was calculated directly.

In heavily doped silicon (p.1017 cm23) the electric charge focusing the lines of th
electric field is concentrated on irregularities of the anode surface. The current d
j is distributed over the anode surface nonuniformly. The ionic charge is depleted,
is concentrated predominantly at pore tips wherej is higher than the volume averag
Near the pore tips ions are attracted to asperities, where the hole density is ele
According to Ref. 8, this mechanism promotes electropolishing. A characteristic fe
of this model is that for each charge carrier near a pore tip the zone where a h
attracted to an asperity on the surface of the silicon anode is limited by some dis
RA . As a result, etching can occur only at pore tips without the entire surface b
electropolished. We assume that an energy barrier is present at the walls of po
p1-Si that prevents holes which appear at the pore walls as a result of thermal gene
from penetrating into the pores, while it is overcome at the pore tips, where the lin
the electric field are focused.

The numerical simulation of the anodization ofp1-Si was performed on a two
dimensional mesh (1603160). Each position on the mesh is defined as a cell. A m
step corresponds to the spatial extent of the fluctuation of the surface charge.N holes
undergo random transport, hopping over a distance equal to the mean free path~Fig. 1!.
As soon as a hole is located within the distanceR5nP

23 from the nearest pore tip (nP is
the impurity density!, drift in the direction of this tip starts. After the hole reaches a po
on the interface, the curvature of the boundary within an intervalL on both sides of this

FIG. 1. Diagram illustrating the computational algorithm forp1-Si.
715 715JETP Lett., Vol. 65, No. 9, 10 May 1997 L. N. Aleksandrov and P. L. Novikov
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point is analyzed. Decomposition occurs on the sharpest asperities within this int
The quantityL corresponds toRA and depends on the HF concentration and curr
density as

L'A~ j /c!1/2, ~1!

whereL is the number of mesh cells,j and c are expressed in the units mA/cm2 and
wt.%, respectively, andA548 (cm2wt.%/mA)1/2.

In a lightly doped crystal (p,1016 cm23) the space-charge density and intensity
the electric fields are low. For this reason, in these crystals the dominant pore form
mechanisms are hole diffusion, thermal generation, and recombination and in nan
tals the size-quantization effect is the dominant mechanism. As is well known,
quantization increases the band gap. As a result, an energy barrier preventing ho
etration into nanoparticles arises between the nanoparticles and the bulk materia
quantization becomes important on scales of the order of 10 nm.

Computer simulation of pore formation inp2-Si is performed on two-dimensiona
meshes (1603160) and three-dimensional(1603160380) meshes. One mesh step co
responds to the average interatomic distance. The algorithm differs from the on
scribed above: Before undergoing a hop, a hole can vanish and appear at a differen
in the crystal. The probability of such an event is;exp(2EG /kT), whereEG is the band
gap. When a hole reaches a point on the interface, the neighborhood of the crysta
this point is analyzed. If the crystal contains a sphere with radiusRQ , then decomposition
occurs. Otherwise, the hole continues its random motion.

The three-dimensional structures obtained were analyzed numerically. The po
was calculated as a function of depth:

P~h!5NPS~h!/Ni j ~h!, ~2!

whereNPS(h) is the number of cells contained in the pores in a layer of depthh and
Ni j (h) is the total number of cells in this layer.

The fractal dimension of the porous structures was calculated by the ‘‘sand
method12 as

D~ i , j ,k!53logi jk / i* j* k*
NPD~ i , j ,k!

NPD~ i * , j * ,k* !
, ~3!

where NPD(x, y, z) is the number of crystal cells contained in a parallelepip
x3y3z (x>1, y>1, z>1) centered at some site of the crystal, averaged over all s
sites. The neighboring quantities (i , j ,k) and (i * , j * ,k* ) differed by not more than 1.

An array of pictures obtained by numerical simulation on a (1603160) two-
dimensional mesh forN580 is presented in Fig. 2. The black color represents pores
each picture the pores grow from top to bottom. The rows and columns in the arra
labeled with the values of the effective model parametersR andL. One can see that th
pore diameter increases withL; this corresponds to increasing current density and
decreasing HF concentration. Within the diameter,L pores are continuous in the later
direction, in agreement with high-resolution transmission electron microscopy~TEM!
results for micro- and macroporous layers of silicon.13 Continuity is achieved by includ-
716 716JETP Lett., Vol. 65, No. 9, 10 May 1997 L. N. Aleksandrov and P. L. Novikov
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ing in the simulation a factorRA , since simulation based on the standard diffusio
limited model makes it possible to obtain only branched pores.6,10ForL54 andR50 the
current density is high enough for electropolishing to occur. AsR increases, the pore
become longer and the interpore distance increases. ForL50 andR510 and 20 the
direction of growth is practically predetermined, since the active zone for each po
limited by its lowest point. In Ref. 14 similar conditions were realized inn-Si by using
small initial pits and back-side illumination. The structures obtained by simulation
experimentally were compared with the TEM data obtained for samples of porous s
in the experiments of Refs. 13 and 15.

A matrix of sections of the obtained three-dimensional structures (1603160380)
along planes parallel to the surface of the substrate forN53000, whose rows and col
umns correspond to the relative depthh/hmax and the generation probabilityG, was
constructed. The parameterRQ was set equal to 3 lattice sites. The calculations show
that the quantitydP/dh decreases when hole thermal generation and recombina
factors are incorporated in the model. The curvesP(h/hmax), wherehmax is the maximum
depth of the pores, are displayed in Fig. 3. The steep slope near the initial boundary
to the difference in the growth conditions of the pores on the initial surface and at
depth. The thickness of the transitional layer between the porous and continuous
decreases with increasing scale on which size quantization is manifested with a
ciently large thermal generation factor (G50.5). Our investigations also established th
decreasingG increases the porosity gradient along the depth of the main layer of po
silicon.

FIG. 2. Array of pictures of a porous structure which were obtained by varying the model parametersL and
R (N580). The pores are colored black and grow from top to bottom.
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The fractal dimension was calculated from Eq.~3! for crystalline structures obtaine
by numerical simulation on a three-dimensional mesh. The dependence of the
dimension on the size of the structure~defined asA3 i • j •k) is shown in Fig. 4. It varies
from 0.1 to 3 for structures ranging in size from 1.3 to 4 mesh cells, which corresp
to real values from 0.3 to 1 nm. To each abscissaA3 i • j •k, whose value can be obtaine
with at least three combinations ofi , j , andk, there correspond at least three points. M
points with the same abscissas are superposed on one another, showing that the
properties of the structures obtained are isotropic. Neutron-scattering experim16

showed that the mesoporous structures possess a fractal dimensionality on scales

FIG. 3. Porosity versus depth for structures obtained by simulation on a three-dimensional mesh3 —
RQ51, D — RQ52, s — RQ53, d — RQ54; G50.05).

FIG. 4. Fractal dimension of structures obtained by simulation on a three-dimensional mesh as a functio
size:1 — RQ51, G50.05;n — RQ51, G50.015;d — RQ52, G50.015;s — RQ53, G50.05; h —
RQ54, G50.05.
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100 nm. The fractal nature of the nanoporous silicon structures should be manifes
shorter scales.

The model presented above gives a more accurate description of the process l
to the formation of porous silicon. It includes a relief-dependent etching mechan
which produces macropores of different diameters and shapes. In the case ofp2-Si the
model takes account of thermal generation and recombination of holes as well as th
quantization in nanocrystals. The transverse sections of the structures obtained by
lation and experimentally look similar. Analysis of the porous structures obtaine
simulation on a three-dimensional mesh showed that the porosity and its depth gr
depend strongly on the size-quantization scale and the generation–recombination
respectively. The fractal dimension calculated directly for the simulated nanopo
structures assumes ranges from 0.1 to 3 on scales ranging from 0.3 to 1 nm.

a!e-mail: aleks@ns.isp.nsc.ru
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Investigation of level crossing in the tetragonal
paramagnet YbPO 4 in ultrahigh magnetic fields
up to 400 T

Z. A. Kaze a) and R. Z. Levitin
Department of Physics, Moscow State University, 119899 Moscow, Russia

N. P. Kolmakova and A. A. Sidorenko
Technical University, 241035 Bryansk, Russia

V. V. Platonov and O. M. Tatsenko
Russian Federal Nuclear Center, 607190 Sarov, Nizhegorod Region, Russia

~Submitted 7 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 691–694~10 May 1997!

The crossing of the energy levels of Yb31 ions in paramagnetic
YbPO4 in ultrahigh magnetic fields of up to 400 T, produced by an
explosive method, is investigated experimentally and theoretically. A
wide maximum is found in the differential susceptibilitydM/dH in a
field Hc'280 T. This maximum is due to the crossing of the energy
levels of the magnetic ions in the field. The magnetocalorimetric effect
is calculated under the assumption that the magnetization process in the
pulsed fields is adiabatic. The effect is nonmonotonic as a function of
the field and is accompanied by a substantial cooling of the crystal near
Hc . © 1997 American Institute of Physics.
@S0021-3640~97!00409-X#

PACS numbers: 75.20.2g, 33.80.Be

Crossing of the energy levels of magnetic ions in a field~crossover! and an associ-
ated jump in magnetization have been predicted theoretically1 for the compound TmSb
and have been observed experimentally in various rare-earth~RE! compounds~see, for
example, Ref. 2! in both paramagnetic and ordered states. This effect occurs whe
energy of the lower level of the crystal-field-split ground-state multiplet of the RE
depends on the magnetic field much more weakly than the energy of one of the e
multiplets. For this reason, in sufficiently high fields these levels first draw together
then exchange places. Since in this case the more ‘‘magnetic’’ level becomes the g
state level, crossover is accompanied by an abrupt increase in the magnetizationM and a
maximum in the differential susceptibilitydM/dH.

It can be expected that level crossing effects will be quite numerous in the
zircons RXO4 ~R is a rare-earth ion, X5 As, P, V!, since the quite low tetragona
symmetry of zircon~space groupD4h

195I41 /amd) gives a rich, weakly degenerate, spe
trum of the RE ion and an appreciable magnetic anisotropy in directions parallel to
perpendicular to the tetragonal axis in the paramagnetic state. Since there are n
equivalent positions for a RE ion in the zircon structure, these effects should be c
720 7200021-3640/97/090720-05$10.00 © 1997 American Institute of Physics
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observed even in macroscopic characteristics such as the magnetization. Of the
series of RE zircons, crossover in comparatively weak magnetic fields (;10 T! has been
investigated thus far only in paramagnetic HoVO4.

3–5 The substantial progress made
producing high and ultrahigh magnetic fields makes level crossing effects now acce
for experimental investigation. In the present work we investigated level crossin
paramagnetic YbPO4 both experimentally and theoretically.

The measurements were performed on a YbPO4 single crystal at 4.2 K by an induc
tion method in pulsed magnetic fields of up to 400 T, produced by an explosive met6

The rise time of the field in the pulse was equal to 15ms. These are one-time measur
ments and the measuring coils and samples are destroyed after each pulse; it is imp
to compensate the signal from the magnetic field completely. Therefore the sign
duced in the measuring coils can be written in the form

V1~H !;
dM

dt
1K

dH

dt
, ~1!

where the first term corresponds to the signal from the sample and the second
corresponds to the coil decompensation signal. During the field pulse the signalsV1 and
V2;dH/dt from the measuring and ‘‘field’’ coils were recorded every 0.002ms ~ap-
proximately 8000 points!. These data make it possible to calculate the cur
V1(H)/V2(H) ~which, assuming that the decompensation signal is only a weak fun
of the field intensity, are proportional with proportionality constantK to the differential
susceptibility of the sampledM/dH5(dM/dt)/(dH/dt) and also to time-average th
signal in order to decrease the high-frequency fluctuations of the background.

Figure 1 displays the experimental and theoretical curves ofdM/dH for a YbPO4
single crystal for a magnetic field oriented along the tetragonal axis@001#. The wide
maximum of the susceptibility atHc'280 T is due to the crossing of the energy levels
the Yb31 ion. The large width of the maximum is apparently due to the change in

FIG. 1. Experimental~1! and computed~2, 3! dependences of the differential susceptibilitydM/dH for
YbPO4 for magnetic field orientation near the tetragonal axis@001# (u — angle of orientation!.
721 721JETP Lett., Vol. 65, No. 9, 10 May 1997 Kaze  et al.
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temperature of the sample as a result of the magnetocaloric effect accompanying
netization in a pulsed field. Since the spin–lattice relaxation time in RE ionic compo
is very short (;1029 s; see, for example, Ref. 7! compared with the duration of the fiel
pulse, the electronic subsystem and lattice are in equilibrium during the measure
and the magnetization process is close to adiabatic. In our view, the heat transfer be
the sample and the surrounding medium is very weak, even in pulsed fields with du
;10 ms, as is indicated by the fact that the magnetization curves with increasin
decreasing field are the same.

The Zeeman effect and the magnetic characteristics were calculated using a H
tonian that includes the crystal-field Hamiltonian, written in terms of the irreduc
tensor operatorsCq

k , and a Zeeman term:

H5B0
2C0

21B0
4C0

41B0
6C0

61B4
4~C4

41C24
4 !1B4

6~C4
61C24

6 !1gJmBH–J. ~2!

Here Bq
k are the crystal-field parameters andgJ is the Lande´ factor. The crystal-field

parameters for the Yb31 ion in the phosphate matrix are known only for the dop
compounds Yb:LuPO4 and Yb:YPO4 ~Ref. 8! ~the parametersB0

2 of these compounds ar
substantially different! and can, generally speaking, differ appreciably from the values
the concentrated YbPO4 compound. The crossover fieldHc is determined by the spec
trum and wave functions of the ground-state multiplet 2F7/2 of the Yb31 ion, which are
formed by the crystal field. Our calculations ofHc with the crystal-field parameters fo
Yb:YPO4 and Yb:LiPO4 give values of 210 T and 180 T, respectively. Numerical ana
sis shows that the value of the crossover field is most sensitive to the parametB0

2.
Solving the optimization problem for YbPO4 taking account of all available informatio
~from spectroscopy and ESR8,9 as well as our magnetic measurements! gives crystal-field
parameters which fall within their range of variation in the series of RE phosphates
yields the theoretical valueHc5270 T. This value agrees well with the experimen
value within the error limits associated with measurement of the field (610%) and a
possible disorientation of the sample of<3°.

An interesting feature of crossover in YbPO4 is that the ground-state leve
(gz

gr;2) crosses the bottom level of the first excited doublet, for which
z-component of theg-tensor in the absence of a magnetic field is much sma
(gz

ex1,0.1). In a field, however, the third excited doublet is strongly admixed to
bottom level of the first excited doublet of the stateu17/2&, both states belonging to th
same representation, and a large increase occurs in thegz factor of the latter. For the
ground-state doubletgz does not change as strongly in a field because of the w
admixture of the second excited doublet to it. We note that for a field orientation st
in the direction of the tetragonal axis there is no mixing of the wave functions of
ground-state and first excited doublets and for this reason the ‘‘true’’ level cros
should be observed. A misorientation of the field by even 3–5° causes compo
u67/2& to appear in the wave function of the ground state and in the interaction bet
the ground-state and first excited levels, which gives rise to a small gap~level repulsion!
in the spectrum near the crossover fields. This results in broadening of the maxim
dM/dH and increases the crossover field.

In calculating the magnetic characteristics for fields from 0 to 400 T with s
DH50.01 T, the Hamiltonian~2! was diagonalized numerically in order to determine t
722 722JETP Lett., Vol. 65, No. 9, 10 May 1997 Kaze  et al.
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spectrum and the wave functions of the Yb31 ion, and the ‘‘elementary’’ magnetocalori
effectDT accompanying a change in the field fromH to H1DH was calculated:

DT52~]M /]T!HTDH/CH . ~3!

In this formula the total specific heatCH of the crystal includes the lattice specific he
Clat;(T/TD)

3 ~the Debye temperature for the phosphate latticeTD5275 K10! and the
magnetic specific heatCmag, calculated for each value of the field and temperature on
basis of the spectrum of the RE ion. These data made it possible to calculate the is
mal and adiabatic magnetization of YbPO4 and the temperature of the sample as
function of the magnetic field~Fig. 2!. The latter function is nonmonotonic, i.e., at fir
the sample is heated by approximately 25 K and then it cools down by approximate
K in the region of the crossover fields. The sign of the ‘‘elementary’’ magnetoca
effect is determined by the sign of the derivative (]M /]T)H . For isothermal magnetiza
tion curves with jumps this derivative is positive as the crossover field is approa
~heating smooths the jumps!, which explains the cooling of the crystal near crossove

Level-crossing investigations yield a great deal of information about the spec
and wave functions of the RE ion, and ultimately their purpose is to investigate
crystal field. The good agreement between the computed and experimental da
YbPO4 confirms that the magnetization process in an ultrahigh field is nearly adiab
Depending on the character of the levels participating in crossover, both heatin
cooling of the sample can be observed near crossover. Cooling of the crystal
anomalies of the magnetic characteristics that in a number of cases are even mo
nounced than for an isothermal process in static fields. This makes it possible to
tigate crossover effects by performing magnetic measurements in high and ultr

FIG. 2. Isothermal~1! and adiabatic~2! magnetization curvesM (H) for YbPO4 for the initial temperature
T054.2 K and variation of the temperatureT(H) of the sample due to the magnetocaloric effect accompany
adiabatic magnetization.
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ture.
pulsed fields. We underscore that, as our calculations show, such effects can be ex
for an entire series of compounds from the group of RE oxides with the zircon struc

a!e-mail: kazei@plm2phys.msu.su
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Nematic LC to nematic glass phase transition in pores

E. I. Kats
L. D. Landau Institute of Theoretical Physics, Russian Academy of Sciences,
117940 Moscow, Russia

~Submitted 7 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 695–698~10 May 1997!

The properties of a nematic liquid crystal in a porous matrix are dis-
cussed. On scales exceeding a certain characteristic scale the liquid
crystal behaves as a nematic glass. Application of a weak magnetic
field restores long-range orientational order. ©1997 American Insti-
tute of Physics.@S0021-3640~97!00509-4#

PACS numbers: 64.70.Md

1. Porous media~specifically, so-called aerogels! are convenient systems for stud
ing the role of surface interactions and the physical properties of different systems.
early stages of this research it was mainly the character of the filling of the pores
simple liquids and the very structure of the porous media that were studied, but in th
few years more subtle effects pertaining to the behavior of superfluid helium1 or liquid
crystals have gained priority~see, for example, Refs. 2–5 and the literature cited there!.

Roughly speaking, there are two types of effects for a nematic liquid crystal
fined in a porous matrix. First, there is a direct interaction with the pore surface
second, there is a simple restriction of the volume accessible to the liquid crystal
interaction with the surface itself also has a dual effect on the liquid crystal. On the
hand, it influences the modulus of the order parameter~in this way it suppresses o
stimulates the phase transition from the nematic LC to the isotropic liquid! and, on the
other, it has an orienting effect on the directorn of the liquid crystal~this part of the
surface energy is traditionally called the anchoring energy!.

The direct interaction with the surface can result in a shift of the transition temp
ture. The first-order nematic–isotropic liquid phase transition occurs when the the
dynamic potentialsV of the two phases and also their chemical potentials are equa

V I~Tc1DT!1
cg I

R
5VN~Tc1DT!1

cgN

R
. ~1!

HereR is the characteristic pore radius~it is assumed that the pore-size distribution
quite narrow!, Tc is the temperature of the nematic–isotropic liquid transition in the b
g is the surface tension,c is a numerical factor that depends only on the pore geome
and the indicesI andN designate isotropic and nematic phases, respectively. From
relation ~1! we find for the shift of the transition temperature

DT5
cTc~gN2g I !

QR
, ~2!
725 7250021-3640/97/090725-04$10.00 © 1997 American Institute of Physics
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whereQ is the latent heat of the transition.

As a result of the limitation on the volume accessible for the liquid crystal, first,
phase transition itself becomes diffuse~since the increase in the correlation length sto
at the pore size! and, second, the transition temperature decreases as}1/R2 ~in contrast to
the effect studied above which}1/R and whose sign is not fixed from general consid
ations!.

However, the effects described above are related with the individual action o
pore surface and in no way take account of the interpore coupling. In contrast to thi
coupling interaction between the orientation and the aerogel surface is of a colle
character and therefore influences not only the behavior of the liquid crystal in an
vidual pore but also the entire macroscopic system. This letter is devoted to an an
of this effect.

2. The free energy of a nematic liquid crystal filling a porous matrix can be re
sented as a sum of the following contributions

F5Fg1Fa1Fm . ~3!

HereFg is the Frank~gradient! energy,Fa is the anchoring energyorientation–surface
the orientation with the surface, andFm is the interaction energy of the liquid crystal wit
the external magnetic field. The expressions for these contributions are all well kn6

The Frank energy in a one-constant approximation has the form

Fg5
1

2
KE dV~¹•n!2, ~4!

whereK is the Frank elastic elastic (;1026 erg/cm! and n is the unit vector of the
director.

The anchoring energy is

Fa5
1

2
WE dS~n• l!2, ~5!

whereW is the characteristic anchoring energy of the orientation with the surface,
l is a unit vector normal to the surface. The value ofW varies over quite wide limits
depending on the material and the physicochemical treatment of the su
(W;102221 erg/cm2). The integral in Eq.~5! extends over the surface of the poro
matrix and therefore it is proportional to the density of the aerogel.

Finally,

Fm52
1

2
xaE dV~H•n!2, ~6!

where xa is the anisotropy of the diamagnetic susceptibility of the liquid crys
(;1027) andH is the external magnetic field.

The contributions to the energy~4!–~6! entering inF determine several characte
istic length scales. First, there is the penetration depth of the surface disturbances i
volume:
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ls5
K

W
. ~7!

Second, there is the magnetic coherence length

jH5
W

xaH
2 . ~8!

Third, there exists, of course, a characteristic geometric size — the pore radiusR. Finally,
the correlation lengthj plays a large role near a phase transition~and for liquid crystals
this is virtually the entire region of existence of the nematic LC!.

Let j@R ~for aerogels this holds in the entire region of existence of the nem
phase, since in typical casesR;20–30 Å, whilej;102–103 Å!. For this reason, the
surface energy~5! formally plays the role of anisotropic and randomly oriented impu
ties. As is well known,7 a random local anisotropy leads in three-dimensional system
breakdown of orientational order on large scales. The characteristic scaleL on which this
breakdown occurs can be found as follows. On this scale the gain in energy due
random surface coupling is compensated by the elastic energy loss. Therefore, com
Eqs.~4! and ~5!, we obtain

WR2c1/2.KL, ~9!

wherec is the concentration of the random ‘‘impurities’’ on the scaleL:

c.
L3

R3 . ~10!

From Eqs.~9! and ~10!, taking account of the definition~7!, we find

L5
ls
2

R
. ~11!

Orientational order breaks down on scales of the order ofL and larger. Over large
distancesL the nematic liquid crystal in the porous aerogel matrix behaves as an a
tropic glass, i.e.,̂n„r …&50, but the stiffness with respect to nonuniform deformations
n remains. More accurately, this fact means that in this state of a nematic glas
standard nematic order parameter~symmetric traceless tensor of rank 2! equals zero:

^Qab~r !&50.

However, the bilinear averages are different from zero, and they play the role of the
parameter of the nematic glass

^QabQgd&5Sabgd~r !.

At the same time, the application of a sufficiently strong external magnetic
restores the long-range orientational order. The critical fieldHc is determined from the
condition that the magnetic energyFm is greater than the random-anisotropy energy

WR2S L

RD 3/25xaHc
2L3. ~12!
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Using the definitions~7! and ~11!, we find

Hc5
1

Axa

W

R S Rls
D 3. ~13!

Therefore a nematic LC to nematic glass phase transition occurs in the fieldHc .

I thank G. E. Volovik for stimulating the writing of this letter and for acquainti
me with helpful literature on this question. This work was supported under the
program ‘‘Statistical Physics’’ of the Ministry of Science and in part under INTAS Gr
No. 94-40-78 and by the Russian Fund for Fundamental Research.
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Electronic structure of ultrathin Cs coatings on a Si(100)
231 surface

G. V. Benemanskaya and D. V. Da neka
A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021
St. Petersburg, Russia

F. É. Frank-Kamenetskaya
St. Petersburg Technological Institute, 198013 St. Petersburg, Russia

~Submitted 11 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 699–702~10 May 1997!

The electronic structure and ionization energy of submonolayer Cs
coatings on a Si~100!231 surface is investigated by threshold photo-
emission spectroscopy. Two surface bands induced by Cs adsorption
are observed, and their evolution is studied as a function of coverage. It
is found that there are two ‘‘adsorption locations’’ for Cs atoms, where
they interact with active dangling bonds at the surface. It has been
determined that the Cs/Si~100!231 interface is semiconducting all the
way down to monolayer coverage. The results show that Cs adsorption
is predominantly of a covalent character. ©1997 American Institute
of Physics.@S0021-3640~97!00609-9#

PACS numbers: 73.61.At, 79.60.Bm, 79.60.Dp, 42.79.Wc

The increased attention directed toward investigations of adsorption propertie
local interactions on different reconstructed silicon surfaces coated with alkali m
atoms is due to the promising applications of such systems in nanotechnology fo
production of regular structures of small dimensions. As investigations performed i
last few years have shown, the dimer-reconstructed surface Si~100!231 possesses
semiconductor-like electronic surface structure.1,2 It is thought that a Si~100!231 surface
has two dangling bonds per dimer, i.e., the density of dangling bonds equals the d
of surface atomsn56.7•1014 cm22 ~1 ML!. We note that 1 ML is defined as the densi
of atoms of the unreconstructed Si~100!131 surface. On adsorption of Cs the dim
structure of the surface remains and the adatoms can occupy different positions, so
‘‘adsorption locations,’’ above the dimers, between atoms in a dimer, between dim
and so on, which should affect the energy characteristics of the interfaces. The theo
calculations are based on two alternative models of the adsorption process — the L
model3,4 and the double-layer model.5,6 In these models both the number of adsorpti
locations and the saturating coverage are important factors. However, the num
locations has not been determined experimentally for the Cs/Si~100!231 system. The
value of the saturating Cs coverage is also uncertain, taken as 0.5 ML according
set of data7 and close to 1 ML according to another set.8 In contrast to detailed photo
emission investigations of the electronic surface structure for K/Si~100!231 and
Na/Si~100!231 interfaces, similar investigations have not been performed for Cs/Si~100!
231.
729 7290021-3640/97/090729-05$10.00 © 1997 American Institute of Physics
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We investigated the surface photoemission and determined the ionization ener
the system Cs/Si~100!231. Two bands induced by Cs adsorption were observed in
spectrum at submonolayer coverages. This shows that the local interactions of ts
valence states of the Cs atoms and thes–p3 orbital of the dangling bonds of the surfac
are different at different adsorption locations. It was determined that the developme
the Cs bands is completed at a coverage corresponding to the minimum ionization e
and close to 1 ML. It was established that at coverages all the way up to 1 ML an e
gap exists in the spectrum of the surface states and the Cs/Si~100!231 interface exhibits
a semiconductor character.

The measurements were performedin situ under ultrahigh-vacuum condition
P,2•10210 torr at room temperature. A pure Si~100!231 surface~p-type, 7.5V•cm!
was obtained after a thin oxide layer was removed and standard multistep annealin
performed.9 The method of threshold photoemission spectroscopy with excitation bs-
andp-polarized light was used.10 The method is based on separation of the volume
surface photoemissions as well as on the intensification of the local electromagneti
at the surface. In the case ofs-polarization, only volume states of the substrate are exc
with a thresholdhns , which corresponds to the position of the valence band top~VBT!
in the bulk, i.e., the ionization energyf. In the case ofp-polarization surface electroni
bands can be excited with thresholdhnp as a result of the interaction with the norm
component of the electric vector of the light. If the surface band is located at the F
level EF ~metallization case! or possesses an edge between the VBT andEF , then the
thresholds can differ substantially,hnsÞhnp . In this case, the thresholdhnp is deter-
mined either by the position ofEF or by the position of the edge of the surface ban
Analysis of surface photoemission spectra makes it possible to determine the e
position of the surface bands with resolution;0.02 eV as well as to establish the pre
ence or absence of a finite density of surface states atEF .

11

Adsorption of Cs on a Si~100!231 surface results in a sharp reduction of t
photoemission thresholds. The change in the thresholdshns5f andhnp as the Cs cov-
erage increases from 0.4 to 1.3 ML is displayed in Fig. 1. The observed difference
thresholds clearly indicates the existence of a surface band above the VBT. The
ence between the thresholds decreases from 0.15 eV at a 0.4 ML coverage to 0.05
1 ML; this indicates that the edge of the surface band shifts in the direction of the V
Analysis of surface photoemission near threshold shows that the density of surface
at EF equals 0, i.e., the edge of the surface band lies between the VBT andEF . Thus it
has been established that an energy gap is present in the spectrum of the surface s
the system Cs/Si~100!231 and there is no metallization of the interface at Cs covera
up to;1.3 ML.

One can see from Fig. 1 that both thresholds have a weak minimum at the
coverage, which was determined to be 1 ML. The determination of the coverage
submonolayer metallic coating on a semiconductor surface is a difficult and rarely
able problem. Here we propose a new method for estimating the coatingin situaccording
to the ratio of the Cs deposition times on the experimental Si~100!231 surface and on a
clean W~110! surface, playing the role of a standard. Both samples were simultane
present in the vacuum chamber and a manipulator was used to place the samples
beam of Cs atoms. Crossed laser beams were used to check the accuracy of the pla
730 730JETP Lett., Vol. 65, No. 9, 10 May 1997 Benemanskaya et al.
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of the samples in the same position relative to the Cs source. Calibration was perf
repeatedly. Figure 2 displays the concentration~Cs deposition timet) dependences of the
photoemission currentI s(t) with a constant energy of excitation bys-polarized light.
This dependence has been well studied in the W~110! case, and it is known that th
maximum corresponds to the minimum of the work function of the Cs/W~110! system

FIG. 1. Variation of the photoemission thresholdshns andhnp for s- andp-polarized light, respectively, as a
function of the Cs coverage on a Si~100!231 surface.

FIG. 2. Variation of the photoemission currentI s in the case of excitation withs-polarized lightl56328 Å as
a function of the deposition timet of Cs atoms on a standard W~110! surface and on a Si~100!231 surface.
731 731JETP Lett., Vol. 65, No. 9, 10 May 1997 Benemanskaya et al.
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with Cs adatom concentration on the surfacen;3.2•1014 cm22 ~Ref. 12!. In the Si~100!
231 case the dependenceI s(t) reflects the variation of the ionization energyf, so that
the maximum of the curve corresponds to the minimum off. Therefore, the surface
concentration of Cs adatoms on Cs/Si~100!231 can be estimated from the ratio of th
deposition times at the minimum off as;6.8;1014 cm22. It is important to note that
the attachment coefficient in the case of Cs adsorption on the experimental an
standard surfaces equals 1 within a monolayer.

Figure 3 displays the surface photoemission spectra of the system Cs/Si~100!231
for different Cs coverages. The spectra reflect the local density of surface states bel
VBT. A pronounced increase in the density of states and the formation of bands ind
by Cs adsorption were found. It is also important to note that the form of the spec
and the position of the bands indicate the existence of an energy gap in the spect
the surface states. In the case of a;0.5 ML coverage a bandA1 with energy;0.3 eV
below the VBT appears in the spectrum. As the Cs coverage increases, the inten
the band and its binding energy increase. At 1 ML theA1 band lies 0.55 eV below the
VBT. The A2 band is observed in the spectrum at coverages greater than 0.65 M
similar increase of the binding energy with increasing coverage is observed, and at
theA2 band lies 0.45 eV below the VBT.

Therefore adsorption of Cs on a Si~100!231 surface is predominantly of a covale
character and leads to the appearance of two bands below the VBT. The interfa
semiconductor-type electronic structure, and metallization can be expected only wi
formation of a second Cs layer. The development of the bands is completed at a co
which corresponds to a minimum off and which was determined to be one monolay
Therefore all dangling surface bonds participate in the adsorption process and the
rating coverage equals 1 ML.

Our experimental results all confirm the double-layer model.5,6 In this model the Cs
atoms occupy adsorption locations both above dimers — one type of local interactio

FIG. 3. Surface photoemission spectraI p /I s for a Cs/Si~100!231 system at different submonolayer Cs co
erages.
732 732JETP Lett., Vol. 65, No. 9, 10 May 1997 Benemanskaya et al.
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and between dimers — another type of local interactions. As a result of the diff
character of the local interactions, the binding energies of the Cs adatoms are dif
and two induced bandsA1 andA2 appear. The interface is of a semiconductor chara
in agreement with the theoretical calculations.6

This work was supported under Grant No. 96-2.28 of the program ‘‘Surface at
structures’’ of the Ministry of Science of the Russian Federation.
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Observation of standing x-rays in Bragg diffraction
on high- Tc superconducting crystals Nd 1.85Ce0.15CuO42d

M. V. Koval’chuk and A. Ya. Kre nes
A. V. Shubnikov Institute of Crystallography, Russian Academy of Sciences,
117333 Moscow, Russia

Yu. A. Osip’yan
Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovk
Moscow Region, Russia

V. V. Kvardakov and V. A. Somenkov
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

~Submitted 11 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 703–706~10 May 1997!

Curves of the secondary-fluorescence yield from the constituent ele-
ments of high-Tc superconducting crystals Nd1.85Ce0.15CuO42d are
measured in the dynamic x-ray diffraction regime. The form of the
curves attests to the appearance of a standing x-ray wave in the crystal.
© 1997 American Institute of Physics.@S0021-3640~97!00709-3#

PACS numbers: 61.10.Nz, 74.72.Jt

The study of the fine details of the structure of high-Tc superconductors is a ver
interesting physical problem. Specifically, an important problem is the characterizati
the sublattices of atoms of a definite kind both to reveal defects in the correspo
atomic sublattice and from the standpoint of analyzing the preferred positions of diff
kinds of atoms in solid solutions of substitution. The method of standing x-ray wave1,2

which makes it possible to determine the position~coordinates! of different kinds of
atoms in a lattice, can furnish answers to these questions. The method of standing
waves is based on the use of a spatially modulated electromagnetic field, arisin
crystal during dynamic diffraction, to excite secondary radiation~specifically, fluores-
cence x-rays or photoelectrons! of the atoms in the crystal. By analyzing the angu
dependence of the characteristic secondary radiation within the region of dynami
fraction, the positions of the corresponding atoms relative to the system of diffra
planes can be determined to a high degree of accuracy and the degree of disorde
atomic subsystem can be characterized. The possibilities of the method of standing
waves, combining the structural~diffraction! resolution with spectroscopic sensitivity
were demonstrated in Refs. 3–5 for the example of the analysis of the structu
multicomponent crystals. It should be noted that the practical implementation o
method of standing x-ray waves involves substantial experimental difficulties, since
cise angular positioning of the crystal must be combined with spectroscopically sen
detection of the secondary radiation~i.e., here high-resolution x-ray diffraction and spe
troscopic experiments are realized simultaneously!.

The dynamic diffraction of x-rays can be realized only in highly perfect crystals
734 7340021-3640/97/090734-04$10.00 © 1997 American Institute of Physics
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the same time, it is well known that ordinarily high-Tc superconductors are not suc
materials — the acquisition of superconducting properties in materials involves a ch
in the oxygen composition of the material and is accompanied by the appearan
different defects. Nonetheless, dynamic anomalous transmission of x-rays~Borrmann
effect! during Laue diffraction by high-Tc superconducting crystals was observed in Re
6 and 7. It is of interest in this connection to determine whether or not the dyn
character of the diffraction is preserved in such a crystal during Bragg reflection. T
not entirely obvious, since the surface region of the crystal~where the wave fields are
formed during Bragg diffraction! can be saturated much more strongly by defects t
the volume of the crystal as a whole.

Thus our objective in the present work was to observe the dynamic charac
Bragg diffraction in the high-Tc superconducting crystal Nd1.85Ce0.15CuO42d according
to the form of the secondary-fluorescence yield curve. In the presence of dynami
fraction, a characteristic minimum and maximum, reflecting the spatial modulation o
amplitude of the electromagnetic field in the volume in the crystal~formation of a stand-
ing x-ray wave!, should appear in the curve.

Detailed descriptions of the Nd1.85Ce0.15CuO42d samples and their properties a
given in Refs. 6 and 7. Topograms indicating the presence of defects and stresses
crystals are also given there.

The measurements were performed in a double-crystal arrangement with the
acteristic MoKa1 radiation~wavelengthl50.7093 Å, energyE517.4 keV!. A symmet-
ric reflection from a perfect Si~220! crystal was used to monochromatize the incide
beam; the interplanar distance for this reflection (dSi

22051.92 Å! is close to the value for
the ~006! reflection from the high-Tc superconducting crystal (d00652.03 Å!, which
makes it possible to perform measurements in a virtually dispersion-free schem~the
broadening of the reflection curve as a result of dispersion is less than 19). Slits were
used to cut off theKa2 line and to form a beam with a cross section of 0.130.1 mm2. The
high-Tc superconducting crystal with orientation~001! was placed in the reflecting pos
tion for the symmetric reflection~006!. The yield curves for the characteristic fluore
cence radiation NdLa (E55.229 keV! and NdLb1

(E55.721 keV! as well as CuKa

(E58.040 keV! and CuKb1
(E58.904 keV! were recorded.

The results of the measurements and theoretical calculations are presented i
1a and 1b. The characteristic modulations attesting to the appearance and the inter
motion of a standing x-ray wave can be seen in the yield curves of the seco
radiation for both elements. These modulations indicate unequivocally the dynamic
acter of the diffraction in the sample.

The form of the fluorescence yield curves is determined by the displacement o
antinodes of the standing x-ray wave accompanying a change in the angular posit
the crystal relative to the incident beam within the region of total diffraction reflect
The minimum and maximum on the yield curves correspond to different spatial pos
of the antinodes of the standing wave with respect to the atoms~minimum — when the
atom is located at a node; maximum — when the atom is located at an antinode!. The
shape of the curve is also affected by extinction associated with a decrease in the
tive penetration depth of the incident x-rays during dynamic diffraction.
735 735JETP Lett., Vol. 65, No. 9, 10 May 1997 Koval’chuk et al.
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The fluorescence yield curves are in qualitative agreement with the computa
results, despite the fact that the measured width of the reflection curve of the c
~approximately 22 seconds of arc! is twice the theoretical value. We also note that t
difference is much smaller than that observed in Ref. 7, where the measured Laue
tion width was equal to 1.3 minutes of arc, while the theoretical value was 17 sec
This could indicate either that the surface layers of the sample are less saturate
defects than the deep regions or that the perfection of the crystal can vary substa
from sample to sample.

The positions of the neodymium and copper atoms relative to the diffraction pl
for the reflection employed are virtually identical~see Fig. 2a!. For this reason, the
fluorescence yield curves for these atoms are slightly different. This means tha
antinodes and nodes of the standing wave coincide with atoms of both types sim
neously~actually, the differences between the yield curves are due only to the differ
in the ratio between the extinction length and the emergence depth of the seco
radiation for different elements!. When other reflections, for example~004!, are used, the
neodymium and copper atoms will be located in different positions relative to the
fraction planes and therefore the corresponding secondary-radiation yield curves wi
differ ~Fig. 2b!.

The observation of the dynamic character of the diffraction of x-rays shows tha
method of standing x-ray waves can be used to study the structural features of hTc
superconducting crystals. However, the low perfection of the material employed, m

FIG. 1. Experimental~a! and theoretical~b! reflection curves and fluorescence yield from neodymiu
(La–Lb1

) and copper (Ka–Kb1
) atoms in high-Tc superconducting crystals Nd1.85Ce0.15CuO42d .
736 736JETP Lett., Vol. 65, No. 9, 10 May 1997 Koval’chuk et al.
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fested in the large broadening of the reflection curve, makes it much more difficu
obtain the quantitative characteristics. This difficulty can be circumvented by usin
stead of the standard Bragg diffraction scheme a normal-incidence geometry~as was
proposed in Refs. 8 and 9!, which can be easily realized using the continuous synchro
radiation spectrum. In the case of backscattering, the width of the reflection cur
proportional not tox rh ~where x rh is the real part of the Fourier component of th
polarizability for the reciprocal lattice vector employed,x rh;1025), as in ordinary dif-
fraction, but rather (x rh)

1/2, which increases the width of the reflection curve by an or
of magnitude; specifically, the intrinsic width of the~006! reflection which we employed
under normal-incidence conditions~realized with incident radiation of energyE53.057
keV! equals;1°. This makes it possible to use the method of standing x-ray wave
study the quantitative characteristics of the structure and defects of crystals with
degree of perfection~specifically, high-Tc superconducting compounds!.

We thank S. I. Zheludeva for helpful discussions in the course of this work.
work was performed under the State program ‘‘Topical problems in condensed-m
physics’’ and ‘‘Synchrotron radiation. Beam applications.’’
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Translated by M. E. Alferieff

FIG. 2. Schematic diagram of the positions of neodymium and copper atoms in a Nd1.85Ce0.15CuO42d crystal,
in projection on the~001! direction, in relation to the diffraction planes for the~006! ~a! and ~004! ~b!
reflections.
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Interaction of acoustic and optical branches via a
Lifshitz-type invariant

D. G. Sannikov
A. V. Shubnikov Institute of Crystallography, Russian Academy of Sciences,
117333 Moscow, Russia

~Submitted 11 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 707–710~10 May 1997!

It is shown that the interaction of the acoustic and soft optical branches
of the spectrum of normal vibrations of a crystal via a gradient invari-
ant of the Lifshitz-invariant type explains the characteristic temperature
dependences of these branches as the point of a transition from the
initial phase into an incommensurate phase is approached. A compari-
son is made with the experimental data for betaine calcium chloride
dihydrate — BCCD. ©1997 American Institute of Physics.
@S0021-3640~97!00809-8#

PACS numbers: 63.70.1h, 61.44.Fw, 61.50.Ks, 63.20.2e

Among crystals in which a sequence of initial phase~C0)–incommensurate phas
~IC!–commensurate phase~C! phase transitions is observed, the case when the symm
group of the C0 phase isD2h

16 and the modulation vector is directed along one of the th
principal directionsx, y, or z is often encountered~see, for example, Ref. 1!. For defi-
niteness, and for comparison with experiment, this is the case that will be exam
below. If the C phase is equitranslational with the C0 phase, then the order paramet
describing the C0–C phase transition transforms according to the point groupD2h . All
representations of this group are one-dimensional, and therefore the order parame
only one component. For this reason a gradient Lifshitz invariant~L invariant!, whose
presence leads to a sequence of C0–IC–S phase transitions, does not exist. In Ref.
thermodynamic potential density whose quadratic part has the form

F5ah21a8j21s~ḣj2 j̇h!1dḣ21d8j̇21kḧ21k8j̈2 ~1!

was examined in order to explain incommensurate phase transitions in the ferroele
thiourea and sodium nitrite.

Here h is the order parameter, which transforms according to one of the ve
representations of the groupD2h , i.e., as the components of the polarization vector. It c
be interpreted as the amplitude of the soft mode belonging to the optical branch
crystal. An overdot represents a derivative with respect to the coordinate. The var
h andj are assumed to be coordinate-dependent;j transforms according to a represe
tation of the groupD2h which is different from that ofh — as a component of the strai
tensor.2

A distinguishing feature of the potential~1! is the presence of a gradient invariant
the Lifshitz type~LT invariant! with the coefficients. It has the same form as the
738 7380021-3640/97/090738-05$10.00 © 1997 American Institute of Physics
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invariant ~for two-dimensional representations!. The variablej can be interpreted as th
amplitude of a mode belonging to the optical~not soft! branch. Then the two optica
branches interact via the LT invariant and the soft branch exhibits the characte
dispersion form with a minimum at an arbitrary point of the Brillouin zone.2 However, a
second optical branch with the required symmetry may not be present in a part
crystal, but the acoustic branch, which is always present, interacts via the LT inva
with any IR-active optical branch of the crystal (D2h group!. The transition from a C0-
phase into an IC-phase will now be determined by the dispersion of the acoustic b
which has a minimum at an arbitrary point of the Brillouin zone, though the op
branch once again remains soft. This case, which has not been previously investiga
is quite common, will be studied below.

Let the z and y axes be the incommensurate and polar axes, respectively. In
single-harmonic approximation we can write

h5Py5r cosqc* z, j52uyz /c*5u̇y , uy5r8cosqc* z, ~2!

wherePy , uyz, anduy are components of the polarization vector, the strain tensor,
the displacement vector, respectively. An overdot represents a derivative with resp
zc* , just as in Eq.~1!. Substituting expressions~2! into Eq.~1! and integrating overz we
obtain

F5
1

2
~a1dq21kq4!r21sq2rr81

1

2
~a81d8q21k8q4!q2r82. ~3!

Diagonalizing this quadratic form yields an expression for the elastic constantsA of the
two branches of the spectrum of normal vibrations of the crystal as a function o
dimensionless wave numberq:

A2/Y25
1

2
$a1~d1a8!q21~k1d8!q41k8q6

6@@a1~d2a8!q21~k2d8!q42k8q6#214s2q4#1/2%, ~4!

where the symbol6 refers to the optical and acoustic branches, respectively, andY is a
scale factor, determining the arbitrary units in which the values along theA axis are
expressed. Since the optical branch is the soft branch, we assume that only the coe
a depends on the temperatureT linearly.

In order to plot expressions~4! we must choose values for the coefficients. Th
choice will be partially determined by comparing with the experimental data3 for a
betaine calcium chloride dihydrate~BCCD! crystal, which are shown schematical
~without experimental points! in Fig. 1. Our problem does not include determining t
coefficients in the potential for BCCD, which could be done, thereby obtaining the
agreement between the experimental data~Fig. 2! and the theoretical dependences det
mined from Eq.~4!. For us it is important to obtain only qualitative agreement betw
these dependences. For this reason we shall simplify the problem as much as pos

We neglect the dispersion of the acoustic branch, i.e., we set

d850, k850. ~5!
739 739JETP Lett., Vol. 65, No. 9, 10 May 1997 D. G. Sannikov
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As follows from Fig. 1, the experimental dependences correspond approximately
values

q0
250.1, a050.01, a850.5, Y255•104. ~6!

Herea0 is the value of the coefficienta at T5Ti , whereTi is the temperature of the
C0–IC phase transition andq0 is the value ofq at the minimum of the acoustic branch
T5Ti . The values of the remaining coefficients were chosen as follows:

d50.2, k51, s250.2. ~7!

The curvesA(q) in Fig. 2, which were constructed according to Eqs.~4!–~7!, are dis-
played for the same values ofT as in the caption to Fig. 1, i.e.,

a2a05~0.15, 1.0, 3.2!•1022. ~8!

The value of the coefficientaT50.04 in the expressiona5aT(T2Ti)/Ti1a0 is taken
from the experimental data on the temperature dependence of the dielectric const4

Figure 1 contains another optical branch which interacts via the LT invariant
the optical branch examined above. To take this third branch into account, the inva

a9z21s8~ ḣz2 żh!1d9ż21k9z̈2 ~9!

must be added to Eq.~1!. Here the coefficienta9, as one can see from Fig. 1, likewis
depends onT but more weakly than doesa. If the dispersion and interaction of thi
branch and the dependence ofa9 on T are neglected, i.e., if we set

d950, k950, s850, a95const, ~10!

then the straight line shown in Fig. 2 (a950.07) is obtained. If simplifying assumption
such as~10! are not used, then better agreement with Fig. 1 can be achieved.

FIG. 1. Three branches of the spectrum in the initial phase of a BCCD crystal for three temperatures~6, 40, and
135 K aboveTi5164 K!. The dimensionless wave numberq5k/c* and the frequencyv in units of THz are
plotted along the abscissa and ordinate, respectively.3
740 740JETP Lett., Vol. 65, No. 9, 10 May 1997 D. G. Sannikov
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sufficient to take account of the interaction (s8Þ0), which makes it impossible for the
optical branches to cross and causes them to repel one another as in Fig. 1. We s
do this. The general character of the curves in Figs. 1 and 2 indicates that the inter
of the acoustic and soft optical branches of the crystal, which are obse
experimentally,3 can be described on the basis of a thermodynamic potential with a
invariant.

The dispersion of the branches, which is shown in Fig. 2, can be of a diffe
character. For a sufficiently large slope of the acoustic branch, whena8>s2/d, the
elasticity of the soft optical mode vanishes atq50, i.e., a direct transition from the C0
into the C phase occurs. However, once again, the optical and acoustic branches d
cross; the optical branch pushes the acoustic branch downwards nearq50 so that the
latter branch does not have a minimum. This change in the character of the dispers
the branches is due to the presence of the Lifshitz point~L point!.5 The coordinates of this
point in the (a, a8) phase diagram area50 anda85s2/d. At the L point itself the
functionsA(q) for small values ofq, as follows from Eq.~4!, have the form

A2/Y25~d1a8!q2, A2/Y252a8kq4/~d1a8!, ~11!

for the soft optical and acoustic branches, respectively.

In the literature one often encounters the assertion that the potential density,
is introduced in Ref. 5, with a single variableh

F5ah22 d̃ ḣ21 k̃ ḧ21bh4 ~12!

FIG. 2. Three branches, constructed according to Eqs.~4!–~6!, of the spectrum of normal vibrations of th
crystal for three temperatures~see caption to Fig. 1!. The wave numberq and the square root of the elast
constants are plotted along the abscissa and ordinate, respectively, in arbitrary units.
741 741JETP Lett., Vol. 65, No. 9, 10 May 1997 D. G. Sannikov
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describes the sequence of C0–IC–C phase transitions no worse than does the pote
density~1!. This is apparently true ifj belongs to the optical~not soft! branch. Elimi-
nating formally the variablej from Eq. ~1!, we obtain expression~12! with the coeffi-
cients

d̃ 5s2/a82d, k̃5k1s2d8/a82 ~13!

~see, for example, Ref. 6!. Now we can forget about the branch which is not soft a
study the potential~12! instead of the potential~1!, since the C0–IC phase transition is
determined by the dispersion of the soft optical branch, to which the variableh belongs.
However, ifj belongs to the acoustic branch, then the C0–IC transition is determined by
the dispersion of this branch, and it cannot be described on the basis of the potentia~12!.
We note also that the soliton structure of the IC phase, observed experimental
thiourea, can be explained, as follows from Ref. 7, on the basis of the potential~1! but not
the potential~12!.

I thank V. A. Golovko for helpful and stimulating discussions, which were larg
responsible for the completion of this work.

This work was supported by the Russian Fund for Fundamental Research
Project No. 96-02-18738.
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Appearance of new lines and change in line shape in the
IR spectrum of a NaV 2O5 single crystal at a spin-
Peierls transition

M. N. Popovaa) and A. B. Sushkov
Institute of Spectroscopy, Russian Academy of Sciences, 142092 Troitsk, Russia

A. N. Vasil’ev
Department of Physics, Moscow State University, 119899 Moscow, Russia

M. Isobe and Yu. Ueda
Institute for Solid State Physics, University of Tokyo, 7-22-1 Roppongi, Minato-ku, To
106, Japan

~Submitted 15 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 711–716~10 May 1997!

New lines are observed in the infrared spectrum of a crystal due to
unit-cell doubling at a spin-Peierls transition~in NaV2O5). The change
in the shape of the spectral lines at the spin-Peierls transition is re-
corded. A contour characteristic of a Fano resonance is observed above
the transition temperatureTsp and the standard symmetric contour is
observed belowTsp . We attribute this effect to the opening of a gap in
the magnetic-excitation spectrum at the spin-Peierls transition.
© 1997 American Institute of Physics.@S0021-3640~97!00909-2#

PACS numbers: 78.30.Er, 75.30.Kz

A number of interesting effects, both of a purely quantum nature and due to
interaction of the magnetic subsystem with lattice deformations, are observed in
dimensional magnetic systems. Specifically, the magnetic-excitation spectrum of a
form antiferromagnetic~AF! chain of Heisenberg spins contains a gap in the case
integer spins and no gap in the case of half-integer spins.1 However, in a real crystal the
interaction of one-dimensional magnetic chains of half-integer spins with a th
dimensional phonon field results in dimerization of the atoms in the chains. As a res
such a structural phase transition initiated at the temperatureTsp by a spin–phonon
interaction, the magnetic-excitation spectrum acquires a gap that separates the no
netic singlet ground state from the first excited triplet state.2 A transition of this type is
the magnetic analog of a Peierls transition in quasi-one-dimensional conductors an
this reason, it is called a spin-Peierls~SP! transition. A SP transition was first observed
several organic compounds~see, for example, Ref. 2! and then in inorganic transition
metal oxides CuGeO3 ~Ref. 3! and NaV2O5 ~Refs. 4 and 5!.

In contrast to their organic analogs, inorganic SP compounds can be obtained
form of large, high-quality single crystals. This has made it possible to expand the ar
of methods for investigating the SP transition and to obtain new and fundamental re
For example, for CuGeO3 it is possible to observe the energy gap (D52 meV!6 directly
by the inelastic neutron scattering method. Magnetic-like excitations with an apprec
743 7430021-3640/97/090743-06$10.00 © 1997 American Institute of Physics
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dispersion exist below the SP transition temperature (Tsp514 K), while aboveTsp , all
the way up to temperatures close to the temperature of the maximum in the ma
susceptibility ~60 K!, magnetic fluctuation modes exist in a wide range of energi7

Dimerization of the copper ions along chains has been observed atT5Tsp , and critical
structural fluctuations have been investigated nearTsp ~see, for example, Ref. 7!.

Since dimerization in magnetic chains at a SP transition is accompanied by un
doubling in the direction of the chains, the Brillouin zone~BZ! ‘‘folds’’ along this
direction, and phonons go from being at the boundary to being at the center of the B
principle making it possible to observe them atT,Tsp in the first-order optical spectra
A corresponding change in the spin-excitation spectrum at the SP transition can app
the ‘‘two-magnon’’ spectra. Spectral manifestations of the spin–phonon interaction i
form of asymmetric lines can also be expected in SP systems~Fano resonance8!. The
effects listed above have all been observed9 in the Raman spectra of CuGeO3. In the
present work the appearance of new lines accompanying a SP transition and Fan
nances were observed in the infrared~IR! spectra of SP compounds. A change in spec
line shape at the SP transition was detected.

We investigated the SP vanadate NaV2O5, which belongs to the orthorhombic sys
tem ~space groupP21mn) whose structure contains magnetic and nonmagnetic chain
V41O5 (S51/2) and V51O5 (S50) pyramids oriented along theb axis and alternating
with one another in theab layers. The Na atoms lie between theab layers.9 The mag-
netic susceptibility of this compound at temperatures above 35 K is described well b
expression for an antiferromagnetic chain of Heisenberg spinsS51/2, coupled by the
exchange interactionH5( iJSiSi11, J5560 K,4 and below 35 K the magnetic suscep
bility decreases isotropically.10 At the same time, new reflections appear in the x-
scattering.5 The detailed temperature dependence of the intensity of one reflection
for the transition temperatureTsp535.2760.03 K. At T510 K it was possible to deter
mine the propagation vector for a new superstructure:q5(1/2, 1/2, 1/4).

Single crystals, extended along theb axis, with the approximate dimension
13430.5 mm along thea, b, andc axes, respectively, were obtained in the man
described in Refs. 4 and 5. The orientation of the crystals and the lattice con
(a511.318,b53.611,c54.797 Å! were determined by the x-ray method. We employ
samples on which EPR and susceptibility measurements had been perfo
previously.10 The IR measurements were performed on plates which 13–20mm thick in
the direction of thec axis. A BOMEM DA3.002 Fourier spectrometer was used
measure the transmission spectra; the measurements were performed at temp
5–300 K in the region 50–400 cm21 with a resolution of 0.05–1 cm21. The samples
were placed in a helium atmosphere at a fixed temperature in an optical cryostat wi
mm thick ‘‘warm’’ and ‘‘cold’’ mylar windows. To increase the accuracy of the tran
mission measurements in the temperature range from 300 to 5 K, a special insert
optical cryostat was fabricated. This insert partially compensated the thermal contr
of the cryostat column and, correspondingly, the motion of the sample, and it also
it possible to register the reference spectrum at any temperature without removin
sample.

The vibrational spectrum of a NaV2O5 crystal atT.Tsp contains 45 fundamenta
vibrations: 15A118A217B1115B2 . TheA2 vibrations are inactive in IR absorption. I
744 744JETP Lett., Vol. 65, No. 9, 10 May 1997 Popova et al.
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our experimental geometry (kic) A1 vibrations can appear inEia polarization andB1

vibrations can appear forEib. At room temperature twoB1 vibrations (nTO5173 and
367 cm21) and twoA1 vibrations (nTO5140 and 251 cm21) are seen in the experimenta
frequency range. The peak at 140 cm21 is strongly asymmetric. As the temperatu
decreases to 200 K additional lines become visible at the frequencies 168, 215, an
cm21 (B1) and an asymmetric peak appears near 90 cm21 (A1).

The transmission spectra of a 13-mm thick NaV2O5 plate in two polarizations a
temperatures above and belowTsp are shown in Fig. 1. An intense peak of aB1 vibration
and lines with frequencies 168, 215.1, and 225.7 cm21, which are probably due to the
weakly activeB1 vibrations ~the nature of these lines needs to be determined m
accurately!, are seen inEib polarization atT542 K against the interference backgroun
in the sample. AtT,Tsp new lines appear and grow at the frequencies 101.5, 117.7,
199.7, 234, and 325 cm21. The first two lines are very narrow~about 0.2 cm21), the third
line is a doublet~126.7 and 127.5 cm21) consisting of lines which are just as narrowb!

and the remaining lines have a width of about 2 cm21.

A wide absorption continuum is present inEia polarization. The intensity of its
long-wavelength part decreases appreciably atT,Tsp . Against the background of this
‘‘bleaching’’ of the crystal, the shape of the peaks at 90 and 140 cm21 changes from
strongly asymmetric to symmetric. Figure 2 illustrates this for the example of the
with a frequency of about 90 cm21 ~the saturation of the line at approximately 14
cm21 at low temperatures distorts its shape!. At T.Tsp this line possesses a distin
dispersional shape; its width decreases with temperature without a change in sha

FIG. 1. Transmission spectrum of a NaV2O5 single crystal for two polarizations of the light,Eia ~top!
T515 K,Tsp — solid line,T538 K.Tsp — dotted line;Eib ~bottom! T515 K — solid line,T542 K —
dotted line. Spectral resolution: 1 cm21.
745 745JETP Lett., Vol. 65, No. 9, 10 May 1997 Popova et al.
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T,Tsp a narrow symmetric absorption line is observed at the frequency 91.2 cm21. At
T,Tsp new lines appear in the spectrum at the frequencies 101.4, 101.7, 126.8,
145.7, 148, 157.2, and 199.5 cm21. The lines with frequencies below 199 cm21 are very
narrow ~0.2–0.4 cm21) and the line at 199.5 cm21 is much wider.c!

We shall now discuss our experimental data. According to the x-ray scatt
results5 for NaV2O5, atTsp the unit cell doubles in the direction of thea andb axes and
quadruples in the direction of thec axis. Hence it follows that atT,Tsp phonons from
the edges of the BZ become IR active along all directions. The narrow lines whic
observed to appear atTsp are evidently due to them. Figure 3 displays the integra
intensityI of one such line as a function of the temperature. SinceI;d2, whered is the
displacement of the atoms in the lattice at a structural phase transition~the order param-

FIG. 2. Line near 90 cm21 in Eia polarization at temperatures of 101 and 37 K.Tsp and 6 K,Tsp . The
spectra were recorded with resolutions~top to bottom! of 0.05, 0.2, and 1 cm21.

FIG. 3. Temperature dependence of the integrated intensity of a line near 101 cm21 in Eib polarization.
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eter!, the functionI (T) reflects the temperature variation of the squared order param
The accuracy of our measurements is too low for analyzing the applicability of diffe
theories for describing the transition under study.

The absorption continuum observed inEia polarization is apparently of a magnet
nature. On the basis of the data4 on the temperature dependence of the magnetic sus
tibility of NaV2O5, which has a wide maximum near room temperature, it can be
cluded that in a quasi-one-dimensional AF spin system short-range order persists ri
to room temperature, and therefore magnetic excitations exist.

Wide bands had been observed previously in the absorption spectra of antiferro
nets. They were attributed to photon absorption processes accompanied by the crea
two magnons with equal and oppositely directed wave vectorsq ~see, for example, Ref
11!. To find the probability of such a process it is first necessary to examine the int
tion of light with a pair of magnetic ions. The analysis for a pair of the nearest mag
ionsV41 in NaV2O5 ~the symmetry group of the pair isCs) shows that the first term in
the Hamiltonian describing the interaction of the magnetic system with light make
largest contribution:11

H5(
i

~E•p!~Si•Si11!.

HereE is the electric field vector of the light wave; the vectorp lies in a plane perpen
dicular to the direction of the spin chain and its magnitude is proportional to the exch
interaction in a spin pair. It is obvious that light polarized perpendicularly to the direc
of the chain should be absorbed. The extent of the absorption continuum will be d
mined by the extent of the magnetic-excitation spectrum and the intensity will be d
mined by the density of states.

For a uniform Heisenberg chain ofS51/2 spins, the magnetic-excitation spectru
extends from 0 tonm5pJ ~if only nearest-neighbor interaction is taken into account!.12

TakingJ5560 K for NaV2O5 ~Ref. 4!, we find that atT.Tsp the absorption continuum
extends over approximately 2400 cm21. At T,Tsp the magnetic atoms in the chai
dimerize, the chain becomes alternating, and a gap appears in its magnetic-exc
spectrum.13 According to the inelastic neutron scattering data for NaV2O5, the smallest
gap opens at the pointq5(1,1/2,0)~the fact that the gap is not located at the center of
BZ is a consequence of the interchain interaction! and its width isD59.8 meV579
cm21 ~Ref. 5!. In this case the continuum of two-magnon excitations atT,Tsp starts
above 2D5158 cm21. A feature due to the density of states near the gap can be exp
to appear at the frequencyn52D.

The behavior of the absorption continuum in the IR spectra agrees qualitatively
the picture described above: The continuum is observed only inEia polarization, and
below the SP transition temperature the intensity of its long-wavelength part decre
At T,Tsp, a weak line is present at the frequencyn5157.2 cm21.2D. However, it
does not shift asT→Tsp , so that it cannot be attributed to a gap-associated feature

The interaction of the lattice vibrations with the magnetic-excitation continuum
manifested in the asymmetric line shape that is characteristic for a Fano resonance8 Such
a line against the continuum background is shown in Fig. 2 for temperatures 10
747 747JETP Lett., Vol. 65, No. 9, 10 May 1997 Popova et al.
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37 K.Tsp . As a result of the change in the magnetic-excitation spectrum at the
transition, the spin–phonon interaction and hence the line shapes change. The
striking manifestations of this effect should be expected at low frequencies, where b
Tsp the continuum vanishes on account of the opening of the gap in the magn
excitation spectrum. This vanishing of the continuum atT,Tsp and the associated trans
formation of the line shape from a Fano dispersion contour to an ordinary symm
absorption contour are clearly seen in Fig. 2.

A more detailed investigation of the effects observed requires data on the d
sional dependences of the phonon and magnetic-excitation energies in NaV2O5. Such
data do not exist at present.

We thank E. A. Vinogradov, O. N. Kompants, and G. M. Zhizhin for assisting
this work. This work was supported by the Russian Fund for Fundamental Res
under Grants Nos. 95-02-03796-a and 96-02-19474.

a!e-mail: popova@alpha.isan.troitsk.ru
b!One component of the doublet is saturated, which can distort the recorded line shape.
c!This line is close to saturation, and for this reason its width cannot be determined correctly.
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Transverse spin dynamics of a spin-polarized Fermi
liquid

I. A. Fomin
P. L. Kapitsa Institute of Physics Problems, Russian Academy of Sciences,
117334 Moscow, Russia

~Submitted 16 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 717–721~10 May 1997!

A microscopic derivation of the equations of transverse spin dynamics
of a spin-polarized Fermi liquid at zero temperature is given in the
leading-order approximation in the frequencies and wave vectors char-
acterizing the spin motion. The equations are applicable for arbitrary
degree of polarization and arbitrary deviations of the spin direction
from the equilibrium orientation. The solutions describing a coherently
precessing two-domain structure and spin waves are examined. In con-
trast to the assertion discussed in the literature that spin waves are
damped at zero temperature, spin waves are found to be undamped in
the long-wavelength limit. ©1997 American Institute of Physics.
@S0021-3640~97!01009-8#

PACS numbers: 71.10.Ay, 74.20.Mn

1. Substantial progress has been made in recent years in the preparation and
mental investigation of strongly polarized Fermi liquids. The objects of study are
liquid 3He and liquid solutions of3He in 4He. For the polarizations achieved the chan
in the distribution function of the Fermi quasiparticles cannot be treated as small an
Landau Fermi liquid theory is literally inapplicable. Specifically, this refers to the eq
tions governing the spin dynamics of such a liquid — the Leggett equations.1 The need
for changes is already evident from the fact that in a polarized system there ar
different Fermi momentapF1 andpF2 for the quasiparticles with spin directed parall
and antiparallel to the total spin, respectively. As a result, the Fermi liquid param
appearing in the Leggett equations no longer have a definite meaning. A more s
difficulty is also discussed in the literature — the so-called zero-temperature damp
transverse spin disturbances.2–4 The formal difficulty lies in the fact that when the direc
tion of the spin changes, the state of the Fermi quasiparticles changes in the entire
from pF2 to pF1 . In addition, the quasiparticle decay probability increases with po
ization as (pF12pF2)

2/pF
2 , and for a high degree of polarization the reciprocal of

lifetime of the quasiparticles is found to be comparable to their energy. A microsc
theory, whose goal is to overcome this difficulty, has been proposed in a series of w4

According to these works, taking account of the possibility of quasiparticle decay ha
effect that the transverse components of the spin-diffusion temperature and the da
of spin waves remain finite right down to zero absolute temperature.

In the present letter the equations of spin dynamics are derived directly atT50. It
is found that an expansion in the reciprocal of the polarization is possible. The le
749 7490021-3640/97/090749-06$10.00 © 1997 American Institute of Physics
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terms in the frequencies and wave vectors characterizing the spin motion are ret
The equations obtained in this manner are nondissipative. Specifically, spin wave
undamped in the leading long-wavelength approximation. This result agrees wit
theory of a ferromagnetic Fermi liquid5 and does not agree with the results obtained
Refs. 2 and 4.

2. DERIVATION OF THE EQUATIONS

The Hamiltonian of the Fermi liquid under study includes the kinetic energyHkin ,
the two-particle interactionHint , and the interactionHL52vLSz with a magnetic field
oriented along thez axis, whereSz is thez projection of the spin density andvL is the
Larmor frequency corresponding to the field. In both3He and solutions of3He in 4He the
spin–orbit interaction is very weak and we shall neglect it. We introduce at each po
coordinate system rotating with angular velocityV such that the polarization in th
rotating system is the locally equilibrium polarization. ThenV depends on the time an
the coordinates. If this dependence is slow, i.e., the frequenciesv and wave vectorsk
characterizing the change inV in a coordinate system rotating with the Larmor frequen
satisfy the strong inequalitiesv!V andk!Dp5pF12pF2 , then an expansion in sma
frequencies and wave vectors, similar to the method employed previously6 for the B-
phase of3He, can be used to derive the spin-dynamics equations. We shall proceed
the LagrangianL̂5 i (]/]t)2Ĥ, written in the second-quantization representation

L̂5
1

2E c†m~r !Fdmni
]

]t
1smn

z
•vL2smn•V Gcn~r !d3r2

1

2mE @¹c†m~r !#

3@¹cm~r !#d3r2Ĥint . ~1!

Let us perform a local rotation~specified by the Euler anglesa, b, andg) of the spin
axesx̂, ŷ, ẑ so that at each point the new spin quantization axisẑ is directed alongV.
The condition on the orientation of the axesĵ and ĥ will be formulated below. This
rotation results in a ‘‘stretching’’ of the spatial and time derivatives in Eq.~1! according
to the rule

dmn

]

]t
→dmn

]

]t
1R†ml

]

]t
Rln

and similarly for the gradients. The rotation matrixR̂ is defined as

R̂5exp~2gŝz/2!exp~2bŝy/2!exp~2aŝz/2!.

As a result of this stretching, the Lagrangian acquires additional terms conta
time derivativesȧ, ḃ, and ġ and spatial derivativesa l , b l , andg l , where the index
designates differentiation with respect to thel th coordinate, of the Euler angles. It
convenient to combine withĤL the correction arising from the stretching of the tim
derivative. As a result we obtain

L̂15
1

2E c†m~r !~smn•v!cn~r !d3r , ~2!
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wherev has the following projections on the rotated axes:

vj52~ ȧ1vL!sin b cosg1ḃ sing,

vh5~ ȧ1vL!sin b sing1ḃ cosg,

vz5ġ1~ ȧ1vL!cosb. ~3!

The spatial derivatives are collected in

L̂25
1

2mE $] lc†m~r !~Aa
l smn

a !cn~r !2c†m~r !~Aa
l smn

a !] lcn~r !

1c†m~r !cm~r !Aa
l Aa

l %d3r , ~4!

whereAa
l are the spin or ‘‘chiral’’ velocities

Aj
l 52a l sin b cosg1b l sing,

Ah
l 5a l sin b sing1b l cosg,

Az
l 5g l1a l cosb. ~5!

The remaining freedom in the orientation of a local reference frame can be used to
the transport velocityAh

l of the longitudinal spin component vanish:

g l1a l cosb50. ~6!

The expression for the spin-current operatorĵ a
l (r ) is obtained by varyingL̂2 with

respect toAa
l by virtue of the definitiondL̂25* ĵ a

l dAa
l d3r . After transformations, the tota

LagrangianL̂ will have the form

L̂5L̂01L̂11L̂2 . ~7!

whereL̂0 is the Lagrangian of the Fermi liquid in a uniform fieldV directed along the
z axis. The ground state forL̂0 corresponds tô Ŝz&5S, ^Ŝj&50, and ^Ŝh&50. The
derivativesa l , b l , g l , ḃ, and ġ and the combinationȧ1vL are small in the sense
indicated above and the sumL̂11L̂2 is an adiabatic perturbation which does not give r
to transitions to excited states. A change in state can occur only as a result of a cha
the spin orientation relative to stationary axes, which is given by the anglesa andb
according to the relationsSx5Ssinb cosa, Sy5Ssinb sina, andSz5Scosb. The first-
order correction to the averaged Lagrangian contains only the time derivatives o
angles. To take account of the terms with spatial derivatives, the second-order corr
must be calculated according to the well-known scheme given in Ref. 6. The sum o
corrections is a Lagrangian characterizing the motion of the spinS in leading order in
v andk:

L5S@~ ȧ1vL!cosb1ġ #1
1

2
x'
J ~a l

2sin2b1b l
2!. ~8!

The coefficientx'
J in this formula is the transverse component of the static cur

susceptibility. The current susceptibility (xJ)ab
lm(v, k) is the tensor coefficient in the
751 751JETP Lett., Vol. 65, No. 9, 10 May 1997 I. A. Fomin
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linear relation between the Fourier components of the spin current and the chiral ve
j a
l 5xab

lmAb
m . In expression~8! the susceptibilityx'

J is the coefficient of the second-orde
terms ink, so that its value forv50 andk50 can be used. Because the spin–or
interaction is small, the static susceptibility is isotropic with respect to the spatial ind
l andm. With respect to the spin indices this is a uniaxial tensor, and its component a
the spin does not appear in the expression forL because of the condition~6!. By virtue
of the general properties of the susceptibilityx'

J (0,0) is a real number. The componen
of the tensor (xJ)ab

lm(v, k) can be expressed in terms of the Fourier transforms of
retarded commutators of the corresponding components of the spin current~see Ref. 6!.
These commutators cannot be calculated in the general case. In the weak-polar
limit the Fermi-liquid theory givesx'

J (0,0)5(\/2)2N(0)(v f
2/3L), whereL is a combi-

nation of Fermi-liquid parameters,L51/(11F0
a)21/(11F1

a/3).

The Lagrangian~8! engenders the following equations of motion:

]S

]t
50, ~9!

]

]t
~Scosb!1x'

J ]

]xl
~a lsin

2b!50, ~10!

SsinbS ]a

]t
1vLD2x'

J @~¹a!2sinbcosb2Db#50. ~11!

HereD is the Laplacian. Equations~9!–~11! are identical to the equations governing t
spin dynamics of an isotropic ferromagnet7 written in terms of the Euler angles. By virtu
of Eq. ~9! one hasS5 const. The change in the orientation ofS is determined by Eqs
~10! and ~11!.

Let us now examine the simple stationary solutions of these equations. In a co
and uniform magnetic field we have a solution of the formb5const, ¹a5k,
ȧ52vp . Substituting this solution into Eq.~11! we obtain

vp5vL2
x'
J

S
k2cosb. ~12!

For smallb, setting cosb'1, we obtain a standard spin wave with a quadratic disp
sion law. In the leading long-wavelength approximation under consideration here
wave is undamped. Kondratenko5 showed that in a ferromagnetic Fermi liquid the dam
ing of spin waves arises only in terms of order;k5. His arguments, which are based o
an estimate of the phase volume for different spin-wave decay processes, are also
cable to a polarized Fermi liquid.

The expression~12! makes it possible to indicate more accurately the region
applicability of the approach employed. From the condition of adiabati
(vp2vL)!V follows the bound (x'

J /S)k2!V. For weak polarizationx'
J can be ex-

pressed in terms of the parameters of the Fermi liquid, which g
kvF /V!A3L/(11F0

a). In pure3He the right-hand side of the inequality is;1 and we
return to the criterionkvF /V!1. In solutionsL!1 and the restriction is more stringen
752 752JETP Lett., Vol. 65, No. 9, 10 May 1997 I. A. Fomin



l
is no

y
e

-
at a
. The
the

ion
tions
ns for
to the
jus-
olar-
erms
equa-
cern-
ven in

ns-
nent
mp-
oof of
lysis
ermi
in the
cter of
c
on of
onding

us-
kvF /V!A3L. For kvF /V;AL spin waves interact efficiently with the longitudina
degree of freedom and the separation into longitudinal and transverse dynamics
longer justified.

Another solution of Eqs.~10! and ~11! which is of interest arises in a weakl
nonuniform field, whenvL5vL(z): ḃ50, ȧ52vp , anda l50. The change in the angl
b, according to Eq.~11!, is described by the equation

x'
J ]2b

]z2
1S

dvL

dz
~z2z0!sin b50. ~13!

This equation has the same form as a previously studied8 equation describing a coher
ently precessing spin structure in a weakly polarized Fermi liquid. This shows th
coherently precessing structure should also exist in a strongly polarized Fermi liquid
equation~13! does not take into account the effect of demagnetizing fields, which in
case of spin polarization can be significant. This can be done directly.9

3. DISCUSSION

On the basis of its symmetry properties, a Fermi liquid with ‘‘frozen’’ polarizat
is similar to an isotropic ferromagnet. Therefore it is not surprising that the equa
governing the spin dynamics of such a liquid are identical to the analogous equatio
a ferromagnet. The same result is obtained by passing in the Leggett equations
limit Vt→` and correspondingly redefining the coefficients in the equations. This
tifies the use of the Leggett equations in the indicated limit in the case of strong p
ization as well. This is not true of the dissipative terms. To introduce dissipation, t
with higher powers of the frequencies and wave vectors must be included in the
tions. However, taking into account dissipation cannot eliminate the discrepancy con
ing the question of the zero-temperature damping, since the discrepancy arises e
terms of orderk2. Measurements of the diffusion coefficient in pure polarized3He ~Ref.
10! and in solutions of3He and4He ~Ref. 11! show a substantial decrease in the tra
verse component of the diffusion coefficient compared with the longitudinal compo
at temperaturesT<V. This agrees qualitatively with the idea of zero-temperature da
ing. However, the experimental results obtained cannot be regarded as a direct pr
the existence of such damping. A calculation of the diffusion coefficient requires ana
of the interaction of all elementary excitations contributing to spin transport, i.e., F
quasiparticles and spin waves. The presence of two types of excitations can result
existence of regions with different temperature dependences. Changes in the chara
the transverse spin diffusion in the regionT;V can be expected in different specifi
models of the phenomenon. A final conclusion about the experimental confirmati
the existence of zero-temperature damping can be made only after the corresp
calculations are performed.

I thank A. F. Andreev, V. V. Dmitriev, and P. S. Kondratenko for helpful disc
sions. This work was supported in part under CRDF Grant No. RP1-249.
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Shock wave structure in simple liquids

S. I. Anisimov,a) V. V. Zhakhovski ,b) and V. E. Fortov
Landau Institute for Theoretical Physics, Russian Academy of Sciences, 117334 Mos
Russia

~Submitted 10 April 1997!
Pis’ma Zh. Éksp. Teor. Fiz.65, No. 9, 722–727~10 May 1997!

The shock wave structure in a liquid is studied by a molecular dynam-
ics simulation method. The interaction between atoms is described by
the Lennard–Jones~6–12! potential. In contrast to earlier works, the
simulation is performed in a reference frame tied to the shock wave
front. This approach reduces non-physical fluctuations and makes it
possible to calculate the distribution functions of the kinetic and poten-
tial energy for several cross sections within the shock layer. The pro-
files of flow variables and their fluctuations are found. The surface
tension connected with pressure anisotropy within the shock front is
calculated. It is shown that the main contribution to the surface tension
coefficient comes from the mean virial. ©1997 American Institute of
Physics.@S0021-3640~97!01109-2#

PACS numbers: 02.70.Ns, 62.50.1p

The internal structure of shock waves has been extensively investigated, bo
perimentally and theoretically~see, e.g., Refs. 1–13!. Earlier theoretical studies of shoc
wave structure were based either on the hydrodynamic approximation~which is valid for
weak shock waves only!2–5 or on the Boltzmann kinetic equation~which holds for rar-
efied gases only!.6–8 Thus, only certain limiting cases have been studied. More rece
the direct Monte Carlo and molecular dynamics~MD! simulation methods have bee
employed to study the shock wave structure in solids, liquids, and dense gases~see Refs.
9–13!. However, those simulations all suffer from large nonphysical fluctuations, w
have until now prevented the study of such important characteristics of the shock la
the evolution of velocity distribution function across the layer. There are two m
reasons for the high level of fluctuations in the MD shock wave simulations. Firs
most of these simulations a standard statement of the problem is used, wherein a
wave is generated in a fluid at rest by a moving piston. As a result, the shock wa
nonstationary in the laboratory frame. Second, the number of particles in the MD c
typically of the order of a few thousand, which is insufficient for quantitative descrip
of the shock wave structure. In the present work we use a special potential configu
that makes it possible to generate a shock wave at rest in the laboratory frame
employ the so-called Langevin thermostat to create the upstream fluid flow with g
mass velocity and temperature. The number of atoms in our simulations was typica
order of magnitude larger than in Refs. 10, 11, and 13. This approach substan
improves the quality of simulation and allows us to trace the evolution of the kinetic
potential energy distributions across the shock layer. Since the kinetic energy distrib
755 7550021-3640/97/090755-07$10.00 © 1997 American Institute of Physics
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within the shock layer is nonequilibrium, the concept of local temperature is not a
cable. In this work we use the mean-square fluctuations of the longitudinal and trans
velocity components to describe the transformation of kinetic energy of the upst
flow into thermal energy of the downstream flow. We employ also the pair correla
function ~which depends on the transverse coordinates (x,y)), calculated for severa
planesz5 const within the shock layer, to describe the evolution of the fluid struc
during the shock compression.

The interaction of atoms in a simple liquid is described in this work by the Lenna
Jones~6–12! potential~LJ potential!:

U~r !54«@~s/r !122~s/r !6#. ~1!

We will hereafter use the MD units defined in terms of the parameters of the potentia~1!.
The results of the calculations will then be valid for any LJ fluid. The parameters is
chosen as the unit of length, and the parameter« as the unit of energy. It is convenient t
chose the particle mass equal to 48 MD units. The units of time and velocity are
sAm/48« andA48«/m, respectively. For example, for argon atoms, the unit of lengt
s50.3405 nm, the unit of time is 0.31144 ps, the unit of energy~temperature! is
«51.654•10214 erg 5119.8 K, the unit of velocity is 1.0933 km/s, and the unit
density is 1.6825 g/cm3. The rectangular MD simulation cell is similar to that used in o
previous paper.14 It has the dimensionsLx3Ly32Lz with periodic boundary conditions
imposed along all three coordinate axes. The flow velocity is directed along thez axis.
Short-range potentialsU1 andU2 are located on opposite sides of the MD cell a
satisfy the condition that the forces]U1/]z5]U2/]z50 at z56Lz . Since the accel-
eratingU1 and deceleratingU2 potentials have different magnitudes, the atoms cross
the boundary of the MD cell change their energy. To form a uniform upstream flow
given temperatureT1 and mass velocityV15V1z , the Langevin thermostat

15 is used. The
thermostat is a part of the MD cell in which the atoms are subjected to the Langevin

dv i
a/dt5b~V1d iz2v i

a!1j i~ t !, ~2!

whereb is the friction coefficient,j i(t) is Gaussian random force~‘‘white noise’’!, the
subscript i5x,y,z, and the superscripta numbers the atoms. To obtain a prescrib
temperatureT1, the parameters of Eq.~2! should satisfy the condition̂j i

2&52bT1 /Dt,
whereDt is the time step of the integration, and the temperature is expressed in e
units. The equations of motion are integrated using the 8th order Stoermer method,
was previously used in Refs. 14, 16, and 17 for MD simulation of shock waves in
gases and the liquid–gas phase transition. The details of the algorithm are descri
Ref. 14.

TABLE I.

uV1u uV2u n1 n2 T1 T2 l s gT gu g

2.48 1.61 0.76 1.17 1.03 7.86 1.95 5.90 40.93 46.83
4.95 2.74 0.76 1.37 1.04 48.65 1.42 49.36 120.14 169.50
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Let us consider some typical examples of such a simulation. The paramete
shock waves for two different Mach numbers (M'uV1u for liquid argon! are presented in
Table I.

The shock wave thickness presented in Table I is defined as

l s5~n22n1!/~dn/dz!max.

Figure 1 shows the profiles of the mean-square fluctuations of the longitu
~curven) and transverse~curvet) components of the molecular velocity. The simulati
reveals that the fluctuation of the longitudinal velocity component,Tn548̂ (vz2vz)

2&,
grows faster than the fluctuation of the transverse component,Tt548̂ vx

2&. A similar
phenomenon has been observed in dense gases.16 It can be attributed to the fact that th
transformation of the energy of ordered motion along thez axis into energy of random
~thermal! motion along thex andy axes requires large-angle scattering. This transfor
tion proceeds slowly since it is connected with the high-energy tail of the particle d
bution. In contrast, the analogous process resulting in thermalization of thez component
of the velocity has little to do with the tail of the distribution function and has a hig
rate. Note that the functionTn(z) has a maximum within the shock front at sufficient
high Mach number. The difference betweenTn andTt leads to anisotropy of the pressu
within the shock layer and to an effect similar to surface tension. The pressure in the
under consideration is a symmetric tensor, rather than a scalar. In the general no
librium case the pressure tensor can be calculated using the procedure described i
18 and 19 and the results of the MD simulation. The components of pressure are giv

Pn~z!5n~z!Tn~z!2
1

2SK (
aÞb

zab
2

r ab

]U~r ab!

]r ab
d~z2za!L , ~3a!

FIG. 1. Spatial profiles of the mean-square fluctuations of the longitudinal (n) and transverse (t) velocity
components in stationary shock waves. Upstream velocities are: curve1! uV1u52.48 and curve2!
uV1u54.95.
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Pt~z!5n~z!Tt~z!2
1

2SK (
aÞb

~xab
2 1yab

2 !

2r ab

]U~r ab!

]r ab
d~z2za!L , ~3b!

whereS is the area of the MD cell in thex,y plane. The coefficient of surface tension
defined as

g5E
2`

`

~Pn2Pt!dz. ~4!

The virial terms of the normal and tangential components of the pressurePn andPt and
the difference between themg(z) are calculated in the same way as in Ref. 16 and
presented in Fig. 2. Notice that in the case of liquids the main contribution tog originates
from the potential energy of particle interaction~second terms in Eqs.~3a! and ~3b!!,
whereas in gases it is connected with the kinetic energy of the particles~the first terms in
Eqs.~3a! and ~3b!!.16,20 The values of the ‘‘potential’’ (gu) and ‘‘kinetic’’ ( gT) contri-
butions to the surface tensiong are given in Table I. As is clear from Eq.~4!, the surface
tension is a small effect, proportional to the shock wave thickness. The correspo
correction to the downstream pressureP2 is of the order ofP2l s /R, whereR is the radius
of curvature of the shock wave. The excess pressure behind a spherical shock
observed in Ref. 21 may be attributed to the surface tension~see Ref. 20!.

The effect of surface tension may play an important role in the problem of sh
wave stability. For a plane shock wave, considered as a gasdynamic discontinuit
problem of stability with respect to corrugation perturbations was first considered in
22. The analysis showed that, depending on slope of the Hugoniot curve, the wav
be stable, unstable, or neutrally stable. In the last case, small effects connected w
finite shock wave thickness might affect the result. In studies of shock wave stabil
is natural to consider the gasdynamic discontinuity as the limiting case of a shock
possessing internal structure. In particular, the stability of weak shock waves ca

FIG. 2. Spatial profiles of the normal (n) and tangential (t) pressure components in stationary shock wav
758 758JETP Lett., Vol. 65, No. 9, 10 May 1997 Anisimov et al.
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studied using the Navier–Stokes equations. Effects of orderl s /l, wherel is the pertur-
bation wavelength, would be automatically taken into account in this study. This
proach, however, cannot be directly applied to a shock wave of arbitrary amplitude
medium with an arbitrary equation of state~which is of prime interest for shock insta
bility studies!. An alternative approach, which can be used in this case, is to stud
stability problem for a gasdynamic discontinuity and incorporate the effect of finite s
thickness into the boundary conditions in the form of surface tension on a curved s
surface. The latter approach was used in Refs. 20 and 23 to account for the expe
tally observed instability of the relaxation zone in ionizing shock waves in gases~note
that in this case the relevant stability analysis can be performed in the hydrodyn
approximation!. It is clear that the method based on the concept of surface tension o
considerable scope for the study of neutrally stable~according to Ref. 22! shock waves in
liquids and solids. The values ofg calculated above can be used in such a study.

The evolution of the particle distribution over the velocity componentvz across the
shock layer forM'2.5 is shown in Fig. 3. It is easily seen that the distribution functio
in different planes normal to thez axis are deviated widely from the correspondi
bimodal distribution. A detailed comparison of the distribution functions derived from
MD simulation with those calculated using the bimodal distribution shows that, con
to the case of gases,16 the deviation decreases slightly with increasing Mach numbe

Figure 4 shows the probability density for the potential energy in several pl
z5 const within the shock layer. It is seen that the mean value of the potential ene
negative in the upstream flow and positive in the downstream flow, i.e., the shock
pression of a liquid results in a change of sign of the interparticle forces. The corres
ing change in the structure of the liquid is demonstrated in Fig. 5, where the evoluti
the pair correlation function is shown. This is the correlation function that depend

FIG. 3. Distribution functions of thez component of velocity in different layers normal to thez axis: 1!
212,z,211.8,2! 2,z,2.2, 3! 2.5,z,2.7, 4! 3,z,3.2, 5! 3.5,z,3.7, 6! 12,z,12.2. Upstream ve-
locity uV1u52.48.
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two-dimensional distancer between atoms in a planez5 const. It is seen that the struc
ture of the correlation functions is totally different from that observed in Ref. 16 fo
shock wave in a dense gas. Curves1 and 2 are closely similar to each other and a
typical for the liquid state. Curve3 shows that a short-range order exists in the sho
compressed fluid. Since the potential energy in the downstream flow is positive
shock-compressed fluid resembles a system of closely packed spheres.

The authors would like to express their gratitude to A. F. Andreev, I. M. Khala
kov, and L. P. Pitaevski� for valuable discussions. The work was supported by

FIG. 4. Distribution functions of the potential energy in different layers normal to thez axis: 1! 212,
z,1.18,2! 2.5,z,2.7,3! 3,z,3.2,4! 3.5,z,3.7,5! 12,z,12.2. Upstream velocityuV1u52.48.

FIG. 5. The pair correlation function in the upstream1! 212,z,211.8 and downstream3! 12,z,12.2 flows,
and at the center of shock layer2! 2,z,2.2, uV1u52.48.
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