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Abstract—Significant improvements of plasma performance after ICRF boronization have been achieved in
the full range of HT-7 operation parameters. Electron power balance is analyzed in the steady state ohmic dis-
charges of the HT-7 tokamak. The ratio of the total radiation power to ohmic input power increases with increas-
ing the central line-averaged electron density, but decreases with plasma current. It is obviously decreased after
wall conditioning. Electron heat diffusivity χe deduced from the power balance analysis is reduced throughout
the main plasma after boronization. χe decreases with increasing central line-averaged electron density in the
parameter range of our study. After boronization, the plasma current profile is broadened and a higher current
can be easily obtained on the HT-7 tokamak experiment. It is expected that the fact that the bootstrap current
increases after boronization will explain these phenomena. After boronization, the plasma pressure gradient and
the electron temperature near the boundary are larger than before, these factors influencing that the ratio of
bootstrap current to total plasma current increases from several percent to above 10%. © 2005 Pleiades Pub-
lishing, Inc.
* 1. INTRODUCTION

Heating the plasma to thermonuclear temperatures
and confining it in such a way that a net positive energy
balance can be achieved is the main task of present-day
tokamaks. Much effort has been devoted to study of
energy transport and confinement properties in small
and large tokamaks worldwide. For better insight into
plasma thermal transport processes, a detailed balance
of energy losses should be performed on a series of typ-
ical reproducible ohmic discharges on the HT-7 toka-
mak, which, furthermore, can be helpful for under-
standing and improving energy confinement. In smaller
and low- or medium-density plasma, ohmic power
mainly heats electrons [1], but the electron power loses
through thermal transporting to the boundary, radiating
and transferring to the ions. Application of the low-Z
wall coating has been taken out in many devices. Good
plasma performances have been observed after coating
a thin film on the wall [2, 3]. The introduction of low-Z
materials as wall limiters or diverter plate materials
leads to an extension of the operational range of toka-
maks [4]. ICRF wall conditioning has been success-
fully developed for the first time on the HT-7 tokamak.
Plasma performances before and after ICRF wall con-
ditioning have been studied carefully [5, 6].

During the HT-7 experiment, the higher total current
can be easily derived and the plasma current profile is

* This text was submitted by the authors in English.
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broadened after boronization; these phenomena cannot
be explained by the theory of neoclassical resistivity
and ohmic law. Thus, the possibility of having an
important fraction of the plasma current provided by
the bootstrap current is projected during HT-7 dis-
charges. Realization of steady-state operation with
bootstrap current is an important subject for tokamak
research. The existence of bootstrap current has been
confirmed experimentally in tokamaks [7]. Especially
in high-performance discharges with steeply peaked
pressure profiles, a large fraction of bootstrap current
has been achieved and is very important for steady-state
operation in tokamaks [8]. In this paper, we will esti-
mate the bootstrap current after boronization on the
HT-7 tokamak.

The structure of this paper is as follows. The exper-
imental diagnostics are briefly described in Section 2.
Detailed analysis of the experiment results is given in
Section 3, and conclusions and discussion are given in
Section 4.

2. EXPERIMENTAL DIAGNOSTICS

HT-7 is a midsize tokamak device with a major
radius of 1.22 m and a minor radius of 0.26–0.28 cm
[9]. The electron density profile ne(r) is measured by a
vertical five-channel far-infrared hydrogen-cyanide
laser interferometer. The electron temperature profile
Te(r) is derived from electron cyclotron emission. This
© 2005 Pleiades Publishing, Inc.
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measurement was also confirmed by Thomson scatter-
ing and X-ray spectroscopy. The contribution of the
power lost by radiation to the plasma power balance is
determined from a 16-channel bolometer array. The
ion temperature is measured by a ten-channel neutral
particle analyzer. A four-channel visible bremsstrahl-
ung emission is used to measure the effective plasma
charge Zeff.

An ion cyclotron range frequency (ICRF) wall-
cleaning technique has been developed in the HT-7
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Fig. 1. Zeff as a function of line-averaged density before and
after boronization.
Superconducting Tokamak using 3 g of nontoxic and
nonexplosive solid carborane powder. During the HT-7
experimental runs, the technique improved the state of
the first wall and decreased recycling, which is very
beneficial for enhancement of plasma discharge.

3. EXPERIMENTAL DATA ANALYSIS

3.1. Power Balance Analysis after Boronization
on the HT-7 Tokamak

After B-coating, plasma performance was immedi-
ately improved. The mental impurity lines disappeared.
The visible lines of carbon and oxygen obviously
reduced. The impurities and the radiation loss were
reduced in the full range of operation parameters. Fig-
ure 1 shows the dependence of Zeff on central line-aver-
aged electron density in standard ohmic discharges for
Ip ≈ 140 kA, Bt ≈ 1.84 T.

The ratio of radiation loss to ohmic power is consid-
ered to change with the central line-averaged electron
density and plasma current. The ratio, α = Prad/POH,
increases with central line-averaged electron density
during steady-state normal discharges (see Fig. 2a),
whereas it is decreased with increasing plasma current
(see Fig. 2b).

Two typical shots are compared in Fig. 3. The longer
waves represent the case after boronization. These two
shots have nearly the same central line-averaged den-
sity, (0) ≈ 1 × 1013 cm–3, and plasma current, Ip ≈
150 kA. But the loop voltage, effective charge, and
radiation loss drop significantly after boronization.
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Fig. 2. Ratios of the radiated power (Prad) to the ohmic input power (POH) in ohmically heated discharges: (a) as a function of the

central line-averaged electron density, and (b) as a function of Ip ( (0) ≈ 1013 cm–3, Bt ≈ 1.84 T).ne
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Fig. 3. Two typical pulses before (shot pulse) and after (longer) boronization with the similar parameters. (Central line-averaged
electron density (0) ≈ 1013 cm–3, and the plasma current Ip ≈ 150 kA.) From top to bottom: plasma current Ip, loop voltage v f,

central line-averaged electron density, central-chord bremsstrahlung Pbrst, and total radiation measurement Ptot.

ne
After boronization, the electron density profile
becomes broader, as shown in Fig. 4a. The electron
temperature and profiles (Fig. 4b) measured by ECE
were increased in the whole plasma region and had a
larger gradient.

The electron diffusivities deduced from the power
balance equations are shown in Fig. 5. After boroniza-
tion, the electron diffusivity is reduced in the whole
radial region under ICRF boronized condition. Hence,
the energy confinement time is increased after boroni-
zation. The correlation between electron thermal diffu-
sivity (at r/a = 0.5) and the central line-averaged elec-
tron density is shown in Fig. 6. It decreases with
increasing the central line-averaged electron density.

3.2. Bootstrap Current Increment
after Boronization

During the HT-7 experiment, the higher total current
can easily be derived and the plasma current profile is
broadened after boronization. These phenomena cannot
be explained by the theory of neoclassical resistivity
and ohmic law. Thus, the possibility of having an
important fraction of the plasma current provided by
the bootstrap current is projected during the HT-7 dis-
charges.

In order to study the substantial bootstrap current
expected after boronization, two typical shots before
and after boronization are taken as a comparison. The
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
electron density profiles and their temperature profiles
are shown in Fig. 4. The plasma pressure profiles,
which are shown in Fig. 7, are evaluated.

Different pressure profiles can give rise to different
bootstrap current profiles. The total plasma current den-
sity jtot is mainly divided into two parts, namely,

.

where E|| is the toroidal electric field and ηneo is the neo-
classical electric resistivity.

Then the bootstrap current can be evaluated by using
the following formula [10]:

After boronization, the plasma pressure profile
becomes broader, at which point the pressure gradient
near the boundary is increased and the peak of the boot-
strap current is nearer to the boundary (as seen in
Fig. 8).

The value near the boundary contributes to the total
integral current significantly, since the value of the
radius near the boundary is larger. The nearer to the
boundary of the peak of the bootstrap current density,
the larger the value of the ratio of the bootstrap current
to the total plasma current. The ratio of the bootstrap
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current density to the total current density, jbs/jtot, can be
obtained and is shown in the Fig. 9. The proportion of
bootstrap current to total current is much higher near
the boundary after boronization.

We take a few discharges for research. The table
shows the fraction of the total bootstrap current to the
total plasma current. The first three items are the data
before boronization, and the rest are the data after
boronization. Here Ip, IOH, and Ibs are the total integral
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Fig. 4. Electron density and temperature profiles.
values of the plasma current, current evaluated by neo-
classical electric resistivity, and bootstrap current.
From the table, we can see that the fraction is increased
from about several to tens of percent after boronization.

4. CONCLUSIONS AND DISCUSSION

Good plasma performance has been obtained with
the B-coating wall on the HT-7 tokamak. Power bal-
ance is studied on the HT-7 tokamak. The ratio of the
total radiation power to the ohmic input power
increases with increasing the central line-averaged
electron density, but decreases with the plasma current.
It is obviously decreased after wall conditioning. The
radiation loss may not be dominant on the HT-7 toka-
mak, since it seldom exceeds 40% during steady-state
discharge. The electron heat diffusivity χe profile is
estimated from the power balance equation. It is

Before boronization
After boronization
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Fig. 5. Radial distributions of electron diffusivities before
and after boronization.
The fraction of the bootstrap current to the total plasma current before and after boronization

Shot no. Time, ms Ne(0), 1013 cm–3 Ip, kA IOH, kA Ibs, kA Ibs/Ip

*29518 317 0.93 117.9 113.2 4.7 2.6%

*29468 300 1.43 123.8 120.0 3.8 3.1%

*33997 350 1.51 104.7 102.9 1.7 1.7%

30448 595 1.47 154.5 136.9 17.6 11.3%

36724 350 1.06 127.2 113.7 13.5 10%

36744 480 1.14 151.8 133.2 18.4 12.1%

36777 300 1.08 166.5 144.7 21.8 13%

36791 280 0.97 173.5 147.7 25.8 14.8%

* The former three shots are the data before wall conditioning, and the rest are the data after boronization.
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005



ANALYSIS OF ELECTRON THERMAL DIFFUSIVITY 897
reduced throughout the main plasma after boronization,
and the energy confinement is improved by from 8 to
15 ms. χe at half radius decreases with increasing cen-
tral line-averaged electron density.

The results of the first estimation of bootstrap cur-
rent on the HT-7 tokamak are exciting. Broadening
plasma parameter profiles and increasing the pressure
gradient in the plasma periphery after wall conditioning
cause an increment of the bootstrap current profile near
the boundary. The ratio of the total bootstrap current to
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Fig. 6. Correlation between electron thermal diffusivity at
r/a = 0.5 and the electron central line-averaged density
(Ip ≈ 140 kA, Bt ≈ 1.84 T).
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Fig. 8. Comparison of the bootstrap current density profiles
between before and after boronization.
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the total current increases after wall conditioning,
which is attributed to that from the boundary. It is less
than 5% of the total plasma current before wall condi-
tioning, but enhanced up to more than 10% for boron-
ized wall conditions. The ratio is sensitive to the plasma
pressure gradient near the boundary, namely, the
greater the plasma pressure gradient in the plasma
periphery, the greater the bootstrap current ratio. Fur-
thermore, temperature increases in the plasma periph-
ery and collision frequency decreases after wall condi-
tioning; then, the banana particle orbit can be easily
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Fig. 7. Comparison of the plasma pressure profiles between
before and after boronization.
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Fig. 9. Fraction of the bootstrap current density jbs to the
total plasma current density jtot varying with the normalized
radius. (s—data before boronization, d—data after boron-
ization.)
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completed, so these phenomena can also be proposed to
enhance bootstrap current proportion on the HT-7 toka-
mak.
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Abstract—The radial density profile of fast ions with a mean energy of 10 keV is measured in experiments
with a two-component high-β plasma in the GDT device. Fast ions are produced by injecting neutral beams into
a warm plasma. The measured fast-ion density profile is found to be narrower than that calculated with allow-
ance for the neutral beam trapping and Coulomb scattering. Special experiments with a movable limiter have
indicated that the formation of a narrow fast-ion density profile in GDT cannot be attributed to the loss of fast
ions. Possible mechanisms responsible for this effect are discussed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

1.1. Experimental Setup

The gasdynamic trap (GDT) (Fig. 1) is a long, axi-
symmetric magnetic-mirror confinement system with a
high (R ≈ 50) mirror ratio. The confined plasma con-
sists of two ion components with very different ener-
gies [1, 2]. One component (the “target” plasma) is a
collisional hydrogen plasma with a temperature of Ti ≈
Te ≈ 100 eV and density of nt ~ 1014 cm–3. For these
parameters, the ion mean free path with respect to scat-
tering into the loss cone is shorter than the mirror-to-
mirror length, thereby making it possible to operate in
the gasdynamic mode of confinement. The target
1063-780X/05/3111- $26.000899
plasma is produced in the initial stage of a discharge by
a plasma source placed in one of the two end tanks.

After the GDT is filled with the target plasma, a neu-
tral beam injection (NBI) system is switched on. The
system consists of six injectors [3] producing 20-keV
neutral deuterium beams. The beam duration is 1.1 ms,
and the total NBI power is 4.3 MW. The neutral beams,
which are injected in the midplane at an angle of 45° to
the axis, are trapped by the target plasma and produce
the fast ion component. Fast ions are confined adiabat-
ically and gradually relax in the target plasma. As a
result, the electron temperature of the target plasma
increases from Te ≈ 5 eV to Te ≈ 100 eV. Measurements
show that the average energy of the fast-ion component
is about 10 keV [4]. A specific feature of GDT experi-
1 m

DD fusion proton detector

Magnetic coilsHeating injectors
Fast ions

Plasma source

Charge-exchange neutral analyzerPlasma dump

Target plasma

Fig. 1. The GDT layout.
 © 2005 Pleiades Publishing, Inc.
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ments is a relatively low magnetic field in the midplane
of the device, B0 = 0.26 T. In this case, the Larmor
radius of fast ions with energies close to the injection
energy is comparable to the target plasma radius, which
is about 12 cm.

1.2. Formulation of the Problem

The ratio between the energy of the injected deute-
rium neutrals and the electron temperature of the target

plasma is high enough (  @ ) for the fast

ions to relax without substantial angular scattering.
Since the initial angular spread of the heating beams is
small and they are injected at an angle of 45° to the
device axis, the turning points of the fast ions lie in the
regions where the mirror ratio is R = 2. In these regions,
the axial fast-ion density profile is highly peaked. This
is a distinctive feature of the GDT-based neutron source
proposed in [5]. It is proposed that the test zones of the
neutron source will be arranged around the tuning
points of the fast deuterium and tritium ions, where the
flux density of the 14-MeV neutrons is expected to be
maximum. In this context, it is of interest to study the
fast-ion density profiles near the turning points, as well
as the physical mechanisms governing their formation.

In the previous GDT experiments, the radial profile
of the magnetic field was measured by means of active
beam spectroscopy [6]. The splitting of the Hα line was
measured using a 40-keV diagnostic hydrogen beam.
From these measurements, the radial profile of the
magnetic field perturbation caused by plasma diamag-
netism, ∆B/B = (Bvac – B)/Bvac, was determined (see
Fig. 2; hereafter, the radial coordinate is mapped onto
the GDT midplane along the magnetic field lines). The
width of this radial profile is on the order of the Larmor
radius of a deuteron with an energy close to the injec-
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Fig. 2. Measured (symbols) and calculated (solid line) pro-
files of the magnetic field perturbation caused by the plasma
diamagnetism.
tion energy. For comparison, Fig. 2 also shows the cal-
culated profile of the magnetic field perturbation
caused by the diamagnetic effect of fast ions. The pro-
file was calculated using the MCFIT code [4, 7], which
is based on the theory of binary Coulomb collisions and
allows one to simulate the interaction between fast ions
and the target plasma. A brief description of the MCFIT
code is given in the Appendix. The calculated reduction
in the magnetic flux through a contour enclosing the
plasma agrees well with the diamagnetic loop signal. At
the same time, the measured profile of the magnetic
field perturbation turns out to be considerably narrower
than the calculated one. This indicates that the radial
profile of the fast-ion density may also be narrower than
the calculated one, because, under the GDT experimen-
tal conditions, the magnetic field perturbation produced
by the target plasma near the turning points is small
compared to that caused by the fast ions and, therefore,
the profile of the magnetic field perturbation is related
only to the profile of the fast-ion pressure.

The full width at half-maximum (WFHM) of the
expected fast-ion density profile determined by the
trapping of neutrals can be roughly estimated as Rfi =

 ≈ 13 cm [8], where Rtp = 11 cm is the char-
acteristic radius of the target plasma (the WFHM of the
measured density profile) and ρ = 7 cm is the Larmor
radius of deuterons with energies equal to the injection
energy. To determine the width of the radial fast-ion
density profile more accurately, we performed special
calculations with allowance for the measured density
profile of the target plasma, the current density profiles
of the heating beams, and the known ionization cross
sections. Figure 3 shows the radial density profile
obtained in this way for fast ions with energies equal to
the injection energy. The width of the calculated fast-
ion density profile is 28 cm (hereafter, by the profile

Rtp
2 ρ2

+

Rel. units

0.8

1.0

0.6

0.4

0.2

0 5 10 15 20 25 30
R0, cm

Fig. 3. Measured density profile of the target plasma
(squares, the FWHM is a = 22 cm) and the calculated den-
sity profile of the trapped ions (solid line, the FWHM is a =
28 cm).
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Fig. 4. Layout of the system for detecting DD fusion protons.
width, we mean the FWHM of the profile mapped onto
the midplane of the device along the magnetic field
lines). At the same time, the width of the profile of the
magnetic field perturbation caused by the diamagnetic
effect of the fast ions is less than 15 cm.

It is well known that, when collisions are ignored,
there is no radial transport in an axisymmetric magnetic
field. Taking into account classical collisions results in
a small inward-directed radial drift. The displacement
of the guiding center of a particle decelerated in a non-
uniform plasma was estimated, e.g., in [8]. Under our
experimental conditions, this displacement is ∆R ≈
2 cm; i.e., ion deceleration in a nonuniform plasma has
little effect on the width of the fast-ion density profile.
That the drift is small is also confirmed by the results of
computer simulations with the MCFIT code. The mag-
netic field perturbation caused by the high plasma pres-
sure (the high-β effect) enlarges the magnetic surfaces
and, consequently, broadens the ion density profile. The
narrowing of the fast-ion density profile cannot be
explained by the ion loss from the edge plasma. This
follows from studying the fast-ion energy balance and
also from the results obtained in a special experiment
described below. To study the formation of the fast-ion
PHYSICS REPORTS      Vol. 31      No. 11      2005
density profile under high-β conditions in more detail,
we performed experiments with the use of specially
designed diagnostics. The results of these experiments
are presented here.

The paper is organized as follows. Section 2
describes experiments on the measurement of the radial
profile of the flux of fusion-reaction products. Section 3
is devoted to measurements of the profile of the charge-
exchange neutral flux. Section 4 describes the results of
an analysis of the energy balance of fast ions and a spe-
cial experiment with a movable limiter. In Section 5, the
experimental results are discussed. Based on the results
of theoretical studies [9], a physical mechanism for the
rearrangement of the fast-ion density profile is pro-
posed. In the Conclusions, the results obtained are sum-
marized, and in the Appendix, the MCFIT code is
briefly described.

2. MEASUREMENTS OF THE RADIAL PROFILE 
OF THE FUSION PROTON FLUX

The experiments were performed with a hydrogen
target plasma. Hence, fusion reactions occurred only in
binary collisions between fast deuterons,
D D
50%( ) T 1.01 MeV( ) p 3.02 MeV( )+

50%( ) He
3

0.82 MeV( ) n 2.45 MeV( ).+
+

Measurements of the radial profile of the 2.45-MeV
neutron flux require a rather complicated and massive
collimator. For this reason, in our measurements, we
used the proton branch of the DD reaction.
The layout of the detector of the DD fusion protons
is shown in Fig. 4 [10, 11]. The detector consisted of a
scintillator and a photomultiplier tube (PMT). The DD
fusion protons and neutrons entering the scintillator
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produced a light burst, which was detected by the PMT.
The PMT signal was amplified and was then digitized
by a fast analog-to-digital converter (ADC). The scin-
tillator was covered with an aluminum foil, which pro-
tected the detector from plasma radiation but insignifi-
cantly affected the proton flux. A stainless-steel shade
that was impenetrable for protons but was transparent
for neutrons could be placed in front of the scintillator.
The detector components had little effect on the flux of
the DD fusion neutrons. The detector was installed
inside the GDT vacuum chamber and could be dis-
placed along the radius within 9 cm on both sides from
the device axis. The distance from the plasma axis to
the scintillator surface was about 30 cm. A blind colli-
mator, which was placed in front of the scintillator,
allowed us to measure the radial profile of the proton
flux with a spatial resolution of about 3 cm (4 cm in the
midplane coordinates).

The data were acquired during the entire injection
pulse. The duration of the light pulse produced by a
proton or a neutron was 35–40 ns, which corresponded
to seven to eight ADC sampling periods. This enabled
the detector to operate in a single-particle counting
mode. A few hundred particles per shot were detected,
so we could calculate the amplitude distributions of the
pulses and discard small-amplitude pulses correspond-
ing to the multiplier noise and to scattered low-energy
neutrons. Double events were ignored because their
probability was below 1%.

The profile of the DD proton flux was measured in
several steps. First, we produced a series of background
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Fig. 5. Measured radial profile of the flux of the DD fusion
products.
shots with a closed shade in order to determine the aver-
age number of the detected neutrons. Then, for each
position of the detector, we produced a series of shots
with an open shade. In each series, we determined the
average number of the detected neutrons and protons.
To separate the contributions from protons and neu-
trons, we subtracted the neutron flux from the total par-
ticle flux. Finally, we again produced a series of back-
ground shots with a closed shade in order to improve
the neutron statistics and to check on whether the
parameters of the experiment change.

Figure 5 shows the measured profile of the DD pro-
ton flux. Its width is aDD = 12 cm. The width of the pro-
file of the DD proton flux can be roughly estimated
assuming that the Larmor radius of fast ions is infinitely
small and that their density profile is Gaussian: nfi(r) ~

exp(–r2/ ). The radial profile of the DD proton flux is

then described by the function nDD(r) ~ (r) ~

exp , and its width is  = 2Rfi/  = 18 cm.

A more accurate estimate of the width of the DD
proton flux was obtained as follows. It was assumed
that the spatial distribution of the fast-ion guiding cen-
ters was determined by the trapping of the neutral
beams in the target plasma. The fast-ion energy distri-
bution was taken to comply with a stationary solution to
the kinetic equation describing the relaxation of fast
ions in plasma under the assumption Te ! Ef, where Te

is the electron temperature and Ef is the mean fast-ion
energy. [12]. This assumption seems to be reasonable
because estimates show that, under our experimental
conditions, the characteristic fast-ion relaxation time is
comparable to the NBI duration. The calculated width
of the profile of the DD proton flux was found to be

 = 20 cm (Fig. 6), which substantially exceeded
the measured value.

The profile shown in Fig. 5 was constructed using
the experimental data acquired during the entire injec-
tion pulse (1.1 ms), while Fig. 7 shows a profile con-
structed using the results of measurements over the first
0.4 ms after the beginning of injection. The widths of
these profiles coincide to within the experimental error.
Hence, we can conclude that the narrow profile of the
flux of the DD reaction products forms over a time
shorter than 0.4 ms.

3. MEASUREMENTS OF THE RADIAL PROFILE 
OF THE CHARGE-EXCHANGE NEUTRAL FLUX

This diagnostics was designed to measure the den-
sity of fast ions with preset initial coordinates and
velocity directions [4]. The main components of the
diagnostic system were an active target, a stripping
chamber, and a 45° electrostatic analyzer (Fig. 8).
A microchannel plate (MCP) was used as a particle
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coordinate detector. The active plasma target for the
charge exchange of fast ions was produced by a diag-
nostic neutral-beam injector [13]. A hydrogen neutral
beam with an energy of 40 keV was injected perpendic-
ular to the device axis. The diameter of the beam was
4 cm, and the equivalent current was about 4 A. After
passing through the plasma, the beam was attenuated
by 20–30%. The beam diameter determined the spatial
resolution along the Y axis (∆Y = 4 cm). The charge-
exchange neutral flux was collimated using two aper-
tures. The first aperture was placed in front of the strip-
ping chamber. The size of this aperture along the device
axis determined the size of the scanned region along the
Z axis (∆Z = 1.2 cm). The particles then entered the
stripping chamber filled with helium. The second colli-
mating aperture 1 mm in diameter was made in the
plates of the electrostatic capacitor. The small diameter
of this aperture allowed the particles to be spatially sep-
arated in the 45° analyzer. Therefore, the coordinates at
which a particle fell on the MCP depended on the par-
ticle energy and its initial coordinate X (see Fig. 8). The
MCP amplified the secondary electron current, which
was then measured using collectors on the MCP back
side. The positions and sizes of the collectors deter-
mined the initial coordinates of the detected particles
and the energy resolution of the system (∆E = 0.06 ,

where  = 2|e|Uanalyser, e is the electron charge, and
Uanalyser is the capacitor voltage), as well as its resolution
over the X coordinate, ∆X = 3.1 cm (Xi = i∆X, with i =
–5, …, +5).

In order to separate the flux of the particles pro-
duced at the active target from the total charge-
exchange neutral flux, we carried out experiments with
and without the target. At each point, we made, on aver-
age, five to seven shots with and without the target. Fig-
ure 9 shows typical signals from the charge-exchange
neutral analyzer, and Fig. 10 shows the measured pro-
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Fig. 6. Calculated radial profile of the flux of the DD fusion
products.
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
files of the charge-exchange neutral flux. For neutrals
with energies close to the beam energy (E = 18–
20 keV), the profile width is aCX = 28–31 cm; for neu-
trals with an energy of E = 16 keV, the profile width is
aCX = 19 cm; and for neutrals with an energy of E =
13 keV, it is aCX = 16 cm.

The signal from the MCP analyzer is proportional
the number of the fast particles that have undergone
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Fig. 7. Radial profile of the flux of the DD fusion products
measured during the first 0.4 ms after the beginning of
injection.
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charge exchange in the plasma. Note that there is a sys-
tematic error in determining the signal from the active
target, because the 40-keV protons that are produced
due to the charge exchange of the active-target neutrals
in the target plasma are lost with a high probability on
the limiters, whereas the neutralized particles of the
active target remain in the target plasma. These parti-
cles form a gas cloud, which introduces a systematic
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Fig. 9. Typical signals from the charge-exchange neutral
analyzer in shots with and without an active target. Heavy
lines show the average signals.
error in determining the density profile of the charge-
exchange fast particles. The calculated density of this
neutral gas is nn ~ 109 cm–3, which corresponds to an
error of about 5–10% of the valid signal. The radial pro-
file of this neutral gas is wider than the target plasma
profile; therefore, this systematic error does not affect
the profile widths.

4. EXPERIMENT WITH A MOVABLE LIMITER

Taking into account the measured profile of the
charge-exchange neutral flux, we can conclude that the
density profile of the fast ions with energies of E =
13 keV is nearly half as narrow as the initial fast-ion
density profile determined by the trapping of the heat-
ing beam (E = 20 keV). There may be two reasons for
the formation of such a narrow profile: the fast ions either
drift toward the device axis or they are lost from the
plasma periphery. To clear up how the loss of fast ions
affects the formation of their radial density profile, we
carried out a special experiment with a movable limiter.

The movable limiter (or the “knife”; see Fig. 11)
was a metal plate that was insulated from the vacuum
chamber and could be displaced in the radial direction.
The fast ions moving in Larmor orbits were lost if their
trajectories crossed the knife limiter. The target plasma
was limited by annular limiters that were installed
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Fig. 10. Profiles of the charge-exchange neutral flux for E = (a) 20, (b) 18, (c) 16, and (d) 13 keV.
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behind the turning points of the fast ions at a radius of
R0 = 15 cm in the midplane coordinates. Hence, the
movable limiter, which was displaced within the inter-
val R0 = 15–30 cm, slightly influenced the target
plasma.

Assuming that fast ions are lost from the plasma
periphery, one could expect that the knife limiter
inserted into the plasma to a radius larger than the half-
width of the established fast-ion density profile would
insignificantly affect the number of the accumulated
fast ions. As a consequence, this would also insignifi-
cantly affect the plasma energy, the target-plasma tem-
perature, etc. However, if the fast ions drift toward the
device axis, then the knife limiter inserted to a radius on
the order of the half-width of the trapping region would
cause a substantial decrease in the number of fast ions
and, consequently, in the plasma energy.

Figure 12 shows the results of the experiment with
the movable limiter. As an illustration, Fig. 12 also
shows the results of simulations by the MCFIT code.
The energy of the fast-ion component begins to change
when the knife limiter is inserted to a radius of 20–
22 cm. When the distance from the limiter to the axis is
14–16 cm, the energy of the fast-ion component halves.
The experimental data agree well with the calculated
results (a discrepancy at radii of 14–16 cm can be
explained by the effect of the limiter on the target
plasma being ignored in calculations). This allows us to
conclude that the loss of fast ions from the plasma
periphery is insignificant. This conclusion is also con-
firmed by an analysis of the fast-ion energy balance
[14].

5. DISCUSSION

The results of our experiments allow us to conclude
that the density profile of the fast ions with energies that
are 20–50% lower than the injection energy is nearly
twice as narrow as the initial profile. Classical colli-
sions in axially symmetric magnetic fields result in a
small radial drift toward the axis. The displacement of
the guiding center of a charged particle in a nonuniform
plasma was estimated, e.g., in [8]. Under our experi-
mental conditions, this displacement is as small as
∆R ≈ 2 cm and, therefore, slightly influences the width
of the fast-ion density profile. Anomalous scattering of
fast ions cannot lead to the observed effect because it
would result in a diffusive broadening of the density
profile. The formation of a narrow fast-ion density pro-
file cannot also be explained by transverse losses.

A discrepancy between the widths of the trapped-
ion density profile and the profile of the magnetic field
perturbation allows us to suggest that there is anoma-
lous radial transport of fast ions toward the axis. In [9],
a two-dimensional collisionless problem was consid-
ered and it was shown that the most compact distribu-
tion of the guiding centers possesses the minimal sum
of the magnetic field energy and the energy of the fast
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
ions whose magnetic moment µ is conserved. There-
fore, an axisymmetric distribution of the guiding cen-
ters with a monotonically decreasing density profile is
stable, and, vice versa, the presence of a dip at the cen-
ter results in the onset of instability driven by nonuni-
form gradient drift. In the latter case, the extra energy is
transferred to the motion of the cold plasma and a more
compact distribution of fast ions is established. Accord-
ing to the Liouville theorem, two-dimensional colli-
sionless motion of the guiding centers (provided that µ
is conserved) is incompressible because the transverse
coordinates of a guiding center constitute a canonically
conjugate pair of variables.

It is because of the above incompressibility that the
theory developed in [9] cannot be directly applied to the
interpretation of the experimental results under discus-
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Fig. 11. Position of a movable knife limiter.
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Fig. 12. Total fast ion energy content as a function of the
radius of the movable limiter. Symbols show the experimen-
tal data, and the solid line shows the results of numerical
simulations.
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sion, because the distribution of the injected guiding
centers does not have a distinct dip.

The limitations imposed by the Liouville theorem
can be removed when considering a three-dimensional
problem. The corresponding three-dimensional theory
is currently under development. Here, we only present
some estimates.

In a three-dimensional case, transverse compression
is possible due to the broadening of the distribution
function over longitudinal velocities if there is a mech-
anism for energy exchange between the longitudinal
and transverse components. Such a mechanism appears
in a finite-β plasma when the azimuthal fast-ion rota-
tion velocity ωazim ~ v iβρ/a2 (where ρ is the Larmor
radius) becomes comparable to the ion bounce fre-
quency ωb ~ v i/L. In this case, the presence of perturba-
tions that break the axial symmetry can lead to the over-
lapping of the resonances and to the efficient transport
of fast ions. Using the Chirikov criterion [15], we can

derive the resonance overlapping condition  >

a2/(Lρ), where  is the characteristic amplitude of the
resonant perturbations of β. For fast ions with a Larmor
radius of ρ ~ a, this condition is satisfied for rather
small perturbation amplitudes. The overlapping of the
resonances results in the efficient transverse transport
of fast ions within the finite-β plasma region. In this
case, the radial displacement of the guiding centers is
accompanied by a redistribution between the longitudi-
nal and transverse ion energies. (Note that the corre-
sponding broadening of the region where the fast-ion
density is peaked should be comparable to the broaden-
ing caused by the difference between the longitudinal
magnetic field profiles at different radii in a finite-β
plasma. For this reason, rather fine measurements are
required to prove this effect experimentally.)

Thus, while transferring their energy to the cold
plasma motion, fast ions can acquire a minimum-
energy distribution corresponding to a narrower spatial
profile, without reducing their volume in phase space.

6. CONCLUSIONS

The radial profile of the DD fusion products has
been measured near the turning points of fast ions in the
GDT device. The FWHM of the profile is found to be
aDD = 12 cm. The radial fast-ion density profile near the
turning points with a mirror ratio of R = 2 has been
measured using a charge-exchange neutral analyzer
with an active target. For ions with an energy close to
the injection energy (E = 20 keV), the profile width is
found to be aCX = 30 cm, whereas for ions with an
energy of E = 13–16 keV, it is nearly half as large (aCX =
16–18 cm). Experiments with a movable limiter have
shown that the loss of fast ions from the plasma periph-
ery is insignificant. This is also confirmed by an analy-
sis of the fast-ion energy balance. Possible mechanisms

ββ̃
β̃

for the formation of a narrow fast-ion density profile
have been discussed.
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APPENDIX

BRIEF DESCRIPTION OF THE MCFIT CODE

The MCFIT code used to calculate the fast-ion dis-
tribution is described in detail in [7]. Here, we only
present a brief description of the code, following [4].

The MCFIT code is designed to simulate the relax-
ation and transport of high-energy ions produced dur-
ing NBI for given parameters of the magnetic field and
target plasma. The code uses the Monte Carlo method
and is intended for solving the following problems:

(i) Three-dimensional simulations of the behavior of
fast ions with allowance for Coulomb collisions and
charge exchange, taking into account the energy and
time dependences for these effects.

(ii) Acquisition of a detailed information on the
GDT.

The code is based on the conventional Monte Carlo
scheme; i.e., it simulates statistically independent his-
tories of fast ions. The result is obtained by summing
the contributions from different ions to the parameter of
interest. For N simulated particle histories, the final
result for each of the parameters is calculated as the
average of the values obtained in each history, and the
statistical error of the final result is calculated from the
root-mean-square deviation of an individual parameter
from its average. The main drawback of this method is
that the statistical error decreases very slowly (as N–1/2)
with increasing N. The code simulates the following
processes:

(i) the generation of neutrals at the surfaces of the
ion-optical systems of neutral injectors and their flight
to the plasma;

(ii) the ionization of the beam neutrals in the plasma
by charge exchange, by electron impact, and by their
stripping in the interaction with ions;

(iii) ion motion in a given magnetic field;
(iv) the interaction of ions with a target plasma

(deceleration and angular scattering); and
(v) the charge-exchange interaction of ions with a

neutral gas and the production of fast neutrals.
As input data, along with the parameters of the mag-

netic field and target plasma, the MCFIT code uses the
spatial distribution of the neutral gas in the region occu-
pied by fast ions. The time evolution of the spatial dis-
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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tribution of neutrals during an experiment is calculated
using the NEUSI code [16].

The MCFIT code allows simulations in a wide range
of physical parameters. The results of simulations are
discrete parameter distributions on a phase space mesh
at given time instants. The main calculated parameters
are the energy of the fast-ion component, the trapped
neutral beam power, the charge-exchange loss power,
the power of the target plasma heating, and the fast-ion
distribution over energies and pitch angles. Knowing
the distribution function of fast ions, it is easy to com-
pute their spatial density distribution and also the spa-
tial profiles of the charge-exchange neutral fluxes with
different energies.

It is worth noting that the MCFIT code allows one to
simulate the behavior of fast ions taking into account
variations in the magnetic field under the action of the
fast-ion pressure. For this purpose, a self-consistent
problem is solved with allowance for the diamagnetic
effect of hot ions. Note also that the MCFIT code has
been developed over more than ten years in parallel
with the development of the GDT experiments. The
code was tested by thoroughly comparing the results of
numerical simulations to the experimental data (see,
e.g., [4]).
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Abstract—Results are presented from measurements of the azimuthal magnetic fields within imploding mul-
tiwire tungsten arrays in the Angara-5-1 facility at currents of 2.5–4 MA. It is shown that the penetration of the
magnetic field into the axial region of the wire array lags behind the discharge current pulse. The current of a
precursor produced at the array axis prior to the implosion of the bulk array mass is measured. It is found that
the magnetic field in the initial stage of implosion is azimuthally nonuniform. The mass distribution inside the
array is calculated from the measured magnetic field. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Z-pinches produced from cylindrical wire arrays
have been studied since the 1970s, when experimental
facilities with a current pulse duration of a few hundred
nanoseconds were created. Such Z-pinches (in contrast
to hydrogen and deuterium pinches) were used to gen-
erate X-ray pulses. It was expected that, at the instant of
maximum compression, a wire cylinder imploding
under the action of the magnetic self-field would
release the stored kinetic and magnetic energy in the
form of an X-ray pulse. It was shown in the late 1980s
[1–4] that the implosion of an array composed of sev-
eral wires differs significantly from that predicted by
the conventional snowplow model. Instead of the accel-
eration of the wire material as a whole, the plasma was
continuously generated from the wires and flowed
toward the array axis. Long before the implosion of the
bulk array mass, a current precursor was observed at the
axis. A relatively long X-ray pulse lasted over two to
three tens of nanoseconds. An analysis of these results
stimulated the use other kinds of cylindrical loads:
annular gas puffs and foam liners. In the middle 1990s,
it was shown, however, that the use of multiwire arrays
consisting of a large number (from a few tens to a few
hundred) of wires enables the generation of nanosec-
ond X-ray pulses [5, 6]. This created renewed interest
in studying wire arrays. It was shown in [7, 8] that the
phenomena observed in the early studies also take place
in experiments with multiwire tungsten arrays. A model
describing these phenomena in the limit of an infinitely
large number of wires was proposed in [9]. In experi-
ments with currents of 3–4 MA, X-ray pulses with a
duration of 6 ns were obtained. This points to a similar-
ity between the processes occurring in the Angara and
1063-780X/05/3111- $26.00 0908
Z facilities [5, 6], although discharge currents in them
are very different. The main factor governing the
implosion of multiwire arrays is the process of pro-
longed plasma production.

By the term prolonged plasma production, we mean
not merely the process of ionization but the formation
of a highly conductive plasma that is capable of inter-
cepting a major fraction of the discharge current and
whose ohmic resistance is lower than the internal resis-
tance of the generator and is comparable to (or even less
than) the resistance related to variations in the array
inductance. During prolonged plasma production, the
current-carrying plasma flows continuously toward the
array axis, thereby giving rise to a plasma shell whose
thickness is much larger than the skin depth and that is
entirely penetrated by the current and magnetic field. In
the initial stage of implosion, the plasma shell can be
discontinuous in the azimuthal direction. In this case,
the plasma is accelerated towards the axis by the
Ampère force j × B/c, which is nearly uniform over the
entire cross section of the plasma shell, rather than by a
magnetic piston, which acts on the outer plasma bound-
ary and gives rise to strong instabilities. Such plasma
liners are less subject to the Rayleigh–Taylor instability
as compared to thin plasma shells with a thickness on
the order of the skin depth.

However, the elasticity of such a “thick” plasma
shell penetrated by the current may significantly reduce
the plasma compression ratio. Obviously, there is an
optimal shell thickness that is large enough for instabil-
ities to be suppressed but is still sufficiently small to
ensure compact plasma compression.

To verify theoretical results and to acquire data on
the implosion of wire arrays, we have developed a
© 2005 Pleiades Publishing, Inc.
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method for measuring the magnetic field within a wire
array with the help of microprobes. In [10], micro-
probes were used to measure the magnetic field at the
front of a collisionless shock wave in plasma. In our
case, the plasma energy density is much higher and the
microprobes are destroyed in each shot. To enable reli-
able measurements of the magnetic field, a probe with
a size of about 300 µm was composed of two oppositely
wound loops: when the signals from these loops coin-
cided (with allowance for their different polarities), the
measurements were seen to be correct. An important
advantage of this technique is that the experimental
data on the magnetic field can be compared to the
results of computer simulations, a rare occasion in stud-
ies on Z-pinches. We assume that the signal from such
a microprobe is proportional to the time derivative of
the magnetic field at the probe location. The magnetic
field perturbations caused by the probe are relatively
low when the probe size is less than the skin depth in

Fig. 1. General view of wire arrays with diameters of 20 and
8 mm.
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the surrounding plasma. This question will be dis-
cussed in more detail in a separate paper.

The azimuthal magnetic field, which was produced
by the axial current, was measured by the microprobes
whose loops were parallel to the pinch axis.

In our experiments, we used wire arrays like those
shown in Fig. 1. An array consisted of two cylindrical
metal electrodes of the same diameter, placed coaxially
at a height of 10–15 mm from one another. Identical
wires were set equidistantly between these electrodes
to form a kind of a squirrel wheel with a diameter of
20 mm. The experiments described below were per-
formed with tungsten wire arrays.

The arrays consisted of 8–600 tungsten wires with
diameters of 5–8 µm, the interwire distance being from
0.1 to 8 mm. The current generator was the Angara-5-1
facility—an eight-module pulsed current generator
with an internal resistance of 0.25 Ω , each module
being a double pulse-forming line with water insula-
tion. The current pulse was delivered to the load via
vacuum transmission lines with magnetic self-insula-
tion [11]. The current amplitude in the load was 2.5–
4.5 MA, and the current rise time was 100–120 ns.

2. MEASUREMENTS OF THE AZIMUTHAL 
MAGNETIC FIELD IN THE PLASMA

OF A MULTIWIRE ARRAY

The arrangement of the microprobes measuring the
azimuthal magnetic field is shown in Fig. 2a. The
probes can be set both beyond the array (to measure the
current flowing through it) and at different radii within
the array. All the probes were inserted in the interelec-
Fig. 2. (a) Arrangement of the magnetic probes in the Angara-5-1 facility: probes 1 for measuring the azimuthal field are set at radii
of 5 and 8.5 mm, probes 2 are set at a radius of 30 mm, and eight-loop detector 3 of the total current flowing through the wire array
is set at a radius of 55 mm (only one loop is shown). (b) Calculated configuration of the azimuthal magnetic field of the wire array
at the time t = 3 ns from the beginning of the discharge (at this instant, almost the entire current flows in a narrow skin layer located
near the initial array radius R0). Roman numerals show the locations of the magnetic probes.
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trode gap to a depth of 2–3 mm. The measurements of
the magnetic field beyond the array are in good agree-
ment with the current measurements by the conven-
tional Angara-5-1 technique, in which the total current
was measured using eight loops placed at a radius of
55 mm in front of each module. The loop signals were
averaged and integrated [12]. Below, we will describe
measurements of the magnetic field within a wire array.
The arrangement of the microprobes relative to the
array wires is shown in Fig. 2b.

Figure 3 shows typical waveforms of (4) the current
pulse through the array, the soft X-ray (SXR) intensity,
and (2) the signals from the two loops of the same
microprobe. The SXR intensity was calculated by the
signals from the three to four vacuum X-ray diodes
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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placed behind different filters [13]. It can be seen that
the signals obtained from the two oppositely wound
loops (curves 2) coincide with an accuracy of up to 5%.

Figure 3 shows signals measured in experiments
with a 20-mm-diameter 15-mm-high wire array con-
sisting of forty 20-mm-long 6-µm-diameter tungsten
wires. The linear mass density of the array was
220 µg/cm. In Fig. 3c, an optical streak image obtained
in a shot with an identical wire array is shown. Two
magnetic probes P1 and P2 were set at points I and III
(at radii of 8.5 and 6.5 mm, respectively) at an angle of
90° with respect to one another (see Fig. 2b). The cur-
rents whose waveforms are shown in Fig. 3 flowed
within the radii at which probes P2 and P1 were located
(curves 5, 6, respectively). The currents were calculated
by the formula I = rpBϕ /0.2 (where rp [cm] is the radius
of the probe location and Bϕ [G] is the induction of the
azimuthal component of magnetic field measured by
the probe) under the assumption that the distribution of
magnetic field was axisymmetric.

Figure 3 shows only a fraction of the waveforms
within a time interval during which the signals from
each of the two probe loops coincide with one another.
The azimuthal magnetic flux penetrates into the wire
array in the early stage of implosion. It can be seen that
the currents calculated from the probe signals become
appreciable only 30–40 ns after the beginning of the
discharge. Until the onset of the SXR pulse, the cur-
rents steadily increase to a level of 0.6 (for probe P1)
and 0.4 (for probe P2) of the current amplitude. The
experiments showed that, ~100 ns after the beginning
of the discharge (the implosion duration being 150 ns),
the plasma residing within the radius of 5.0–6.5 mm
carries from 3 to 15% of the total current. About 20 ns
before the maximum of the SXR pulse, the signals from
the loops of the same probe begin to differ from one
another, which indicates that the probe is damaged. It
can be seen from the optical streak image shown in
Fig. 3c that the visible size of the array remains con-
stant up to t = 860 ns and then begin to decrease.
Between 875 and 895 ns, when the emission power is
maximum, one can see the traces of the substance
approaching the axis after the bulk of the glowing
plasma has already been accumulated near the axis.

Figure 4 shows waveforms of the currents measured
in two different shots by probes set at points I and II
(Fig. 2b). The wire array consisted of forty 8-µm-diam-
eter tungsten wires set equidistantly at a radius of
10 mm. The array height was 15 mm, and the linear
mass density was 380 µg/cm. As in Fig. 3, the signals
became unreliable when the SXR pulse appeared.
Probe P1 was set at a radius of 8.5 mm in front of a wire,
and probe P3 was set between two wires. The behavior
of the signals is similar to that in Fig. 3; however, the
polarity of the signal from probe P3 during the first
35 ns is opposite to the polarity of the main signal. An
enlarged fragment of this signal is shown in Fig. 4c
(curve 8).
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
The signal of opposite polarity is related to the ini-
tial topology of the magnetic field of the wire array (see
Fig. 2b). The arrows show the direction of the magnetic
field lines. It can be seen that the lines of the magnetic
field produced by one wire cross the probe loop in the
direction opposite to that of the lines of the total mag-
netic field produced by all the wires (see positions II
and I).

An X-ray backlighting photograph of the wire
plasma obtained using X-pinch radiation with a photon
energy of >1 keV (see [14]) is shown in Fig. 4d. It can
be seen that, by the time t = 75 ns from the beginning of
the discharge, the wires have expanded approximately
threefold and have formed quite a dense core absorbing
X-pinch radiation.

Thus, during the first 35 ns, the distribution of the
current at the periphery of the wire array is azimuthally
nonuniform. At t = 75 ns, the plasma distribution at the
periphery of the wire array is also azimuthally nonuni-
form.

3. DISCUSSION OF THE MEASUREMENT 
RESULTS OF THE AZIMUTHAL 

MAGNETIC FIELD

In the model proposed in [9], the wire array is
regarded as an axisymmetric cylinder with a radius
equal to the initial radius R0 of the array. The cylinder
generates plasma at the rate

(1)

where I(t) is the array current in MA and R0 is in cm.
According to [9], the plasma is accelerated in a thin
boundary layer with a radius close to R0. Under our
conditions, the thickness of this layer is a few hundred
microns. The plasma is accelerated here almost up to
the local Alfvén velocity. The momentum acquired by
the plasma accelerated toward the array axis is equal to
the difference between the magnetic field pressures at
the outer and inner surfaces of the boundary layer,

where Bext and Bint are the fields outside and inside the
array, respectively, just beyond the boundary layer.
Assuming that the velocity at the inner boundary is

equal to the local Alfvén velocity VA = Bint / , we
obtain

(2)

When deriving this expression, we ignored variations in
ρ and VA during the acceleration; i.e., it was assumed
that plasma acceleration in the layer was steady-state in
character.
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The currents calculated by the signals from the probes
set at the radius of 8.5 mm (see Figs. 3, 4; curves 7) are in
fair agreement with relationship (2). Note that this rela-
tionship remains valid even when the visible plasma
radius in the optical streak image becomes less than
8.5 mm (see Fig. 3c). A possible reason is that a certain
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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amount of plasma that is invisible in the streak image
stays beyond the 8.5-mm radius and carries ≈40% of
the total current. It follows from expressions (1) and (2)
that the jump in the magnetic field across the boundary
layer depends only slightly on ρ. Hence, this low-den-
sity plasma, slightly emitting in the optical range, is
able to carry up to ≈40% of the total current at the
radius R0 as long as the plasma is being produced
(regardless of the plasma production rate).

Let us estimate the minimum plasma density that is
required for the plasma to be capable of carrying an
appreciable fraction of the current within the plasma
production zone. The plasma velocity cannot be higher
than

(3)

where U is the voltage across the array and h is the array
height. In our experiments, U ≈ 300–400 kV, h =
15 mm, and Bint ≈ 0.5 MG. Therefore, we find that the
plasma with a mass density of ρ > 10 µg/cm3 is capable
of carrying an appreciable fraction of the discharge cur-
rent within the plasma production zone.

Figure 5 illustrates the results of 1D simulations of
the magnetic field evolution within the array (see [9] for
details) for the experimental conditions corresponding
to Fig. 3. The time behavior of the plasma production
rate (t) was deduced by comparing the calculated
curves to the time evolution of the azimuthal magnetic
field measured at different radii (rp = 6.5 and 8.5 mm)
within the wire array. The time dependence (t) was
then used to calculate the time evolution of the radial pro-
files of the current I(<rp, t) flowing within the radius rp of
the probe location, the plasma mass density ρ(r, t), and
the radial plasma velocity v r(r, t) during the implosion
of the wire array.

The calculated dependences I(<rp, t), ρ(r, t), and
v r(r, t) show that, in the early stage of implosion, a cer-
tain fraction of the plasma penetrates into the array with
a velocity of (1.5–2.5) × 107 cm/s and reaches the array
axis long before the beginning of the SXR pulse. This
leads to the formation of an emitting precursor at the
array axis. The linear mass of the precursor (the plasma
mass within the radius 0.1R0, see Fig. 5c) was calcu-
lated as

 µg/cm.

The estimated precursor mass at the time t = 110 ns
from the beginning of the discharge (30 ns before the
SXR maximum) is 1–2% of the initial array mass
(220 µg/cm). At this time, the outer visible boundary of
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ṁ

ṁ
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the plasma is still at rest and the estimated current flow-
ing within the radius 0.1R0 is about 300–400 kA. Since
the visible diameter of the precursor is 1–2 mm, the cur-
rent and mass of the precursor should be less than or on
the order of the above estimates, which are close to the
corresponding estimates made in [1–4]. It can be seen
from Fig. 5b that, up to the onset of the SXR pulse,
nearly one-half of the total current flows outside the
region with a radius equal to one-half of the initial array
radius (0.5R0 < r < R0). The reason for this is that the
current-carrying plasma still continuous to move at this
instant.

Note that the signals from the probes set between
the wires and in front of the wires (see Fig. 4) are sim-
ilar to one another (except for the first 35 ns). There-
fore, the azimuthal modulation of the magnetic field is
small over almost the entire implosion process (at least
within the radius of the probe location). Nothing defi-
nite can be said, however, about the azimuthal modula-
tion of the plasma pressure. Although the pressure must
be equalized along the magnetic field lines, the propa-
gation time of the sound waves across the interwire gap
can be long enough for the pressure between the wires
to differ significantly from that in front of the wires.

Measurements of the azimuthal field show that the
plasma continues to be accelerated after the visible
plasma radius has already decreased (see Fig. 3c).
Therefore, a question arises of what the visible bound-
ary in the optical streak image is.

Figure 6 shows the distribution of the plasma mass
density in the (r, t) plane calculated by the 1D model. It
can be seen that the time evolution of the visible plasma
radius in Fig. 3c is in good agreement with the calcu-
lated time evolution of the radius corresponding to the
plasma density maximum. In these calculations, we
used the radial profiles of the plasma mass density
shown in Fig. 5c.

We believe that the position of the outer visible
boundary of the plasma in the optical streak image cor-
responds to the maximum of the plasma density associ-
ated with the maximum of the plasma production rate.

In [9], the plasma production rate (t) calculated
by formula (1) increased approximately as the current
squared. It was assumed in [9] that (t) vanished after
the wires were entirely evaporated. The evaporation
time T is determined by the expression

where M0 is the initial linear mass of the wire array.
However, the jump in the magnetic field between the
inner and outer boundaries of the wire array in the stage
when the visible plasma radius decreases indicates that

(t) ≠ 0. A reduction in (t) at times later than or
close to T, which is somehow related to a decrease in
the mass of the wire cores, leads to a decrease in the

ṁ
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ṁ

density of the plasma layers moving toward the axis
and, consequently, in their brightness.

A decrease in (t) at times close to T was studied in
[15] using a 1D model. The behavior of (t) when it
tends to zero determines the plasma distribution beyond
the Z-pinch produced at the array axis and can thus
affect the stability and compactness of the compressed
plasma.

ṁ
ṁ

Let us consider the initial portion of the signal from
the probe set in front of a wire (Fig. 4c, curve 8). Over
the first ≈20 ns from the beginning of the discharge, this
signal is proportional to the signal measured by the
probe set at a radius of 8.5 mm between the wires. This
result is quite natural if we assume that the wires are
infinitely thin filaments carrying the same currents. The
structure of the magnetic field produced by such a sys-
tem of filamentary currents is shown in Fig. 2b. Starting
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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from the time ≈20 ns from the beginning of the dis-
charge, the signals from a probe set in front of a wire
and that set between the wires begin to differ from one
another: the polarity of the former changes at t = 35 ns
(Fig. 4c, point A on curve 8). This points to a change in
the magnetic field distribution within the region lying
between the radius R0 and the radius of the probe loca-
tion (see Fig. 7). The structure of the magnetic field pro-
duced by the current-carrying plasma jets emerging
from each wire was calculated in [3]. Although our
measurements are insufficiently accurate to determine
the parameters of these jets, it is obvious that, starting
from 20–30 ns, the current flows through the jets mov-
ing from each wire toward the array axis. In this case,
the magnetic separatrix (the line that separates the field
lines enclosing the array axis within the array from
those enclosing individual jets emerging from each
wire) shifts toward the array axis. Figure 7 show the
structure of the magnetic field at times of 21 and 36 ns
after the beginning of the discharge. These structures
were calculated with allowance for the calculated radial
current distributions (along each jet) obtained in
1D simulations (similar distributions are shown in
Fig. 5b). The change in the magnetic field structure
from that shown in Fig. 2b to that shown in Fig. 7b
leads to the change in the polarity of the probe signal in
Fig. 4c.

These measurements provide an estimate of the
velocity with which the separatrix (or the current-carry-
ing part of the jet) is displaced toward the array axis.
According to [16], where the parameters of the wire
arrays were close to those in our experiments, the
plasma jet begins to emerge from a wire when a plasma
corona forms around it. Assuming that the time during
the corona forms is about 10 ns and the distance from
the probe to the nearest wire is ∆r ≈ 1.5 ± 0.5 0.5 mm
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
and taking into account that the probe signal changes its
polarity at ≈35 ns (Fig. 4c, point A on curve 8), we
obtain the velocity with which the separatrix is dis-
placed toward the axis: Vdispl ≈ (0.4–0.6) × 107 cm/s.

It follows from the above considerations that the
time evolution of the magnetic field within a wire array
is, to a great extent, determined by the time behavior of
the plasma production rate (t). Therefore, the mea-
surements of the magnetic field inside a wire array pro-
vide important data on the physics of the entire implo-
sion process. These data can be used to optimize the
parameters of wire arrays and to increase the SXR
yield.

4. MEASUREMENTS OF THE AZIMUTHAL 
MAGNETIC FIELD BEYOND THE MULTIWIRE 

ARRAY PLASMA

In large controlled fusion devices (such as the
Angara-5-1 and Z facilities), the energy of separate
modules is supplied to the load using 3D vacuum con-
centrators based on magnetically insulated transmis-
sion lines (MITLs). Nonsynchronous operation of the
modules, nonuniformities of the transmission lines, and
terawatt X-ray emission generated in the course of
implosion can reduce the efficiency of energy transpor-
tation to the load because of an increase in the pulse
duration and a break in magnetic self-insulation.

To determine the position and instant of break in
magnetic self-insulation, we measured the magnetic
field (current) beyond the plasma at different points of
the MILTs using magnetic probes set at a distance of
30 mm from the array axis and loops placed at a radius
of 55 mm.

ṁ
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The geometry of the experiment is shown in Fig. 2a.
Signals from a magnetic probe set at a radius of 30 mm
were compared to signals from a standard set of current
loops installed in MILTs at a radius of 55 mm. Such a
comparison provided data on the physical processes
within the region between the probe and the loops.

Figure 8a shows the waveforms of the current and
current time derivatives at radii of 30 and 55 mm and
the concentrator voltage. In this case, a massive
20-mm-diameter copper cylinder was used as a load. It
can be seen that the waveforms of the current time
derivatives at radii of 30 and 55 mm and the concentra-
tor voltage agree well with one another, as it should be
in the case of a motionless load. No leakage current is
observed (or it is too low). Figure 8b shows waveforms
of the current and voltage measured with a load in the
form of a nested wire array. The outer array consisted
of forty 5-µm-diameter tungsten wires positioned at a
radius of 6 mm, the total linear mass being 160 µg/cm.
The inner array consisted of forty 8-µm-diameter tung-
sten wires placed at a radius of 3 mm, the total linear
mass being 380 µg/cm. The waveforms of the current
time derivatives (as well as of the currents themselves)
at radii of 30 and 55 mm coincided with one another up
to the instant of the SXR maximum (100–110 ns from
the beginning of the discharge). After the SXR maxi-
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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mum, the current time derivatives at radii of 30 and 55
mm began to differ from one another. This indicates the
onset of the leakage current in the region between these
radii. The factors provoking leakage currents in the
MITLs are high-power SXR emission and an increase
in the interelectrode voltage due to an increase in the
load impedance.

The presence of leakage currents points to the split-
ting of the magnetic flux: one part of the magnetic flux
is concentrated between the generator and the leakage
currents (circuit I), whereas the other part, between the
leakage currents and the load axis (circuit II).

The electromagnetic energy stored in circuit II is
converted into the internal energy of the Z-pinch
plasma and SXR emission (the current somewhat
decreases during the SXR pulse; see Fig. 8b, curve 1).

The induction of circuit I is determined by the MILT
design and is equal to LI ≈ 8 nH. The ohmic resistance
of this circuit, RI, is mainly determined by the resis-
tance of the plasma in the interelectrode gap, where
magnetic flux is split off. According to the Spitzer the-
ory, this resistance is on the order of 1–10 mΩ . The
time constant of the current decay in circuit I is τI =
LI /RI ≈ 1–5 µs, which agrees with the characteristic
duration of the current pulse (a plateau after the SXR
maximum; see Fig. 8b, curve 2) measured by the loops
placed at a radius of 55 mm.

Then, 125–150 ns after the SXR maximum, the cur-
rent time derivatives at radii of 30 and 55 mm again
begin to coincide with one another (in Fig. 8b, this time
is marked by a circle). This indicates that active dissi-
pation of electromagnetic energy by the plasma load in
circuit I has already terminated by this time.

Thus, measurements of the azimuthal magnetic field
near a wire array have allowed us to monitor leakage
currents arising in the MILTs and the total discharge
current flowing through the load. Studying the effect of
the inductance of the 3D concentrator on the emergence
of leakage currents is beyond the scope of this study;
this problem will be considered in a separate paper.

5. CONCLUSIONS

The measurements of the azimuthal magnetic field
made it possible to compare the experimental data to
the results of 1D simulations [9], to calculate the time
evolution of the plasma production rate dm/dt, and
thereby to determine the radial profiles of the azimuthal
magnetic field and the plasma density during the implo-
sion of a wire array. The results obtained can be formu-
lated as follows:

(i) The measurements of the azimuthal magnetic
field confirm the validity of the model of prolonged
plasma production.

(ii) The azimuthal magnetic field is frozen in the
plasma produced during the implosion of a wire array.
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(iii) The magnetic field is discontinuous at the initial
boundary of the wire array (a boundary layer).

(iv) The azimuthal magnetic flux penetrates into the
array in the early stage of implosion. Starting from t ≈
20–30 ns, the current flows through the plasma jets
emerging from each wire and flowing toward the array
axis.

(v) Thirty nanoseconds before the SXR maximum,
the current within a region of radius 5 mm (for an array
radius of 10 mm) amounts to 100–400 kA (from 3 to
15% of the total discharge current). The velocity of the
plasma carrying this current is (1.5–2.5) × 107 cm/s.
The upper estimate of the mass of this plasma is 1–2%
of the total array mass, which agrees with the results of
X-ray measurements of the plasma mass in the axial
region of the array [17].

(vi) During the first 35–40 ns after the beginning of
the discharge, the current distribution at the periphery
of the wire array is azimuthally nonuniform.

(vii) Seventy-five nanoseconds after the beginning
of the discharge, the distribution of matter at the array
periphery is found to be azimuthally nonuniform.

(viii) Until the onset of the X-ray pulse, about one-
half of the total current flows outside the region with a
radius equal to one-half of the initial array radius
(0.5R0 < r < R0). Up to this instant, the current-carrying
plasma still continues to move toward the array axis.
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Abstract—The effect of surrounding media of different densities and electric strengths on the heating dynam-
ics of a micron wire during its nanosecond electric explosion is investigated. Tungsten wires with diameters of
d = 25–50 µm were exploded in air and water at a current rise time of (dI/dt) ~ 1010 A/s. The diagnostic complex
is described. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Although nanosecond electric explosions of wires
are fairly widely studied in the physics of high-temper-
ature plasma, the initial stage of this process is still very
poorly understood. Experiments on laser and X-ray
probing of exploding wires that were performed in such
facilities as Angara-5 [1], Z [2], MAGPIE [3], and XP
[4] provide information on the late stage of the explo-
sion, when ohmic heating of the wire has already come
to an end. This is why it is rather difficult to develop an
adequate theoretical model of the initial (prebreak-
down) stage of electric explosion. In particular, there
are no experimental data that can be used to develop a
physical concept of the intense heating of a condensed
matter (the effect of the electron–ion system being in a
nonequilibrium state, the influence of nonequilibrium
processes related to the development of defects in the
melting zone, etc.), as well as of an abrupt change in the
wire resistance and density. For this reason, both the
properties of the matter and the physical models are
usually extrapolated. Multiphase states of matter in the
initial stage of explosion also deserve thorough investi-
gation.

The main factor determining the properties of a con-
densed matter is the energy deposited in it. It was
shown in [4] that the energy deposited in a wire in the
ohmic heating stage also determines the expansion
velocity and uniformity of the plasma produced. Thus,
to widen the range of the parameters and processes
under study, it is necessary to avoid an early breakdown
of the discharge gap at a high deposited energy.
According to the nucleation mechanism for the loss of
phase stability [5], the deposited energy can, in princi-
ple, be increased to a level corresponding to the subli-
mation energy. To do this, it is necessary to delay the
process of plasma production by suppressing surface
discharges. This can be done by placing the wire into an
1063-780X/05/3111- $26.000919
arc-extinguishing medium. It is in this way that the
duration of the prebreakdown stage was increased in
[6–10] when studying the thermophysical and electro-
physical properties of substances. In [11], where wire
explosions in vacuum were investigated, the duration of
the ohmic heating stage was increased by using an insu-
lating coating.

This paper is devoted to experimental study of the
initial stage of the electric explosion of tungsten wires
in water and air.

2. EXPERIMENTAL SETUP 
AND MEASUREMENT TECHNIQUE

Experiments on the fast explosion of fine wires were
carried out in a capacitor-based setup (see Fig. 1) with
a storage capacitance of C = 0.1 µF, Umax = 35 kV, and
L = 10 nH. The working voltage was 20 kV. The capac-
itor was connected to the discharge gap via several par-
allel air strip lines. The intrinsic inductance of the
capacitor was small compared to the inductance of a
single line. This allowed us to vary the total inductance
of the discharge circuit and, accordingly, the maximum
current growth rate by varying the number of lines.

The capacitor was switched to the load via a gas-
filled trigatron spark gap. To reduce noise signals in the
discharge circuit, the trigger pulse was applied to the
central electrode through a low-inductance 5-kΩ TVO-
5 resistor.

Besides electric diagnostics, we also used laser
shadowgraphy and X-pinch radiography. Since the
facility design did not allow us to use these methods
simultaneously, the optical and X-ray images were
obtained in different shots. The process under study can
easily be synchronized with the laser pulse because the
jitters in the triggering times of both the spark gap and
the laser were no more than a few nanoseconds. Using
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Scheme of the experimental setup.
a time-delay circuit, we could control the time at which
the wire was imaged and, thus, monitor different stages
of the wire explosion. A more complicated problem
was to synchronize the wire explosion with the X-ray
pulse generated using the BIN facility, because the jitter
in the BIN triggering time could be as high as several
microseconds. The BIN facility is a high-power nano-
second current generator designed by the classical
scheme of power sharpening: Marx generator (MG)–
intermediate capacitor–forming line–vacuum diode,
which are connected to one another via uncontrolled
switches. The largest contribution to the total jitter was
brought by the MG, whereas jitters in the triggering
times of all the other units were relatively small. To
improve synchronization in radiography experiments,
the spark gap in the wire explosion circuit was triggered
by one of the high-voltage pulses formed by the BIN
facility, either by the pulse from the shunt of the charg-
ing current of the intermediate capacitor or by the pulse
from the voltage divider in the forming line. Without
going into detail, we note that, in the former case, the
probing X-ray pulse was delayed relative to the begin-
ning of the discharge current through a wire by up to
1.5 µs with a jitter of 30–50 ns, whereas, in the latter
case, the time delay was up to 300 ns with a jitter of 5–
10 ns.
2.1. Electric Measurements

Electric measurements were aimed at determining
the time evolution of the discharge current through the
wire and the ohmic component of the voltage across it.
Based on these data, we calculated the resistance of the
discharge channel and the energy deposited in the wire.

The voltage was measured with a resistive divider
made of low-inductance resistors. To reduce electro-
magnetic interferences on the recorded signals, the
resistance of the upper arm of the divider was chosen to
be relatively low (400 Ω), which was, however, larger
than the maximum resistance of the exploding wire. For
a reasonable division factor of ~102, the resistance of
the lower arm was much less than the wave impedance
of the cable. To decrease the inductance of the lower
arm, it was made of three 10-Ω resistors connected in
parallel and carefully shielded to reduce noise signals.
The divider was tested using an I1-7 generator of volt-
age pulsed with an amplitude of 10 V, a pulse duration
of 100 ns, and a rise time shorter than 1 ns (Fig. 2). The
signals were recorded by a Tektronix TDS 3054B oscil-
loscope with a bandwidth of 500 MHz.

The current was measured with a 0.15-Ω coaxial
shunt connected to the grounded electrode of the dis-
charge gap. The shunt design excluded the influence of
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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Fig. 2. Waveforms of the source and divider voltages in the case of short-circuited electrodes. The light line shows the source volt-
age, and the heavy line shows the divider voltage.
any electromagnetic interferences. The shunt was also
tested using an I1-7 generator with a load of 75 Ω.

The inductive loop (see Fig. 3) was calibrated by
discharging the capacitor through the discharge circuit,
the discharge gap being short-circuited with a 1-mm-
diameter copper wire (in this case, the ohmic compo-
nent of the voltage could be ignored; i.e., U ≈ LdI/dt). It
was proved experimentally that the signal from the
inductive loop followed the divider signal fairly well.
This allowed us to recalculate the loop signal into the
inductive voltage component measured by the divider.
The ohmic component of the voltage across the wire
was then found by the formula Ur = RI = U – LdI/dt.

2.2. Optical Diagnostics

Shadow images of the exploding wire were obtained
using a diagnostic laser facility based on an IZ-25 gen-
erator with radiation conversion into the second har-
monics (λ = 532 nm). The duration of the laser pulse
was 10 ns, and the pulse energy was 0.03 J. The optical
scheme of single-frame laser shadowgraphy is shown
in Fig. 4.

Laser output window 1 was projected (with a mag-
nification) by long-focus lens 2 onto objective plane 3.
Lens 4 with a focal length of 40 cm formed a wire
image on photofilm 7 with a magnification of 1.3. The
self-radiation from the exploding wire was cut off by
SZS-21 colored filter 6. A significant fraction of the
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
self-radiation was also cut off by 1-mm diaphragm 5
placed at the focus of lens 4. For useful radiation, the
diaphragm acts as a schlieren hole—a shield that blocks
the light rays deflected due to refraction. As a result, a
conventional shadow image of the object is superim-
posed by a schlieren image of the expanding wire and
the surrounding medium.

The laser, whose operation was monitored using an
FD102 photodiode, which intercepted a fraction of
laser radiation, was synchronized with the wire explo-
sion by using the control signal of the laser Q-switch:
one part of this signal triggered the spark gap of the
capacitor (thus initiating the wire explosion), whereas
the other part, after passing through a time-delay cir-
cuit, triggered the laser.

2.3. X-ray Diagnostics

For the radiography of the exploding wire, we used
hard radiation from an electron beam generated in an
X-pinch minidiode. X-pinch was produced by explod-
ing two (or more) wires crossed in the diode of a high-
current accelerator. In the crossing area, a micropinch
develops that emits in a wide wavelength range, which
depends on the material and diameter of the wire, as
well as on the parameters of the current pulse [11].
Under certain conditions, X-pinch emits very short X-
ray pulses in the photon energy range of 1–10 keV.
Such pinches are widely used in shadow radiography as
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point radiation sources [12–14]. The sensitivity of the
method depends on the absorption of radiation in the
object under study, i.e., by the amount of matter along
a ray.

Immediately after the X-ray burst, the plasma neck
in the X-pinch breaks [13], which is accompanied by
the generation of high-energy (10–100 keV) electrons.
The size of this electron source is 0.1–1 mm [15]. The
radiation caused by the electron beam can also be used
for the radiography of dense plasma objects. Since this
radiation is rather hard, it can be extracted from the vac-
uum chamber and used to take images in condensed
media [11].

In our experiments, a relatively large object was
placed at a distance of 30–150 cm from the radiation
source and its image was recorded on an X-ray film
without magnification (the so-called contact image).
We used a lucite filter with a thickness of 10–12 mm
and cutoff energy of 10 keV. At a large distance from
the radiation source, the spatial resolution of the
method was limited only by the resolution of the photo-
film.

A scheme of the radiography diagnostics beyond the
vacuum chamber of the BIN generator is shown in Fig. 1.

1
2 3

4
5 6 7

Fig. 4. Scheme of optical shadowgraphy (see text for
details).
3. EXPERIMENTAL RESULTS

Most of the experiments were carried out beyond
the vacuum chamber, in air and other media.

Figure 5 shows the waveforms of the current I(t) and
voltage Ur(t) obtained in explosions of 25-µm tungsten
wires in water and air. It can be seen that, up to ~80 ns
after the beginning of the current pulse, the waveforms
of the current and voltage in different media are similar
to one another. In air, breakdown (a sharp increase in
the current in Fig. 5a) occurs just after 80 ns, whereas
in water, it occurs only after 220 ns. Note that break-
down in air is accompanied by a sharp decrease in the
discharge voltage (Fig. 5b). Breakdown in water is pre-
ceded by a long-lasting (~100 ns) current pause, during
which the current is as low as 100–200 A and the volt-
age changes only slightly. Therefore, in this stage, the
resistance of the discharge gap is very high. Such a dif-
ference between the electric characteristics of the wire
explosion in water and air can be related to the high
electric strength of water. Indeed, the breakdown volt-
age in water is almost half again as high as that in air
(see table).

Figure 5c shows the time evolution of the resistance
R(t) of wires exploding in water and air. The curves
begin to differ from one another after ~70 ns: in water,
the resistance keeps increasing, whereas in air, it
decreases. Hence, we can conclude that, up to this time,
the processes in the discharge gap depend only on the
wire material and the parameters of the current pulse
and are independent of the parameters of the surround-
ing medium, whose influence begins to manifest itself
in the later stage.
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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Parameters of explosions of 25-µm tungsten wires in different media: wd is the energy deposited in the wire before break-
down, ws is the sublimation energy, and Ud and Rd are the voltage and resistance at the instant of breakdown

Medium 5-µm polyimide shell Plasticine Glycerin Epoxy glue Transformer 
oil Water Air

wd/ws 0.9 ± 0.2 1.8 ± 0.2 1.5 2.1 ± 0.2 1.7 ± 0.1 1.8 ± 0.2 1.1 ± 0.1

Ud, kV 12.8 ± 3.2 15.3 ± 1.3 16.5 15.9 ± 0.9 14.3 ± 0.4 15.3 ± 1 9.2 ± 1.9

Rd, Ω 23 ± 5 190 ± 60 210 150 ± 60 110 ± 30 90 ± 30 19 ± 5
Figure 5d shows the time evolution of the specific
deposited energy w, which was determined from the
measured current and voltage by the formula

(1)

where m is the wire mass. The data are again given for
explosions in water and air. The horizontal marks show
the instants of breakdown, i.e., the end of the ohmic
stage of energy deposition. It can be seen that, in water,
the deposited energy changes only slightly during the
current pause.

Figure 5e shows the resistivity ρ as a function of the
energy deposited in the wire. The resistivity was deter-
mined from the measured current and voltage by the
formula

(2)

where a0 is the initial wire radius and l is the wire length
(the wire resistivity was determined without allowance
for thermal expansion). The specific deposited energy
(normalized to the sublimation energy) of ~0.2 corre-
sponds to a melted state of the tungsten wire. Until the
deposited energy reaches this value, the resistivity
increases according to the law ρ/ρ0 = 1 + β∆T, which
corresponds to the heating of a solid wire. After this, the
resistivity of the tungsten wire, which is in a liquid state
because the specific deposited energy exceeds the melt-
ing energy, varies only slightly over a long time period.
This agrees with the literature data (see, e.g., [7, 9]):
since the temperature coefficient of the resistivity for
liquid tungsten is very low (β ~ 10–5 ä–1), the resistivity
of liquid tungsten is often assumed to be constant. In
our experiments, the resistivity varied within the range
ρ ~ (1.3–1.6) × 10–6 Ω m, whereas the deposited energy
varied approximately fivefold. When the specific
deposited energy becomes comparable to or larger than
the sublimation energy, the calculated resistivity is no
longer a characteristic of the wire material alone but
also depends on the interaction of the explosion prod-
ucts with the surrounding medium.

We obtained (using both optical and X-ray diagnos-
tics) well-resolved images of exploding wires in the
later stage of the explosion, i.e., after breakdown. Fig-
ure 6 presents an image of a 25-µm tungsten wire
exploding in air. The image was obtained by using opti-
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cal diagnostics at 350 ns from the beginning of the dis-
charge. It can be seen that the shock wave in air propa-
gates without breaking its cylindrical symmetry.
Hence, up to the instant corresponding to this image,
spatial nonuniformities had no time to develop in the
wire. Nonuniformities that are clearly seen in the elec-
trode regions point to the significant effect of the elec-
trodes on the initial stage of the wire explosion.

Figures 7a and 7b illustrate the explosion of a
50-µm tungsten wire in water and air, respectively. The
water chamber in which the wire was exploded was
placed at a distance of 120 cm from the X-pinch. Since
X-pinch radiation passed through a 10-mm lucite win-
dow of the vacuum chamber, 1-m air gap, 1-mm plastic
wall of the water chamber, and 10 mm of water with a
total cutoff energy about 12 keV, we used four-wire
tungsten or molybdenum X-pinches emitting in the
photon energy range of higher than 12 keV. X-ray
images of both unexploded and exploded wires are
shown in Figs. 7c and 7e as an illustration of the spatial
resolution and sensitivity of the diagnostics. In Fig. 7e,
one can see a wire core (expanded up to 2.3 mm) with
a well-resolved structure. The density distributions
inferred from the densitograms of the cores shown in
Figs. 7a and 7b are presented in Figs. 7d and 7f, respec-
tively. It can be seen from these density distributions
that the core of a wire exploding in water is tubular in
structure. The mean expansion velocity of the tungsten
wire core is about 0.9 × 105 cm/s in water and 2.8 ×
105 cm/s in air. The lower expansion velocity of the
core in water (as compared to that in air) can be related
to the higher specific density of water: the higher the
density, the higher the resistance to expansion. It is also
seen from the X-ray images that, in air, the outer bound-
ary of the core begins to lose its cylindrical symmetry,
whereas in water, it is still cylindrically symmetric.
From rough estimates of the density of the tungsten
wire core shown in Fig. 7e (assuming the distribution of
the matter to be uniform), it follows that the sensitivity
of the method is better than 2.3 × 10–4 g/cm2 (or
1018 cm–2).

4. DISCUSSION

The results of experiments on the electric explosion
of 25-µm tungsten wires in different media are summa-
rized in the table, which presents the normalized spe-
cific energy deposited in the wire before breakdown
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Fig. 5. Waveforms of the (a) current and (b) voltage, time dependence of the (c) wire resistance and (d) deposited energy, and
(e) wire resistivity as a function of the deposited energy for explosions of 25-µm tungsten wires in water and air.
(a sharp increase in the discharge current), as well as
the voltage and resistance at the instant of breakdown.
It can be seen that the energy deposited in the wire in
the ohmic heating stage is larger in a dense medium: in
water, it is almost twice as large as that in air. The
energy deposited in the wire during explosions in other
condensed media (transformer oil, alcohol, glycerin,
epoxy glue, plasticine, and lucite) was comparable to
that deposited during an explosion in water. This
energy is large enough to heat the wire to the melting
temperature, to melt it, and then to heat it up to the sub-
critical temperature. Note that, in the case of a vacuum
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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explosion, the energy deposited in a bare tungsten wire
was less by one order of magnitude [11]. When a tung-
sten wire was covered by an ~5 µm insulating polyim-
ide film, the explosion parameters were close to those
in air. Evidently, such a thin cover did not affect the pro-
cesses occurring in the wire during its explosion.

In all of the condensed media under study, the
breakdown voltages were close to one another, being
more than half as high again as that in air. Therefore, we
may suppose that the instant of breakdown in con-
densed media is mainly determined by the properties of
wire material and the parameters of the current pulse.
This is also confirmed by the experimental data on the

Fig. 6. Laser shadowgraph of a 25-µm tungsten wire
exploding in open air at t = 350 ns.

3.3 mm

t = 350 ns
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
explosion of a tungsten foil placed between two glass
plates [8]. In those experiments, the breakdown voltage
was Eb ≈ 1.1 kV/mm, which is within the range of
breakdown voltages measured in our experiments with
condensed media, 1–1.3 kV/mm (recall that, in air, Eb ≈
0.75 kV/mm).

When a wire is exploded in a condensed medium,
the resistance of the discharge gap is higher than in air.
Such an increase in the resistance can occur when a
“liquid wire–vapor” conducting system transforms into
a dispersed (and, hence, a poorly conducting) “liquid
drops in vapor” state. According to the measured resis-
tance of the discharge gap, the breakdown conditions in
air are reached before the wire transforms into a dis-
persed state. For the same reason, the recovered density
profiles in Figs. 7d and 7f differ from one another.
Thus, the formation of a tubular structure in the case of
a wire explosion in water can be related to the expan-
sion of drops (which are not held together by the
Ampére force) during a prolonged current pause pre-
ceeding breakdown and the formation of a current-car-
rying shell that prevents further expansion. Breakdown
in air occurs earlier; hence, the generated current-carry-
ing shell prevents the expansion of the wire material
before a significant amount of it is dispersed. As a
result, the central part of the wire remains a bit denser
even in the later stage of expansion.
5 mm 5 mm

1 mm100 µm

(c)

(d)

(e)

(f)p

r r

p

(‡) (b)

60 µm

Fig. 7. Radiographs of a 50-µm tungsten wire exploding in (a) water (at t = 960 ns) and (b) air (at t = 850 ns). The radiographs were
obtained using an X-pinch radiation source with a photon energy of higher than 12 keV. (c, e) Densitograms of the exploding wires
and (d, f) reconstructed density profiles (in arbitrary units). In plot (c), a densitogram of a segment of the wire before its explosion
is also shown to illustrate spatial resolution.
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Abstract—Results are presented from laboratory modeling of the dynamics of space cyclotron masers. A self-
oscillatory mode of cyclotron instability in the nonequilibrium plasma of an ECR discharge in a magnetic mir-
ror trap is found. The plasma comprises two electron populations: the background population with a density of
Ne ~ 1013–1014 cm–3 and temperature of Te ≈ 300 eV and the energetic population with a density of Ne ~ 1010 cm–3

and temperature of Te ≈ 10 keV. Quasi-periodic pulsed precipitation of energetic electrons from the trap, accom-
panied by microwave bursts at frequencies below the electron gyrofrequency in the center of the trap, is
detected. The study of the microwave plasma emission and the energetic electrons precipitated from the trap
shows that the precipitation is related to the excitation of whistler-mode waves propagating nearly parallel to
the trap axis. The observed instability has much in common with phenomena in space magnetic traps, such as
radiation belts of magnetized planets and solar coronal loops. The experimental results demonstrate the oppor-
tunity of laboratory modeling of space cyclotron masers. The main tasks and possibilities of such modeling are
discussed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Resonant interaction between particles and waves
(in particular, cyclotron interaction) significantly
affects the dynamics of many processes in space
plasma. Investigations of these processes, which began
as early as the 1960s [1–4], led to the development of
the space cyclotron maser (SCM) concept. A substan-
tial contribution to this field of research was made by
works on the self-consistent theory of cyclotron insta-
bility (CI) in the Earth’s magnetosphere [5, 6].

The SCM operation governs the population of the
radiation belts of the Earth and planets with energetic
particles [5] and the generation of high-power mag-
netosphere radiation, such as ELF/VLF chorus emis-
sions in the Earth’s magnetosphere [7–9], the Earth’s
kilometric radiation [10, 11], and the Jovian decametric
radiation [12].

The SCM operation has much in common with that
of laboratory cyclotron resonance masers (CRMs) and
lasers. Distinguishing features of SCMs are a decisive
influence of the plasma on the dispersion properties of
the excited waves, a substantial nonuniformity of the
plasma and the magnetic field, and the wide energy and
angular spectra of the charged particles exciting the
instability.

The SCM parameters in different systems differ
substantially from one another and also from the
parameters of laboratory systems; nevertheless, the
dynamics of such systems is governed by the same non-
linear mechanisms. These mechanisms can be divided
into two groups:
1063-780X/05/3111- $26.00 0927
(i) The quasilinear and nonlinear modification of the
distribution function of energetic particles under the
action of the generated radiation and the associated
change in the instability growth rate.

(ii) The nonlinear change in both the surface and
body parameters of the electrodynamic system.

The common physical mechanisms underlying the
operation of laboratory and space masers make possible
laboratory modeling of SCMs. The importance of such
modeling is related to the difficulties in studying space
phenomena because of their large scales and sporadic
character and a great number of mutually dependent
uncontrolled factors that are difficult to take into
account. Therefore, there are many unresolved prob-
lems (both quantitative and qualitative) concerning the
generation of electromagnetic radiation in SCMs and
its influence on the dynamics of energetic particles in
space plasmas. As applied to the Earth’s magneto-
sphere, the current state of these problems is reviewed
in [13–16] (see also [8, 17, 18]).

SCMs can be divided into several types. The first
type (which is most similar to laboratory electronic
devices) comprises low-density (ωpe ! ωHe, where ωpe

and ωHe are the electron plasma frequency and the elec-
tron gyrofrequency, respectively) systems in which the
density of the energetic (hot) electron component Nh
can be comparable to or even higher than the density of
the cold component Nc. Under these conditions, elec-
tromagnetic waves with a wave vector k almost perpen-
dicular to the external magnetic field B are efficiently
excited at frequencies near the electron gyrofrequency.
© 2005 Pleiades Publishing, Inc.
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It is these systems that generate, e.g., the Earth’s kilo-
metric radiation and the Jovian decametric radiation.

The second type of SCMs occurs in the flux tubes of
trap configurations filled with a fairly dense cold
plasma (ωpe * ωHe) containing a small additive of ener-
getic electrons or ions. A characteristic feature of ener-
getic particles in magnetic traps is that their average
transverse kinetic energy T⊥  is higher than their longi-
tudinal energy T||. This is explained by the presence of
a loss cone and the action of various acceleration mech-
anisms (such as the betatron acceleration operating
when a particle moves toward a higher magnetic field or
when the magnetic field increases with time). The ener-
getic particles can efficiently generate electromagnetic
waves at small angles to B at frequencies below the
gyrofrequency (ω < ωH). These waves play an impor-
tant role in the plasma dynamics in space magnetic
traps (such as the Earth’s radiation belts and solar flare
loops), because (i) they can be reflected from conjugate
regions of the ionosphere and can thus repeatedly
return to the equatorial region, where their interaction
with energetic particles is most intense; (ii) they have a
large magnetic component, which leads to the efficient
diffusion of energetic particles over pitch angles, so that
these particles can fall into the loss cone and leave the
trap; and (iii) the instability condition for them is satis-
fied along the entire flux tube.

We can also distinguish space plasma-wave genera-
tors whose operation is based on trapped particles or on
the particle beams produced by space accelerators (e.g.,
by solar flares). It is also worth mentioning generators
of large-scale oscillations (with a wavelength compara-
ble to the system size) that can be excited by energetic
particles under the drift or bounce resonance condi-
tions. These oscillations can play an important role in
the transport and acceleration of energetic particles in
the magnetospheres of the Earth and planets.

Laboratory experiments make it possible to perform
repeated measurements with a controllable variation in
the parameters. At the same time, laboratory modeling
has its inherent problems stemming from too small spa-
tial and temporal scales of the modeled processes in
comparison to those characteristic of space phenom-
ena.

Because of a considerable difference between the
above types of SCMs, the problems of their modeling
should be considered separately. In what follows, we
consider (unless otherwise specified) the CI of the elec-
tromagnetic waves that are generated by trapped ener-
getic particles and propagate at small angles to the
external magnetic field. The problems concerning the
modeling of other types of SCMs (in particular, those
operating in a low-density plasma and similar to labo-
ratory gyrotron systems) deserve separate consider-
ation.

Note that the generation of CI whistler-mode waves
was observed in laboratory experiments with magnetic
traps as early as the 1965–1990s [19–24]. In those
experiments (like in typical space plasmas), the plasma
contained two electron components: the main cold
component and a low-density hot component, which
comprised most of the plasma energy. It was pointed
out that the onset of CI of whistler-mode waves was
accompanied by short radiation bursts and by escape of
energetic electrons through the loss cone. The mecha-
nism for the formation of short radiation bursts was not
discussed. In [25], it was suggested for the first time
that the specific features of one of the above experi-
ments [21] were related to the nonlinearity of the Q fac-
tor of the resonator formed in a magnetic trap. The
plasma itself can serve as a nonlinear element in such a
resonator, because it determines the main characteris-
tics of the wave propagation and ensures rapid change
in the Q factor in the course of the generation of elec-
tromagnetic radiation. An attempt to explain the results
of all of the above experiments on the common basis of
a self-consistent theory of CI was made in [26].

In this paper, we discuss the possibility of using lab-
oratory magnetic traps to model linear and nonlinear
mechanisms of CI in space plasmas. The problem of
experimentally achieving the required values of the
characteristic dimensionless parameters determining
the role of various nonlinear mechanisms is considered.
The first results are presented from experiments on lab-
oratory modeling of the SCM dynamics that were per-
formed at the Institute of Applied Physics by using a
high-power (80-kW) 8-mm (37.5-GHz) gyrotron radia-
tion to produce a plasma with an energetic electron
component. The use of high-power short-wavelength
radiation allowed us to achieve a higher energy of the
hot electron component and to ensure an almost quasi-
optical propagation of CI-driven waves in the plasma
(as is the case in actual space plasmas).

2. RELATIONS BETWEEN THE PARAMETERS 
OF SPACE AND LABORATORY PLASMA 

CYCLOTRON MASERS

Under laboratory conditions, the most commonly
used method for producing plasma with an energetic
electron component is electron cyclotron resonance
(ECR) breakdown and heating. This method allows one
to obtain a hot electron component with characteristic
energies from 100 eV to a few hundred keV (depending
on the microwave power, magnetic field, gas pressure,
and other parameters) and to control the fraction of
energetic electrons over a wide range. For energetic
electrons in such a plasma, collisions are usually of
minor importance over times on the order of the period
Tb of oscillations of these electrons between magnetic
mirrors (νeTb ! 1, where νe is the electron collision fre-
quency). This is also true for energetic electrons in
space magnetic traps, such as the Earth’s and Jovian
magnetospheres and solar flare loops.

An anisotropic velocity distribution with T⊥  > T||
gives rise to the CI of electromagnetic waves [3, 4]. The
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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linear stage of instability is characterized by the net
growth rate, which is determined by the resonance
interaction of energetic particles with waves and differ-
ent mechanisms for wave energy losses. Space plasmas
usually have smooth particle velocity distributions; in
this case, the initial stage of instability is kinetic in
character. The frequency dependence of the growth rate

of the kinetic CI of waves with  ! 1 is primarily
determined by two dimensionless parameters [5]: the
anisotropy index of the particle distribution over pitch
angles, A = T⊥ /T|| – 1, and the parameter β∗  ≈ kv 0/ωH,

where v 0 = (2W0/m)1/2 is the characteristic velocity of
energetic particles, W0 is their average energy, and k is
the characteristic wavenumber. For whistlers, we have

β∗  . . The parameter A determines the
upper frequency boundary of the instability domain,
ωmax/ωH = A/(A + 1), and β∗  determines the number of
resonant particles. For β∗  @ 1 and A + 1 ~ 1, which is
typical for the Earth’s outer radiation belt, the CI
growth rate is maximum at a frequency of ω ≈
ωHL/β∗  ! ωHL (where the subscript L stands for the
values at the center of the trap). The maximum growth
rate can be roughly estimated at [5]

(1)

where Nh and Nc are the number densities of hot and
cold electrons, respectively.

In the case of ECR heating, the density of the
plasma produced is limited by the condition ωpr & ωHr ,
which is related to the efficiency of the field penetration
into the plasma and the field absorption in the plasma
(here, subscript r stands for the values in the ECR
region). For a quasi-longitudinal launching of micro-
waves, the limitation on the plasma density is less rigid;
moreover, in this case, the ratio ωp/ωH usually increases
toward the center of the trap. However, this ratio is typ-
ically ωp/ωH & 3–4. Under these conditions, we have
β∗  ~ 1, so the CI growth rate is maximum near the
upper boundary frequency ωmax [5]. The above estimate
for the maximum CI growth rate should be corrected to

reduce this value by the factor exp(– ). Another char-
acteristic feature of laboratory magnetic traps is a rela-
tively low (in comparison, e.g., to the Earth’s radiation
belts) magnetic mirror ratio (σ ~ 2–10). For this reason,
the anisotropy of the particle pitch-angle distribution
related to the presence of a loss cone (i.e., the parameter
A) is fairly high. This leads to an increase in the upper
frequency boundary of unstable whistlers, ωmax =
ωHLA/(A + 1).

In space magnetic traps, the inequality l/λ @ 1 is
usually satisfied, where λ is the wavelength and l is the
characteristic scale of the plasma nonuniformity along
the magnetic field (the length of the system). Under
laboratory conditions (even in unique devices), the

kB

ωp
2
/ωH

2( )v 0
2
/c

2

γmax/ωHL 0.2ANh/Nc,≈

β*
1–
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ratio l/λ, which depends on the device dimensions and
the plasma density (ωp ~ ωH), is substantially less than
in space traps. Nevertheless, in laboratory devices, the
condition l/λ @ 1 is also usually satisfied (l/λ ~ 10–20).

The most interesting and important problems that
may be solved using laboratory modeling are related to
the nonlinear mechanisms governing the dynamics of
waves and particles during the development of CI. For
the Earth’s magnetosphere, the problems of interest are
the self-modulation of cyclotron maser radiation due to,
e.g., a quasilinear change in the CI growth rate [27–30];
the nonlinear turning of the resonator mirrors [31, 32];
and the interaction with the oscillatory motion of flux
tubes [33, 34]. For solar flare loops, a situation may
occur [25] in which the collisional damping of waves is
nonlinearly reduced because of plasma heating by the
generated radiation [35]. Particular attention is cur-
rently given to the origin of discrete (quasi-monochro-
matic) radiation [9, 15]. Let us briefly discuss condi-
tions under which these mechanisms can operate and
the possibility of studying them in laboratory devices.

In addition to the above circumstances, the dynam-
ics of these processes is affected by the following fac-
tors: (i) the ratio between the characteristic length a of
the system and the length of linear amplification lCI ~
v g/γ, (ii) the ratio between the CI growth rate γ and the
collisional damping rate νcoll, (iii) the value and nonlin-
earity of the reflection coefficient, and (iv) the pitch-
angle characteristics of the particle source.

Using formula (1) and the dispersion relation for
whistlers, kc . ωp[ω/(ωH – ω)]1/2, we can write the
dimensionless parameter ΓCI = a/lCI = γa/v g (the optical
thickness of the system with respect to amplification) in
the form

(2)

where, as in Eq. (1), we take into account that ω ≈
ωHL/β∗  ! ωHL. For estimates, we use the parameters of
the experiment that will be discussed below: Nc ~
1014 cm–3, Nh ~ 5 × 1010 cm–3, W0 ~ 10 keV, a ~ 10 cm,
and A ~ 2. As a result, we obtain ΓCI ~ 2 × 10–2 (in this
case, β∗  & 1; therefore, formulas (1) and (2) can be used
only for rough estimates). Hence, under laboratory con-
ditions, the onset of CI is typically determined by
reflections from the ends of the plasma resonator. In
order to achieve a single-pass amplification regime
(ΓCI ~ 5–10), the anisotropy should be increased sever-
alfold or the system length should be increased by one
order of magnitude (the other parameters being fixed).

The collisional damping rate of whistlers is equal to

(3)

ΓCI 0.1A
Nh

Nc
------

aωpe

c
-----------β*

1/2
,≈

νcoll . 
ω
ωH

-------νei,
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Fig. 1. Schematic of the experimental setup: (1) gyrotron, (2) focusing lens, (3) discharge chamber, (4) solenoids, (5) pulsed valve,
(6) working-gas tank, (7) diagnostic chamber, (8) p-i-n diode, (9) Langmuir probe; (10, 11) coaxial–waveguide junctions, and
(12) aluminum filters.
where νei is the electron–ion collision frequency. For esti-

mates, we use the expression νei . 4.5 × 10–5NiZ2 ,
where Z is the ion charge number (here and in the sub-
sequent estimates, the density and energy are in cm–3

and eV, respectively). A comparison between Eqs. (1)
and (3) yields the estimate

(4)

where BL is in T. It follows from this estimate that the
ratio γ/νcoll in a laboratory trap can be larger or less than
unity; i.e., at a sufficiently low temperature and high
density of the background plasma, the onset of CI can
be caused by a nonlinear reduction in the collision fre-
quency. In particular, the collisional damping rate is on
the order of the growth rate if, for the above plasma
parameters, we have Tc & 102 eV.

Self-oscillatory modes of CI that are related to a
nonlinear change in the distribution function of ener-
getic particles depend on the distribution of the source
particles over pitch angles θ [29]. Such modes can
occur in the case of both a monotonic distribution with
a peak at θ = π/2 and a butterfly-type (sloshing-elec-
tron) distribution with a maximum at an intermediate
pitch angle between 0° and 90° [28]. Both these types
of distribution can occur in space and laboratory plas-
mas. From the standpoint of laboratory modeling, the
method of ECR breakdown and heating is convenient
because it allows one to change the distribution over
pitch angles by shifting the resonance region inside the
trap. When breakdown occurs in the center of the trap,
the distribution has a maximum at θ = π/2. By shifting
the resonance region, a butterfly-type distribution can
be produced.

Wc
3/2–

γ/νcoll 70A
Nh

10
10

---------- 10
13

Nc
---------- 

 
2 Tc

10
2

-------- 
  3/2

BLZ
2–
,≈
The above estimates indicate that the linear and non-
linear mechanisms that are invoked to explain the
dynamics of SCMs can also operate in laboratory traps.
Therefore, the most fruitful approach to the laboratory
modeling of SCMs consists in a qualitative and quanti-
tative interpretation of the results of laboratory experi-
ments and natural observations on the basis of the same
concepts and models and, as a result, in an extension of
the applicability region of the available models.

The most difficult problems can arise in modeling
processes with characteristic times on the order of or
less than the bounce times of electrons and wave pack-
ets in a magnetic trap. In moderate laboratory traps (l ~
20 cm), these times can amount to several nanoseconds
and even to a fraction of a nanosecond. This requires
much effort for their resolution.

3. RESULTS OF LABORATORY EXPERIMENTS

3.1. Experimental Setup

Experiments were carried out in the SMIS 37 device
(see Fig. 1). Linearly polarized microwave radiation
from gyrotron 1 with a frequency of 37.5 GHz, peak
power of 80 kW, and pulse duration of 1–1.5 ms was
focused by dielectric lens 2 into the center of discharge
chamber 3. The radiation intensity in the focal plane
was on the order of 10 kW/cm2. The plasma was heated
at the fundamental harmonic of the electron gyrofre-
quency. The discharge chamber with a characteristic
transverse size of 70 mm was placed in an axially sym-
metric mirror trap. The magnetic field in the trap was
produced by two solenoids 4. The duration of the mag-
netic field pulse was about 13 ms, the maximum mag-
netic field in the mirror region was B0max = 3.5 T, and
the mirror ratio was σ = 4 or 10. The mirror-to-mirror
distance was l = 25 cm. The working gas (argon or
nitrogen) was fed into the discharge chamber through
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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Fig. 2. Spectrum of X-ray emission from the plasma. Straight lines correspond to Maxwellian energy distributions: (1) background
plasma (Tc = 327 eV, Nc = 2.6 × 1013 cm–3) and (2) hot electrons (Th = 8.4 keV, Nh = 5.5 × 1010 cm–3).
pulsed valve 5 from tank 6 with a regulated gas pres-
sure. The use of pulsed gas puffing allowed us to main-
tain the gas pressure in the discharge chamber at a level
of 10–5–10–3 torr during the heating microwave pulse,
whereas the pressure in diagnostic chamber 7 was sub-
stantially lower (on the order of 10–6 torr). In this case,
distortion of the energy spectrum of the electrons
escaping from the trap was minimal.

The energetic electrons precipitated from the mag-
netic trap were measured with the help of mobile
SPPD-11-04 silicon p-i-n diode 8 located at a distance
of 60 cm from the center of the trap. When an electron
falls through the input window of the p-i-n diode into
the i-zone, depleted of charge carriers, it produces
charge carriers (electrons and holes) drifting toward the
diode contacts under the action of the electric field. As
a result, a current pulse with an amplitude proportional
to the electron energy is generated in the electric cir-
cuit. The p-i-n diode used in our experiments is capable
of detecting electrons with energies in the range from 7
to 500 keV. The lower energy limit depends on the
thickness of the dead layer produced in the diode during
its treatment, whereas the upper energy limit is deter-
mined by the size of the depleted zone. The time reso-
lution of the detector (a few nanoseconds) is deter-
mined by the drift time of charge carriers across the
sensitive region.

The operating conditions and the plasma parameters
in the diagnostic chamber were monitored using Lang-
muir probe 9.

To record and roughly analyze the spectrum of the
plasma microwave emission, we used coaxial–
waveguide junctions (CWJs) 10 and 11 with different
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
dimensions of the waveguide sections. The CWJs were
mounted outside the vacuum chamber, near the system
axis. The transverse size of the receiver aperture deter-
mines the lowest frequency of the detected electromag-
netic radiation. The boundary frequencies of the four
CWJs used in our experiments were 2.2, 5.4, 8.2, and
11.8 GHz. The detector was connected to the CWJ out-
put through a 2-m-long microwave cable in order to
protect the detector from the action of high-power
gyrotron radiation.

Signals from the microwave detectors, the Lang-
muir probe, and the p-i-n diode were fed to a Gould
6000 multichannel digital oscilloscope and were stored
in a computer.

3.2. Experimental Results

3.2.1. Plasma parameters. As was shown in [36],
the ECR heating at the fundamental harmonic of the
electron gyrofrequency in our device produces a
plasma with a two-temperature electron energy distri-
bution. To determine the plasma temperature and den-
sity, we measured the spectrum and absolute intensity
of the plasma X-ray bremsstrahlung. From the X-ray
plasma emission spectrum shown in Fig. 2, it can be
seen that the plasma comprises two electron popula-
tions: the temperature of the first (cold) population is
Tc ~ 300–400 eV, whereas the temperature of the sec-
ond (hot) population is Th ~ 7–10 keV. From the mea-
sured absolute intensity of the X-ray plasma emission,
we can determine the densities of both electron popula-
tions. The density of the low-temperature population is
Nc ~ 5 × 1013 cm–3, and the density of the hot population
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Fig. 3. Oscillograms of the plasma microwave radiation and the signal from the p-i-n diode.
is Nh ~ 1010–1011 cm–3. The error in determining the
temperature is about 15%, whereas the error in deter-
mining the density is on the order of the density itself
[36].

3.2.2. Properties of instability. Under certain con-
ditions that will be discussed below, we observed the
onset of instability characterized by a pulsed precipita-
tion of energetic electrons from the trap and short
microwave bursts at frequencies of 2–11 GHz (the elec-
tron gyrofrequency at the center of the trap was
fHL ≈15 GHz).

The instability usually showed up as a quasi-peri-
odic sequence of radiation pulses (the self-oscillatory
mode). Sometimes, a nonperiodic time modulation and
single pulses with significantly larger amplitudes (giant
pulses) were observed.

Figure 3 shows a typical oscillogram of the plasma
microwave emission and the current of the p-i-n diode,
detecting the precipitation of energetic electrons. This
oscillogram was obtained under the following condi-
tions: the magnetic mirror ratio was σ = 4, the magnetic
field at the center of the trap was BL = 0.5 T, and the
argon pressure in the discharge chamber was p0 ~ 10–4 torr.
It can be seen that instability in this case manifests itself
as quasi-periodic (with a period of up to 200 ns) syn-
chronous microwave bursts and p-i-n diode current
pulses with a characteristic duration of 30 ns.

A closer examination of these signals showed that
almost every pulse of the precipitated energetic elec-
trons was accompanied by a microwave burst. The con-
verse, however, was not true; i.e., microwave bursts
were often observed that were not accompanied by
electron precipitation. This was presumably related to
different measurement conditions: the receiving micro-
wave antenna had a wide directional pattern, whereas
the p-i-n diode detected electrons that escaped from the
trap almost along the magnetic field, in the vicinity of
one magnetic field line. This means that the transverse
structure of electron precipitation can change from
pulse to pulse. Another possible explanation is that
there is an energy threshold in the spectral sensitivity of
the particle detector (Wmin . 7 keV).

Our experiments showed that the instability devel-
oped in a certain limited range of the plasma electron
densities, Ne min < Ne < Ne max. This is clearly seen from
the oscillogram presented in Fig. 4, in which the upper
and lower traces correspond to the plasma microwave
emission and the probe ion current, respectively. The
detected plasma microwave emission is seen as a
sequence of short bursts. Under standard operating con-
ditions, the probe current is proportional to the plasma
density in the trap. As the plasma density is increased
monotonically, pulsed electron precipitation and micro-
wave bursts appear when the plasma density exceeds
Ne min and disappear when Ne becomes higher than
Ne max.

In Fig. 5, the number of microwave bursts (at fre-
quencies of f > 5.4 GHz) per gyrotron pulse is plotted
as a function of the gas pressure p0 before breakdown.
It can be seen that instability develops in a limited range
of p0. This is obviously related to an increase in the
maximum value of Ne with increasing p0. Probably, as
Ne exceeds a certain value, the hot electron population
gradually disappears because of both an increase in col-
lisional energy losses and a decrease in the heating effi-
ciency due to the shielding of the resonance region by
the plasma. On the other hand, at low p0 (and, hence,
Ne), the density of energetic electrons is too low for the
onset of instability.

3.2.3. Microwave spectrum. Our diagnostics did
not allow us to perform high-accuracy time-resolved
measurements of the spectrum of the plasma micro-
wave emission. Some idea of the shape of the emission
spectrum can be provided by CWJ signals measured in
several frequency ranges. Figure 6 shows the time-inte-
grated (over a gyrotron pulse) signals of the microwave
plasma emission in different frequency ranges as a
function of the magnetic field BL at the center of the trap
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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250 µs/division

Fig. 4. Oscillograms of the plasma microwave radiation (the upper trace) and the Langmuir probe current characterizing the plasma
density (the lower trace).
for the optimal initial gas pressure (p0 . 10–4 torr) and
a mirror ratio of σ = 4. We note that the curves corre-
sponding to different frequency ranges are not cali-
brated relative one another and cannot thus be used to
construct the emission spectrum. However, from Fig. 6,
we can conclude that (i) the emission is concentrated in
the frequency range 2 < f < 11 GHz and (ii) the spec-
trum shifts toward higher frequencies with increasing
magnetic field. In the shortest wavelength channel (f >
11.8 GHz), no microwave signals were observed.

Similar results were obtained at a mirror ratio of σ =
10; in this case, the electron gyrofrequency at the center
of the trap was 10 GHz and no microwave emission was
observed at frequencies above 8 GHz.
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Number of microwave bursts
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Fig. 5. Number of microwave bursts per gyrotron pulse as a
function of the gas pressure in the chamber.
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When the microwave receivers were oriented at a
certain angle to the system axis, the amplitude of the
microwave signals decreased, and no microwave emis-
sion was detected when the receivers were oriented
across the trap. Hence, the observed microwave emis-
sion was generated nearly along the magnetic field and
only at frequencies below fHL.

3.2.4. Energy spectrum of the precipitated elec-
trons. To obtain information on the energy spectrum of
the precipitated electrons, we measured the energy dis-
tribution function of energetic electrons. For this pur-
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Fig. 6. Time-integrated (over a gyrotron pulse) intensity of
plasma microwave radiation in different frequency ranges
as a function of the magnetic field in the center of the trap.
The crosses and the dotted line correspond to the frequency
range f > 2 GHz, the circles and the solid line correspond to
f > 5.4 GHz, and the triangles and the dashed line corre-
spond to f > 8.2 GHz.
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pose, a set of aluminum filters of different thickness
was placed in front of the window of the p-i-n diode.
We used 2-, 4-, 8-, and 30-µm-thick filters. The filter
thickness determined the minimum energy the electron
should have to pass through the filter. Taking into
account the sensitivity of the p-i-n diode (7 keV), the
minimum electron energies for these filters were found
to be 25, 32, 43, and 84 keV, respectively.

The measured energy distribution function of ener-
getic electrons is shown in Fig. 7. The straight line cor-
responds to a Maxwellian distribution with Te =
7.9 keV. This agrees well with X-ray bremsstrahlung
measurements of the temperature of energetic electrons
[36]. These data also shows that the bulk energetic elec-
trons have energies from 7 to 10 keV.

It should be noted that the p-i-n diode is sensitive not
only to energetic electrons but also to X-ray photons
with energies of up to 40 keV. We performed test exper-
iments with a permanent magnet that was placed near
the p-i-n diode and deflected the precipitated electrons.
In this case, the diode signal was almost zero; this indi-
cates that, in the absence of a magnet, the diode
recorded only electrons.

4. DISCUSSION

The observed precipitation of energetic electrons
from the trap and the generation of microwave bursts
can naturally be related to the onset of CI of whistler-
mode waves propagating at small angles to the mag-
netic field. The frequency of the excited waves is pro-
portional to ωHL; this explains why the emission spec-
trum shifts toward higher frequencies with increasing
magnetic field. For the same reason, the spectrum shifts
toward lower frequencies as the mirror ratio is
increased, because this is done by decreasing the mag-

20

Distribution function, arb. units

Electron energy, keV
40 60 80

10–1

100

101

7.9 keV

Fig. 7. Energy spectrum of the particles producing p-i-n
diode signals (energetic electrons precipitated from the
trap).
netic field in the center of the trap, whereas the field in
the mirror region is changed only slightly.

4.1. Wave Amplification

Let us estimate the growth rate and gain factor of CI
in the experiment under discussion by using available
data on the parameters of the background and energetic
electron components (Figs. 2, 7). Instead of approxi-
mate formula (1), we will use more exact expressions
that allow us to obtain the gain factor as a function of
frequency. We take into account that, for the above
plasma parameters, we have β∗  & 0.2. When β∗  < 1, the
whistler-mode growth rate is very sensitive to both the
electron distribution anisotropy and the background
plasma density. Since we do not know the exact values
of the plasma parameters (we have no information on
the electrons with energies below 2.5 keV and do not
know the electron distribution over pitch angles), we
will calculate the gain factor for different limiting val-
ues of the plasma parameters.

According to [5], in the case of β∗  & 1 and a Max-
wellian electron distribution over longitudinal veloci-
ties, the logarithmic single-pass amplitude gain of
whistlers with k || B can be calculated by the formula

(5)

Here,  ≡ ω/ωHL and the dependence of the magnetic
field on the longitudinal coordinate z is assumed to be
parabolic: B(z) = BL(1 + z2/a2) (for the experiment
under discussion, a . 7 cm). The wavelength of the
recorded radiation in plasma is λ ~ 4 mm; hence, we
can use the geometric-optics approximation to estimate
the gain factor.

The use of formula (5) is justified because the
amplification of axially propagating whistlers depends
primarily on the integral characteristics of the distribu-
tion function, such as the anisotropy index A and the
characteristic energy, which (along with the total
plasma density and the magnetic field) determines the
parameter β∗ . ECR heating in the resonance region
(B = Bres) leads to diffusion over transverse velocities.
Hence, the pitch angles of the particles that have gained
a sufficiently large energy at the center of the trap are

close to θL = θres = , where σres = Bres /BL.
Due to nonresonant processes (in particular, collisional
diffusion over pitch angles), electrons fall into the
region θL > θres. The same processes lead to the isotro-
pization of the electron distribution. At the same time,
at smaller pitch angles, the energetic electrons interact-
ing with a high-power gyrotron radiation fall into the
loss cone and rapidly escape from the trap. Therefore,
when estimating anisotropy, we will assume that ener-
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getic electrons are absent at θL < θres and that the distri-
bution over pitch angles at θL > θres is almost uniform.
For such a distribution, the isotropy index is equal to
A = (σres + 0.5)/(σres – 1).

Figure 8 shows the results of calculations by for-
mula (5). ECR heating at the fundamental harmonic
(σres = 2.67) corresponds to A = 0.9. The densities of the
cold and energetic components were chosen according
to Fig. 2. For this distribution, the maximum gain factor
Γmax & 5 × 10–4 is attained at the frequency  ≈ 0.4

and the upper boundary frequency is  = 0.47. It is
unlikely that whistler-mode waves can be excited in an
actual plasma system at such a small gain, because this
would require a reflection coefficient of R > 0.999.
Even if the actual densities of the cold and hot plasma
components were twice as large as the measured ones
(taking into account possible experimental errors; see
section 3.2), the situation would not alter radically.

Hence, in order for CI to develop, the pitch-angle
anisotropy of the energetic electron component must be
substantially larger than that of the electrons sloshing
within the ECR regions. We assume that parasitic heat-
ing at the second harmonic of the electron gyrofre-
quency takes place in our experiment. The condition for
the second-harmonic ECR is satisfied in the central
region of the trap, into which a small fraction of
gyrotron radiation can penetrate because of refraction
at the plasma boundaries and reflection from the cham-
ber wall. This radiation penetrates into the resonance
region at large angles in the form of extraordinary
waves (only these waves can propagate here because
ωpe ≈ 3ωHe).

If the ECR heating of the energetic electrons in our
experiment occurs predominantly at the second har-
monic of the gyrofrequency, then we have A . 4 (σres .
1.34). In this case, the single-pass gain is about 5% (or
even 12%, taking into account possible errors in mea-
suring the electron density).

In the case of A = 4, we obtain the frequency depen-
dence of the gain factor that is more consistent with our
observations (in this case, we have  . 0.65–0.7 and

 = 0.8, which, under our experimental conditions,
corresponds to fopt . 9.1–9.8 GHz and fmax .
11.2 GHz). In this case, the gain factor Γmax ~ 0.05–
0.12 is sufficient for the onset of instability at a reflec-
tion coefficient of R > 0.88–0.95 and a twofold increase
in the densities of the background and energetic elec-
tron components substantially affects the conditions for
the onset of instability.

Thus, the calculations of the gain of whistler-mode
waves show that the CI of these waves in our experi-
ment can be explained by the large anisotropy of the
velocity distribution of energetic electrons, A . 4,
which corresponds to the heating of energetic electrons
at the second harmonic of the gyrofrequency near the
center of the trap. The CI growth rate averaged over the

ω̃opt

ω̃max

ω̃opt

ω̃max
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period of the wave propagation through the trap is γ =
Γ/Tg ≈ 5 × 107 s–1, where Tg is the period of oscillations
of wave packets between the magnetic mirrors. This
agrees in order of magnitude with the experimental
results (for brevity, we do not describe here the mea-
surements of the growth rate; the temporal characteris-
tics of the observed instability will be discussed in more
detail in a separate paper).

4.2. Mechanism for the Onset 
of a Self-Oscillatory CI Mode

The above estimates show that the single-pass gain
factor of whistler-mode waves in the trap is rather
small, so the generation of waves requires their efficient
reflection from the ends of the trap. This is also con-
firmed by the parameters of microwave signals: it can
be seen from the oscillograms in Fig. 3 that the charac-
teristic duration of microwave bursts is τ * 50 ns,
whereas the oscillation period of wave packets between
the mirrors is Tg ~ 5 ns.

The collisional damping of the generated waves in
our experiment is of minor importance because νcoll ~
2 × 105 ! γ. The plasma pressure is also low in compar-

ison to the magnetic field pressure (β = 8πNT/  ~ 5 ×
10–3); this allows us to discard the self-modulation of
precipitation due to the interaction of energetic elec-
trons with flux tube oscillations. Hence, among mecha-
nisms for the onset of a self-oscillatory CI mode that
were listed in Section 2, only two mechanisms can
operate under our experimental conditions: (i) the non-
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Fig. 8. Single-pass gain factor of whistler-mode waves for
two values of the anisotropy index A of energetic electrons.
For A = 0.9, Γ multiplied by a factor of 102 is shown. For
A = 4, a curve is also shown that was obtained with allow-
ance for possible errors in measuring the densities of the
cold and energetic electrons.
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linear modulation of the distribution function and the
CI growth rate and (ii) nonlinear variations in the
reflection coefficient of waves from the ends of the trap.
Most likely, the latter mechanism does not operate in
our experiment because the observed electron losses
are not accompanied by a substantial decrease in the
plasma density. For this reason, we believe that the
observed self-oscillations are related to the modifica-
tion of the distribution function during the development
of CI [29]. In this case, pauses between pulses are
determined by the time required to restore the free
energy that is necessary for the onset of instability and
that is lost during the pulse. The CI threshold in this
case is associated with wave losses from the system.
Note that the relaxation of the system to a subthreshold
state and its return to an unstable state are not necessar-
ily related to a change in the particle density in the trap
but can occur when the particle distribution over pitch
angles changes at relatively small density variations.

Such an interpretation does not contradict our obser-
vations; nevertheless, it calls for a more serious justifi-
cation (both theoretical and experimental). In particu-
lar, a self-consistent model should take into account the
specific features of the ECR source of energetic parti-
cles—the source itself has its origin in quasilinear dif-
fusion under the action of gyrotron radiation; i.e., it
does not supply particles with a specified distribution
over pitch angles. Note that this diffusion is also
responsible for the entrance of the particles into the loss
cone and their escape from the trap. This process is
especially efficient for electrons passing through the
region of ECR at the fundamental harmonic of ωH; i.e.,
it depends strongly on the particle pitch-angle distribu-
tion, which can change in the course of CI. Note that
p-i-n diode signals corresponding to the precipitation of
energetic electrons are almost absent (to within the
detector noise) in the absence of plasma microwave
emission. This indicates the low rate of quasilinear dif-
fusion over pitch angles in pauses between pulses; i.e.,
the free-energy source is rather weak. As for the exper-
iment, it is necessary to investigate the dependence of
the temporal parameters of instability on the pumping
power, which, apparently, determines the power of the
source of energetic particles.

5. CONCLUSIONS

The CI dynamics has been studied experimentally in
a straight magnetic trap filled with an ECR-heated
microwave-discharge plasma. The observed quasi-peri-
odic pulsed precipitation of energetic electrons from
the trap is accompanied by microwave bursts at fre-
quencies below the electron gyrofrequency in the cen-
ter of the trap. The generated microwave radiation is
found to propagate nearly parallel to the trap axis.
These results can be explained by the onset of CI of
whistler-mode waves. This is confirmed by calculations
of the growth rate and gain factor of CI for the plasma
parameters typical of our experiments. The most prob-
able mechanism for the onset of the observed self-oscil-
lations is similar to that for the generation of quasi-peri-
odic (with periods of T ~ 102 s) radiation in the Earth’s
magnetosphere.

Our experimental results and their comparison to
theory raise the hope that future experiments will pro-
vide a more detailed modeling of SCM phenomena that
play an important role in the dynamics of geospace,
planetary, and solar plasmas.
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Abstract—Results are presented from experimental investigations of oscillatory phenomena in an electron
beam with a virtual cathode in a diode gap with a decelerating field. Experiments have revealed a stochastic
broadband generation of the microwave oscillations of a virtual cathode in a decelerating field. Numerical sim-
ulations based on a simple one-dimensional model have shown that the onset of the stochastic generation and
the broadening of the oscillation spectrum with increasing beam deceleration rate are governed by the processes
of regrouping of the electrons in a beam with a virtual cathode. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

A new class of devices of high-power microwave
electronics—one in which an electron beam with a vir-
tual cathode (VC) is used as an active medium—was
proposed in the late 1970s and early 1980s [1–4] and is
still a subject of active research [5–8]. Even the first
experiments and numerical simulations revealed the
complicated unsteady dynamics of radiation from vir-
cators, i.e., microwave oscillators with a VC [9–13].
Quite a number of theoretical and experimental papers
were devoted to studying the stochastic generation of
radiation in vircators [5–7, 13–17], the processes
responsible for the onset of coherent spatiotemporal
structures in an electron beam with a VC and for their
interaction [16, 18–21], and the mutual synchronization
of VC-based devices [6, 22–25]. In particular, by apply-
ing different methods for separating out coherent struc-
tures, it was shown theoretically [18–20, 26] that the
complication of the spectral composition of radiation
from a vircator is closely related to the formation of
electron structures in a beam with an overcritical cur-
rent. However, no detailed experimental investigations
of the stochastic generation of radiation in VC-based
systems, as well as of the physical mechanisms govern-
ing the complicated behavior of an electron beam with
a VC, were carried out, largely because of the difficul-
ties in diagnosing relativistic electron beams (REBs).

One of the simplest systems for studying the forma-
tion of a VC and its unsteady stochastic oscillations is a
Pierce diode [17, 27–29]—a system of two infinitely
wide parallel equipotential grids penetrated by an elec-
tron beam with an overcritical current. A system like
this, in which the electron motion is thought of as being
one-dimensional, can be regarded as a model of the
drift space and can also serve to investigate the nonlin-
ear dynamics of the processes in such high-power elec-
1063-780X/05/3111- $26.00 0938
tronic devices as vircators [29]. In recent years, a model
of this type has also attracted attention as one of the
simplest models of a distributed self-oscillating elec-
tron–plasma system for studying stochastic oscillations
[17, 26, 29–31].

Note that experimental investigation and practical
development of VC-based oscillators is a rather diffi-
cult task because of the necessity of using intense REBs
with overcritical currents, i.e., with currents above the
limiting vacuum current [32]. This is why a detailed
study of the parameters of the generation of radiation in
vircators, as well as of the physical processes occurring
in an electron beam with a VC, is impossible. The con-
ditions of experiments on microwave generation by a
VC can be “relaxed,” e.g., by using systems with addi-
tional electron deceleration; in this case, an unsteady
VC forms at comparatively low beam currents in a
decelerating field with a strength above a certain critical
value.

In this context, it is of great interest to investigate a
modified Pierce diode in the form of a drift gap in
which an unsteady oscillating VC forms at the expense
of strong beam deceleration (an electron beam with an
overcritical perveance). In such a system, a VC can
form and a stochastic broadband signal can be gener-
ated at low electron beam currents and densities, which
makes possible a detailed experimental study of the
physical processes occurring in a beam with a VC with
the help of experimental methods used in microwave
electronics [33]. Note that this type of system with a
decelerated electron beam has not yet been studied the-
oretically or experimentally.

The objective of the present paper is to experimen-
tally investigate the oscillatory phenomena in a nonrel-
ativistic electron beam formed by an electron optical
system in a diode gap with a decelerating potential and
© 2005 Pleiades Publishing, Inc.
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Fig. 1. (a) Schematic and (b) external view of the experimental device for investigating stochastic oscillations in an electron beam
with a VC in a system with an overcritical perveance.

 slow-wave system

 probe
to analyze the behavior of an electron beam in a drift
gap with a decelerating field by means of numerical
simulations.

2. EXPERIMENTAL TECHNIQUES

As an object for experimental investigations of
oscillations in an electron beam with a VC, we chose a
diode scheme in which a beam formed by an electron
optical system (EOS) was injected into a diode consist-
ing of two grid electrodes (Pierce diode) with a decel-
erating field (a schematic of the experimental setup is
shown in Fig. 1a). The decelerating field was produced
by applying a negative (with respect to the first
(entrance) grid) potential Vdec to the second (exit) grid.
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The electron source was a hot cathode whose cur-
rent was limited by the space charge. The EOS formed
an axisymmetric cylindrical converging electron beam
in the drift space, which was surrounded by a solenoid
creating a guiding longitudinal magnetic field. The
magnetic field was varied from 0 to 250 G; the voltage
used to accelerate an electron beam was equal to
1.5 kV; and the beam current at the exit from the EOS
was varied over a range of 50–100 mA, depending on
the cathode heating voltage and on the accelerating
potential. The spread in electron velocities at the exit
from the EOS was very small (less than 0.2%), so the
electron beam could be considered monoenergetic.

The electron beam formed by the EOS entered the
region between the grids (the diode gap). The potential
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V0 of the first grid was equal to the anode potential VA

(the accelerating voltage), and the potential of the sec-
ond grid, Vdec = V0 – ∆Vdec, was varied from values such
that Vdec/V0 = 1 (∆Vdec = 0, the electron beam was not
decelerated at all) to Vdec/V0 = 0 (∆Vdec = V0, the electron
beam was decelerated to a complete stop). The quantity
∆Vdec has the meaning of the potential difference
between the grids: it produces the decelerating field in
the diode gap. Note that the operating regime with a
zero decelerating potential, ∆Vdec = 0, corresponds to
that of a “classical” vircator, and the operating regime
with ∆Vdec/V0 = 1 is that of a reflex triode [6, 34].

An increase in the decelerating potential of the sec-
ond grid can be considered as an increase in the per-
veance of the electron beam in the diode gap:

(1)

where  = (V0 + Vdec)/2 is the effective potential.

As the decelerating potential difference ∆Vdec
between the grids of the diode gap was increased, a VC
was observed to form in the system at a certain critical
value of the beam perveance, p = pcr. The electron beam
was modulated by the temporal and spatial oscillations
of the VC; moreover, some of the electrons were
reflected from the VC back toward the entrance grid. As
a result, the VC was observed to execute stochastic
oscillations, whose shape and power depended substan-
tially on the potential difference ∆Vdec between the
grids of the diode gap.

The noisy oscillations in an electron beam were ana-
lyzed using a broadband section of a helical slow-wave
system (HSS) loaded on an absorbing insertion and on
an energy extraction unit, and also using a section of a
broadband coaxial line loaded on a resistance—an RF

p I/V
3/2
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Fig. 2. Global interaction power PΣ (for different magnetic
field strengths) and the coefficient K of current transmission
through the diode (at a magnetic field strength of B = 220 G)
as functions of the normalized potential difference ∆Vdec/V0
between the grids.
probe that could be moved in three mutually perpendic-
ular directions [33]. The coaxial probe was equipped
with a decelerating grid in order to analyze the distribu-
tion of charged particles over longitudinal velocities.
Within the diode gap, a velocity- and density-modu-
lated electron beam excited the broadband section of
the HSS, the signals from which were processed by an
SCh-60 spectrum analyzer. This made it possible to
determine the spectral power density of the noisy oscil-
lations generated by an electron beam with a VC.

Experimental investigations were carried out using a
sectional vacuum device with continuous pumping-out
(the minimum residual gas pressure being about 10–6–
10–7 torr). A photograph of the experimental device is
presented in Fig. 1b.

3. EXPERIMENTAL RESULTS
Oscillations in the system under examination are

governed by the presence of a VC in the diode gap with
a decelerating field. This is why it is very important to
study how the processes occurring in an electron beam
with a VC depend on the decelerating potential of the
second grid. The generation processes in a system with
a VC are also highly sensitive to the strength of the
external focusing magnetic field, [35, 36] (this ques-
tion, too, will be discussed in the present section).

Figure 2 shows the normalized global oscillation
power as a function of the normalized potential differ-
ence ∆Vdec/V0 between the grids in the presence and in
the absence of a magnetic field (B = 220 and 0 G,
respectively). We can see that there is an optimum value
of the decelerating potential at which the global power
PΣ of oscillations in a beam with a VC is maximum.
Analyzing Fig. 2, we also note that the oscillation
power depends strongly on the external focusing mag-
netic field. The power of the oscillations generated by
the VC in the absence of a magnetic field (B = 0) is sub-
stantially higher and is maximum at a decelerating
potential of ∆Vdec/V0 ~ 0.5. In the presence of the focus-
ing magnetic field, the global power of the oscillations
generated by the VC is lower. The stronger the mag-
netic field, the lower the potential difference ∆Vdec
between the grids at which the global oscillation power
in the beam is maximum.

Figure 2 also shows the coefficient K of current
transmission through the diode gap as a function of the
potential difference between the grids in the presence
of the external magnetic field (B = 220 G). The current
transmission coefficient is defined as the ratio of the
current that has passed through the second grid, Iout, to
the current I0 of the beam formed by the electron gun:
K = Iout /I0. It can be seen that, in contrast to the global
oscillation power PΣ, the current transmission coeffi-
cient K decreases as the decelerating potential
increases. This indicates that an increase in the deceler-
ating potential difference ∆Vdec is accompanied by an
increase in the number of electrons reflected from the
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005



 

EXPERIMENTAL AND THEORETICAL INVESTIGATIONS 941
3

2

1

P(f)

1

2 1

3 2 1

∆Vdec/V0 = 0.15

0.25

0.35

0.50

f

Fig. 3. Qualitative shapes of the spectra of the beam current oscillations recorded by an RF probe at different radial positions within
the beam (shown schematically on the left) for different values of the decelerating potential difference.
VC (or from the diode region behind the VC) back
toward the entrance grid.1 At a certain, sufficiently high,
potential difference ∆Vdec between the grids (whose
magnitude depends weakly the strength of the external
focusing magnetic field), almost all of the beam elec-
trons are seen to be reflected from the VC, so the
current transmission coefficient becomes nearly zero,
K ≈ 0. This is the case only when the additional electron
deceleration is sufficiently strong, i.e., when the decel-
erating potential difference is comparable to the accel-
erating voltage, ∆Vdec/V0 ≈ 1. In this case, almost all of
the beam electrons that have passed through the poten-
tial barrier of an unsteady VC are turned by the high
decelerating potential Vdec at the second grid back to the
injection plane, so the current transmission coefficient
becomes rather small, K ≈ 0. As the decelerating poten-
tial difference increases, the VC tends to be displaced
toward the injection plane.

Let us now consider how the generation process in
an electron beam in the diode gap develops when the
decelerating potential difference (i.e., the perveance p
of the beam in the space between the grids) is increased.

1 Recall that an increase in the decelerating potential ∆Vdec corre-
sponds to a decrease in the potential Vdec of the second grid, so
the electron beam is decelerated to a complete stop at Vdec = 0.
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
To do this, we analyze the spectra of the high-frequency
current oscillations recorded by an RF probe at differ-
ent radii rb within the beam at several values of the
decelerating potential difference, each next being larger
than the previous one. The results of the analysis of the
development of the generation process are illustrated in
Fig. 3, where we schematically show the radial posi-
tions within the beam at which high-frequency current
oscillations were recorded and for which the power
spectra were obtained with the help of the spectrum
analyzer. An analysis of the results presented in Fig. 3
allows us to draw the following conclusions.

At small values of the decelerating potential differ-
ence between the grids in the diode gap, i.e., when the
perveance p of the electron beam is lower than a critical
value pcr, no beam oscillations were recorded. As the
decelerating potential difference (i.e., the ratio
∆Vdec/V0) increases, the beam perveance reaches a cer-
tain critical value pcr at which a VC forms in the system.
The VC begins to reflect some electrons back toward
the first grid of the diode, so the coefficient K of the
transmission of the electron beam through the diode
gap begins to decrease. The most important effect here
is that the high-frequency current oscillations are
recorded only at the center of the beam (see Fig. 3,
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point 1 and curve 1, which refer to the case ∆Vdec/V0 =
0.15). At larger radii in the beam cross section, no high-
frequency current oscillations were observed; conse-
quently, at a low deceleration rate, i.e., for a low beam
perveance, p * pcr), a VC first arises at the center of the
electron beam. As the beam deceleration rate becomes
faster, the frequency of oscillations of the beam current
at the beam center increases (cf. the positions of curve 1
for ∆Vdec/V0 = 0.15 and 0.25 in Fig. 3) and the beam cur-
rent begins to oscillate at larger beam radii. An analysis
of the power spectra for ∆Vdec/V0 = 0.25 and 0.35 shows
that, as the beam deceleration rate increases, the beam
current begins to oscillate first at radial position 2 and
then at radial position 3 in the cross section of the elec-
tron beam. In this case, the high-frequency current
oscillations at the periphery of the beam (i.e., in the
beam’s external layers) become more intense as the
decelerating potential ∆Vdec (and, consequently, the
electron beam perveance) increases. This indicates that,
within the diode gap, the VC is distributed in both space
(in the transverse direction) and time. As the decelerat-
ing potential increases, an unsteady electron-reflecting
VC forms first at the center of the electron beam and
then begins to expand radially. Following [8, 37], this
can be interpreted as the formation of a VC in an elec-
tron beam that has the shape of a cup in the radial direc-
tion and is convex toward the injection plane. In terms
of this radial structure of the VC, it is possible to
explain why the oscillation frequency is different at dif-
ferent beam radii. Specifically, the larger the radius, the
greater the longitudinal dimension of the potential well
in the electron beam and, consequently, the lower the
frequency of oscillations of the VC.

A further increase in the electron deceleration rate
was accompanied by the onset of broadband noisy
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Fig. 4. Characteristic frequency and bandwidth of stochas-
tic oscillations in a beam with a VC as functions of the
potential difference ∆Vdec/V0 between the grids. Theoretical
dependence (2) of the plasma frequency fp of the electron
beam in the space between the grids of the diode gap is also
shown.
oscillations whose spectrum was found to be essen-
tially the same at different radial positions (i.e., over the
entire beam cross section). A representative spectrum
of the beam current oscillations for ∆Vdec/V0 = 0.5 is
illustrated qualitatively in Fig. 3. In this case, the elec-
trons in the beam execute oscillations over its entire
cross section. After being reflected by the VC, the elec-
trons can occur at arbitrary radii of the beam, giving
rise to developed stochastic oscillations. A fundamen-
tally important point here is that a description of this
operating regime requires at least a two-dimensional
theory of the dynamics of an electron beam in the VC
region.

In view of such complications in the oscillation
spectrum of a beam with a VC as the electron decelera-
tion rate (i.e., the perveance of the beam in the diode
gap) is increased, it is necessary to consider the param-
eters of these spectra in more detail. Figure 4 shows the
normalized frequency bandwidths ∆f/f of the generated
oscillations that were measured from the oscillation
power spectra recorded by a portion of a helix in the VC
region at different strengths of the external magnetic
field. Figure 4 also shows the characteristic generation
frequency (i.e., the frequency at which the power in the
spectrum is generated most intensely) in the system as
a function of the decelerating potential difference
∆Vdec/V0. The frequency bandwidth ∆f was determined
at a level of 3 dB in the oscillation power spectrum.

From Fig. 4 it follows that the characteristic genera-
tion frequency in a VC-based system increases mono-
tonically with increasing decelerating potential differ-
ence ∆Vdec/V0 (or equivalently beam perveance). In [38,
39], it was shown theoretically that the characteristic
frequency of oscillations of the VC is proportional to
the plasma frequency of the electron beam, fVC ∝ fp. In
addition, Fig. 4 shows the theoretical dependence of the
reduced plasma frequency fp of an electron beam on the
potential difference between the grids of the diode gap:

, (2)

where p and r are the perveance of the electron beam

and its radius,  = (V0 + Vdec)/2, η =  is the electron

charge-to-mass ratio, and ε0 is the dielectric constant. A
comparison between the characteristic generation fre-
quencies shows that the frequency of oscillations of the
VC is related to the plasma frequency by

(3)

where k ≈ 0.5 is a numerical factor. Note that, in [13,
38], when investigating the dependence of the fre-
quency of oscillations of a VC on the plasma frequency
in systems without additional electron deceleration, the
numerical factor was found to be equal to k ≈ 2. It can
be suggested that the discrepancy between the values of
the numerical factors k that were obtained empirically
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in the experiment and were found in [13, 38] can be
attributed to the additional deceleration of the electron
beam. Note also that, according to formula (2), the
dependence of the frequency fVC on the decelerating

potential is described by the relationship fVC ∝ ,
which agrees well with experiment.

The normalized frequency bandwidth ∆f/f of the
oscillations generated in a beam with a VC also
increases as decelerating potential difference in the
diode gap increases. However, the dependence
∆f/f(Vdec) at a strong focusing magnetic field (B =
220 G) differs from that in the absence of a magnetic
field (B = 0). In the first case, the generation frequency
bandwidth increases monotonically with the decelerat-
ing potential difference ∆Vdec. When the magnetic field
is absent, the generation frequency bandwidth
increases in a jumplike manner at ∆Vdec/V0 ≈ 0.3. A fur-
ther increase in the decelerating potential of the second
grid of the diode gap (i.e., in the perveance of the elec-
tron beam) is accompanied by a monotonic increase in
the frequency bandwidth ∆f/f.

Hence, we can speak of two characteristic operating
regimes of the electron–wave VC-based oscillator
under consideration: the regime of the generation of
nearly regular narrowband oscillations, which occurs
when the beam perveance is slightly above the critical
value (i.e., when the deceleration rate of the beam in the
diode gap is slow), and the regime of the generation of
stochastic oscillations with a broadband spectrum,
which occurs when the electron beam perveance is high
(i.e., when the beam deceleration is strong).

An important property of the VC-based oscillator
under consideration is its ability to generate microwave
radiation in the absence of an external magnetic field.
The operating regime without a magnetic field is char-
acterized by the generation of a stochastic broadband
signal with a slightly irregular spectrum within the
electron beam. This circumstance can be very useful in
creating sources of broadband noisy signals with more
than an octave bandwidth. Therefore, it is important to
analyze how the global power of oscillations in an elec-
tron beam with a VC depends on the strength of the
external magnetic field. The above experimental results
(see Fig. 2) show that the maximum global oscillation
power increases with decreasing magnetic field.

Figure 5 shows the normalized global power PΣ of
oscillations in a beam with a VC as a function of the
magnetic field in the regimes of the narrowband gener-
ation (the normalized decelerating potential of the sec-
ond grid is equal to ∆Vdec/V0 = 0.2) and of the stochastic
broadband generation (for ∆Vdec/V0 = 0.5). We can see
that, in the regime of the weakly stochastic narrowband
generation, the global oscillation power PΣ is maximum
at a certain magnetic field strength, whereas, in the
broadband generation regime, the power PΣ is maxi-
mum in the absence of a magnetic field (B = 0).

p V
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Let us now consider distinctive features of the phys-
ical processes in an electron beam with a VC. An
important characteristic that makes it possible to ana-
lyze the state of the beam in the VC region and which
can be obtained experimentally is the velocity distribu-
tion of the beam electrons that have passed through the
VC and have reached the second grid.

Figure 6 presents the velocity distribution functions
of the electrons behind the second grid for different val-
ues of ∆Vdec/V0. The distributions were recorded by an
RF probe placed at the exit from the drift space. Figure 7
displays the mean electron velocities vmean and the nor-
malized velocity spread ∆v /vmean calculated for several
values of the potential difference ∆Vdec/V0 from the
experimentally measured electron velocity distribution
functions. We can see that the shape of the electron dis-
tribution function changes radically as the oscillations
of the VC grow with increasing deceleration rate of the
electron beam in the diode gap. The most important
effects here are the broadening of the velocity distribu-
tion function ∆v /vmean and the increase in its irregular-
ity as the beam deceleration rate increases and, conse-
quently, the stochastic oscillations in a beam with a VC
become more complicated. Such behavior of the elec-
tron velocity distribution with increasing beam per-
veance can be attributed to the formation of several
electron structures (bunches) in the VC region [16]. For
instance, when the beam deceleration rate is slow, i.e.,
when the oscillations in the system are nearly regular,
the electron distribution function is close to a δ func-
tion. This indicates that the only structure that forms in
the system is a VC. As the beam deceleration rate
increases, the electron velocity distribution becomes
rather complicated (acquires a multipeak structure);
this points to the regrouping of electrons and, conse-
quently, the formation of electron structures (bunches)
in the VC region.
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Fig. 5. Global powers of (1) narrowband and (2) broadband
oscillations in an electron beam as functions of the external
magnetic field (B0 = 250 G).
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Fig. 6. Electron velocity distribution function at the exit from the second grid for different values of the decelerating potential
∆Vdec/V0.
Finally, we consider the experimentally measured
parameters of microwave generation by an electron
beam with a VC when there are positively charged ions
in the drift space. The presence of positive ions (which
corresponds to a higher pressure of the residual gas), on
the one hand, decreases the electron density and par-
tially neutralizes the space charge of the electron beam,
thereby preventing the formation of a VC [29], and, on
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Fig. 7. Mean velocity vmean of the electrons that have
passed through the second grid and the spread in its values,
∆v /v, for different values of the decelerating potential dif-
ference ∆Vdec/V0 between the grids of the diode gap.
the other hand, gives rise to additional ion oscillations
(such as relaxation, plasma, and radial oscillations)
[40]. This, according to the experiment, makes the
power spectra of the noisy oscillations in such beams
more regular. Figure 8 shows how the modulation depth
N (defined as N = Pmax/Pmin, where Pmax and Pmin are the
maximum and minimum spectral powers in the work-
ing frequency band) of the oscillation spectrum of an
electron beam with a VC depends on the pressure of the
residual gases in the interaction space of the oscillator.
The potential of the second grid was equal to ∆Vdec/V0 =
0.5. It is clear from Fig. 8 that, at a pressure of P ~ 5 ×
10−7 torr, the modulation depth is about 7–8 dB,
whereas at a pressure of P ~ 10–5 torr, it is about 3 dB.
We thus can see that an increase in the pressure of the
residual gases in the drift space of an electron–wave
VC-based oscillator leads to an improvement in the
spectral parameters of the noisy broadband generation:
the continuous spectrum of the generated noisy broad-
band radiation becomes more regular and, accordingly,
more uniform.

4. NUMERICAL SIMULATIONS 
OF THE OSCILLATIONS OF A VIRTUAL 

CATHODE IN A PIERCE DIODE 
WITH A DECELERATING FIELD

Here, we consider the results from numerical simu-
lations of unsteady processes by means of a simple
model of an electron beam with a VC. We also compare
the theoretical and experimental results on the oscilla-
tions of the VC.
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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The unsteady nonlinear processes occurring in a
charged particle beam with a VC were simulated in
terms of a one-dimensional model of a drift gap with a
decelerating field by the particle-in-cell (PIC) method
[41, 42]. Of course, the assumption of one-dimensional
motion of the electron beam is not valid for all operat-
ing regimes of the experimental electron–wave VC-
based oscillator under consideration. It might be sup-
posed, however, that the main physical mechanisms for
the formation of a VC in a diode gap with a decelerating
field in the one-dimensional case would be qualitatively
similar to those in a more complicated case of two-
dimensional motion of an electron beam with a VC.

Let us briefly outline the scheme for numerical sim-
ulations. In plane geometry, the electron beam is mod-
eled as a system of macroparticles (charged plane
sheets) injected into the interaction space with a con-
stant velocity at equal time intervals. We switch from
the dimensional parameters, namely, the potential ϕ,
the space charge field E, the electron density ρ, the elec-
tron velocity v, the spatial coordinate x, and the time t,
to the following dimensionless variables, which are
marked by a prime:

(4)

where η = e/me, v 0 and ρ0 are the static (unperturbed)
electron beam velocity and electron density, and L is
the length of the drift gap. In what follows, the primes
by the dimensionless variables will be omitted.

For each of the charged sheets (macroparticles), we
solve the dimensionless nonrelativistic equations of
motion

(5)

where xi is the coordinate of the ith sheet and E(xi) is the
space charge field at the point with the coordinate xi.

In order to calculate the strength of the space charge
field and its potential and also the charge density, we
introduce a uniform spatial mesh with a spacing ∆x. In
the quasistatic approximation, the potential of the space
charge field is determined from the one-dimensional
Poisson’s equation

(6)

where α = ωpL/v 0 is the so-called Pierce parameter
[27]. In Eq. (6), the density of the positive ion back-
ground is assumed to be low enough to be ignored in
simulating the oscillatory processes in an electron
beam. The space charge field E is calculated by numer-
ically integrating the values of the potential that have
been obtained from Poisson’s equation.
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Poisson’s equation (6) is supplemented with the
boundary conditions

(7)

where ϕ0 is the accelerating potential (in the dimen-
sionless units used here, it is equal to ϕ0 = 1) and ∆ϕ is
the decelerating potential difference between the grids.

The space charge density is calculated using the PIC
method, i.e., by linearly weighing the contributions of
macroparticles (charged sheets) to its mesh values—a
technique that reduces the noise introduced in compu-
tations by the mesh [42]. In this method, the space
charge density in the jth mesh point, i.e., at the point
with the coordinate xj = j∆x, is expressed as

(8)

Here, xi is the coordinate of the ith macroparticle; N is
the total number of macroparticles; the parameter n0 of
the computational scheme is equal to the number of
macroparticles in a cell in an unperturbed state; and

(9)

is a piecewise-linear form function, which determines
the procedure of weighting the contribution of a macro-
particle on a spatial mesh with the spacing ∆x.

The macroparticles that have reached the exit grid,
as well as those that have been reflected from the VC
and have reached the first (entrance) grid, are absorbed
at the boundaries. This, in fact, corresponds to the red-
itron model of a VC-based oscillator [6, 43]. It should
be noted, however, that the use of the reditron model in
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Fig. 8. Dependence of the modulation depth N of the oscil-
lation spectrum on the residual gas pressure in the diode
gap.
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numerical simulations brings about simplifying
assumptions because, in a model experimental device,
the electrons can repeatedly pass from the accelerating
gap to the deceleration region.

The main parameters of the numerical scheme—the
number NC of points in the spatial mesh and the number
n0 of macroparticles in a cell in an unperturbed state—
were chosen to be NC = 800 and n0 = 24 (which corre-
spond to N = 19 200 macroparticles in the computation
region in an unperturbed state). These values of the
parameters of the numerical scheme were chosen so as
to provide the required accuracy and reliability of cal-
culations aimed at analyzing complicated nonlinear
processes (including deterministic chaos) in the elec-
tron-plasma system under investigation [42, 44]. The
equations of motion were solved by a leap-frog scheme
of second-order accuracy [42], and Poisson’s equation
was integrated by the error-correction method [45].

Figure 9 illustrates the characteristic regimes of
oscillations of the electron beam in the diode gap in the
plane of the parameters α and ∆ϕ, which are, respec-
tively, the Pierce parameter and the decelerating poten-
tial difference between the grids. Let us discuss these
regimes in more detail, by referring to Figs. 9 and 10, if
necessary. Figure 10 presents the oscillation power
spectra P( f ) and the phase portraits (obtained by the
Takens method [46]) of the electric field oscillations
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Fig. 9. Characteristic regimes of the behavior of an electron
beam inside a diode gap with a decelerating field in the
“Pierce parameter–decelerating potential difference” plane:
(C) stochastic oscillations in a beam with a VC, (Q) quasi-
periodic (two-frequency) oscillations of the VC, (P) peri-
odic oscillations of the VC, (S) steady VC, and (T) total
transmission of the electron beam through the diode gap.
The arrow shows the parameter value αcr = 4/3 at which an
unsteady VC forms in a system without a decelerating field,
curve 1 is the boundary at which the steady single-stream
state loses its stability (i.e., an unsteady VC forms), and
curve 2 is the boundary at which a steady VC forms in a
beam that reflects all the beam electrons.
E(x = 0) at the first (entrance) grid of the diode gap for
a Pierce parameter equal to α = 0.9 and for different
values of the decelerating potential difference ∆ϕ.

Domain T in Fig. 9 refers to the regime in which the
electron beam is fully transmitted through the drift gap;
in this case, no VC forms in the electron beam and no
oscillations are excited there. Curve 1 corresponds to
the critical values of the control parameters (the Pierce
parameter α and potential difference ∆ϕ) at which the
system becomes unstable and an unsteady VC, oscillat-
ing in both space and time, arises in the beam. When the
beam is not decelerated (∆ϕ = 0), the critical value of
the Pierce parameter at which an unsteady VC forms in
the system is equal to αcr = 4/3 [29] (in Fig. 9, this crit-
ical value αcr at the abscissa is indicated by the arrow).
As the decelerating potential difference ∆ϕ increases,
the boundary of the region in which an unsteady VC
can appear in the parameter space is displaced toward
smaller values of the Pierce parameter. This makes it
possible, by increasing the decelerating potential at the
second grid of the diode, to achieve microwave genera-
tion by a VC at beam currents lower than those in a sys-
tem without electron deceleration (a “classical” scheme
of a VC-based oscillator [6]).

Curve 2 in Fig. 9 corresponds to the values of the
control parameters at which the oscillations in the sys-
tem are suppressed and a steady VC forms in the beam
that reflects all the electrons that were injected into the
diode gap. This regime, which is denoted by the symbol
S in Fig. 9, corresponds to the strong deceleration of the
electron beam; it can be described analytically in terms
of the steady-state theory of electron beams with an
overcritical current (see, e.g., [47]).

Domains P, Q, and C in Fig. 9 correspond to differ-
ent characteristic oscillation regimes of an electron
beam with a VC. Analyzing the pattern of the regimes,
we can conclude that, as the decelerating potential in
the system increases, an electron beam with a VC
sequentially evolves through different oscillations
regimes. Let us examine these regimes in more detail.

Two domains P correspond to the regimes of regular
oscillations of the VC. In the lower of these two
regions, regular oscillations in a system with a deceler-
ated electron beam occur at low decelerating potentials
of the second grid (i.e., when the beam perveance p
only slightly exceeds the critical value pcr at which a VC
appears in the system). For this regime with a slow
deceleration rate of the electron beam, the parameters
of the electric field oscillations are shown in Fig. 10a.
In the upper region, regular oscillations occur at high
deceleration rates of the electron beam (i.e., in Fig. 9,
they occur near curve 2, corresponding to a transition of
the system to a state with a steady VC). The parameters
of the regular oscillations for this case are shown in
Fig. 10c, which was obtained for a high decelerating
potential difference, ∆ϕ = 0.625, between the grids of
the diode gap. A comparison between Figs. 10a and 10c
leads to the conclusion that, qualitatively, the shape of
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Fig. 10. Oscillation power spectra P( f ) and phase portraits of the electric field oscillations E(t) at the entrance grid of the diode gap
for a Pierce parameter equal to α = 0.9 and for different values of the decelerating potential difference: ∆ϕ = (a) 0.37, (b) 0.47, and
(c) 0.625.
the oscillations, as well as their spectral composition,
differs only slightly between these two regimes. Ana-
lyzing the corresponding phase portraits, however, we
can say that, in the second regime, the oscillations are
more nonlinear (i.e., their cycles are far more compli-
cated in shape) than those at slow electron beam decel-
eration rates.

For a larger decelerating potential difference, ∆ϕ ≈
0.5, the system evolves from the regime of regular
oscillations to the regime of stochastic generation
(Fig. 9, domain C). The parameters of the electric field
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oscillations in the stochastic generation regime at a
potential difference of ∆ϕ = 0.47 are shown in Fig. 10b.
We can see that, in regime C, the oscillation power
spectrum becomes continuous, although highly irregu-
lar. The phase portrait in this case corresponds to a sto-
chastic attractor. The system evolves from the regime of
periodic oscillations to the regime of stochastic micro-
wave generation by the VC through the regime of quasi-
periodic oscillations (Fig. 9, domain Q). The quasi-
periodic oscillation regime is characterized by oscilla-
tions at two incommensurable base frequencies, whose
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image in phase space is a two-dimensional torus.
Accordingly, the system evolves to the stochastic gen-
eration regime in a classical way—through the disrup-
tion of quasi-periodic oscillations (and of the torus in
phase space) [48].

This scenario agrees well with the data of experi-
mental investigations reported in the previous section
of the paper. Thus, as the decelerating potential differ-
ence ∆Vdec between the grids in the model experimental
device was increased, we observed the excitation of
nearly regular oscillations; as the beam deceleration
rate was further increased, the oscillations became
more complicated. At large values of ∆Vdec, we
observed stochastic broadband microwave generation.
Such behavior is qualitatively similar to that observed
experimentally. A good qualitative agreement with
experiment was achieved for slow deceleration rates of
the electron beam—the case in which two-dimensional
effects in the beam are unimportant and a one-dimen-
sional model describes well the unsteady dynamics of
an electron beam with a VC in the model experimental
device.

0
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Fig. 11. Spatiotemporal diagrams of the dynamics of an
electron beam in a diode gap for a Pierce parameter equal to
α = 0.9 and for different values of the decelerating potential
difference: ∆ϕ = (a) 0.37, (b) 0.47, and (c) 0.625.
Note that the numerically calculated dependence of
the oscillation frequency in a beam with a VC on the
decelerating potential is also in good qualitative agree-
ment with that obtained experimentally (see Fig. 4).
Numerical simulations, as well as experimental investi-
gations, show that an increase in the decelerating poten-
tial difference ∆ϕ leads to an increase in the generation
frequency, proportional to the plasma frequency of the
beam electrons, which, in turn, increases with ∆ϕ0 (i.e.,
with the beam perveance).

Let us now consider the cause of such a complicated
dynamics of an electron beam with an overcritical per-
veance in a diode gap with a decelerating field. To do
this, we analyze the physical processes occurring in an
electron beam with a VC in a decelerating field by
examining the spatiotemporal diagrams of the electron
beam and also by reconstructing the electron velocity
distribution functions for the regimes of regular and of
stochastic oscillations of the VC.

Figure 11 shows the spatiotemporal diagrams of the
beam electrons in the dimensionless coordinates (t, x)
for the same values of the control parameters α and ϕ0
as in Fig. 10. Recall that, in this section, we are working
in the reditron model, in which the effect of the elec-
trons reflected from the VC on the beam in the region
ahead of the first grid, as well as the possibility that the
beam electrons can repeatedly pass from the accelerat-
ing gap to the deceleration region, is ignored. Since the
influence of the reflected electrons on the injected beam
in the region ahead of the first (entrance) grid is
ignored, the reditron model cannot describe some
effects that may occur in the interaction of the reflected
electrons with the injected ones, in particular, the pos-
sible additional velocity modulation of the injected
electron beam. In Fig. 11, the coordinate x = 0 corre-
sponds to the first grid of the diode gap and the coordi-
nate x = 1 shows the position of the second grid. Each
curve in the diagrams presents the trajectory of a
charged macroparticle used in numerical simulations.
The diagrams show the trajectories of only some mac-
roparticles that were injected into the interaction space
with the same velocity at equal time intervals. The con-
centration of the trajectories of the charged macroparti-
cles corresponds to the compression—the onset of an
electron structure (bunch)—in the electron beam.

An analysis of the spatiotemporal diagrams of
charged macroparticles in a beam with an overcritical
perveance shows that the electron velocity in the diode
gap becomes lower (the slope angle of the trajectories
of charged macroparticles decreases) and, at a certain
spatial point in the interaction space, the electrons stop
moving and turn back, so the beam passes over to a
two-stream state. The turning point of the electrons can
be regarded as the coordinate xVC of the VC. The figures
show that, during the characteristic period of oscilla-
tions, the plane from which the electrons are reflected
and, consequently, the position of the VC are displaced
toward the injection plane. In other words, the potential
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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barrier becomes high enough to reflect the electrons in
a region far from the injection plane and then moves
toward this plane, thereby oscillating within the diode
gap in both time and space.

In the regime of regular oscillations at a slow beam
deceleration rate (see Fig. 11a), the trajectories of the
charged macroparticles in the diode gap are seen to be
concentrated only in the VC region. This indicates that,
in the regime of regular oscillations, only one compact
dense electron bunch (structure)—a VC—forms in the
system. The space charge density within the VC region
is substantially higher than that in the remaining region
of the interaction space. When the space charge density
in the VC region becomes higher than a certain critical
value, the charge is ejected from the interaction space
back toward the injection plane and the space charge
density in the interaction space decreases rapidly; as a
result, the depth of the decelerating potential well (the
VC) decreases, so the VC opens the door for the elec-
trons, which thus easily overcome the potential barrier.
The transit electrons that appear in the system are accu-
mulated in the spatial region between the grids; as a
consequence, the space charge in this region becomes
higher and the depth of the potential well increases, giv-
ing rise to a VC, which begins to reflect electrons.
Thereby, the process repeats itself periodically. Fig-
ure 11a shows three characteristic time periods of oscil-
lations of the VC.

The conclusion that only one spatiotemporal struc-
ture forms in an electron beam with a VC at slow beam
deceleration rates is confirmed by Fig. 12, which dis-
plays the velocity distribution functions f(v ) of charged
macroparticles in the regime of regular oscillations, or
more precisely, the electron velocity distribution func-
tions of the electrons at the exit from the second grid
(i.e., those that have passed through the VC) and the
electrons at the exit from the first grid (i.e., those that
have been reflected from the VC). We see from Fig. 12a
that the electron velocity distribution function at the
exit from the second grid in the regime of regular oscil-
lations has only one maximum. This agrees well with
the experimentally obtained single-peaked electron
velocity distribution at the exit from the second grid
held at a low decelerating potential at which oscilla-
tions are generated predominantly at a single frequency
(cf. Fig. 6, the case ∆Vdec/V0 = 0.1). The velocity distri-
bution function of the electrons reflected from the VC
is more complicated in shape: in the case at hand, it has
three pronounced peaks.

In the regime of stochastic oscillations (Fig. 9,
domain C), the internal dynamics of an electron beam
in a diode gap with a decelerating field is more compli-
cated than in the previous case. Let us analyze the sto-
chastic generation regime by referring to the spatiotem-
poral diagram of the electron beam (see Fig. 11b) and
to the electron velocity distribution functions at the exit
from the system (see Fig. 12).
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From the spatiotemporal diagram we see that, dur-
ing one characteristic period of oscillations in the sys-
tem, two electron structures, or equivalently two VCs,
form in a beam. In the diagram in Fig. 11b, they corre-
spond to two regions of concentration of electron tra-
jectories and are denoted by A and B. It is clearly seen
that each of the electron structures reflects some elec-
trons. The electron structures (VCs) are strongly cou-
pled to one another by the electrons reflected from
them. The electrons reflected from one of the structures
(e.g., structure A in Fig. 11b) affect the potential distri-
bution in the injection region (i.e., in the region of the
first grid) and, therefore, bring additional changes in the
velocities of the electrons that enter into the interaction
space and form the second structure (structure B). In
turn, the electrons reflected from the secondary struc-
ture change the “starting” conditions for the formation
of the first VC in the next period of oscillations.

Such a complicated internal dynamics of the beam
can be interpreted as being due to the onset of a distrib-
uted feedback in a VC-based system with an overcriti-
cal current, with the result that the system begins to
generate stochastic microwave radiation (analogous
results can be found in [16, 19, 20, 26]).

The complex internal dynamics of an electron beam,
as well as the formation of several electron structures
and the interaction between them, is also confirmed by
the shapes of the velocity distribution functions of
charged macroparticles in the case of a fast electron
deceleration rate (see Fig. 12). In this case, the velocity
distributions are more complicated in shape than those
in the case of regular dynamics of an electron beam
with a VC. This indicates that an electron beam in a
diode gap with a decelerating field is rapidly thermal-
ized due to the strong interaction between several elec-
tron structures near the entrance grid of the diode and,
accordingly, that the nonlinear unsteady processes in
the system become far more complicated [13, 49].

Note also that, in the regime of stochastic oscilla-
tions, some charged macroparticles in the system
remain within the interaction space during several
oscillation periods (in Fig. 11b, the trajectory of one
such “long-lived” particles is denoted by C). Since the
characteristic transit times of these particles exceed the
period of oscillations of the VC, they may be thought to
be responsible for the onset of the low-frequency com-
ponents in the spectra of the generated oscillations
when the decelerating potential of the second grid in a
system with a VC is increased.

At a very large decelerating potential difference ∆ϕ,
the beam dynamics again is regular. The corresponding
spatiotemporal diagram of an electron beam with a VC
for this case is shown in Fig. 11c. We see from this dia-
gram that the amplitude of the spatial oscillations of the
VC is small and the reflected electrons are weakly mod-
ulated in velocity; as a result, at a very fast electron
deceleration rate, the stochastic dynamics is sup-
pressed. As the potential difference ∆ϕ increases fur-
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Fig. 12. Velocity distribution functions (a) of the electrons at the exit from the second grid (i.e., those that have passed through the
VC) and (b) of the electrons at the exit from the first grid (i.e., those that have been reflected from the VC) for a Pierce parameter
equal to α = 0.9 and for ∆ϕ = 0.37 and 0.47.
ther, the amplitude of the oscillations of the VC rapidly
decreases and the system evolves into regime C (see
Fig. 9), in which the VC is steady and reflects all of the
beam electrons back toward the injection plane.

5. DISCUSSION OF THE THEORETICAL
AND EXPERIMENTAL RESULTS

Hence, our experimental investigations show that
the broadband noisy oscillations observed in the drift
gap with a decelerating potential are generated by a VC
that forms in a nonrelativistic electron beam in a decel-
erating field. Numerical simulations show that the sto-
chastic oscillations are of a dynamic nature and are
governed by the processes of the formation of electron
structures in a beam with an overcritical perveance and
of the interaction between them. The broadening of the
oscillation spectrum with increasing beam deceleration
rate is attributed to the onset of secondary electron
structures after the formation of the main electron
structure—the VC. The secondary structures are
grouped bunches of the electrons that have passed
through the unsteady VC region and, correspondingly,
have been modulated at a frequency close to the plasma
frequency of the beam in the drift gap with a decelerat-
ing field. The appearance of the low-frequency compo-
nents in the spectra of oscillations generated by a beam
with an overcritical perveance can be associated with
the dynamics of the electrons that remain within the
interaction space during several periods of oscillations
of the VC.

At a qualitative level, the results of one-dimensional
numerical simulations confirm the experimental data
fairly well. However, a comparison with experiment
shows that the one-dimensional theory is only capable
of describing regular oscillation regimes at a slow beam
deceleration rate and some characteristic features of the
evolution of the system into the stochastic generation
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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regime with increasing decelerating potential. In partic-
ular, the one-dimensional theory does not provide an
analytic description of the experimentally revealed
effect—the change in the spectral composition of oscil-
lations in a beam with a VC when the decelerating
potential of the second grid is increased (see Fig. 3).
According to [8, 37], the experimentally revealed char-
acteristic features of the change in the spectral compo-
sition of oscillations in different cross sections of the
beam with increasing decelerating potential are
explained as being due to the complicated radial struc-
ture of a VC, which has the shape of a cup in the radial
direction and is convex toward the injection plane. This
allows us to conclude that, in order to analyze and
describe the dynamics of an electron beam with a VC in
a strong decelerating field (corresponding to the exper-
imentally observed regimes of developed stochastic
oscillations), it is necessary to take into account two-
dimensional effects, which can be described only in
terms of a two-dimensional numerical model. Such
two-dimensional numerical analysis seems to be very
important and it will be the subject of our further theo-
retical studies of electron–wave devices in which sto-
chastic oscillations are generated by a VC that forms in
an electron beam with an overcritical perveance.

It is also necessary to point out the following impor-
tant effect, which was revealed by analyzing a numeri-
cal model of a diode gap with an additional deceleration
of an electron beam with a VC. In [29], it was shown
that, when a monoenergetic electron beam with an
overcritical current (i.e., with an overcritical value of
the Pierce parameter, α > αcr = 4/3 [39]) is injected into
a diode gap with a zero decelerating potential, it excites
only regular (periodic) oscillations, no matter how
much the Pierce parameter is above its critical value.
With an additional nonzero decelerating potential, the
dynamics of an electron beam in the diode gap becomes
far more complicated: the system can even pass into the
regimes of developed stochastic generation. This indi-
cates that applying a decelerating potential to the sec-
ond grid of the diode makes the regime of stochastic
oscillations of the VC easier to achieve—an important
point for the practical development of VC-based oscil-
lators of stochastic microwave radiation. In our opin-
ion, the complications of the beam dynamics in a sys-
tem with a decelerating field can be attributed to the fact
that the coupling between the structures forming in an
electron beam with an overcritical current (perveance)
becomes stronger because of the additional electron
deceleration and, accordingly, because of an increas-
ingly large number of electrons that are reflected from
the secondary electron structure (the secondary VC)
and return to the injection plane, thereby ensuring addi-
tional distributed feedback in the beam. On the other
hand, it should be noted that our numerical simulations
were carried out based on the reditron model, in which
the effect of the electrons reflected from the VC on the
beam in the region ahead of the first grid, as well as the
possibility that the beam electrons can repeatedly pass
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from the gap between the electron gun and the first
(entrance) grid to the deceleration region, was ignored.
In Section 4, it was already mentioned that, in the red-
itron model, no account is taken of the effect that is
exerted upon the injected beam by the reflected elec-
trons and that may lead, e.g., to an additional velocity
modulation of the injected electron beam. These factors
will be the subject of our further investigations; taking
them into account may be very important for achieving
a better agreement between the simulation results and
the experimental data (this concerns, first of all, such
parameters of the spectral composition of the stochastic
oscillations as the frequency bandwidth of the spectrum
and its modulation depth) in the case of low decelerat-
ing potentials at the second grid and of strong guiding
magnetic fields (when two-dimensional effects are
insignificant).

Note in conclusion that the mechanism for generat-
ing broadband noisy oscillations that has been consid-
ered here both experimentally and theoretically can be
used to create controlled microwave oscillators of high-
and moderate-power broadband signals.
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Abstract—The mechanism responsible for the previously discovered phenomenon of acceleration of an ion
flow along the normal to the axis of a beam–plasma discharge in a weak magnetic field is investigated. It is sug-
gested that the ions are accelerated in the field of a helicon wave excited in the discharge plasma column. It is
shown theoretically that, under actual experimental conditions, a helicon wave can be excited at the expense of
the energy of an electron beam. The spectral parameters and spatial structure of the waves excited in a beam–
plasma discharge in the frequency ranges of Langmuir and helicon waves are studied experimentally and are
shown to be related to the parameters of the ion flow. Theoretical estimates are found to agree well with the
experimental results. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In [1, 2], the experimentally discovered effect was
described of acceleration of the ions that escape from a
beam–plasma discharge in a weak magnetic field (Ωe <
ωLe, where Ωe is the electron gyrofrequency and ωLe is
the electron Langmuir frequency) in a direction normal
to the discharge axis. The ion energy was found to be
certainly greater than the energy the ion can acquire in
the electrostatic field between the plasma column and
the wall of the discharge chamber. Hence, the question
naturally arises of what might be the mechanism
responsible for this ion acceleration.

High-frequency oscillations at frequencies close to
the electron Langmuir frequency have no effect on the
acceleration process: they cannot trap and accelerate
ions because their velocities are incommensurate with
the ion velocities. The maximum energy to which an
ion can be accelerated by the ponderomotive force of
high-frequency oscillations is equal to
(mu2/2)(nb/np)1/3m/M (where m and M are the electron
and ion masses, respectively; u is the electron beam
velocity; and nb and np are the electron beam density
and plasma density). In experiments, this energy is on
the order of 10–2 eV. It is thus clear that this mechanism
cannot ensure ion acceleration to the experimentally
observed energies.

It can be suggested that, in a weakly magnetized
plasma, the acceleration mechanism in question is asso-
ciated with the Cherenkov excitation of two branches of
quasistatic (almost potential) oscillations by an electron
beam, namely, a high-frequency (ω ≈ ωLe) Langmuir
mode and a so-called Trivelpiece–Gould (TG) mode,
i.e., a bulk-mode low-frequency (ω < Ωe) E-wave of the
1063-780X/05/3111- $26.00 0953
plasma waveguide. In this case, in spite of its fast
growth rate, the generated short-wavelength (λz ≤ 1 cm)
high-frequency mode does not prevent the excitation of
a long-wavelength (λz ≥ 10 cm) TG mode. The long-
wavelength TG mode in a weakly magnetized plasma,
in turn, can excite another mode, namely, a so-called
helicon (or a helical wave), whose phase velocity has a
transverse component much less than the beam velocity
(and even the electron thermal velocity). It is this latter
mode that is responsible for the ion acceleration
observed in [1, 2].

2. THEORY

Here, we develop an analytic theory of the excita-
tion of low-frequency oscillations in a weakly magne-
tized plasma by a nonrelativistic electron beam. The
theoretical results presented below make it possible to
qualitatively estimate whether the mechanism proposed
can operate under the experimental conditions of [2].

The simultaneous excitation of both modes of the
low-frequency waves by an electron beam is very diffi-
cult to calculate analytically. This is why we assume
that the modes are coupled weakly enough so that the
processes of their excitation can be analyzed separately.
The conditions under which this approach can be used
to study the excitation of two low-frequency oscillation
modes in a weakly magnetized plasma are [3]
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Here, k ≈ , where L0 and R are the length

of the discharge plasma column and its radius and n and
µls are the longitudinal and transverse wavenumbers of

a wave with the frequency ω and kz = . It is under

conditions (1) that the TG mode and helicon are weakly
coupled to one another. When conditions (1) are not sat-
isfied, the axisymmetric TG and helicon modes in
cylindrical geometry should be described by the fol-
lowing strongly coupled equations:

(2)

Here,

(3)

and the elements ε⊥ , g, and ε|| of the plasma dielectric
tensor

(4)

are given by the expressions

(5)

where ωb =  is the Langmuir frequency of a

beam of density nb and νe is the effective collision fre-
quency between the electrons and heavy particles.

Equations (2) and formulas (4) and (5) are obtained
under the general restrictions
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where k⊥  ~  and VTe =  is the thermal velocity of

the plasma electrons.

Under conditions (1), Eqs. (2) can be solved by the
method of successive approximations; specifically, the
field Ez of the TG mode (in the saturation stage of the
beam–plasma instability) can be determined from the
first of Eqs. (2) and then, in the second of the equations,
this field can be treated as a source of the field Bz of the
helicon.

Hence, a simplified set of equations of the analytic
model developed here has the form

(7)

This set of equations will be solved below.

The first of Eqs. (7) contains the source term, which
describes the excitation of waves by an electron beam.
The beam excites a TG mode in which

(8)

The solution to the first of Eqs. (7) can be sought in
the form

(9)

where  = k⊥  and the quantity µ describes the radial

profile of the wave field. Substituting expression (9)
into the first of Eqs. (7) yields the dispersion relation

(10)

For a low-density beam (nb ! np), this dispersion rela-
tion gives the frequency ω of the TG mode and the com-
plex correction δ to this frequency,

(11)

These expressions show, in particular, that the mode
in question can be excited only under the resonance
condition
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Taking into account relationship (8) and expres-
sions (11), we obtain the following condition for the
field components of the TG mode:

(13)
Ez0

Er0
-------

ω
Ωe

------  ! 1.=

1

2

3

4 5

Fig. 1. Scheme for detecting oscillations in a discharge
plasma column: (1) sweep generator, (2) dipole probe,
(3) spectrum analyzer, (4) interface plate, and (5) PC.
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Let us now estimate the TG mode amplitude that is
established as a result of the onset of instability. This
amplitude is found from the condition for the beam
electrons to be trapped by the wave potential [4],

(14)

For a beam with an energy of ≈1 keV and a density

of nb ~ 108 cm–3 (such that we have  ~ 10–3 and  ≈

0.2), expression (14) yields the estimates Er0 ≈ 10 V/cm
and Ez0 ≈ 2–3 V/cm (Eϕ0 ≈ 0).

According to the second of Eqs. (7), the beam-
excited quasi-longitudinal TG mode is a source of the
helicon field. Inserting representation (9) into the sec-
ond of Eqs. (7), we obtain

(15)
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Fig. 2. Total spectrum of the field component Ez recorded by a probe in the discharge plasma column at different distances L from
the electron collector. The experimental parameters were as follows: the beam accelerating voltage was Ub = 2 kV, the beam current
was Ib = 150 mA, the magnetic field was H = 38 Oe, and the pressure in the discharge chamber was p = 0.3 mtorr.



956 ISAEV et al.
0 50

S, arb. units

f, MHz

50

–4

Ez, arb. units

R, cm
100 150 200

fce
102

103
L = 20 cm

L = 7 cm

(a) (b)
1

2

3

4

–2 0 2 4

1

2

3

4

2

100

150

200

250

Fig. 3. (a) Spectrum of oscillations generated in the low-frequency range and (b) radial profiles of the field intensity at different
frequencies (denoted by the arrows in plot (a)).
where

(16)

Along with , a helicon has nonzero field compo-

nents  and :

(17)

From formula (15) we see that, under the resonance
condition

(18)

and when collisional dissipation is ignored, the helicon

field components , , and  increase without
bound even when the longitudinal fields are very weak.
Unfortunately, resonance condition (18) and beam
instability condition (12) cannot be satisfied simulta-
neously. This, however, is not because of physical rea-
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sons but is the result of using conditions (1), with which
it was possible to construct a simple analytic theory.
(Note that numerical simulations are free of this con-
straint.) In the case under consideration, the first term in
the denominator in expression (16) is much larger than
the second term (the resonance conditions is not satis-

fied). Even in this case, however, estimates yield  ~

1 G and show that the field components  and  are
comparable in strength to the corresponding field com-
ponents of the TG mode. Finally, a very important point
is that the phase velocity of the helicon satisfies the
condition

This indicates that the velocity of the excited wave is
sufficiently high (in comparison to the ion thermal
velocity), which ensures ion acceleration to superther-
mal energies. The density of the ions accelerated by this
mechanism is determined by the helicon field ampli-
tude. According to a very rough estimate based on Pois-
son’s equation,

4enacc ~ /R, (19)

it may be as high as nacc ~ (1–3) × 106 cm–3.
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Fig. 4. Spectra of the field component Er in the (a) high- and (b) low-frequency ranges and longitudinal profiles of the individual
components of the spectrum in the (c) high- and (d) low-frequency ranges. The experimental parameters are the same as in Figs. 2
and 3, except for the beam current, which is equal to Ib = 350 mA.
3. EXPERIMENTAL TECHNIQUE

In order to check the hypothesis that was proposed
above to explain the mechanism whereby the ions are
accelerated, we carried out a series of experimental
investigations of the spectra and spatial structure of the
waves generated in a beam–plasma discharge in the
helicon frequency range.

The experimental scheme was described in [2]. The
main difference of the experiments reported here from
those performed in [2] is that, in place of a single Lang-
muir probe, we used a double floating probe (Fig. 1).
The double probe had the form of a symmetric dipole
7 mm in length and 0.2 mm in diameter. The probe was
loaded with a transformer through a 12-cm-long two-
wire line. A TC-4WT transformer (manufactured by the
Mini-Circuits Company) with a bandwidth of 3–
800 MHz and a resistance conversion factor of 4 sym-
metrized the probe load, decoupled the probe from the
chamber wall, and converted the wave impedance of
the coaxial line of the measuring circuit (50 Ω) into the
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
impedance of the probe load (200 Ω) in order to mini-
mize plasma perturbations caused by the probe current.
The coaxial cable and the transformer output (through
a hermetically sealed connector in the discharge cham-
ber wall) were connected to the input of a C4-60 spec-
trum analyzer.

The voltage Uin at the entrance to the spectrum ana-

lyzer is related to the electric field  in the probe region
(this field is assumed to be uniform along the probe) by
the relationship

(20)

where Zt1 = 200 Ω is the input impedance of the trans-
former, Zt2 = 50 Ω is its output impedance, l is the probe
length, and Zp is the equivalent impedance of the probe.

E
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Fig. 5. The same as in Fig. 4, but for H = 23 Oe, p = 0.3 torr, Ub = 1.3 kV, and Ib = 160 mA.
The impedance of the probe at low frequencies (ω <
ωLi) can be determined from the static probe character-
istic,

,

where Up is the potential of the floating probe. In the
frequency range of interest to us, however, the probe
characteristic and, accordingly, the probe impedance
are certainly nonstatic. This is why we estimated the
probe impedance Zp( f ) by calibration, namely, by com-
paring the currents of the transformer loaded with the
probe in situations in which resistors with known resis-
tances were connected to the probe and in which the
probe was immersed in the plasma, a known voltage
from an X1-42 sweep generator being applied to the
secondary winding of the transformer. Our measure-
ments yielded Zp = 1–2 kΩ, depending on the plasma
density.

The spectra of oscillations were measured in two
frequency ranges, 300–1000 MHz and 5–200 MHz.
The first range corresponds to the excitation of Lang-
muir waves (ω ~ ωLe), and the second is the frequency

Z p dI p/dU U U p=( ) 1–
=

range of the TG mode and helicon waves (ω < Ωe). The
spectra were recorded at different positions of the
probe, which could be moved along and across the
plasma column. When moving the probe along the
radius, we monitored the extent to which it perturbed
the system. The perturbation was identified by a change
in the level and spectrum of the signal measured by an
immovable probe placed at the periphery of the plasma
column. From the measured spectra, we plotted longi-
tudinal and transverse profiles of the signal intensity at
fixed frequencies (the frequencies of the spectral
peaks).

4. EXPERIMENTAL RESULTS

Figure 2 shows the characteristic oscillation spectra
recorded by the probe oriented along the system axis
over the entire frequency range from 0 to fp ( fp =
ωLe/2π, fc = Ωe/2π). Figure 3a gives an enlarged frag-
ment of the spectrum in the frequency range f < fc. From
Fig. 2 we can see that oscillations in the plasma column
are indeed excited in two frequency ranges. The oscil-
lations in the range f ≤ fp are more intense; their spec-
trum contains one peak or they have a multipeak spec-
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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along the chamber axis for the same experimental parame-
ters as in Fig. 4. The dashed curve shows the longitudinal
profile of the amplitude of the field component Er in the
peak of the spectrum.
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trum. The intensity of broadband oscillations in the
range f < fc is two to three orders of magnitude lower. In
this frequency range, the spectrum has several peaks,
each with a width of about 5 MHz, and, as a rule, con-
tains a continuous component, decreasing toward
higher frequencies.

The radial profile of the field component Ez (see
Fig. 3b) in the high-frequency range has a shape char-
acteristic of the fundamental mode of bulk waves,
Ez = E0J0(k⊥ r). In the low-frequency range, the radial
field profiles are different at different frequencies. The
shapes of the profiles measured at frequencies corre-
sponding to the spectral peaks in the range f < 30 MHz
are characteristic of the fundamental mode of bulk
waves. The radial profiles in the frequency range 30 <
f < 100 MHz correspond to bulk waves (in particular,
axially asymmetric modes); they have two to three
peaks, reflecting the presence of high spatial modes.
The profiles at frequencies above the electron cyclotron
frequency correspond to surface waves.

We also tried to measure the radial profiles of the
electric field component Er by the same probe. The
length of the radially oriented dipole, however, was
comparable to the radial scale of the field nonunifor-
mity, so that the probe could not be considered point-
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Fig. 7. Low-frequency oscillation spectra and the corresponding energy distribution functions of the ion flow. The upper and lower
panels present the measurement results for H = 38 and 23 Oe, respectively, the pressure being p = 0.5 mtorr.
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like. Nevertheless, the radial profiles so estimated
clearly show spatial oscillations in the signal intensity,
which provide qualitative evidence for the presence of
bulk-mode waves with different numbers of peaks
(from one for the fundamental mode to three for high
spatial modes).

Together with the spectra recorded at different posi-
tions of the probe along the interaction region, Figs. 4
and 5 also show the longitudinal profiles of the field
intensity at characteristic frequencies. From these fig-
ures we can see that, at a low plasma density and rela-
tively high beam velocity (the two parameters that gov-
ern the characteristic scale length—the length of the
wave amplified at the Langmuir frequency), the field
intensity at frequencies f ~ fp increases from the elec-
tron gun toward the electron collector. This increase is
nonmonotonic and is accompanied by pronounced
oscillations. As the beam velocity decreases and/or the
plasma density increases, the region of the maximum
field intensity at these frequencies is displaced toward
the gun; from this region toward the collector, the field
decreases. At frequencies f < fc, the field intensity is, as
a rule, seen to increase in the region where rf oscilla-
tions are saturated.

Measurements carried out with an ion energy ana-
lyzer that was oriented perpendicular to the chamber
axis and was moved along the chamber near its wall
showed that the ion flow is most intense and hottest in
the region where the electric field in both frequency
ranges is maximum (see Fig. 6). The fact that the longi-
tudinal profiles of |Er | and Isum essentially coincide con-
firms the validity of estimate (19) and thus offers evi-
dence in support of the ion acceleration mechanism
proposed here.

The maximum radial field strength estimated from
formula (19) with allowance for the probe impedance
measured in the same regime was found to be about
10 V/cm (in the region where the energy of the acceler-
ated ions was the highest).

Finally, the relation between the ion acceleration
and the excitation of helicon waves is clearly (although
only qualitatively) illustrated by Fig. 7, from which we
can see that the accelerated ions cease to be generated
concurrently with the breakdown of generation of an
intense wave in the frequency range f < fc.
5. CONCLUSIONS
In the present paper, we have proposed a possible

mechanism for ion acceleration in a direction normal to
the axis of a beam–plasma discharge in a weak longitu-
dinal magnetic field. Our experimental studies con-
firmed the relation between the observed ion accelera-
tion and the generation of a helicon wave. In order to
additionally check the hypothesis proposed here, it is
desirable to experimentally analyze the dispersion of
the excited low-frequency waves and also examine the
effect of the intensity and spectrum of these waves on
the parameters of the ion flow (e.g., by exciting a heli-
con wave in a discharge by some external means).
These investigations are planned to be done in subse-
quent study.

It should be noted that the possibility of the excita-
tion of a helicon wave in the interaction of an electron
beam with a plasma was considered under the assump-
tion that the motion of the beam electrons is purely lon-
gitudinal. Taking into account their transverse motion
may help to reveal new additional mechanisms for the
generation of low-frequency modes of a plasma
waveguide.
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Abstract—A study is made of the structure of an accelerating layer with a closed Hall current and the geometry
of an ion beam in an external magnetic field created by an arbitrary axisymmetric system of ring currents under
conditions such that the Hall current can be ignored. It is shown that the ion trajectories are perpendicular to
the magnetron cutoff surface for electrons and that the cathode plasma boundary coincides with a magnetic field
line. A magnetic field configuration is found in which the cutoff surface is a plane surface perpendicular to the
axis of the system. It is shown that, for a small ratio of the gyroradius of the electrons (in terms of the maximum
energy acquired by them in the layer) to the characteristic size of the structure, such a configuration provides
sufficient means to ensure the formation of slightly converging ion beams or those that are essentially parallel
to the system axis. © 2005 Pleiades Publishing, Inc.
1. It is known [1–3] that, under certain conditions, a
quasineutral plasma flow is reflected from a transverse
magnetic field. This occurs when the plasma momen-
tum flux density Mnv 2 (where M is the mass of an ion,
n is the ion density, and v  is the ion flow velocity) is low
in comparison to the magnetic pressure H2/8π. In fact,
in the boundary layer between the plasma flow and the
magnetic field, a potential difference is established that
is determined by the ion kinetic energy. The electric
field decelerates the ions over a distance on the order of
the electron gyroradius calculated in terms of the max-
imum energy the electrons can acquire in the layer.
Since the equations of motion of the particles are invari-
ant under the operation of time reversal, the problem of
the structure of such boundary layers is equivalent to
that of the acceleration of the ions that originate with a
zero velocity at the surface where the decelerated
plasma flow comes to a complete stop (the magnetron
cutoff surface for electrons). This is why problems of
the reflection of a plasma flow from a magnetic field [1–
3] played an important role in the development of
plasma physics, in particular, the theory of Hall-current
plasma accelerators [4–8].

For Mnv 2 ! H2/8π, the magnetic field in the bound-
ary layer varies insignificantly (the Hall current is low).
In this case, the motion of the particles can be analyzed
without involving the equation for the magnetic field,
—× H = 4πj/c. In my recent paper [9], this approxima-
tion was used to investigate the structure of an acceler-
ating layer and the geometry of an ion beam in an exter-
nal magnetic field with nonzero radial (Hr ~ 1/r) and
longitudinal (Hz = const) components. In the present
paper, the results obtained in [9] are generalized to the
case of an external magnetic field created by an arbi-
1063-780X/05/3111- $26.000961
trary system of axisymmetric ring currents. It is clear
that these currents ought to be sufficiently high. Indeed,
since the thickness of the accelerating layer is on the
order of the gyroradius of the electrons in terms of their

total energy, ρe(ϕ0) =  (where e and
m are the charge and mass of an electron, ϕ0 is the
accelerating voltage, and H0 is the characteristic mag-
netic field strength), the condition for the layer thick-
ness to be small in comparison to the characteristic size
of the system, ρe(ϕ0) ! R0, yields

or

(where J0 = cR0H0/4 is the characteristic magnitude of
the external current), i.e.,

.

Here, the current and potential are expressed in
amperes and volts, respectively.

2. As in [9], we consider an analogue of the Chap-
man–Ferraro problem, namely, the problem of a cylin-
drical ion beam in the magnetic field of an arbitrary axi-
symmetric system of ring currents. In this case, the vec-
tor potential of the magnetic field in cylindrical
coordinates (r, φ, z) has only an axial component,

mc 2eϕ0/m/ eH0( )

H0 @ 
mc
eR0
---------

2eϕ0

m
------------,

J0 @ 
mc

4ϕ0

8e
---------------

J0 @ 8.4 ϕ0

Ar Az 0, Aφ Aφ r z,( ).= = =
 © 2005 Pleiades Publishing, Inc.
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We again assume that the ions originate exclusively at
the magnetron cutoff surface for electrons and that the
electrons and ions move in nested cylindrical surfaces
of radii r(z) and have the same radial and longitudinal
velocities. We also assume that, at the cutoff point (i.e.,
at r = r0 and z = z0), the following conditions are satis-
fied:

(1)

where the superior dot denotes differentiation over
time. Hence, by analogy with [9], we are interested in a
class of solutions for which re(t) = ri(t) ≡ r(t) and ze(t) =
zi(t) ≡ z(t).

Let us consider one of the nested surfaces, and let
the coordinates r = rc and z = zc correspond to the cath-
ode plasma boundary. The equations of motion for the
electrons have the form

(2‡)

(2b)

(2c)

Since the magnetic field has essentially no impact on
the heavy ions, the equations of ion motion can be writ-
ten as

(3‡)

(3b)

Because of the smallness of the ratio m/M, we can
ignore the terms with  and  in Eqs. (2a) and (2c).
From Eq. (2b) we readily obtain

Since the time derivative of the axial coordinate at the

cathode plasma boundary z = zc vanishes,  = 0, we
have

For the electric field components, we then obtain the
expressions

ṙ r0 z0,( ) 0, ż r0 z0,( ) 0,= =

ṙ̇ rφ̇2
–

eEr

m
--------–

e
mc
-------φ̇

∂ rAφ( )
∂r

----------------,–=

rφ̇̇ 2ṙφ̇+
e

mc
------- ż

∂Aφ

∂z
--------- e

mc
------- ṙ

r
--
∂ rAφ( )

∂r
----------------,+=

ż̇
eEz

m
--------–

e
mc
-------rφ̇

∂Aφ

∂z
---------.+=

ṙ̇
e
M
-----Er,=

ż̇
e
M
-----Ez.=

ṙ̇ ż̇

r
2φ̇ e

mc
-------rAφ– const.=

φ̇

φ̇ e

mc
------- 1

r
2

---- rAφ r z,( ) rcAφ rc zc,( )–[ ] .=

Er
e

mc
2

---------1

r
--- 1

r
--- rAφ r z,( ) rcAφ rc zc,( )–[ ] 2





=

– rAφ r z,( ) rcAφ rc zc,( )–[ ] ∂
∂r
----- rAφ( )





,

Hence, the sought-for surface r(z) is described para-
metrically by the set of equations

(4‡)

(4b)

where we have introduced the dimensionless variables

with A0 = H0R0 being the characteristic value of the vec-
tor potential. In accordance with conditions (1), the
boundary conditions for Eqs. (4) have the form

(5)

The set of Eqs. (4) has the first integral

where

(6)

is the dimensionless electric field potential.

We are now to find an equation for the cutoff surface
ρ0(ζ0). Since the potential at this surface has the form

we obtain

Ez
e

mc
2

---------1

r
--- rAφ r z,( ) rcAφ rc zc,( )–[ ]

∂Aφ

∂z
---------.–=

d
2ρ

dτ2
--------

1

ρ2
----- 1

ρ
--- ρA ρ ζ,( ) ρcA ρc ζ c,( )–[ ] 2





=

– ρA ρ ζ,( ) ρcA ρc ζ c,( )–[ ] ∂
∂ρ
------ ρA( )





,

d
2ζ

dτ2
--------

1
ρ
--- ρA ρ ζ,( ) ρcA ρc ζ c,( )–[ ] ∂A

∂ζ
------,–=

ρ r
R0
-----, ζ z

R0
-----, τ t

T
---, T

M
m
-----

mcR0

eA0
------------- 

  ,= = = =

A
Aφ

A0
------,=

ρ 0( ) ρ0, ζ 0( ) ζ0, dρ
dτ
------

τ 0=

0,= = =

dζ
dτ
------

τ 0=

0.=

dρ
dτ
------ 

 
2 dζ

dτ
------ 

 
2

2ψ ρ ζ,( )+ + 2ψ ρ0 ζ0,( ),=

ψ ρ ζ,( ) 1

2ρ2
-------- ρA ρ ζ,( ) ρcA ρc ζ c,( )–[ ] 2

=

ψ ζ0( ) ψ ρ0 ζ0( ) ζ0,( ),=

dψ
dζ0
-------- ∂ψ

∂ρ
-------

ρ0 ζ0,

dρ0

dζ0
-------- ∂ψ

∂ζ
-------

ρ0 ζ0,
.+=
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On the other hand, expression (6) yields the relation-
ships

Therefore, if the potential distribution over the cutoff
surface, ψ(ζ0), is prescribed, this surface satisfies the
equation

where

is the dimensionless ion velocity at the cathode bound-
ary of the layer. For definiteness, we set

(7)

and, as a result, obtain

(8)

The equation for the equipotential cutoff surface,
u0(ζ0) = u0 = const, has the form

(9)

Using this equation and also relationship (6), which,
for the equipotential cutoff surface, has the form

we arrive at the equation for the cathode plasma bound-
ary,

(10)

From this equation we see that, when the cutoff surface
is equipotential, the plasma boundary always coincides
with a magnetic field line.

In the context of the above results, the particular
case of a vector potential of the form

was considered in [9]. Here, h = Hz/H0, with Hz = const
being a constant longitudinal magnetic field.

The tangent of the angle of inclination of the ion tra-
jectories at the cutoff surface to the z axis is equal to

∂ψ
∂ρ
-------

1
ρ
--- 2ψ ρ ζ,( ) 2ψ ρ ζ,( ) ∂

∂ρ
------ ρA( )–

 
 
 

,–=

∂ψ
∂ζ
------- 2ψ ρ ζ,( )∂A

∂ζ
------.=

ρ0 ζ0( ) u0 ζ0( ) A ζ0( )–[ ] const,=

u0 ζ0( ) 2ψ ζ0( )=

A 1 ζ00,( ) 1,=

ρ0 ζ0( ) u0 ζ0( ) A ρ0 ζ0,( )–[ ] u0 ζ00( ) 1.–=

ρ0 ζ0( )A ρ0 ζ0,( ) ρ0 ζ0( )u0 u0– 1.+=

ρc ζ c( )A ρc ζ c,( ) ρ0 ζ0( )A ρ0 ζ0,( ) ρ0 ζ0( )u0,–=

ρc ζ c( )A ρc ζ c,( ) 1 u0.–=

hρ
2

------ ζ
ρ
---–

α0tan  = 
ρ̇̇ 0( )
ζ̇̇ 0( )
----------- = 

1

ρ0
∂A
∂ζ
------

ρ0 ζ0,

------------------------ u0
∂

∂ρ
------ ρA( )

ρ0 ζ0,
– .–
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On the other hand, Eq. (9) implies that the tangent
of the angle of inclination of the cutoff surface itself is
equal to

so that the ion trajectories are always perpendicular to
this surface.

3. Let us require that the cutoff surface coincide with
the plane ζ0 = ζ00, i.e., that the condition  = 0 be
satisfied. Under this condition, the following equation
should be valid in a certain spatial region near the cutoff
surface:

(11)

This equation has the solution

(12)

where f(ζ) is an arbitrary function. The shape of the
plasma boundary depends on the form of the function
f(ζ), and the dimensionless magnetic field components
can be written as

(13)

dρ0 ζ0( )
dζ0

-------------------
ρ0

∂A
∂ζ
------

ρ0 ζ0,

u0
∂

∂ρ
------ ρA( )

ρ0 ζ0,
–

-----------------------------------------,=

α0tan

∂
∂ρ
------ ρA( ) u0.=

A ρ ζ,( ) u0
f ζ( )
ρ

-----------,+=

Hρ
∂A
∂ζ
------–

1
ρ
--- df

dζ
------, Hζ–

1
ρ
--- ∂

∂ρ
------ ρA( )

u0

ρ
-----.= = = =

0.2
ρ

ζ
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Fig. 1. Ion trajectories for u0 = 0.1 and ζ00 = 0.3.
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For instance, for df/dζ = –1, taking into account rela-
tionship (7), we obtain

(14)

The ion trajectories that were calculated in dimen-
sionless coordinates by numerically solving the set of
Eqs. (4) with boundary conditions (5) for vector poten-
tial (14) with u0 = 0.1 and ζ00 = 0.3 and with u0 = 0.3
and ζ00 = 0.3 are shown in Figs. 1 and 2, respectively.
We see that, for small values of the parameter u0, the ion
beam is essentially parallel to the ζ axis. We also see
that, as this parameter increases, the beam becomes
slightly convergent to the axis. The parameter u0, which
determines the maximum dimensionless ion velocity, is
equal to the ratio of the gyroradius of the electrons with
energy eϕ0 in a constant magnetic field H0 (in the case
at hand, this is the radial magnetic field component at
the point with the coordinates r = R0 and z = ζ00R0) to
the radius of the system R0, u0 = ρe(ϕ0)/R. In the units in
which the potential difference is expressed in volts, the

A ρ ζ,( ) u0

1 u0– ζ00 ζ–+
ρ

------------------------------------.+=

0.2
ρ

ζ

0.4

0.2

0 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

Fig. 2. Ion trajectories for u0 = 0.3 and ζ00 = 0.3.
magnetic field strength is in gausses, and the radius is
in centimeters, this parameter is

Thus, for R0 = 2.6 cm and ϕ0 = 250 V, we have u0 ≈
0.315 for H0 = 65 G and u0 ≈ 0.103 for H0 = 200 G.

To summarize, in the present paper, it has been
shown that, with magnetic field configuration (13) cre-
ated by an axisymmetric system of ring currents, it is
possible to make the electron cutoff surface planar and
perpendicular to the system axis and, accordingly, to
form slightly converging ion beams or those that are
essentially parallel to the system axis.
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Abstract—Results are presented from numerical simulations of pulse-periodic and continuous microwave dis-
charges in hydrogen that are used in CVD reactors for chemical vapor deposition of diamond films. Attention
is focused on the processes that should be taken into account in order to construct the simplest possible adequate
numerical model. It is shown that the processes of vibrational excitation of hydrogen molecules, as well as
chemical reactions, play an important role in the establishment of energy balance within the discharges. The
results of numerical simulations are compared to the experimental data. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The process of chemical vapor deposition (CVD) of
diamond films in microwave discharge plasmas has
been actively studied in recent years [1]. In CVD reac-
tors, the working gas mixture is hydrogen with a small
addition of carbon-containing gas (usually methane).
One purpose of this research is to seek conditions for
synthesizing diamond films (DFs) at faster rates than
those achievable in existing reactors. The DF growth
rate is determined by the rates of production of radicals
within the plasma and of their transport to the substrate,
as well as by the rates of surface reactions. It is difficult
to improve the technology of plasma synthesis of DFs
without developing a model that would adequately
describe the processes occurring in CVD reactors.
Although there are a number of papers devoted to con-
structing models of a CVD reactor [2–6], the problem
is still far from being completely resolved. The reason
for this is that, even in the simplest case of a microwave
discharge in pure hydrogen, it is very difficult to con-
sider all the processes that occur in the discharge
plasma. Another difficulty is that the lack of experimen-
tal data on the cross sections and rate constants of the
processes raises the probability of error. This is why the
model should be tested against its capability of predict-
ing the experimentally measurable parameters (such as
the gas temperature and the degree of hydrogen disso-
ciation).

In the present paper, a numerical model is con-
structed by using the experimental results reported in
[7]. For simulations, we chose a CVD reactor based on
a cylindrical cavity excited at an axisymmetric íå013
mode by a magnetron with an operating frequency of
2.45 GHz and a power of 1–5 kW (Fig. 1). The reactor
is similar in design to that developed in the Michigan
State University (United States) [1]. In such a reactor,
microwave discharges are initiated in a quartz dome
placed in the bottom part of the cavity. The flange on
1063-780X/05/3111- $26.00 0965
which the quartz dome is mounted has holes for supply-
ing and pumping out the gas mixture. The movable
upper wall of the cavity makes possible the tuning to
the working frequency. In the experiments of [7], DFs
were synthesized in both pulse-periodic (with a pulse
duration of 5 ms and repetition rate of 100 Hz) and con-
tinuous regimes of microwave discharge maintenance
in hydrogen–methane mixtures at the same average
microwave power. Some of the experiments were car-
ried out with a working gas mixture containing 1–5% of
argon or nitrogen for diagnostic purposes.

In [7], the gas-discharge plasma was diagnosed by
the optical emission spectroscopy (OES) method. Radi-
ation from the plasma was focused onto the vertical
entrance slit of a monochromator, i.e., emission was
recorded from a relatively thin (of thickness on the
order of 1 mm) vertical discharge layer, as is shown
schematically in Fig. 2. The OES method was used to
determine the degree of dissociation of molecular
hydrogen, the gas temperature, and the intensities of the
spectral lines of argon and atomic hydrogen. The
microwave power reflected from the cavity was also
recorded in the experiments. These parameters were
used to check the adequacy of the model.

This work is a continuation of [8], which was aimed
at developing a self-consistent numerical model of a
microwave discharge in a CVD reactor. The main
requirements for the model are rapid computations and
correct predictions of the measured values over a broad
range of external parameters. These somewhat contra-
dictory requirements can only be met by taking into
account the processes that really play an important role.
The primary goal of the present paper is to choose the
processes that are indeed necessary for the construction
of the model. This is done by detailed comparisons of
the simulation results to the experimental data. Atten-
tion is focused on pulse-periodic microwave dis-
charges, because studying dynamic processes in them
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic of the experimental device: (1) cylindrical cavity, (2) cavity tuner, (3) waveguide line, (4) circulator with an
absorber of the reflected microwave power, (5) magnetron, (6) microwave discharge region, (7) quartz tube, (8) buffer vacuum vol-
ume, (9) pumping-out system, (10) gas supply system, (11) magnetron power supply system, (12) control computer, (13) diagnostic
window, (14) MDR-41 monochromator, (15) photomultiplier, (16) digital oscilloscope, (17) computer, and (18) monochromator
control system.
provides more information than can be obtained from
investigating continuous discharges.

2. DESCRIPTION OF THE MODEL

Since the reactor under consideration is axisymmet-
ric, it can be described by a two-dimensional model.
The two-dimensional self-consistent model that was
developed for describing a microwave discharge in
hydrogen can be conventionally divided into the fol-
lowing modules:

(i) The electrodynamic module for calculating the
electromagnetic fields in a reactor by the finite-differ-
ence time-domain (FDTD) method [9], in which the
plasma is accounted for in terms of the conduction cur-
rents. This module yields the distribution of the rms
microwave field over the discharge volume and the

Discharge region
from which radiation 

Substrate

Microwave 

r

z

Fig. 2. Schematic representation of a discharge in the
microwave cavity.

discharge
was recorded
reflected microwave power (averaged over the micro-
wave field period).

(ii) The plasma module for calculating the plasma
density in the discharge on the basis of the electron bal-
ance equation under the assumption of a local relation-
ship between the electron temperature and the micro-
wave field and with allowance for diffusion and plasma
transport by gas flows. The rate constants of reactions
involving electrons are determined based on the data on
the electron distribution function that were calculated
in [10].

(iii) The gas-dynamic module for calculating the
density, temperature, and velocity of a neutral gas.

(iv) The module for calculating the density of
atomic hydrogen in a discharge from the balance equa-
tion with allowance for diffusion and plasma transport
by gas flows.

(v) The module for calculating the discharge param-
eters associated with the vibrational kinetics of molec-
ular hydrogen. This module takes into account the e–V
and V–T relaxation processes and calculates the vibra-
tional temperature of hydrogen molecules, the electron-
impact dissociation of hydrogen molecules in vibra-
tionally excited states, and the energy expended on gas
heating.

(vi) The module for calculating the averaged dis-
charge parameters that are measured in experiments.

This division of the model into modules is rather
conventional. As will be seen below, the processes that
are taken into account in the model exert considerable
influence on each other. Only the first two modules may
be regarded as relatively independent of the others:
being related to one another, they are only slightly cou-
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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pled to the remaining modules. Let us now describe
each module in more detail.

2.1. Electrodynamic and Plasma Modules

As in [8], the electromagnetic field distributions in a
cylindrical cavity are calculated from Maxwell’s equa-
tions by the FDTD method [9], in which the effect of
the plasma is accounted for by introducing the conduc-
tion currents:

(1)

where j is the current density; νm(N) is the electron–
molecule collisions frequency, which depends on the
gas density N; c is the speed of light; and e and m are
the charge and mass of an electron. This calculation
method provides high accuracy and makes it possible to
describe the effect of the plasma on the electromagnetic
field distribution in a fairly simple way.

The electron density is obtained from the ioniza-
tion–recombination balance equation

(2)

where ki(Te) is the constant of the electron-impact ion-

ization [10], α  = 2.3 × 10–7  is the

constant of the electron dissociative recombination [4],

and Da  =  is the

ambipolar diffusion coefficient [4]. It was shown in
[11] that the main ions in a hydrogen plasma are the 
ions produced from the primary ions  in the fast

reaction  + H2   + H. The effective electron
temperature is given by the relationship Te [K] = TV [K] +
390Ee/N [Td], which was obtained by approximating
the dependence of the electron temperature on the
reduced electric field E/N and on the vibrational gas
temperature TV (see [10]). For microwave fields, the

effective field is equal to Ee [V/cm] = ,

where E is the rms field. The last term on the right-hand
side of Eq. (2) describes plasma transport by neutral gas
flows; in this equation, u, p, T, and N are, respectively,
the velocity, pressure, temperature, and density of the
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neutral gas. Equation (2) is supplemented with the

boundary conditions  = 0 and  = 0, where

S is the area of the surface enclosing the discharge vol-
ume.

2.2. Gas-Dynamic Module

The structure and parameters of the discharge are
determined, to a great extent, by the neutral gas heating
processes. The full set of gas-dynamic equations for an
ideal gas has the form

(3)

where ρ is the mass density, η(T) is the dynamic viscos-
ity, γ is the adiabatic index, λ(T) is the gas thermal con-
ductivity, g is the gravitational acceleration, and QΣ is
an external source for gas heating. The last term on the
right-hand side of the first of Eqs. (3) describes the
change in the gas density via the dissociation and
recombination of hydrogen. In the model described in
[8], the term QΣ is calculated by a simplified method
from the formula

(4)

where δ is the fraction of the absorbed microwave
power that is spent on gas heating, σ is the plasma con-
ductivity, and E is the rms electric field. The calcula-
tions were usually carried out for δ = 0.4. Such a
description is very rough, however. It will be shown
below that, in order to evaluate the source term QΣ cor-
rectly, it is necessary to take into account the energy
balance in the chemical reactions occurring in the reac-
tor and also the vibrational kinetics of molecular hydro-
gen.

The set of Eqs. (3) is extremely difficult to analyze,
and its numerical integration also runs into serious dif-
ficulties. Specifically, an explicit computational
scheme becomes unstable in calculating the nascent
acoustic and shock waves [12]. In order to make the
scheme stable, the time step should be substantially
shortened, which markedly reduces the computational
speed. Accounting for gas viscosity fails to achieve the
desired effect because, on the one hand, hydrogen vis-
cosity is very low and, on the other, an artificial increase
in the viscosity appreciably changes the velocities of
the established flows.

∂Ne

∂r
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Ne S
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2
---∂ H[ ]
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∂u
∂t
------ u ∇⋅( )u+ ∇ p
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-------– g
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ρ
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=  γ 1–( ) QΣ ∇ λ T( )∇ T( )⋅+{ } ,

T p/NkB,=

QΣ δσE
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Equations (3) can be simplified by examining them
in the isobaric approximation. Estimates show that this
approximation is valid for characteristic gas heating
times longer than or about 1 ms (which corresponds to
about ten transits of an acoustic wave across the dis-
charge volume). In the isobaric approximation, the set
of gas-dynamic equations reads

(5)

In order to determine the gas velocity u, the second
of Eqs. (5) can be written in terms of the velocity poten-
tial ϕ [13]

(6)

The main drawback of Eqs. (5) and (6) is that they
do not take into account vortex flows (in particular,
those associated with convection). In addition, the cal-
culation of the velocity potential in two-dimensional
geometry takes a large amount of computer time.

This is why the main purpose in constructing the
gas-dynamic module of the model was to find such a
method for solving the gas-dynamic equations that
would keep the explicit scheme stable, would provide
its rapid convergence, would make it possible to calcu-
late the convective flows, and would satisfy the isobaric
approximation.

∂N
∂t
------- ∇– Nu( ) 1

2
---∂ H[ ]

∂t
------------,+⋅=

γp∇ u⋅ γ 1–( ) QΣ ∇ λ T( )∇ T( )⋅+{ } ,=

T p/NkB.=

u ∇ϕ ,–=

∆ϕ γ 1–
γp

----------- QΣ ∇ λ T( )∇ T( )⋅+{ } .–=

g

Substrate

Fig. 3. Schematic diagram of the established gas flows in a
CVD reactor.
In this way, set of gas-dynamic equations (3) was
reduced to the form

(7)

where p~ is a small deviation from the equilibrium pres-

sure p, p~ ! p; νeff =  is the artificially introduced

damping rate of acoustic waves, and t* is the effective
time with which to implement the iterative process.

It is important to note that the set of Eqs. (7) can be
integrated numerically by the FDTD method, which is
commonly used to determine microwave fields in elec-
trodynamic systems. In accordance with this method,
either one of the components of the gas velocity or the
deviation of the gas pressure from its equilibrium value
was calculated at a point of the numerical grid. In this
case, the conditions at the boundaries of the computa-
tion region implied that the walls of the cavity were
impenetrable by the gas, (u · n)S = 0, where n is the nor-
mal to the boundary. The only exception was the lower
boundary of the computation region (Fig. 3), through
which the gas could flow freely into the buffer volume
(Fig. 1) and at which the boundary condition was p~ = 0.
Additional gas flows associated with the pumping of
gas through the reactor were not accounted for in the
model. The temperature at the boundary of the dis-
charge region was treated as an external parameter. In
calculations, the temperature of the quartz dome was
usually assumed to be equal to 700 K and the tempera-
ture of the substrate was taken to be that measured by
an IR pyrometer.

The solution to Eqs. (7) rapidly converges to that for
an isobaric gas flow because all pressure perturbations
are damped by an artificially introduced viscosity. In
computations, we used the effective time step ∂t* =
100 ns, which was chosen to satisfy the stability condi-
tion for the difference scheme, ∂t* < h/uc, where h is the
spatial grid spacing and uc is the maximum speed of
sound. The established values of the gas flow velocities
that were calculated from Eqs. (7) were used to find the
new values of the gas density and temperature from the
continuity equation (the first of Eqs. (3)) and the equa-
tion of state of an ideal gas (the last of Eqs. (3)).

Hence, the method proposed here is, in essence, a
version of the well-known method of separate sweeps
[12]. In contrast to Eqs. (5) and (6), it allows one to take
into account the vortex (in particular, convective) flows
occurring in the reactor. Figure 3 shows a schematic
diagram of established gas flows in a CVD reactor for
an incident microwave power of 1.5 kW at a pressure of

∂u
∂t*
-------- ∇ p

~

ρ
----------– g

η T( )
ρ

------------∆u,+ +=

∂p
~

∂t*
--------- γp∇ u⋅+

=  γ 1–( ) QΣ ∇ λ T( )∇ T( )⋅+{ } ν eff p
~
,–

1
10∂t*
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20 torr. It should be noted that, under the conditions in
question, the velocities of the convective flows are
lower than 10 cm/s, so the flows do not have any signif-
icant influence on the discharge structure. In addition,
the method proposed allows the speed of the calcula-
tion to be substantially increased (by two to three times)
in comparison to the case in which the solution is found
in terms of the velocity potential from Eqs. (5) and (6).

2.3. Module for Calculating Atomic 
Hydrogen Density

Initially, the atomic hydrogen density in a discharge
was calculated without allowance for the vibrational
kinetics of hydrogen. In the balance equation for the
atomic hydrogen density, account was taken of such
processes as the electron-impact dissociation of hydro-
gen molecules from the ground state, the diffusion of
atomic hydrogen and its transport by gas flows, and also
(in contrast with the model of [8]) the thermal dissoci-
ation and three-body recombination. That the last two
processes should be taken into account follows imme-
diately from the simulation results of [8]. For instance,
the results obtained in [8] show that the maximum gas
temperature increases rapidly with pressure and
becomes as high as 3000–4000 K (see Fig. 4). At such
high temperatures, however, the production of atomic
hydrogen should be dominated by the reaction of the
thermal decomposition of hydrogen [14, 15], which
was not accounted for in the model of [8]:

H2 + N  H + H + N. (8)                                               

20
p, torr

[H]/N

0.05

0.10

0

0.15

40 60 80 100

4000

3000

2000

1000

0

Tmax, K

1

2

Fig. 4. (1) Degree of hydrogen dissociation and (2) the max-
imum gas temperature in the discharge vs. gas pressure at an
absorbed microwave power of 2 kW [8].
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With allowance for reaction (8), the atomic hydrogen
density in a discharge is described by the expression

(9)

Here, kd is the electron-impact dissociation constant;
DH is the coefficient of diffusion of atomic hydrogen in
molecular hydrogen; and kT and kR are the thermal dis-
sociation (direct reaction (8)) and three-body recombi-
nation (reverse reaction (8)) constants, respectively [14,
15]. Equation (9) is supplemented with the same
boundary conditions as those used to calculate the elec-
tron density.

It should be noted that direct reaction (8) releases an
energy equal to εdis = 4.8 eV, which may play an impor-
tant role in the overall energy balance. With allowance
for reaction (8), the resulting specific power going into
gas heating is given by the formula

(10)

where the term Qdis = εdis(kT(T)[H2] – kR(T)[H]2)N
describes the energy balance in reaction (8).

It was found that the results computed with allow-
ance for the above additional reactions differ substan-
tially from those presented in [8] (see Fig. 4). Figure 5
shows how the experimental and calculated gas temper-
atures depend on the gas pressure in a continuous
microwave discharge. We can see that, when the energy
losses due to hydrogen dissociation were taken into
account, the calculated gas temperature at high pres-
sures was significantly lower, providing much better
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ular hydrogen.
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agreement with the experimental data. In fact, this
energy loss mechanism is so efficient that it limits the
gas temperature to a level of 2500–2700 K. The overall
energy balance and the energy transport mechanisms
will be discussed in more detail below.

2.4. Module for Calculating Hydrogen
Vibrational Kinetics

For characteristic values of the reduced electric
field, E/N ~ 50 Td, the main mechanism for heating a
molecular gas in the CVD reactor under consideration
is the V–T relaxation process. The reason is that, in
molecular gases, the electrons most efficiently transfer
their energy to the vibrational degrees of freedom of the
molecules. As a result, the fraction δ of the absorbed
microwave power that goes into gas heating depends on
the plasma state at each point of the discharge region.
In addition, the vibrational excitation of hydrogen mol-
ecules markedly changes the rate of their dissociation.
This is why the gas temperature and atomic hydrogen
density in the discharge should be calculated with
allowance for the vibrational kinetics of molecular
hydrogen.

In the model proposed here, the vibrational excita-
tion of hydrogen molecules in the discharge was
described without allowance for the anharmonicity of
the molecular vibrations under the assumption that the
V–V exchange is the fastest process [16]. The distribu-
tion of hydrogen molecules over the vibrational degrees
of freedom at energies lower than the dissociation
energy was assumed to be a Boltzmann distribution
with the temperature TV:

(11)

where v  is the number of the vibrational level and εvib
is the vibrational quantum energy. In the V–T and e–V
processes, only transitions from the zeroth to the first
vibrational level and back were taken into account. This
is justified because the rate of excitation of the vibra-
tional levels decreases rapidly with increasing v  and
also when TV ! εdis,

(12)

When the vibrational temperature is not too high,
TV ! εdis, the balance equation for the energy stored in
molecular vibrations has the form

(13)

H2 v( )[ ]  = H2[ ]
1 εvib/TV–( )exp–
1 εdis/TV–( )exp–
------------------------------------------- v εvib/TV–( )exp

for v εvib εdis,<

H2 v  = 0( ) e H2 v  = 1( ) e+ +

H2 v  = 0( ) M H2 v  = 1( ) M.+ +

∂Wvib

∂t
------------- Qe QVT

H2– QVT
H

– Qdis
vib

–=

+ ∇ α V ∇ Wvib( ) ∇– Wvibu( ),⋅ ⋅
                            

where Wvib =  is the vibrational energy

density.

The first three terms on the right-hand side of
Eq. (13) describe the following processes: the excita-
tion and quenching of vibrations in collisions with elec-
trons (e–V relaxation) [16],

(14)

the excitation and quenching of vibrations in collisions
with hydrogen molecules (V–T relaxation) [16],

(15)

and the excitation and quenching of vibrations in colli-
sions with hydrogen atoms (V–T relaxation) [16],

(16)

The fourth term describes vibrational energy losses due
to hydrogen dissociation (N is the total density of neu-
tral particles):

(17)

The last two terms on the right-hand side of Eq. (13)
describe diffusive transport of the vibrational energy
(αV being the hydrogen self-diffusion coefficient) and
its transport by gas flows, respectively. It was assumed
that, at the boundaries of the computation region, the
vibrational temperature is equal to the gas temperature.

Hence, with allowance for the vibrational kinetics of
molecular hydrogen, the resulting specific energy input
into the gas is given by the expression

(18)

Here, Qelastic is the energy flux transferred to the gas in
electron–molecule elastic collisions and the term

 =  v )N[H2(v )] – 2kR(T)[H]2N –

 describes the fraction of thermal energy that goes
into gas heating with allowance for the change in the
rate of direct reaction (12) due to the excitation of the
vibrational levels.
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With allowance for the dissociation of hydrogen
molecules in vibrationally excited states, the atomic
hydrogen density is described by the equation

(19)

Here, the sum accounts for the processes of the electron
and thermal dissociation of hydrogen molecules in
vibrationally excited states; the second term describes
the three-body recombination processes; and the third,
fourth, and fifth terms describe the processes of diffu-
sion, thermal diffusion, and transport of hydrogen
atoms by gas flows, respectively. It should be noted that
the thermal diffusion has little effect on the density of
atomic hydrogen, probably because its gradients in the
discharge are much steeper than the temperature gradi-
ents (see Section 3 for details).

The dissociation rate constants were set equal to

(20)

where the quantities Ae, AT, , and  were taken
from [14, 15]. It was thus assumed that the vibrational
excitation only changes the threshold of the reaction.
Note that this assumption is not quite correct because
the cross section for electron-impact dissociation
depends on the vibrational excitation of molecules,
which can considerably change the reaction rate con-
stant. We failed to find reliable data on this dependence,
however.

The results of calculations of the gas temperature
and the degree of hydrogen dissociation as functions of
the gas pressure for a continuous microwave discharge
with allowance for the vibrational kinetics of hydrogen
molecules are illustrated in Figs. 5 and 6. With the
hydrogen vibrational kinetics taken into account, the
model yielded the gas temperatures that differ only
slightly from those obtained by calculating the specific
energy input into the gas from simplified formula (10).
As before, the energy loss in thermal dissociation reac-
tion (8) is the main factor that restricts the gas temper-
ature. It should be noted that the vibrational tempera-
ture exceeds the gas temperature only slightly because
of the rapid V–T relaxation processes. From Fig. 6 it can
be seen, however, that, when the vibrational excitation
of hydrogen molecules is taken into account, the degree
of hydrogen dissociation is several times higher. Hence,
the vibrational kinetics has essentially no effect on the
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thermal dissociation rate but increases the electron-
impact dissociation rate due to the dissociation of
hydrogen molecules in vibrationally excited states.
This is the main mechanism for producing atomic
hydrogen.

2.5. Module for Calculating Dissociative
Electron Attachment

It is known [16] that hydrogen is an electronegative
gas and that, at high pressures, the threshold for break-
down in hydrogen is governed by the dissociative elec-
tron attachment reaction

H2 + e  H + H– – 3.7 eV. (21)

The rate of reaction (21) depends on the electron
temperature and also on the vibrational excitation of
molecular hydrogen [16]. Negative H– ions are mainly
lost in the reactions [4]

H– + H  H2 + e, (22)

H– +   2H2. (23)

With allowance for the vibrational excitation of
hydrogen molecules, as well as their diffusion and
transport by gas flows, the density of negative H– ions
is described by the equation

(24)
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Fig. 6. Degree of hydrogen dissociation vs. gas pressure in
a continuous discharge at an absorbed microwave power of
1.5 kW: (1) experimental data and results of calculations (2)
without and (3) with allowance for the vibrational kinetics
of molecular hydrogen.
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Here, the sum describes the processes of dissociative
electron attachment to hydrogen molecules in vibra-
tionally excited states and  and  are the

rate constants of reactions (22) and (23), respectively.
The last two terms on the right-hand side of Eq. (24)
describe the diffusion of H– ions and their transport by
gas flows, respectively. The boundary conditions for
Eq. (24) were taken to be the same as those for the elec-
tron density equation.

Accordingly, the equations for the electron density
and atomic hydrogen density were supplemented with
the terms that describe the processes involving negative
hydrogen ions. Taking into account the effect of the
vibrational excitation of molecular hydrogen on the rate
of reaction (21) makes the model far more complicated.
The calculated results, however, were found to differ
insignificantly from the previous ones. In all simulated
regimes, the concentration of negative hydrogen ions
was relatively low (about several percent of the electron
density), so they did not have any significant influence
on the processes in the discharge plasma (see Section 3).

2.6. Method for Comparing the Simulation Results
to the Experimental Data

The adequacy of the model was checked against the
experimental data obtained by the OES method [7].
This method provides measurements of the parameters
averaged over the volume of the observed plasma layer
(see Fig. 2). Therefore, the calculated results generally
are difficult to test against the experimental data with-
out any preprocessing. Usually, the experimental data
are used to reconstruct the spatial distributions of the
plasma parameters and then to compare them to the cal-
culated distributions [4, 5]. In the present paper, we
propose to take an opposite approach: to simulate the
signals recorded by measuring devices and then to
compare the simulated signals to the experimental
ones. We think that this method of comparison is pref-
erable.

The simulations were carried out under the follow-
ing assumptions: the plasma is optically thin, the radi-
ating levels are excited from the ground state by direct
electron impact, and the main mechanism for depopu-
lating these levels is collisional quenching. Estimates
show that, under such conditions, a radiating level is
populated practically instantaneously as compared to
the temporal scales of the other discharge parameters.
In this case, the relative intensity of a spectral line emit-
ted from the plasma layer is calculated by the formula

(25)

Here, the quantity Jj(z, r) =  is propor-

tional to the intensity of the spectral line emitted by the

k
H H

–
+

k
H3

+
H

–
+

I N j( ) J j z r,( ) V .d

V

∫=

kext Te( )NeN j

kq T( )N
-------------------------------
particles of species Nj in a unit volume and kext(Te) and
kq(T) are the rate constants for the excitation and
quenching of the emitting level. In simulations, the col-
lisional quenching cross section was assumed to be
constant and the temperature dependence of the

quenching rate constant had the form kq(T) ∝   ∝
T–1/2. The integration was carried out over the discharge
region available for measurements (the hatched region
in Fig. 2).

In order to compare the numerical results to the
experimental data, we simulated the dynamics of the
intensity of hydrogen and argon atomic lines and the
degree of hydrogen dissociation. In calculations, as
well as in experiments, the latter parameter was deter-
mined by the actinometric method, i.e., from the ratio
of the intensities of the spectral lines of hydrogen and
argon atoms that have the same excitation threshold,

(26)

The gas temperature was measured from the distri-
bution of the intensity of emission from the unresolved
rotational structure of the 0–0 band of the transition
C3Πu  B3Πg of nitrogen molecules [7]. It was found
that the main contribution to the gas temperature comes
from the brightest discharge regions. Accordingly, in
our model, the gas temperature was averaged over the
volume of the plasma layer with a weighting factor
equal to the emission intensity of nitrogen molecules,

(27)

The model was also tested against the experimental
data obtained from measurements of the microwave
power reflected from the cavity in the pulse-periodic
regime of discharge maintenance.

3. SIMULATION RESULTS AND DISCUSSIONS

3.1. Comparison of Simulation Results
to Experimental Data

The results of calculations carried out for a continu-
ous microwave discharge in a CVD reactor have
already been presented in Figs. 5 and 6 (see the descrip-
tion of the model in Sections 2.3 and 2.4). In this work,
our attention is mainly focused on the pulse-periodic
regime of discharge maintenance, which make it possi-
ble to investigate dynamic processes and thereby to
provide a more adequate comparison between simula-
tions and experiments.

Pulse-periodic microwave discharges were simu-
lated for the actual experimental parameters, namely,
for a pulsed microwave power of 3 kW, pulse duration
of 5 ms, and repetition rate of 100 Hz. Figure 7 illus-
trates the dynamics of the gas temperature and vibra-
tional temperature throughout a microwave pulse. At a
pressure of 30 torr, the vibrational temperature in the

N T

H[ ] / N[ ]〈 〉 I H( )/I N( ).∼

T〈 〉 1
I N2( )
------------- T z r,( )JN2

z r,( ) V .d

V
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Fig. 7. Dynamics of different temperatures at gas pressures of (a) 30 and (b) 70 torr: (1) experimental data and results of calculations
of (2) the gas temperature and (3) vibrational temperature.
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Fig. 8. Dynamics of the microwave power reflected from the cavity at gas pressures of (a) 30 and (b) 70 torr: (1) experimental data
and (2) calculated results.
initial stage of the pulse is seen to become substantially
higher than the gas temperature (Fig. 7a). At higher
pressures (Fig. 7b), the efficiency of the V–T relaxation
increases and the vibrational temperature becomes
approximately equal to the gas temperature.

Figure 8 illustrates the dynamics of the microwave
power reflected from the cavity at pressures of 30 and
70 torr. We can see that the calculated and measured
signals have essentially the same shape but their inten-
sities are appreciably different. It should be noted that,
in simulations, we were unable to achieve the same
coupling between the cavity and the microwave trans-
mission line as that in the experiment, presumably
because the dimensions of the cavity were varied in dis-
crete steps equal to the spacing of the spatial grid (in the
case at hand, the grid spacing was 2 mm). The calcula-
tions, however, correctly describe most of the tenden-
cies in the behavior of the discharge, in particular, an
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
improvement in the coupling between the cavity and
the microwave transmission line and a delayed onset of
the microwave breakdown at high gas pressures.

Figures 9 and 10 show the dynamics of the intensi-
ties of the spectral lines of argon and atomic hydrogen
at a pulsed microwave power of 3 kW. The intensity of
the argon spectral lines has a maximum at the begin-
ning of the microwave pulse and decreases as the gas is
heated (Fig. 9). The reason for this is that the argon con-
centration in the discharge is proportional to the density
of the neutral gas. Thus, the fact that the argon line
intensities behave in the same manner indicates that the
gas-dynamic processes are correctly incorporated in
our model. On the other hand, atomic hydrogen is pro-
duced in the discharge plasma and the intensity of line
emission from hydrogen atoms is seen to increase
throughout the microwave pulse (Fig. 10). The calcu-
lated dependence of the intensity of the spectral lines of
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Fig. 9. Dynamics of the intensity of the Ar 8115-Å spectral line at gas pressures of (a) 30 and (b) 70 torr: (1) experimental data and
(2) calculated results.
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Fig. 11. Intensity of the çα spectral line at the end of a
microwave pulse vs. gas pressure: (1) experimental data and
(2) calculated results.
argon and atomic hydrogen on the gas pressure cor-
rectly reflects the main tendencies in the experimentally
observed behavior of the discharge (see Figs. 11, 12).
The discrepancy between the calculated and experi-
mental results may indicate that the rate of collisional
quenching of the excited levels depends on the dis-
charge parameters in a more complicated fashion than
it is assumed in our model.

The results of simulations carried out with allow-
ance for negative ç– ions show that, at low pressures,
the density of these ions is fairly high in comparison to
the electron density (Fig. 13a). As the pressure
increases, the density of ç– ions changes insignifi-
cantly (Fig. 13b), whereas the electron density
increases and remains approximately equal to the criti-
cal collisional density. In all cases, the rapid increase in
the density of ç– ions at the beginning of the micro-
wave pulse is followed by its decrease at later pulse
stages because, at high concentrations of atomic hydro-
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
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gen in a microwave discharge, reaction (22) proceeds
more efficiently. Hence, our simulations show that, at
pressures higher than 20 torr, the dissociative electron
attachment has a negligible effect on the evolution of
microwave discharges in hydrogen.

3.2. Energy Transport Mechanisms 
in a Continuous Microwave Discharge

As was pointed out in Section 2.2, the reaction of the
thermal dissociation of hydrogen absorbs a great deal
of energy and thereby limits the gas temperature. This
is possible, however, only when there are mechanisms
for the rapid transport of energy from the region where
it is released. Accordingly, it is of interest to compare
the efficiencies of different energy transport mecha-
nisms in the discharge.
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Fig. 12. Intensity of the Ar 8115-Å spectral line at the end
of a microwave pulse vs. gas pressure: (1) experimental data
and (2) calculated results.
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The main fraction of the energy that is released in
the discharge plasma eventually goes into heating the
gas and producing various radicals (in particular,
atomic hydrogen). In a steady discharge, the power
absorbed by the plasma is balanced by the losses of
energy due to its transport out of the CVD reactor. In
this section, we compare the fluxes of the energy trans-
ported by gas heat conduction, qT = –λ(T)∇ T, and by

atomic hydrogen diffusion, qH = − (T)∇ [H]. We

assume that each hydrogen atom carries the energy
equal to half the dissociation energy. Our calculations
show that, at pressures above 20 torr, other energy
transport mechanisms (such as the vibrational energy
transport) are far less efficient than the two mechanisms
just mentioned.

The radial profiles of the plasma parameters and the
energy fluxes by heat conduction and diffusion in the
established regime of a microwave discharge are pre-
sented in Fig. 14. It can be seen from Fig. 14 that the
discharge volume can be conventionally divided into
two regions. In the central region, the gas temperature
gradients are low and the main energy transport mech-
anism is the diffusion of atomic hydrogen. The periph-
eral region is dominated by the heat conduction mech-
anism.

As the gas pressure increases, the plasma volume
decreases and the specific power and atomic hydrogen
density increase substantially. The gas temperature,
however, does not increase because the thermal energy
is expended on dissociating hydrogen. In fact, this ther-
mal-energy loss mechanism is so efficient that it limits
the gas temperature to a level of 2500–2700 K. The gas
temperature can increase further only after hydrogen
has been completely dissociated. Accordingly, the
effect of atomic hydrogen on the energy transport in a
microwave discharge increases considerably. It is this
mechanism that equalizes the gas temperature over the
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Fig. 13. Dynamics of (a) the relative density of negative ç– ions and (b) their maximum density in the discharge plasma during a
microwave pulse at an absorbed power of 3 kW and gas pressures of (1) 30, (2) 50, and (3) 90 torr.
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entire discharge volume. At high pressures, the volume
of a uniformly heated gas is much larger than that of the
visible discharge region.

4. CONCLUSIONS

In the present paper, we have shown that, in order to
construct a model capable of adequately simulating a
microwave discharge in hydrogen at pressures of 20–
200 torr and a power of several kilowatts, it is necessary
to take into account not only the processes that were
described in [8] but also the energy balance in the
chemical reactions of thermal dissociation and recom-
bination of hydrogen, as well as the vibrational excita-
tion of hydrogen molecules. At pressures above 20 torr,
negative ç– ions play an insignificant role. We have
demonstrated that vibrationally excited hydrogen mol-
ecules have a substantial influence on the electron-
impact dissociation rate and, consequently, on the
degree of hydrogen dissociation in a microwave dis-
charge. We have also proposed a numerical method for
calculating gas flows in the quasi-isobaric approxima-
tion with allowance for convective and other vortex
flows generated in the reactor. The method proposed is
well convergent and stable.

Because of the energy losses due to hydrogen disso-
ciation, the gas temperature is limited to a level of
2500–2700 K. At high gas pressures, the main heat
transport mechanism is diffusion of atomic hydrogen.
At the discharge periphery, the main mechanism for
energy transport is gas heat conduction.

Hence, the numerical model developed here makes
it possible to predict the main parameters of microwave
discharges in hydrogen over almost the entire range of
the operating conditions in the CVD reactor. However,
the working gas mixture in the reactor is hydrogen with
an addition of carbon-containing gas (usually meth-
ane). In some cases, diamond films with specific prop-
erties are obtained by adding other gases (such as oxy-
gen and nitrogen) to the working gas mixtures. Of
course, in order to describe how a diamond film grows
in a CVD reactor, it is necessary to know the detailed
chemical composition of the gas mixtures and to clearly
understand the reactions occurring in them. Discharges
in hydrogen–methane mixtures were investigated, e.g.,
in [5, 6, 11, 15, 17]. Note, however, that it is atomic
hydrogen that plays a key role in the growth of a dia-
mond film [18]. On the other hand, our experiments
show that, within a measurement accuracy of ±10%,
adding methane (up to 5%) to the working gas does not
change such parameters as the discharge volume, the
gas temperature, and the degree of hydrogen dissocia-
tion (determined by the actinometric method). Conse-
quently, the model described above, which is relatively
simple and provides high-speed computations, can be
applied to discharges not only in pure hydrogen but also
in hydrogen-based working gas mixtures and thereby
can be used to optimize the operating modes of CVD
reactors. The main parameter that determines the
growth rate of diamond films and their quality is the
atomic hydrogen flux onto the substrate.
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Abstract—Mechanisms responsible for current oscillations at the ion branch of the probe characteristic are
investigated experimentally and theoretically. A comparison between experiment and theory shows that the
oscillations in a hollow-cathode discharge in a longitudinal magnetic field are most likely related to the onset
of helical instability. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Glow discharges with a cold hollow cathode are a
simple and convenient means for producing dense gas-
eous plasma at relatively low gas pressures [1]. The hol-
low-cathode effect, resulting in the efficient ionization
of the residual gas, is related to the oscillatory motion
of the primary electrons inside the cavity. Due to their
high energy efficiency, hollow-cathode discharges have
found wide use in ion sources [2], plasma electron
sources [3], and plasma generators [4] utilized in fun-
damental and applied studies.

Applying a longitudinal magnetic field to the cath-
ode cavity provides conditions for a more efficient ion-
ization, which manifests itself in an increase in the
plasma density and/or a decrease in the discharge volt-
age [5–9]. It was shown in [10], however, that applying
a magnetic field not only increases the energy effi-
ciency but can also lead to instabilities. Probe measure-
ments demonstrated the presence of regular low-fre-
quency current oscillations at the ion branch of the
probe characteristics.

In this paper, we present results from theoretical and
experimental studies of the mechanism responsible for
this instability.

2. EXPERIMENTAL DEVICE
AND MEASUREMENT TECHNIQUE

Experiments were carried out at the Lawrence Ber-
keley National Laboratory, United States. The key com-
ponent of the experimental device (Fig. 1) was an alu-
minum hollow cathode (1) with a diameter of 6 cm and
length of 17 cm. The diameter of the central aperture in
the hollow cathode was 1 cm. A plane anode (2) was
placed at a distance of about 1 cm from the cathode end.
The magnetic field was produced by a 4-cm-long sole-
noid (3), which could easily be displaced along the
1063-780X/05/3111- $26.00 0978
cylindrical wall of the cavity. The magnetic field was
nonuniform along the system axis. At a solenoid cur-
rent of 30 A, the maximum field was 0.1 T. The calcu-
lated axial profile of the longitudinal component of the
magnetic field was presented in our previous paper
[10]. In some experiments, a collector electrode (4) was
placed behind the anode in order to extract ions from
the plasma. In combination with electrode 4, this exper-

5
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3

1

2

4

Fig. 1. Schematic of the experimental device: (1) hollow
cathode, (2) anode, (3) solenoid, (4) accelerating electrode
(collector), (5) gas-feed inlet, and (6) probes.
© 2005 Pleiades Publishing, Inc.
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imental scheme was the simplest version of an ion
source. It should be noted, however, that ion extraction
did not affect the instability under study. An important
element of the experimental setup was a Universal Vol-
tronics power supply, providing a stabilized current
from 50 mA to 1 A in a steady-state discharge mode.

The working gas (nitrogen, argon, or krypton) was
fed into the cathode cavity through the upper end of the
cathode (Fig. 1). Because of the limited flow capacity
of the cathode aperture, the gas pressure inside the cav-
ity was nearly one order of magnitude higher than that
inside the vacuum chamber, pumped out by a cryogenic
pump. The working-gas flow was stabilized by an elec-
tronic gas-feed system, which provided a constant gas
pressure in the cavity in the course of experiment. The
experiments were carried out at a gas pressure in the
cavity of 0.7–2 Pa (5–15 mtorr).

The plasma parameters were measured by four iden-
tical cylindrical stainless-steel probes (6) positioned
equidistantly along a 3-cm-diameter circumference at a
distance of 3 cm from the upper end of the cavity (only
two probes are shown in Fig. 1). The diameter of the
collecting area of the probe was 1.2 mm, and its work-
ing length was 12 mm. Since the floating potential of
the discharge plasma was higher than the cathode
potential by nearly 300 V, it was sufficient to merely
connect the probe to the cathode through a 50-Ω resis-
tor in order to measure the ion saturation current of the
probe. To measure the parameters of oscillations, we
used a four-channel Tektronix TDS 3014 B oscillo-
scope and a standard computer procedure for process-
ing measured signals.

3. EXPERIMENTAL RESULTS

Under our experimental conditions, the electron
temperature and the plasma density were Te = (2–4) eV
and ne = (2–8) × 1010 cm–3, respectively [10]. In the
absence of an external magnetic field (i.e., at a zero
solenoid current), regular low-amplitude oscillations at
a frequency of f = 50 kHz were observed in the probe
ion current. The signals at this frequency were identical
for all four probes, and the frequency remained
unchanged when we varied the current and other dis-
charge parameters. The cause of such a modulation of
the probe ion current was the jitter of the stabilizing
system of the discharge current, rather than plasma
instability.

Applying a magnetic field above a certain critical
level to the cathode cavity resulted in the appearance of
an additional periodic probe signal, whose amplitude
and frequency depended on the magnetic field, the dis-
charge current, and the pressure and sort of the working
gas. Typical probe signals are shown in Fig. 2. It is
clearly seen that regular and well-reproducible oscilla-
tions are present in the signals from each of the four
probes. The amplitude of these oscillations is four to six
times larger than the oscillation amplitude in the
PLASMA PHYSICS REPORTS      Vol. 31      No. 11      2005
absence of a magnetic field. Note that, the signal from
each probe is delayed or advanced relative to the signals
from the neighboring probes by nearly a quarter of the
oscillation period. Such a phase shift indicates the onset
of the m = 1 azimuthal mode of rotational plasma insta-
bility in the cathode cavity. A change in the direction of
the magnetic field in the cavity (by changing the polar-
ity of the solenoid current) leads to a change in the rota-
tion direction of the plasma perturbation (Fig. 2b).

The threshold magnetic field required for the onset
of instability increases with pressure and molecular
mass of the working gas. The dependence of the oscil-
lation frequency on the magnetic field, f(B), is almost
linear over a wide range of the magnetic field B (Fig. 3).
As the gas pressure increases, the dependence f(B)
shifts toward higher values of B (Fig. 3).

At a fixed value of B, the oscillation frequency
decreases with increasing pressure (Fig. 4). The use of
a heavier working gas also leads to a decrease in f. For
nitrogen, argon, and krypton at the same pressure, the
frequencies of plasma density oscillations were equal
to 22, 15, and 6 kHz, respectively. The heavier the gas,
the higher the threshold magnetic field and the less pro-
nounced the instability.

The discharge current also substantially affects the
plasma instability. It can be seen from Fig. 5 that an
increase in the discharge current I from 50 to 200 mA
leads to a decrease in the oscillation frequency from 17
to 6 kHz. As the discharge current increases further, the
dependence f(I) tends to saturate. Note that a change in
the oscillation frequency was always accompanied by a
change in the oscillation amplitude: as the oscillation
frequency increased, the oscillation amplitude usually
decreased.

When the solenoid was displaced along the wall, the
maximum of the plasma density followed the maxi-
mum of the magnetic field. This is confirmed by the
experimentally observed change in the amplitude of the
probe signal. The oscillation frequency in this case
remained unchanged. When the solenoid was posi-
tioned far away from the probes, oscillations in the
probe signals disappeared. When the solenoid was posi-
tioned near the lower end of the cavity (near the anode),
similar oscillations appeared in the ion current
extracted from the plasma. Although these oscillations
were less regular than those in the probe signals, their
frequency coincided with the oscillation frequency of
the probe current.

4. THEORY

The above oscillations in the probe ion current may
be attributed to the onset of helical instability [11, 12].
Helical waves in plasma are excited when the current
flowing along the magnetic field B exceeds a certain
critical level. When the plasma density is distributed
uniformly across the magnetic field, surface helical
waves are excited in a finite-width plasma column. In
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the case of a radially nonuniform plasma, internal heli-
cal waves are excited.

In a weak magnetic field, (µe, iB/c)2 ! 1, where µe, i

are the electron and ion mobilities, the criterion for the
onset of helical instability has a simple physical mean-
ing: the wave is excited if the velocity of the Hall drift

in the transverse electric field of the wave,  (  ~
E), and in the longitudinal magnetic field B exceeds the

E⊥' E⊥'
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velocity of ambipolar diffusion, which eliminates the
perturbation [11, 12],

(1)

Here, Da is the coefficient of ambipolar diffusion; R is
the chamber radius; and α is a numerical factor (of sev-
eral units), which depends on the value of the plasma
density gradient across the magnetic field. Criterion (1)
is valid for both surface and internal helical waves.

In a strong magnetic field, such that (µeB/c)2 @ 1
and (µiB/c)2) > 1 (as is the case under our experimental
conditions), the dispersion relation describing the
threshold characteristics of the internal helical instabil-
ity is much more complicated [13, 14]. The dependence
of the threshold electric field on the magnetic field in
the positive column of a gas discharge was determined
in [13] by numerically solving the dispersion relation
(see Fig. 6). As will be shown below, the parameters of
our experiment meet the criterion for the onset of heli-
cal instability.

The expression for the frequency f of helical oscilla-
tions in a positive gas-discharge column in a strong
magnetic field at µe @ µi has a simple form [14],

(2)

where b1 = 0.413, b2 = 0.295, Te is the electron temper-

ature (in eV), and y = .

In a hollow-cathode discharge (in contrast to the
positive column), there are both the parallel (with
respect to the magnetic field) and transverse compo-
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Fig. 3. Effect of the magnetic field on the oscillation fre-
quency at I = 300 mA and gas (nitrogen) pressures of p =
(1) 1.7 Pa (13 mtorr) and (2) 2.7 Pa (20 mtorr).
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nents of the electric field (E|| and E⊥ , respectively), such
that E|| ~ E⊥  ~ E. In the presence of the transverse cur-
rent component, the mechanism for the onset of helical
instability remains the same, but the instability thresh-
old is higher and, accordingly, the growth rate is lower
[12]. Therefore, the amplitude of helical waves will be
maximum in the region where E|| > E⊥ . Under our
experimental conditions, this region lies somewhere
between the wall and the axis of the discharge chamber,
because the amplitude of helical perturbations is zero
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Fig. 4. Effect of the gas (nitrogen) pressure on the frequency
and amplitude of oscillations at I = 300 mA and B = 0.4 mT.
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on the axis [12]. In a strong magnetic field, the trans-
verse component of the current is magnetized. Since
µe @ µi , the total current at the cathode is equal to

(3)

where n is the plasma density and S is the cathode area.
From expression (3), we can estimate the average

electric field in a discharge. For typical experimental
parameters (Te ≈ 3 eV, µip ≈ 0.5 × 106 cm2 torr/(V s),
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Fig. 6. Threshold electric field for the onset of helical insta-
bility as a function of the magnetic field (y = µeµiB
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[13]: (1) stability domain and (2) instability domain.
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Fig. 7. Frequency of helical plasma oscillations as a function of
the magnetic field at Te ≈ 3 eV, µip ≈ 0.5 × 106 cm2 torr/(V s),

µe/µi ≈ 102, ne ≈ 2 × 1010 cm–3, and gas pressures of p =
(1) 1.7 and (2) 2.7 Pa.
µe/µi ≈ 102, p = 13 mtorr, ne ≈ 2 × 1010 cm–3, and B =
200 G), the electric field is E ~ 1 V/cm. Accordingly, we
have ER/(Te + Ti) ≈ 1 and y ≈ 102. In this case, as can be
seen from Fig. 6, the conditions for the onset of helical
instability are achieved.

In view of expression (3), the frequency of helical
oscillation (see formula (2)) as a function of the mag-
netic field and current has the form

(4)

The first term on the right-hand side of Eq. (4)
accounts for the ambipolar drift of a helical perturba-
tion along the magnetic field. The second term accounts
for the rotation of helical waves. Figure 7 shows the
oscillation frequency of helical waves as a function of
the magnetic field at a constant current for different
pressures. At strong magnetic fields, the dependence of
the frequency on the magnetic field becomes linear
because the contribution of the rotational term in
expression (4) decreases. As the pressure increases, the
oscillation frequency decreases because of a decrease
in the electron and ion mobilities.

It can be seen from Figs. 7 and 3 that the theoretical
and experimental dependences of the oscillation fre-
quency on the magnetic field at different pressures
agree both qualitatively and quantitatively.

It follows from formula (4) that the use of a heavier
gas should lead to a decrease in the oscillation fre-
quency because of the lower ion mobility. This should
also lead to an increase in the threshold magnetic field
(Fig. 6).

As the discharge current increases (in a hollow-cath-
ode discharge, the current is proportional to the electron
density), the electron temperature increases monotoni-
cally and saturates at a level corresponding to the elec-
tronic excitation of molecules [10]. Therefore, the first
term on the right-hand side of Eq. (4) is independent of
the current, whereas the second term is proportional to
the electron temperature. For this reason, as the current
increases, the oscillation frequency should decrease
monotonically and then saturate, which has also been
confirmed experimentally.

To conclude, a comparison between experiment and
theory shows that the oscillations in a hollow-cathode
discharge in a longitudinal magnetic field are most
likely related to the onset of helical instability.
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