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A carbon nanotube is a surface carbon structure that
is morphologically a crystal bent around a certain axis
in the ab graphite plane. Each carbon loop of the graph-
ite plane is a benzene-type hexagon that has carbon
atoms in its nodes and a 1.42-Å-long side (Fig. 1a). The
elementary cell of the two-dimensional crystal lattice of
the ab graphite plane can be specified by the basis vec-
tors a and b, whose length |a| = |b| = 2.46 Å and angle
between them is equal to 120° (Fig. 1). The elementary
cell of the spatial crystal lattice of graphite is obtained
by complementing these two vectors with the basis vec-
tor Ò that is perpendicular to the ab plane and has length
|Ò| = 6.70 Å.

The nanotube is a chiral object. Let the rolling of the
graphite plane into a cylinder lead to the coincidence of
the (m, n) hexagon with the (0, 0) hexagon located at
the origin (Fig. 1b). A line connecting the (m, n) and
(0, 0) hexagons is called the chiral direction. Then,
(m, n) are the chiral indices, and the chiral angle is the
angle α between the chiral direction and direction in
which the neighboring hexagons have a common side.
The chiral characteristics of the nanotube are impor-
tant, because they determine the electronic properties
of the carbon nanotube [1–3].

The reciprocal lattice of the single-wall nanotube is
a body generated by rotating the point nodes of the
reciprocal lattice of the graphite plane ab about an axis
arbitrarily oriented in this plane. The axis of the ordi-
narily oriented nanotube is perpendicular to an electron
beam. Therefore, the corresponding electron diffraction
pattern is the reciprocal-lattice section that passes
through the nanotube axis. The morphological features
of the nanotube graphite structure lead to the features of
the electron diffraction patterns of this structure. This
work aims to determine the crystallographic directions
of the chiral characteristics of the nanotube, to describe
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the position of the nodes of the reciprocal lattice, and to
determine the nanotube chiral angle.

The nanotube is geometrically a right cylinder,
where the chiral direction is a closed directrix and a
straight line parallel to the nanotube axis is its genera-
trix. The directrix of the right cylinder is perpendicular
to its generatrix. Therefore, the chiral direction is per-
pendicular to the nanotube axis. Figure 1 shows the
chiral directions with the indices (8, 0), (7, 1), (8, 3),
and (8, 4) and corresponding nanotube axes. The chiral
angle varies from 0° to 30°. Let us construct the basis
vectors ‡* and b* of the reciprocal lattice for the two-
dimensional direct lattice specified by the basis vectors
‡ and b, as is shown in Fig. 1c. Let us determine the
crystallographic directions of the basic characteristics
of the nanotube for the extreme chiral angles 0° and 30°
(Fig. 1). The results are presented in the table.

For an arbitrary chiral angle 0° < α < 30°, the char-
acteristics of the nanotube are between those presented
in the table. According to the above definition of the
chiral angle, Fig. 1, and the table, the chiral angle in the
direct lattice is equal to the angle between the nanotube
axis and the [120] direction, and in the electron diffrac-
tion pattern, it is the angle between the nanotube axis
and the [010]* direction. Since the multiwall-nanotube
axis always lies in the ab plane, the multiwall nanotube
is always perpendicular to the Z axis, which is mani-
fested on the electron diffraction pattern as (00l) reflec-

Table 

Chiral indices (m, n) (m, 0) (2n, n)

Chiral angle α, deg 0 30

Chiral direction in the direct lattice [100] [210]

Chiral direction in the reciprocal lattice [2 0]* [100]*

Nanotube axis direction in the direct lattice [120] [010]

Nanotube axis direction in the reciprocal 
lattice

[010]* [ 20]*

* Hereinafter, the dot at the place of the third index is omitted.
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Fig. 1. (a) Carbon hexagon, where ‡ is the length of the elementary-cell edge; (b) the (001) graphite plane, where the elementary
cell is specified by the basis vectors a and b, the coordinates of hexagons are given by the numbers (m, n), and the chiral direction,
the direction of the nanotube axis, and chiral angle α with the chiral indices (8, 4) are indicated for the plane rolled into the nanotube;
and (c) the crystallographic directions in the direct and reciprocal lattices of the graphite ab plane, [100] ⊥  [120], [010] ⊥  [210],
and ‡* ⊥ b and b* ⊥  a according to the construction of the reciprocal lattice.

[120]*

(a) (b) (c)
tions presenting the interlayer distance in graphite
(Fig. 2b). Therefore, the axis of the multiwall nanotube
is always perpendicular to the line of the positions of
(00l) reflections.

On the basis of the above crystallographic directions
of the basic characteristics of the nanotube structure, let
us describe the positions of the (h, k, 0) nodes of the
reciprocal lattice of the arbitrary-chirality carbon nano-
tube. The X* and Y* axes are specified as is shown in
Fig. 2a. In this case, the nodes of the reciprocal lattice
of the ab graphite plane have indices shown in Fig. 2.
Let us rotate the shown section of the reciprocal lattice
of graphite about the nanotube axis, which, as follows
from the table, must lie in the a*b* plane between the

[010]* (Y* axis) and [ ]* directions (Fig. 2b). In this
case, the X* and Y* axes are transformed to the X*' and
Y*' axes, respectively. Thus, a node symmetric about
the rotation axis appears for each node, and 12 nodes,
rather than 6 nodes as usually in graphite with a recti-
linear node row, lie on circles uniting the {100} and
{110} nodes. The chiral angle in the reciprocal lattice
is the angle between the nanotube axis and [010]*
direction. Therefore, the chiral angle can be determined
from the electron diffraction pattern and is equal to half
the angle between the radius vectors of the (010) and
(010)' nodes. Considering two equilateral triangles that

are formed by the {(110), ( ), (000)} and {(110)',

( )', (000)} nodes and are turned with respect to
each other by angle 2α, we conclude that the double
chiral angle also appears as the angle between the

radius vectors of the (110) and ( )' nodes (or pairs
symmetrically equivalent to them).

Thus, the rotation of the reciprocal lattice about the
nanotube axis arbitrarily directed between the [010]*

120

120

120

120
and [ ]* directions leads to the splitting of nodes.
The angle between the radius vectors of the split reflec-

tions (010) and (010)' or (110) and ( )' (Fig. 2) is
equal to the double chiral angle of the nanotube. Split-
ting is due to the fact that nodes symmetric for graphite

with a parallelepiped lattice [e.g., (110) and ( )
nodes symmetric about the Y* axis, see Fig. 2a] are gen-
erally not symmetric about the rotation axis in the lat-
tice of cylindrical graphite. Therefore, the nodes are not
transformed to each other by rotation and take the

(110)' and ( )' positions, different from the symmet-
ric positions usual for parallelepiped graphite. It is easy
to understand that nodes are not split when the rotation
axis of the reciprocal lattice coincides with one of the

[010]* and [ ]* directions, which corresponds to a
chiral angle of 0° and 30°, respectively.

The arrangement of nodes of the hexagonal grid of
the reciprocal lattice arising from the graphite plane
(Fig. 2a) is uniquely specified by the interplane spac-
ings dhk0 in the graphite plane that determine the dis-
tances from the (hk0) nodes of the reciprocal lattice to
the center of the electron diffraction pattern [4]. In the
reciprocal lattice of the graphite plane rolled into a cyl-
inder, the number of the (hk0) nodes is generally twice
as large as that in the graphite plane with a rectilinear
node row, and the positions of nodes depend on the
position of the rotation axis. Therefore, interplane spac-
ings are insufficient for the complete characteristic of
the electron diffraction pattern. The position of each
(hk0) node in the reciprocal lattice of the nanotube is
specified by two parameters: the distance Dhk0 from the
node to the rotation axis and the distance Shk0 from the
origin to the plane that is perpendicular to the rotation
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120

120

120
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Fig. 2. (a) Directions in the direct and reciprocal lattices and node indices in the [001] zone of graphite with a parallelepiped cell,
and (b) the scheme of an electron diffraction pattern of a multiwall monochiral carbon nanotube as a result of the rotation of the
nodes of the reciprocal lattice that are shown in Fig. 2a about the nanotube axis (some nodes are shown). The prime denotes the

directions and reflections arising due to the rotation of the reciprocal lattice about the nanotube axis. The ( ) and (110) reflections

are symmetric about the Y* axis, and the ( )' and (110)' reflections are symmetric about the Y*' axis. The scheme shows the split-

ting of the reflections for 0° < α < 30° and determination of the quantities Dhk0, Shk0, ∆D, and ∆S for the ( )' and (110) nodes

that do not coincide for α ≠ 0 and the arising splitting is characterized by the parameters ∆D = ∆D( , 110) and ∆S =

∆S( , 110).
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axis and passes through the given node [shown in Fig. 2

for the ( ) and (110) nodes]. Let us find the depen-
dence of these parameters on the chiral angle for an
arbitrary node of the lattice that is rolled into a cylinder
and whose cell has the edges a, b, and Ò and angles α =
β = 90° and γ.

We consider the row of nodes (h0l) in the reciprocal
lattice with the basis vectors a*, b*, and Ò* with fixed h
and varying l indices. This row is parallel to the Z* axis
and, according to its indices, cuts the interval ha* =

 on the X* axis. The position of this row is

described by the parameters Dh00 and Sh00 (Fig. 3a).
Similarly, the row of the (0kl) nodes with fixed k and

varying l indices cuts interval kb* =  on the Y*

axis and is described by the parameters D0k0 and S0k0 .
Thus, the position of the row of nodes with fixed h and
k indices and varying l index that is projected into the

120

h
a γsin
--------------

k
b γsin
--------------
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(hk0) reflection on the a*b* plane is described by the
quantities

For nodes on the rotation axis, Dhk0 = 0, whereas
Shk0 = 0 for nodes on the equatorial line of the electron
diffraction pattern.

For the hexagonal lattice of graphite, where a = b =
2.46 Å, γ = 120°, and γ* = 180° – γ = 60°, we have

(1)

(2)

Dhk0 Dh00 D0k0+=

=  
h

a γsin
-------------- γ* α+( )sin

k
b γsin
-------------- αsin+ ,

Shk0 Sh00 S0k0+=

=  
h

a γsin
-------------- γ* α+( )cos

k
b γsin
-------------- αcos+ .

Dhk0
h

2.13
---------- 60 α+( )sin

k
2.13
---------- αsin+ ,=

Shk0
h

2.13
---------- 60 α+( )cos

k
2.13
---------- αcos+ .=
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Fig. 3. (a) Reciprocal lattice for a two-dimensional oblique crystal lattice that is rolled into a cylinder and has a cell whose edges a
and b form angle γ (for simplicity, the (h00)', (0k0)', and (hk0)' nodes that are symmetric to the (h00), (0k0), and (hk0) nodes, respec-
tively, about the nanotube axis are not shown). The three-dimensional lattice is obtained adding the Z* axis perpendicular to the
figure plane. The coordinates Dh00 and Sh00 of the (h00) node, as well as the coordinates D0k0 and S0k0 of the (0k0) node, are shown
for determining the coordinates Dhk0 and Shk0 of the (hk0) node. (b) The chiral-angle dependence of the characteristics of the split-

ting between the nodes [∆S( ), (110) and ∆D( ), (110)] ( )' and (110) and [∆S( ), (100) and ∆D( ), (100)] ( )'
and (100), as well as the chiral-angle dependence of the distances ∆S(010), (100) and ∆D(010), (100) between the (010) and (100)
nodes.

120 120 120 110 110 110

0.1

0 5
α, deg

0.2

0.3

0.4

0.5

0.6

0.7

0.8

10 15 20 25 30

∆D, ∆S, Å–1

∆D(120), (110)

∆D(100), (010)
∆S(110), (100)

∆D(110), (100)

∆S(120), (110)
∆S(100), (010)

Dhk0

Dh00 D0k0

D0k0

S0k0

hk0

h00

0k0

Shk0
S0k0

Sh00

Y*' Y*

X*

X*'

Nanotube axis

000

α

γ* = 180° – γ 

k b* = k
b sinγ

h a* = h
a sinγ

(a) (b)
In terms of the coordinates Shk0 and Dhk0 , the split-
ting between the (h1k10) and (h2k20)' reflections
(Fig. 2b) that depends on the chiral angle is character-
ized by the quantities

where the parameters for the (h2k20)' node are deter-
mined by the (h2k20) node symmetric about the rotation
axis. Using expressions (1) and (2), we obtain

(3)

(4)

Figure 3b shows the ∆S and ∆D quantities that are
calculated by Eqs. (3) and (4), respectively, and charac-

terize the splitting between the ( ) and (110) nodes,

as well as between the ( ) and (100) nodes, as func-
tions of the chiral angle α in comparison with these
quantities for a pair of (100) and (010) nodes lying on
the X* and Y* axes, respectively. Since these nodes are
asymmetric about the Y* axis, the initial ∆S and ∆D val-
ues (for α = 0°) are not equal to zero, unlike these quan-

tities for the ( ) and (110) nodes, as well as for the

∆S ∆S h1k10( ) h2k20( ), Sh1k10 Sh2k20– ,= =

∆D ∆D h1k10( ) h2k20( ), Dh1k10 Dh2k20– ,= =

∆S
h1

2.13
---------- 60 α+( )cos

k1

2.13
---------- αcos+  =

 –
h2

2.13
---------- 60 α+( )cos

k2

2.13
---------- αcos+ ,

∆D
h1

2.13
---------- 60 α+( )sin

k1

2.13
---------- αsin+  =

 –
h2

2.13
---------- 60 α+( )sin

k2

2.13
---------- αsin+ .

120

110

120
( ) and (100) nodes, symmetric about the Y* axis.
The quantities Dhk0, Shk0, ∆D, and ∆S calculated for the
reciprocal lattice are represented in an electron diffrac-
tion pattern by the distances

r (mm) = R (Å–1) · C (Å mm), (5)

where R is any of the above quantities and C is the elec-
tron-microscope constant determining the electron-pat-
tern scale.

To illustrate one of the possible applications of the
proposed coordinates of nodes in the reciprocal lattice
of the nanotube, we find the chiral angle of an arbitrary
nanotube by using the Shk0 coordinate. Let us consider
the electron diffraction pattern of a multiwall nanotube
with a diameter of about 190 nm, shown in Fig. 4a [5].
The standard procedure of determining the chiral angle
implies measurement of the angle between the radius

vectors of the split reflections ( )' and ( ) or

( ) and ( )', because these reflections are closest
to the equatorial line of the electron diffraction pattern
and, therefore, the procedure of measuring the angle on
these reflections is most independent of the strands that
are parallel to the equatorial line and always correspond
to the diffraction patterns of tube structures. It is impos-
sible to measure the chiral angle between the radius
vectors of the (010) and (010)' reflections by the stan-
dard method, because their positions are indefinite due
to the presence of strands (Fig. 4a). However, using the
quantity Shk0 given by Eq. (2), one can measure the
chiral angle on the basis of an arbitrary reflection
including the extended (010) reflection. Indeed, since
the parameter S010 shows the distance from the zeroth
node to the straight line that is perpendicular to the rota-

110

210 210

210 210
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Fig. 4. (a) Electron diffraction pattern of the multiwall monochiral carbon nanotube [5], where the double distance s010 presenting
the parameter S010 on the electron diffraction pattern is marked, and (b) Dhk0(α) and Shk0(α) plots drawn by using Eqs. (1) and (2)

for the (100), (010), ( ), (110), ( ), and ( ) reflections.110 120 210
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tion axis and passes through the (010) node, the S010
value is independent of the position of the node on the
straight line and, therefore, on the strands. At the same
time, the S010 value is uniquely related to the chiral
angle. Therefore, calculating the S010 value for the (010)
reflection from the electron diffraction pattern of the
nanotube, one can uniquely determine the chiral angle
of the nanotube by formula (2).

Calculating the device constant from the reflections
of the {110} family and using Eq. (5) with R (Å–1) =
S010 (Å–1) and r (mm) = s010 (mm) (electron diffraction
pattern in Fig. 4), we obtain S010 = 0.462 Å–1 and then
the chiral angle α = 10° ± 0.1° by formula (1). The same

value is obtained by measuring Shk0 but on the ( )
reflection, and a close value of 9.7° ± 0.3° was obtained
in [5] by using the standard procedure for measuring the
chiral angle. Figure 4b shows the Shk0(α) and Dhk0(α)
plots drawn by using Eqs. (1) and (2) for the (100), (010),

( ), (110), ( ), and ( ) reflections. In particu-
lar, calculation of Shk0 values from the electron diffrac-
tion pattern for these reflections makes it possible to
uniquely determine the chiral angle of the nanotube from
the Shk0(α) dependence.

Calculation of the chiral angle by formula (2) with
the use of the Shk0 coordinate (or determination of this
quantity from plots shown in Fig. 4) is favorable over
the standard procedure of measuring the chiral angle
for the following reasons. First, the chiral angle α is
determined from the position of only one of the split
reflections. Second, the chiral angle α is calculated
from an arbitrary reflection, e.g., (010), while the exten-
sion of the (010) and (010)' reflections makes it impos-
sible to measure the chiral angle by the standard proce-

210

110 120 210
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dure. Third, the accuracy of the determination of the
angle increases, because the accuracy becomes inde-
pendent of the extension of reflections that is always
present on the electron diffraction patterns of nanotubes
and is directed along the equatorial line of an electron
diffraction pattern.

In summary, the behavior of the basic crystallo-
graphic characteristics of a nanotube (chiral directions,
rotation axis direction, and chiral angle α) has been
considered. The parameters Dhk0(α), Shk0(α), ∆D(α),
and ∆S(α) have been introduced that provided the com-
plete quantitative characteristic of the positions of the
(hk0) nodes in the reciprocal lattice of a carbon nano-
tube with arbitrary chirality. To increase the measure-
ment accuracy and to provide the possibility of using
one arbitrary reflection for calculation of the chiral
angle of the nanotube, the use of the parameter Shk0(α)
has been proposed.
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As is known [1, 2], the space of the parameters of an
exothermic flow reactor includes a bistability region,
where either a low- or high-temperature stationary
regime is realized, depending on the initial conditions.
The boundary of this region has a cusp, where the dif-
ference between regimes disappears. The properties of
the cusp are similar to those of a critical point on the
phase diagram of a substance with the first-order phase
transition between the phases with the same symmetry
[3]. In particular, it is the endpoint of the equilibrium
line between a liquid and vapor (boiling curve) on the
pressure–temperature plane, where the bistability
domain is bounded by a spinodal. Fluctuations of the
reaction rate must be large near the cusp [4] the same as
density fluctuations increase near the critical point. At
the same time, this similarity is not universal: the sta-
tionary regimes of a reactor lose stability for certain
parameter values and become periodic [5–7]. In [4], an
increase in fluctuations was calculated in the linear
approximation and disregarding the oscillation mode.
In this work, critical fluctuations are analyzed by
numerical simulation for the conditions when they can-
not be treated as small, as well as upon the transition
from the stationary regime to the periodic one at the
cusp.

1. The reactor state is determined by three parame-
ters [8] such as the Damköhler number D, which is the
ratio of the substance residence time in the reactor to
the characteristic reaction time τR; the Semenov num-
ber, which is the ratio of the heat-exchange time of the
reactor with the environment to τR; and the Zel’dovich
number

(1)

Here, E is the activation energy, T0 is the ambient tem-
perature, Q is the reaction heat, and c is the specific

Z E
Tb T0–

Tb
2

-----------------, Tb T0
Q
c
----.+= =
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heat. Near the cusp, the boundary of the bistability
domain is determined by the formula

(2)

Here, s =  – 1 and d =  – 1, where the sub-
script c refers to the parameters at the cusp. For d < 0,

the phase-equilibrium line s =  corresponds to the

zero velocity of switching waves in the reactor [9]. Out-
side the bistability section for d > 0, this straight line is
similar to the critical isochore for the van der Waals

equation. Along the s =  straight line to the cusp, the

average square of reaction-rate fluctuations increases as

 in the linear approximation [10]. For numerical sim-

ulation, we use the set of equations

(3)

(4)

where the dots stand for differentiation with respect to
time, the time unit is equal to τR(Tb), η is the reaction
product concentration, Φ = (1 – η)eθ, and θ is the

dimensionless temperature measured from Tb in the 

units so that ηc = , θc = 2 – Z, Dc = exp(Z – 2), and Sc =

. The cusp corresponds to the equality of the reac-

tion rate to the inverse time of substance residence in

s
d
2
---

2
3

------- d–( )3 2/
.±=

SSc
1– DDc

1–

d
2
---

d
2
---

1
d
---

η̇ Φ η θ,( ) η 1
D
----

1
Dc
------y t( )+ ,–=

θ̇ ZΦ θ Z+
S
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E
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4Dc
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the reactor. The random function y(t) takes a value in

the interval (–0.1, 0.1) with 〈y2〉  =  and simulates

small variations in the mixture-feed rate. In calcula-
tions by the RKF45 subroutine, y is generated by the
RANDOM generator of the FORTRAN 77 compiler.
The function Φ(t) is analyzed for d from the interval

(−0.1, 0.1) and s = .

2. For y = 0, the transition from the stationary
regime to the periodic one at the cusp occurs at Z = 8.
First, we analyze the effect of noise y(t) for Z = 7 on sta-
tionary regimes. The time of establishing such a regime
increases upon approaching the cusp. For this reason,
the initial conditions η = ηc and θ = θc are used to min-
imize the establishing time. The computation time is
equal to 3 × 105 in most variants, and the establishing
time (without noise) does not exceed 2000. The average
〈Φ〉  is a decreasing function of d (Fig. 1), because tem-

perature θ ≈ θc on the s =  straight line and the product

concentration increases with d. Susceptibility can be
introduced for the stationary regimes of the active sys-
tem as it is for a system in equilibrium. In particular, the

susceptibility of a reactor can be defined as . It is

seen that this quantity has a sharp maximum at the cusp.
The origin of this maximum is the same as the origin of
high susceptibility in continuous phase transitions. For
d ! 1, the stationary regime is stable under infinitely
small perturbations, but the “force” restoring the sys-
tem to the stable point after deviation is small. For this
reason, deviations arise easily and relax slowly. In other
words, susceptibility is high in the low-frequency limit,
which is given by the above partial derivative.

Small random variations of the parameters that are
inherent in any real system do not noticeably affect its
state far from the bifurcation points. However, near the
cusp, where susceptibility is high, weak noise y(t)
induces intense pulsations of the reaction rate. Figure 2
shows variation of the variance V2 = 〈(Φ – 〈Φ〉 )2〉  along

the s =  straight line in the double logarithmic scale.

The upper and lower branches of the plot refer to nega-
tive and positive d values, respectively. Upon approach-
ing the point (Dc, Sc), a power increase with the critical
exponent γ close to –1 is observed. A least squares fit
yields γ– ≈ –1.2 and γ+ ≈ –1.1 for the upper and lower

branches, respectively. The ratio  ≈ , while the

average square of fluctuations of the order parameter in
the symmetric phase for second-order phase transitions
is twice as large as that in the asymmetric phase. An
increase in pulsations stops near the cusp similarly to

1
150
---------

d
2
---

d
2
---

∂Φ
∂D
-------

d
2
---

V–

V+
------ 56
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the case of continuous phase transitions, where this
behavior is attributed to the nonsingular part of suscep-
tibility. The saturation-region boundaries are d– ≈ 0.02

and d+ ≈ 5 × 10-4. The pulsation intensity  in this
region is less than 〈Φ〉  by a factor of only 3–5, which is
similar to the variance-to-mean value ratio for devel-
oped turbulence. In [11], the nonlinear saturation of
fluctuations for the bifurcation of period doubling is
numerically simulated upon a point mapping, as well as
for an oscillator with spontaneous symmetry violation
(transition from one potential well to two wells; only
the symmetric region of the bifurcation parameter was
analyzed).

According to [10], the spectra of pulsations gener-
ated by weak white noise must have a peak at zero fre-
quency, and the peak width decreases upon approach-
ing the cusp. Figure 3 shows certain frequency spectra.

V2
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–0.10 –0.05 0 0.05 0.10
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0.005
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〈Φ〉

d

Fig. 1. Reaction rate vs. the Damköhler number near the
cusp.
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Fig. 2. Average square of pulsations against |d| in the double
logarithmic scale.
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Since the computation time is finite, these spectra are

formally line spectra with line frequencies ωn = ,

where n = 1, 2, …, and t0 is the computation time. The
computation time must be much larger than the charac-
teristic oscillation times in Φ(t), which is ensured by
the above t0 value. Intensity is chaotically distributed
over the lines but decreases in average with an increase
in frequency. The spectrum is shifted towards low fre-
quencies for d → 0 due to an increase in the correlation
time of fluctuations. Therefore, their statistical proper-
ties are independent of initiating noise, because any
external noise can be treated as δ correlated, or white,

2πn
t0

---------

10

20 40 100 120 160

20

40

50

60

Vh
2, 106

n60 80 140

30

2
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6

0

d = 0.05
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0

Fig. 3. Frequency spectra of pulsations for d = 0.05 and 0.
The low-frequency peak narrows with a decrease in d.
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Φ

t, 104
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Fig. 4. Change in the Φ(t) plot when exciting self-sustained
oscillations as calculated for d = 0.
noise at such long times. At the same time, in contrast
to flicker noise, the low-frequency peak is formed only
near the cusp. Diagnostics of weak noise that is based
on its enhancement by a system under critical condi-
tions was proposed in [11]. Since the height of the pla-
teau in Fig. 2 is the property of the enhancing system,
the possible enhancement of initial noise is larger for
weaker noise. However, as was stated above, only low
frequencies are enhanced, which considerably restricts
the possibilities of diagnostics. At the same time, an
increase in low-frequency noise of the system, whose
parameters can vary, in advance indicates approaching
a critical (emergency) situation.

Only the randomization of stationary regimes was
considered above. For Z = 8, the stationary regime at
the cusp loses stability and becomes periodic. The tran-
sition to self-sustained oscillations (Fig. 4) suppresses
chaotic pulsations. A decrease in 〈Φ〉  is attributed to a
decrease in the critical temperature θc = 2 – Z, whereas
the order of magnitude of the amplitude does not
change when chaotic oscillations are transformed to
regular oscillations. This transition can be attributed to
the synchronization of frequencies, or, in other words,
to the “condensation” of vibrational modes of the cha-
otic regime.

3. High susceptibility near the bifurcation points
(including the points of the continuous phase transi-
tion) is responsible for critical phenomena. Susceptibil-
ity increases due to smallness of the force restoring the
system to the stationary regime or equilibrium after
deviation. In the state space, equilibrium or the station-
ary state corresponds to a point where trajectories con-
verge. Under critical conditions, the attraction basin to
the attractor point is small (at least in certain direc-
tions), because unstable elements of the state space
(saddle points, unstable cycles, etc.) approach it. Thus,
almost indifferent equilibrium with a weak restoring
force arises. In this work, a reactor is considered as a
system with lumped parameters. In a distributed sys-
tem, pulsations may be inhomogeneous (chaotic auto-
waves), and their spatial correlations also have singu-
larities under critical conditions.
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In this study, a new hybrid method for solving a
wide range of internal and external problems of diffrac-
tion theory is proposed and substantiated on the basis of
concepts described in [1–5]. It is well known that the
generalized eigenmode method is based on solving a
certain auxiliary eigenvalue problem in a complex
region by expanding the solution in the basis functions
and then finding the coefficients of this series by one of
the variational methods. The basis functions must sat-
isfy certain requirements, in particular, boundary con-
ditions. For a region of an arbitrary shape, the choice of
the basis can be a complicated task. However, this task
is efficiently solved by the method based on the theory
of R functions [1–4].

STATEMENT OF THE PROBLEM 
AND A METHOD OF ITS SOLUTION

Closed cavity. We analyze diffraction of electro-
magnetic waves by a dielectric body placed in a closed
cavity. Let the function U satisfy the equations

(1)

(2)

and the matching conditions

(3)

inside a finite dielectric region Ω+ ⊂ Ω , remaining
region Ω– = Ω\ Ω+, and at the dielectric boundary ∂Ω+,
respectively. Here, n is the external normal vector to
∂Ω+, whereas U+ and U– are the U values on either side

∆U k2εU+ f ,=

∆U k2U+ f=

U+ U–
∂Ω+– 0, ∂U+

∂n
---------- ∂U–

∂n
---------– 

 
∂Ω+

0= =
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of ∂Ω+. The permittivity ε can be a complex number.
The Dirichlet

, (4a)

Neumann

, (4b)

or third kind

(4c)

boundary condition is satisfied at the cavity boundary
∂Ω . Here, w is the impedance independent of the fre-
quency k. In a particular case, the impedance w can be
superconducting. Previously, such a case was analyzed
by the generalized eigenmode method by one of us
(V.E.K.) in [6, 7]. Let the field U0 satisfy the equation

(5)

everywhere in the cavity with the same boundary con-
ditions. In this case, the solution to the diffraction prob-
lem specified by Eqs. (1)–(4) can be represented in the
form of the series

(6)

where un are eigenfunctions of the auxiliary homoge-
neous problem

(7)

(8)

with the matching conditions

(9)

U ∂Ω 0=

∂U
∂n
-------

∂Ω

0=

U w
∂U
∂n
-------+ 

 
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∆U0 k
2
U0+ f=

U U0 Anun,
n

∑+=

∆un k2εnun+ 0 in Ω+,=

∆un k2un+ 0 in Ω–=

un
+ un

–

∂Ω+– 0,
∂un
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∂un
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and the boundary conditions

(10a)

(10b)

or

(10c)

The numbers εn are the eigenvalues of the latter prob-
lem, which describes the eigenmodes (in the field free
of sources) in a system consisting of a cavity and a
dielectric body. Outside the dielectric, the eigenfunc-
tions and diffracted field U – U0 satisfy the same equa-
tion. The eigenfunctions of the problem that is given by
Eqs. (7)–(9), (10a), and (10b) are orthogonal,

(11)

(12)

and the eigenvalues εn are real. If boundary condition (10c)
with the complex impedance w, Imw < 0 (absorbing
walls) is given on ∂Ω , then the homogeneous problem
for un is not self-conjugate, the eigenvalues εn are com-
plex, and only relationship (11) is valid. When energy
losses exist, eigenmodes are possible only if energy is
released in the dielectric. In this case, the imaginary
part of ε must be positive, whereas the energy released
in the dielectric body must be identical to the energy
absorbed by the walls. In order to determine εn , we
should vary the functional

(13)

where ε plays the role of the Lagrange multiplier. Rep-
resenting un as the following series in terms of the basis
functions ϕm that satisfy boundary conditions (10),

(14)

and applying the Ritz method to functional (13), we
arrive at the algebraic eigenvalue problem

(15)

where

un ∂Ω 0,=

∂un

∂n
--------

∂Ω

0,=

un w
∂un

∂n
--------+ 

 
∂Ω

0.=

unum σd

Ω+

∫ 0, n m,≠=

unum* σd

Ω+

∫ 0, n m,≠=

L u( ) ∇ u( )2 σ k2 u2 σ k2ε u
2 σ,d

Ω+

∫–d

Ω–

∫–d

Ω
∫=

un Cm
n( )ϕm

m

∑=

amlCm
n( )

m

∑ εn bmlCm
n( ),

m

∑=

aml ∇ϕ m∇ϕ l σ k
2 ϕmϕ l σ,d

Ω–

∫–d

Ω
∫=

bml k
2 ϕmϕ l σ.d

Ω+

∫=
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The solution to the initial problem given by Eqs. (1)–(4)
is expressed in form (6), where

(16)

For a region of a complicated shape, the method of
R functions makes it possible to construct the basis
functions ϕm in Eq. (14) that exactly satisfy homoge-
neous boundary conditions (10). In this case, the right-
hand side of (14) can be considered as a solution to the
boundary value problem that contains indeterminate

coefficients . These coefficients are found by min-
imizing functional (13). Let the equation for the
domain Ω be constructed by the method of R functions
(we assume that Ω ⊂  R2)

(17)

such that ω > 0 and ω < 0 inside and outside Ω , respec-
tively, and ω = 0 on ∂Ω . In the case of boundary condi-
tions of the second or third kind, we also require that

the function ω be normalized, i.e.,  = –1. We

choose an arbitrary system of functions ψn that is com-
plete in Ω . Then, the basis functions ϕn that appear in
Eq. (14) and exactly satisfy boundary conditions (10)
have the form

(18a)

(18b)

(18c)

Here,

is the differential operator that, at the boundary ∂Ω,
coincides with the operator of the differentiation with
respect to the outer normal. In expression (18c), w is
continued from the boundary to the interior of the
domain.

Open cavity. Let us consider diffraction by the
dielectric body located in vacuum or in an open cavity.
In this case, the scattered field U – U0 must satisfy the
radiation condition. Therefore, the modification of the
ε method for open problems is reduced to introducing
the radiation conditions into the homogeneous prob-
lem. The mathematical formulation of the diffraction
problem is the following. We need to find the function
U satisfying Eqs. (1), (2), and (3) within the region Ω+

(the interior of a dielectric body), infinite region Ω–, and
at the boundary of the dielectric body, respectively. If

An
1

ε εn–
------------- 1 ε–

k2 1 εn–( )
-----------------------

un f σd

Ω
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un
2 σd

Ω+
∫
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Cm
n( )
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-------
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ϕn ωψn,=

ϕn ψn ωDψn,–=

ϕn ψn ω Dψn

ψn
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D
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∂x
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∂y
------- ∂
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-----+≡
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the sources are situated at finite distances, the radiation
condition at infinity is

(19)

For a plane wave incident on the body, the radiation
condition is imposed on the scattered field. As before,
we seek the solution to the problem under consideration
in the form of series (6), where U0 is the field of the
same sources f in vacuum (primary or incident field);
i.e., U0 satisfies Eq. (5) in the entire volume. The eigen-
functions un in the expansion of the diffracted field U –
U0 must obey Eqs. (7) and (8), boundary conditions (9)
of the continuity of the field and its normal derivative
on ∂Ω+, and the radiation conditions at infinity. The
numbers εn are eigenvalues of the formulated homoge-
neous problem. Since each eigenfunction outside the
body satisfies the same equation as the scattered field,
each term and all of series (6) satisfy the radiation con-
dition. For a fixed frequency k, the homogeneous prob-
lem has a nontrivial solution only at certain values of εn

and the imaginary part of the eigenvalue must be posi-
tive, i.e., Imεn > 0. This property of εn has the same
physical explanation as for a cavity with impedance
walls: undamped eigenmodes in the presence of radia-
tion can exist only when they are maintained by the
energy released in an auxiliary body. It follows from the
statement of the homogeneous problem that series (6)
with arbitrary coefficients An obeys Eq. (2) outside the
body, the boundary conditions on ∂Ω+, and the radia-
tion condition. The coefficients An are of form (16).

Radiation condition (19) can be written as the
asymptotic form of impedance condition (10c) for w =

– . Therefore, besides the radiation condition imposed

on the admissible functions, it is necessary to add the

integral of u  over an infinite sphere to Eq. (13).

Indeed, it can be shown that the first variation of the
functional

(20)

where Ω– is the domain externally bounded by the

sphere SR of radius R, has the order  on the eigenfunc-

tion of the homogeneous problem. Therefore, the first
variation of the functional

(21)

U
e ikr–

r
---------Φ ϕ( ).∼

i
k
--

∂u
∂n
------

LR u( ) ∇ u( )2 k
2εu2–[ ] σd

Ω+

∫=

+ ∇ u( )2 k
2
u

2
–[ ] σ u

∂u
∂n
------ σ,d

SR

∫+d

Ω–

∫

1
R
---

L u( ) LR u( )
R ∞→
lim=
is zero; i.e., L(u) is the desired functional. Instead of
functional (20), we can minimize the simpler functional

(22)

where Ω– is the infinite region but for complex k (Imk <
0). After the integral over Ω– has been calculated, k
must again be considered as real.

The method of R functions in external diffraction
problems is realized by approximately simulating the
radiation conditions

(23)

on the auxiliary contour SR . Taking into account that the
normalized equation for the contour SR is of the form

we may write the following approximate structure of
the solution to the diffraction problem for an open
cavity:

(24)

where

AN EXAMPLE
OF NUMERICAL REALIZATION

We now analyze the diffraction problem in a closed
H-shaped cavity with metallic walls and a dielectric
insert (Fig. 1). The eigenmodes of the homogeneous
problem of the ε method satisfy Eqs. (7) and (8) in the
domain Ω+ occupied by a dielectric and the remaining
domain of the cavity, respectively, as well as continuity
condition (9) and boundary condition (10a) on the cav-
ity walls (E polarization). In order to realize the method
of R functions, we initially construct the boundary
function of the Ω domain:

(25)

where ∧ 0 and ∨ 0 are the symbols of the R0 conjunction

L u( ) ∇ u( )2 k
2εu

2
–[ ] σd

Ω+
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2
u2–[ ] σ ,d
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= b2 x2–( ) ∧ 0 L2 y2–( )[ ] ∧ 0 x2 a2–( ) ∨ 0 l2 y2–( )[ ] ,
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and R0 disjunction defined as

(26)

(27)

respectively. Furthermore, we use the Ritz method for
the minimization of functional (13) with basis func-
tions (18a) in expansion (14). We take usual power

f 1 ∧ 0 f 2 f 1 f 2 f 1
2

f 2
2+ ,–+≡

f 1 ∨ 0 f 2 f 1 f 2 f 1
2

f 2
2+ ,–+≡

Ω–

2L

Ω–

Ω+2l

2a

2b

y

x

Fig. 1. Cross section of an H-shaped cavity.
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polynomials as ψn and consider only even powers in x
and y (even oscillations). The convergence of the Ritz
method was verified numerically by comparing the
results obtained for different numbers of basis func-
tions. In the case of 14 basis functions, the error was

0.25

8

εn

0.50 0.75 1.000

6

4

2

10

n = 3

n = 2

n = 1

Fig. 2. Dependence of the first three eigenvalues εn on the
cavity geometric parameter.

l
L

ε1 = 0.7883 ε2 = 6.2012

ε3 = 6.5642 ε4 = 29.598

Fig. 3. Contours of the first four eigenfunctions (for  = 0.5).
l
L
---
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approximately equal to 1%. Figure 2 shows the depen-
dence of the first three eigenvalues εn on the relative

width of the dielectric insert for ka = ,  = 3, and

 = 2. Figure 3 demonstrates contours for the first four

eigenmodes corresponding to even (with respect to
both coordinates) oscillations. The results agree well
with the data of [5], where the solution was obtained by
minimizing a functional more complicated than func-
tional (13) on the basis of a variant of the partial-
domain method.

Thus, the hybrid method that is proposed and sub-
stantiated in this study and involves the constructive
possibilities of the R-function theory and the general-
ized eigenmode method is efficient in solving both
internal and external diffraction problems. This method
can also be applied to solve a wide range of boundary
value problems in the electrodynamics of supercon-
ducting structures.

2
L
a
---

b
a
---
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Determination of the Thickness of Ultrathin Films 
by X-ray Photoelectron Spectroscopy
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Received February 4, 2004
1. To modify the surface properties of materials,
their surfaces are covered by films. When items made
of these materials are used, a layer whose composition
and properties differ from those of the respective bulk
properties appears on their surface. It is difficult to
determine the thickness of such films when they consist
of two to ten monolayers. X-ray photoelectron spec-
troscopy or Auger electron spectroscopy is usually
applied in this case. However, except for [1], the elastic
scattering of photoelectrons was disregarded in this
case. At the same time, this scattering strongly affects
the path of a photoelectron in a film and substrate [2–5].

Recently [6–15], it was shown that nondipole tran-
sitions accompanying photoionization strongly affect
the intensity and angular distribution of photoelectrons.
Since the angular distribution is important for deter-
mining the thickness of thin films, the effect of nondi-
pole transitions on the determination of the thickness of
films is analyzed in this work. In addition, we compare
two methods of measuring the photoelectron path in a
film: first, by rotation of an analyzer when the angle
between ionizing radiation and a sample is constant
and, second, by rotation of the sample when the angle
between ionizing radiation and photoelectron emission
direction is constant.

2. To develop a method of determining the thickness
of ultrathin films by x-ray photoelectron spectroscopy
with allowance for both the elastic scattering of photo-
electrons in a solid and nondipole transitions accompa-
nying photoionization, we use the approach described
in [1, 2] and complement it by taking into account non-
dipole transitions. We apply the method to the case of
unpolarized ionizing radiation by including only the
very important dipole–quadrupole transitions. We

1 Kurnakov Institute of General and Inorganic Chemistry, 
Russian Academy of Sciences, 
Leninskiœ pr. 31, Moscow, 117907 Russia

2 Wilhelm-Ostwald Institut für Physikalische und 
Theoretische Chemie, Universirät Leipzig, Leipzig, 
Linnestr 2 D-04103, Germany

* e-mail: vgyar@igic.ras.ru
1028-3358/04/4905- $26.00 © 20275
begin with the first variant, i.e., with a rotating ana-
lyzer, when ionizing radiation normally falls on the
sample surface. The method is easily applied to polar-
ized radiation.

In the case under consideration, the differential cross
section for photoionization is given by the formula

(1)

where Ω is the solid angle; β, γ, and δ are the parame-
ters of the angular distribution; and θ is the angle
between ionizing radiation and photoelectron emission
direction.

In a pure theoretical approximation similar to [1]
(theory I), the intensities from a semi-infinite homoge-
neous sample and a layer with thickness d are deter-
mined as

(2)

and

(3)
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2 δ+( )µ––

Pd Hc 0.5 1 d
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------– 
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ν µ–
------------ 
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Table 1.  Values of f1 obtained for the Ag 3d line by the rotating-analyzer method

d
f1

α = 2° α = 14° α = 32° α = 50° α = 62° α = 74° α = 80°

0.05 0.99276 0.96828 0.90100 0.84700 0.82479 0.81320 0.81335

0.3 0.97697 0.95573 0.89696 0.85134 0.83745 0.85022 0.90350

0.75 0.95389 0.93706 0.89056 0.85927 0.86447 0.96310 1.25448

1.5 0.92569 0.91369 0.88182 0.87269 0.92084 1.23682 1.86489

2 0.91158 0.90175 0.87701 0.88167 0.96341 1.40231 2.15050

3 0.89044 0.88357 0.86920 0.89934 1.04713 1.64091 2.54043
respectively, where H =  is the Chan-

drasekhar function, µ = cosα, α is the photoelectron
emission angle, c = (1 – ω)0.5, ω is the single scattering
albedo, d is the layer thickness measured in the inelastic
mean free path of a photoelectron in the surface layer

and substrate, and ν = 1 + 2exp .

In the second case (rotating sample), the angle
between ionizing radiation and photoelectron emission
direction is taken to be 90°, which corresponds to the
construction of most spectrometers, i.e., µ = 0. There-
fore, the contribution of nondipole parameters γ and δ
vanishes in this variant.

Let us determine the thickness of a film by a method
similar to that described in [1]. It is based on measuring
the ratio of K1 intensities Is(d/s) from the substrate
under the film to the intensity I∞ of the same x-ray pho-
toelectron line in the pure (without film) semi-infinite
sample. This ratio is determined by Eq. (4) with the use
of partial contributions Pd and P∞ to intensity:

(4)

where d is the thickness of the surface layer. Intensity
Is(d/s) can be represented in the form

(5)

Here, µ = cosα, where α is the photoelectron emission
angle with respect to the normal to the surface. The
attenuation coefficient f1 is not constant and depends on
the physical characteristics of the sample and experi-
mental conditions. In essence, Eq. (5) is a definition of

1 1.908µ+
1 1.908µc+
-----------------------------

2
ω
----– 

 

K1
Is d/s( )

I∞
----------------- 1

Pd

P∞
------,–= =

Is d/s( ) I∞
d

f 1µ
---------– 

  .exp=
the quantity f1 . Taking Eqs. (4) and (5) into account, we
obtain

(6)

The self-consistent determination of layer thickness
is carried out as follows. First, the ratio K1 is experi-

mentally determined, and the quantity  is calculated

by Eq. (6). Second, the quantity f1 for a given ω value
and certain estimate d is calculated from the first of
Eqs. (6). Third, the quantity d is calculated by using the

previously determined values  and f1 . Fourth, simi-

larly to the second step, the  value is calculated with
the d value obtained in the third step and, then, a new d'
value is determined by using the  value. Fifth, the
self-consistent procedure continues until the d' values
obtained in steps similar to the third and fourth steps
coincide with each other. One or two cycles are usually
sufficient.

As was shown in [1], the f1 value is independent of
the type of calculation (theory I, II, or III). For this rea-
son, theory I is taken for simplification of expressions.
The quantities Pd and P∞ can be determined not only by
analytical calculation but also by the Monte Carlo
method. We apply the Monte Carlo method described
in [1]. The procedure of determining d is demonstrated
for the Ag 3d x-ray photoelectron line excited by the
MgKα line. The parameters necessary for analytical cal-
culation for the Ag 3d line are ω = 0.31, δ = 0.0469, γ =
0.181, and β = 1.21. The δ, γ, and β values are calcu-
lated in the relativistic approximation.

Tables 1 and 2 present f1 values calculated analyti-
cally for various d and α values. Experimental data are
simulated by the Monte Carlo method. Table 3 presents
the d values determined by the three methods and d val-

d
f 1
----- µ 1

Pd

P∞
------– 

 ln– µ K1.ln–= =

d
f 1
-----

d
f 1
-----

f 1'

f 1'
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Table 2.  Values of f1 obtained for the Ag 3d line by the rotating-sample method

d
f1

α = 2° α = 14° α = 32° α = 50° α = 62° α = 74° α = 80°

0.05 0.80061 0.80065 0.80081 0.80130 0.80217 0.80488 0.80945

0.3 0.79947 0.79980 0.80145 0.80597 0.81377 0.84020 0.89764

0.75 0.79763 0.79842 0.80255 0.81472 0.83903 0.94950 1.24491

1.5 0.79511 0.79653 0.80425 0.83011 0.89364 1.22051 1.85361

2 0.79376 0.79551 0.80529 0.84075 0.93619 1.38612 2.13924

3 0.79170 0.79395 0.80718 0.86221 1.02192 1.62603 2.52994

Table 3.  Values of d calculated for the Ag 3d line by (first rows) the rotating-analyzer method, (second rows) rotating-sample
method, and (third rows) disregarding elastic scattering in comparison with the true d values

True
d

d

α = 2° α = 14° α = 32° α = 50° α = 62° α = 74° α = 80°

0.3 0.315 0.313 0.282 0.318 0.326 0.335 0.304

0.31 0.30 0.27 0.3 0.3 0.31 0.28

0.322 0.328 0.315 0.373 0.389 0.394 0.337

0.75 0.692 0.701 0.816 0.788 0.806 0.755 0.720

0.67 0.67 0.75 0.73 0.75 0.69 0.65

0.726 0.748 0.916 0.917 0.933 0.784 0.574

1.5 1.463 1.508 1.622 1.58 1.565 1.509 1.587

1.42 1.42 1.50 1.46 1.42 1.38 1.47

1.58 1.65 1.84 1.81 1.70 1.22 0.851

2 2.015 2.04 2.175 2.072 2.032 2.019 2.172

1.95 1.92 2.01 1.93 1.87 1.86 1.97

2.21 2.26 2.48 2.35 2.11 1.44 1.01

3 3.14 3.066 3.26 3.076 3.047 3.183 3.506

3.11 2.94 3.07 2.89 2.86 2.84 3.01

3.53 3.47 3.75 3.42 2.91 1.94 1.38
ues used in the Monte Carlo calculation, which below
will be called true values. This table can be treated as a
comparison between theory and experiment.

3. Analysis of Table 3 provides the following con-
clusions.

First, calculation disregarding elastic scattering (the
third row for each d value in Table 3), which is called
the straight line approximation (SLA), because the tra-
jectories of photoelectrons in this case are straight
lines, is noticeably less accurate than the first two
approaches. Good agreement of the SLA with experi-
mental data is observed only for small d values. The
SLA overestimates the true d values for small α values
DOKLADY PHYSICS      Vol. 49      No. 5      2004
and strongly underestimates them with an increase in d.
This result is explained by the results obtained in [5].

Second, for experimental determination of d, α
angles less than 60° are important, because sample
roughness is important for larger α values. In this case,
the rotating-analyzer method, where nondipole transi-
tions are taken into account, overestimates both the true
d values and values given by the rotating-sample
method, which underestimates the true d values.

Third, deviations of d values obtained by the first
and second methods from the true values are immate-
rial. Both methods reproduce the true d values well
within an accuracy of 6%. Thus, the inclusion of nondi-
pole transitions does not lead to considerable improve-
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ment of the results. This conclusion is associated with
the structure of formula (6). The contribution of nondi-
pole transitions to the quantities Pd and P∞ are partially

compensated, because only their ratio  enters into

formula (6).

Conclusions for the Al 2s line are similar.
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At present, no physically substantiated theory
describes the effect of the submicrocrystalline structure
of materials on phase transformations occurring under
thermal and deformation actions. This is primarily the
case for martensitic transformations, which are rather
sensitive to the structural characteristics of the initial
phase [1, 2]. In this study, we consider the features of a
martensitic transformation in Fe–Ni(29–30%)–C(0.02%)
microcrystalline alloys, where the grain sizes of the ini-
tial γ phase are varied by using intense plastic deforma-
tion followed by recrystallization annealing.

The concentration interval of compositions was
chosen so that the start temperature Ms of the martensi-
tic transformation was below room temperature [3].
This made it possible to produce and study various
structural states of the initial γ phase and further to
investigate the features of the martensitic transforma-
tion upon cooling to low temperatures. Intense shear
plastic deformation was performed in a Bridgman
chamber at a pressure of 2 GPa. Then, the deformed
samples were subjected to isothermal vacuum anneal-
ing in the temperature range 600–1000°C for 0.25–6 h.
To realize the γ−α martensitic transformation, the
annealed samples were sharply cooled to 77 K. The
structure of the samples was investigated by scanning
and transmission electron microscopy, as well as by the
method of quantitative x-ray diffraction analysis. Alloy
samples were obtained with the average grain size dav
between 0.3 and 8 µm.

After the samples were cooled to 77 K, the volume
fraction of martensite was evaluated on both sample
surfaces. Its value was proved to be the same within the
experimental error. It was noted that a decrease in dav
always reduced the volume fraction of martensite. For
example, in the Fe–Ni(32%) alloy, a decrease in the
grain size to 2.2 µm resulted in the complete suppres-
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Materials, Bardin Central Research Institute of Ferrous 
Metallurgy, Vtoraya Baumanskaya ul. 9/23, 
Moscow, 107005 Russia
e-mail: glezer@imph.msk.ru
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sion of the martensitic transformation upon cooling to
77 K. In other words, we observed the overcoming of a
critical parameter of the crystalline structure, which is
responsible for the realization of the martensitic trans-
formation in an alloy of a certain chemical composition
upon cooling at a given temperature regime.

Either the maximum or the average grain size in the
polycrystalline ensemble can probably be proposed as
such a structural parameter. In the former case, the
transformation starts in the largest grains and expands
throughout the environment polycrystalline matrix. In
the latter case, the martensitic transformation in the
polycrystal is developed in the statistical regime.

Figure 1 shows the histograms of the size distri-
bution of γ-phase grains in the Fe–Ni(32%) alloy
(a) before and (b) after the martensitic transformation
upon cooling to 77 K. The fraction of the transformed
volume was 22%. It is seen that the histogram describ-
ing the distribution of grains that have undergone the
transformation is similar to that describing grains of the
initial phase. Moreover, the average size of grains that
have undergone the transformation (Dav = 6.1 µm) vir-
tually coincides with that of γ-phase grains (dav =
5.8 µm). If the transformation started in the largest
grains, the histogram shown in Fig. 1b would be
sharply asymmetric and the maximum of the trans-
formed grains would lie in the region of the largest
grains of the γ phase. The similarity of the histograms
shown in Fig. 1 clearly indicates that it is the average
grain size of the polycrystalline ensemble that is
responsible for the tendency of the material to the mar-
tensitic transformation.

Electron microscopic analysis of the structure of the
samples after the martensitic transformation confirmed
this conclusion. The martensitic transformation was
frequently observed in smaller grains, whereas larger
austenite grains remained unchanged. Figure 2 shows
the transformed-volume fraction M as a function of dav
in the initial γ phase for the alloys under investigation.
It is clearly seen that a certain average grain size d* cor-
responding to “blocking” the martensitic transforma-
tion exists for each alloy. In the framework of the so-
called “go-ahead” mechanism of the martensitic trans-
formation [4, 5], Vm as a function of dav and the expres-
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Histograms of the size distribution of γ-phase grains in the Fe–Ni(32%) alloy (a) before and (b) after the martensitic trans-
formation upon cooling to 77 K.
sion for d* can be analytically described by the rela-
tionships [6]

(1)

(1a)

Here, M0 = K1(T* – Tf), where T* is the temperature of
the thermodynamic equilibrium of the γ and α phases
(up to a factor), Tf is the final cooling temperature, and
K1 and Km are constants.

Relations (1) and (1a) adequately reproduce our
experimental results presented in Fig. 2.1 The physical
meaning of the average critical grain size d* corre-
sponding to the blocking of the transformation can be
explained as follows. Only crystals that cannot initiate
accommodate stresses high enough to form a marten-
site crystal in a neighboring grain can be formed in ini-
tial-phase grains, whose sizes are less than the critical
size. In other words, the go-ahead process stops. The
size distribution of grains in the polycrystalline ensem-
ble and, accordingly, the probability of finding a grain
of a rather large size in the go-ahead process are statis-
tical. Therefore, it is the average grain size in the initial
γ phase that serves as the critical parameter.

1 Strictly speaking, the most frequent size (mode) rather than the
average grain size must be considered in the framework of the go-
ahead mechanism.

M M0 Kmdav
1/2– ,–=

d*
K

T* T f–
-----------------

2

.=
Thus, our investigations indicate that the main (but
not the only) structural parameter responsible for the
tendency to the nonthermoelastic martensitic transfor-
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Fig. 2. Transformed-volume fraction M vs. the average
grain size dav of the initial phase in the alloys containing
(1) 32, (2) 30, and (3) 29% Ni.
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mation upon cooling Fe–Ni alloys is the average grain
size in the polycrystalline ensemble of the initial (high-
temperature) phase.
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THE ESSENCE OF THE PROBLEM

The problem of diffraction of a plane electromag-
netic wave by a finite metallic cylinder (linear electric
vibrator) is one of the key problems in the theory of
receiving antennas, and it is most difficult to determine
the electric-current distribution over the cylinder. The
method of calculating the electric-current distribution
in a system of thin linear vibrators excited by a plane
wave was developed in [1]. In that paper, the diffraction
problem (in the thin-vibrator approximation) was
reduced to an ill-posed problem [2] that was repre-
sented by a set of Fredholm integral equations of the
first kind with logarithmic singularities in their kernels
and was solved by the self-regularization method [3].
Symmetric vibrations (independent of the azimuth
coordinate) of a perfectly conducting finite hollow cyl-
inder were considered in [4]. However, Tikhonov and
Dmitriev [3] stated that the solution obtained in [4] is
incorrect. On the other hand, the two-dimensional
problem of diffraction of a plane electromagnetic wave
by an infinite perfectly conducting circular cylinder
was solved long ago in [5] under the assumption of the
absence of field variations along the axial cylindrical
coordinate. In [6–8], the theory of singular equations
was applied to develop the theory of a thin electric
vibrator in the approximation of a perfectly conducting
finite hollow circular cylinder by ignoring the azi-
muthal electric-current component. In the present
study, the problem of the diffraction of a plane electro-
magnetic wave by a perfectly conducting finite hollow
circular cylinder is analyzed with allowance for the azi-
muthal component of the electric current arising on the
cylinder surface.

Volga State Academy of Telecommunication and Informatics, 
ul. L’va Tolstogo 23, Samara, 443010 Russia
e-mail: neganov-samara@mail333.com
1028-3358/04/4905- $26.00 © 20282
STATEMENT OF THE PROBLEM. 
SINGULAR INTEGRAL EQUATIONS

OF THE FIRST KIND
The statement of the problem is illustrated in Fig. 1.

A perfectly conducting hollow circular cylinder of
radius a and length 2l is placed in a homogeneous
medium with the parameters ε and µ. The cylinder axis
is taken as the z axis. An arbitrarily polarized plane
wave with the electric field Eext impinges on the cylin-
der and induces the surface electric current h(ϕ, z) =
{ηϕ , ηz} with the longitudinal ηz and azimuthal ηϕ
components on the conductor surface. To solve the dif-
fraction problem, the distribution of the electric current
h(ϕ, z) over the conductor surface must first be deter-
mined. In terms of antenna theory, this is the internal
problem of the analysis. For the known current distribu-
tion over the cylinder surface, it is easy to determine the
electromagnetic field (diffraction field) scattered by the
cylinder, the directivity pattern for the scattering field
of the conducting cylinder, etc.

In order to find the electric-current density h(ϕ, z)
on the conducting-cylinder surface, we easily write the
two-dimensional vector integral equation:

(1)

where K(ϕ, z; ϕ', z') is the known tensor kernel.

iωε0εEτ
ext ϕ z,( )–  = η ϕ ' z',( )K ϕ z  ϕ' z',;,( ) ϕ'd z',d

l–

l

∫
0

2π

∫

y

z

x

l

0

–l Eext

a

Fig. 1. Geometry of the problem for a perfectly conducting
hollow circular cylinder.
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Representing the vector h in the form of the Fourier
series in terms of azimuthal harmonics

(2)

we can write the infinite set of one-dimensional singu-
lar equations of the first kind (m = 0, ±1, ±2, …)

(3)

Here, t =  and t' =  are dimensionless variables and

Pm(t, t') are rather cumbersome known tensor functions

for unknown vector functions fm(t) = { (t), (t)}
with the components

(4)

where

Vector singular equations (3) can be used to determine
the m-azimuthal harmonics ηm(z) of the current η(ϕ, z)
on the conducting-cylinder surface, which are excited
by the m-azimuthal harmonics Em(t) of the external
electric field Eext(ϕ, z). The intrinsic feature of the new
unknown vector functions fm(t) in Eqs. (3) is that their

components  and  vanish and have integra-
ble singularities, respectively, at the ends of the interval
[–1, 1]. This behavior of the functions fm(t) is associated
with the properties of the electromagnetic field near the
edges of the perfectly conducting hollow cylinder [9].
For a thin electrical vibrator (ηϕ ≡ 0), when the external
electric field is independent of the azimuth coordinate
ϕ and Eext(z) = z0Eext(z), we arrive at one scalar singular
equation for the zeroth azimuthal harmonic rather than
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DOKLADY PHYSICS      Vol. 49      No. 5      2004
at Eqs. (3). This equation describes symmetric oscilla-
tions of a perfectly conducting finite hollow cylinder [8].

SOLVING THE SET OF SINGULAR EQUATIONS: 
NUMERICAL RESULTS

Vector singular equations (3) for the azimuthal har-
monics of the electric current were solved by the
method of partial inversion of the integral operator that
was developed in [10, 11] for strip–gap waveguides. As
a result, the determination of each m-azimuthal har-
monic hm of the electric current was reduced to solving
the one-dimensional Fredholm integral equation of the
second kind. The surface electric-current density h was
calculated by formula (2).

Taking into account the physical features of the
behavior of the surface current components at the ends
of the conducting hollow cylinder, we find the unknown

functions  and  in the form of the expan-
sions

(5)

Here, Un(t) are the Chebyshev polynomials of the first

kind and  and  are unknown constants to be
determined.

As an example, the method was used to calculate the
distributions of the current density components jz =
2πaηz and jϕ = 2πaηϕ over the conducting hollow cyl-
inder. This current is induced by a plane wave propagat-
ing normally to the cylinder axis (along the x direction,
see Fig. 1). The calculations were performed for the
parallel polarization of the incident wave (i.e., its elec-
tric field is parallel to the cylinder axis):

(6)

Figure 2 shows the distributions of the current compo-
nents jz and jϕ for ϕ = 0 over the cylinder with the geo-

metric parameters  =  =  and E0 = 1 V/m. The dis-

tributions Rejz and Imjz in the absence of the azimuthal
component (jϕ ≡ 0) are shown by the dashed lines in
Fig. 2a. Solid and dashed curves in Fig. 3 show the
dependence of Rejz and Imjz, respectively, on the azi-
muth angle ϕ in the polar coordinate system for t = 0;
the scale of 1 cm along the ρ coordinate corresponds to
10–3 A. It is obvious that the azimuthal component of
the electric current on the cylinder surface must be
taken into account.
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The method of calculating the diffraction of a plane
electromagnetic wave by a cylinder has good internal
convergence. In particular, the current magnitudes at a
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Fig. 2. Distributions of the electric-current components

(a) jz and (b) jϕ over the cylinder for  =  =  and E0 =

1 V/m. The dashed lines show the distributions of Rejz and
Imjz in the absence of the azimuthal component (jϕ = 0).

l
λ
--- a

λ
--- 1

4
---

240° 300°

210°

180°

150°

120° 60°
30°

0°

330°

y

x

ρ
ϕ

Im[jz(ϕ, t = 0)] Re[jz(ϕ, t = 0)]

Fig. 3. (Solid curve) Rejz and (dashed curve) Imjz vs. the
azimuth angle ϕ in the polar coordinate system for t = 0.
fixed point vary by no more than 0.1% when M [the
number limiting the summation in Eq. (2)] increases
from 10 to 15. In this case, it is sufficient to take N = 15
terms in expansions (5).

CONCLUSIONS

Thus, we have found the vector singular equations
for the azimuthal harmonics of electric-current compo-
nents on the surface of a finite cylinder. These equations
are the generalization of the scalar singular equation
that describes symmetric oscillations of a perfectly
conducting thin cylindrical electric vibrator [8] to the
case of a perfectly conducting thick hollow cylinder,
where the azimuthal component of the surface electric
current must be taken into account. The method can be
easily generalized for a system of perfectly conducting
finite cylinders.
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The formation of microcrystalline alloys in the
hardening process from a melt is accompanied by the
formation of stable and metastable phases, whose
atomic ordering is insufficiently studied. For certain
systems, the phase diagrams including an intermetallic
compound with transformation temperature Tcr close to
the melting point ím are of determining importance for
explaining the long-range atomic order. To study the
causes of the formation of an ordered state in microc-
rystalline alloys, we suggest analyzing the Ni3Mn–
Ni3Al quasi-binary system, where the isomorphic con-
centration transition L12 → L12 from the Ni3Mn ordi-
nary superstructure to the Ni3Al intermetallic com-
pound is observed below 750 K. The states of massive
annealed alloys of this system are present on the
ordered phase diagram including the γ + γ' two-phase
region [1].

Strip samples 2–10 mm in width and 40–80 µm in
thickness are obtained by hardening from a melt in an
argon atmosphere. The table presents the compositions
of the original massive samples. The size of crystallites
in a microcrystalline strip lies in the range 8–10 µm.
Samples for neutron diffraction analysis and electron
microscopy are prepared from the strips.

Neutron-diffraction and small-angle neutron-scat-
tering (SANS) analyses were carried out on neutron
diffractometers with neutron wavelength λ = 0.128 and
0.236 nm, respectively [2]. Certain samples were ana-
lyzed with a TEMSCAN GEM 200 CP electron micro-
scope with accelerating voltages 160 and 200 kV. The
features of electronic and atomic structure of alloys 2,
4, and 9 were studied by x-ray photoelectron spectros-
copy (XPS) and electron energy-loss spectroscopy
(EELS) on an ESCALAB MK2 electron spectrometer
produced by the VG firm (United Kingdom). The pho-
toelectron spectra were excited by means of a mono-
chromatized AlKα source (hν = 1486.6 eV for an
instrumental resolution of 0.6 eV). The electron
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energy-loss spectra are analyzed near the 980-eV line
of elastically scattered electrons in a 250-eV-wide
energy range. The physical foundations of the method
and its experimental features were reported in [3]. The
electron spectra were detected under the physical and
engineering conditions ensuring both the best energy
resolution and best signal-to-noise ratio.

The chemical compositions of alloys 4 and 9 were
determined also by Auger-electron spectroscopy and
the results were compared with the chemical-analysis
data. In these alloys, the heterogeneous distribution of
Al and Mn over the surface of samples was detected
with the Al-content variation ranges 7.0–22.0 and 9.0–
23.5 at. %, respectively. It was found that heterogeneity
was inherent in the surfaces of samples rather than in
their volumes. These data testify to both the separation
of the solid solution of microcrystals and formation of
domains with different Al and Mn contents.

Figure 1 shows the parts of the neutron diffraction
patterns of microcrystalline alloys that testify to the
atomic ordering in samples despite the hardening of
alloys from melts. The neutron diffraction patterns con-
tain only one system of superstructure (I100 and I110) and
main (I111 and I200) reflections that corresponds to the
fcc crystal lattice ordered in the L12 type. The spread
peaks I100 and I110 from samples 2 and 3 testify to the
short-range atomic order, which coexists with the long-
range order in alloy 3.

Narrowing of the I100 and I110 reflections from
alloys 4–9 shows that the structure of antiphase
domains of the long-range order is formed. The average
sizes ε of domains are determined from the widths of
the I100 reflections and are given in the table. The con-
centration dependence of ε (table) may indicate that
both the long-range order and volume fraction Vγ'  of
the ordered γ' phase increase with an increase in the Al
concentration cAl .

The fine crystalline structure of microcrystals is cor-
roborated by the electron-microscopy results. The elec-
tron diffraction patterns of samples 5 and 7 exhibit the
system of superstructure and main reflections that is
evidence of the L12-type long-range order. Figure 2
shows the dark-field image of alloy 5 as obtained under
004 MAIK “Nauka/Interperiodica”
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the action of superstructure reflections. The observed
5–10 nm spherical domains agree with the estimates of
ε values in the table. The sizes and shape of domains
enable one to assume that the ordered state in microc-
rystals is realized in the γ + γ' two-phase region [1],
which is structurally inhomogeneous. The dark-field
image of sample 7 demonstrates the developed domain
structure over almost the entire sample.

Small-angle neutron scattering measured on sam-
ples 4 and 5 indicates that the alloys are structurally
inhomogeneous. The table presents the diameters of
inhomogeneities that are calculated from the SANS
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Fig. 1. Neutron diffraction patterns of microcrystalline
alloys 2 (5.0% Al), 3 (7.5% Al), 4 (10.0% Al), 5 (12.5% Al),
7 (17.5% Al), and 9 (22.5% Al).

λ

intensities in the Guinier spherical approximation.
These diameters are close to domain sizes ε and, there-
fore, inhomogeneities are formed by the γ' phase in the
disordered γ matrix.

Thus, the structural states of microcrystalline alloys
correspond to the structural states of alloys in the γ + γ'
two-phase region and are characterized by the coexist-
ence of the disordered and ordered phases.

To determine the Vγ' value of the γ' phase and calcu-
late the long-range order parameters S, the phase dia-
gram is taken from [1], where the temperature Tcr of the
upper boundary of the γ + γ' two-phase region are given
(table). According to the phase diagram, the short-
range order in sample 2 (Fig. 1) is formed above Tcr in
the γ' phase. The short-range order parameters α1 =
−0.105 and α2 = 0.315 of the first and second coordina-
tion spheres, respectively, are estimated as the maxi-
mum possible from the I100 diffuse intensity (Fig. 1) [4].
The α1 value is close to the equilibrium value calcu-
lated for T = 1425 K in linear theory [5]. Therefore, the
short-range order in the γ phase is assumed to be
formed at either the melting point or crystallization
temperature.

The coexistence of the short- and long-range orders
in alloy 3 (Fig. 1) indicates that the latter is realized in
the γ' phase of the two-phase region slightly below Tcr

(table). For this reason, the Vγ' values and parameter S
are calculated on the phase diagram [1] by using the
temperature section that corresponds to Tcr = 915 K of
alloy 2 and for which the states of remaining samples
are considered below their Tcr values. In this case, the γ
and γ' phases have the compositions 75.0% Ni–
20.0% Mn–5.0% Al and 75% Ni–6.0% Mn–19.0% Al,
respectively. The γ' phase of this composition has val-
ues Tcr = 1380 K and Tm = 1600 K [1], and the Vγ ' values
obtained by the section rule in the two-phase region are
given in the table. According to the table, an increase in
Vγ ' is accompanied by an increase in the domain size ε
Table

Sample 
no.

Ni Mn Al ε D
Tcr, K Vγ ' S

∆Eb

at. % nm Ni 2p3/2 Mn 2p 

2 75.0 20.0 5.0 – – 915 0 0 0.8 –0.6 

3 75.0 17.5 7.5 5.3 – 953 0.179 0.96 ± 0.1 – – 

4 75.0 15.0 10.0 6.8 8.0 1043 0.357 1.02 ± 0.1 0.9 –0.4 

5 75.0 12.5 12.5 9.7 13.2 1113 0.536 1.11 ± 0.1 – – 

7 75.0 7.5 17.5 19.2 – 1320 0.893 1.02 ± 0.1 – – 

9 75.0 2.5 22.5 – – 1525 1.000 0.92 ± 0.1 1.3 0
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and D values. Alloy 9 on the phase diagram [1] belongs
to the γ' single-phase region.

The energy-loss spectra of electrons scattered on the
microdomains of the γ' phase are measured for alloy 4.
The disordered γ phase does not considerably contrib-
ute to the fine structure of the energy-loss spectra.
Therefore, the gained information characterizes the dis-
tances of the first, second, and third coordination
spheres in the γ' phase. Figure 3 shows a Fourier trans-
form of the spectrum that is similar to the radial distri-
bution function and describes the distribution of atoms
of all types in these spheres. From the positions of the
peaks in Fig. 3, the Ni–(Mn, Al) interatomic distances
are determined as 0.254, 0.354, and 0.431 nm, respec-
tively, which are less than the corresponding values for
the single-phase ordered sample of the original compo-
sition by 0.7% on average (table). A decrease in the
interatomic distances is naturally attributed to the par-
tial substitution of Mn atoms by Al atoms upon precip-
itation of nanocrystals of the γ' phase. A similar effect
was observed in [6] for massive alloys of the Ni3Fe–
Ni3Al system and was treated as the structural explana-
tion of large lattice stresses.

The long-range order parameters S are calculated by
the following standard formula containing the Vγ' val-
ues and compositions of the γ and γ' phases:

Here, k is the constant including Debye–Waller coeffi-

cients, absorption factor, and Lorentz factor, and ,

, and  are structure factors of the γ and γ'
phases that describe the I100 and I200 reflections. The

formula for the ratio  with another k value is

similar.

The average S values obtained from two ratios of the
intensities are given in the table. It is seen that the γ'
phase is formed with maximum S values. For these S
values, the average number of the Al–Ni and Mn–Ni
bonds in the first coordination sphere around the Al and
Mn atoms is equal to 12, and the number of the Al–Al,
Al–Mn, and Mn–Mn bonds in the second coordination
sphere is equal to 6 [4], which is shown in Fig. 3. In
turn, the increase in ε is likely caused by an increase in
the Vγ ' values.

Analysis of the position of the Ni 2p3/2 and Mn 2p
lines in the electron spectra of samples 2, 4, and 9
reveals the chemical shift ∆Eb with respect to the bind-
ing energies of the corresponding levels in the pure
components. The ∆Eb values for the inner levels of Ni
and Mn atoms are presented in the table. As is seen,
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with an increase in cAl, the ∆Eb values for the Ni 2p3/2

line increase up to +1.3 eV, and the ∆Eb values for the
Mn 2p line decrease to zero in absolute value. This
effect is attributed to both an increase in the fraction of
Ni–Al bonds and their strengthening as compared to
Ni–Mn bonds, which corresponds to both an increase in
the Vγ' values (table) and the above compositions of the
γ and γ' phases. For cAl > 17.5%, this effect correlates
with the concentration dependence of the lower bound-
ary Tcr of the γ' – γ two-phase region of the phase dia-
gram [1].

Thus, changes in the electronic structures of the
atoms of the ordered and disordered phases are accom-
panied by the formation of the long-range atomic order
in microcrystals. The perfect long-range order in
microcrystals of the Ni3Mn–Ni3Al system is formed in
the ordered γ' phase near the crystallization tempera-
tures, and the quantity S is conserved upon forming the
γ + γ' two-phase region when the volume fraction Vγ' of
the γ' phase varies. The revealed structural mechanism
of the formation of the long-range order in microcrys-
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Fig. 3. Fourier transform of the energy-loss spectrum of
electrons scattered on alloy 4. The Ni–Al, Al–Al, and Al–
Mn bonds in the coordination spheres around Al atoms are
indicated.

55 nm

Fig. 2. Dark-field image of alloy 5.
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tals is likely inherent in other systems containing an
intermetallic compound.
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The solid-phase synthesis in the AL/Ni system has
been widely studied with massive samples. In particu-
lar, the synthesis between aluminum and nickel pow-
ders was observed in mechanochemical synthesis [1],
self-propagating high-temperature synthesis [2], shock
wave loading [3], and hot pressing [4] and cold rolling
of a layered system containing pure aluminum and
nickel foils [5]. Numerous works were devoted to solid-
state reactions in Al/Ni thin film systems (see [6–9] and
references cited therein). The solid-phase synthesis
between nickel and aluminum in thin films begins at
low temperatures. Most works show that the initiation
temperature T0 of solid-state reactions in Al/Ni bilayer
films and multilayers lies in the range 160–275°C. The
phase diagram of the Al–Ni system shows five stable
intermetallic compounds: Al3Ni, Al3Ni2, AlNi, Al3Ni5,
and AlNi3. However, it is not definitely clear which
phase arises first.

The review of early works [6] implies that the Al3Ni
phase is the first phase formed in the temperature range
250–275°C. Thermodynamic calculations based on the
Gibbs free energy admit the formation of only the AlNi
phase. The formation of the first B2-AlNi phase was
observed upon annealing Al/Ni multilayers [7]. Further
investigations [8, 9] implied the formation of amor-
phous and metastable Al9Ni2 phases.

In [10–12], the formation of the first phase and
phase sequence in bilayer films and multilayers was
attributed to the solid-phase transformations occurring
in a given binary system. In particular, the solid-phase
synthesis in the S/Fe thin-film system was associated
with the structural transformations in iron monosul-
phide FeS that accompanied the metal–insulator phase
transition. The order–disorder transition in the AuCu
alloy is responsible for solid-state reactions in Cu/Au
bilayer films. Solid-state reactions in the Se/Cu film
system proceed in the mode of the self-propagating
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high-temperature synthesis (SHS) at the temperature of
the superionic transition in the Cu2Se phase [10]. It was
particularly surprising that diffusionless martensitic
transformations could also be responsible for the solid-
phase synthesis in thin layers [11]. The first-phase rule
proposed in [10] is extended to martensitic transforma-
tions [11] and includes the following two statements.

(i) The initiation temperature T0 of the solid-phase
synthesis in bilayer thin-film samples and multilayers
must coincide with the start temperature AS of the
reverse martensitic transformation for a given binary
system if other structural transformations do not pre-
cede the martensitic transformation.

(ii) Reaction products contain both austenite and
martensite phases.

Indeed, as was shown in [11], the initiation temper-
ature T0 of the solid-phase synthesis in Ni/Ti and Cd/Au
bilayer thin-film systems coincides with the martensi-
tic-transformation temperature AS in the NiTi and AuCd
alloys, respectively: T0(Ni/Ti) = AS(NiTi) = 400 K and
T0(Cd/Au) = AS(AuCd) = 340 K.

The solid-phase synthesis in Al/Ni bilayer thin films
for heating rates above 20°C/s proceeds in the SHS
mode and its initiation temperature is T0 ~ 180°C. This
temperature lies in the range 160–275°C of the initia-
tion of the solid-phase synthesis in Al/Ni thin films that
was determined in previous works (see [6–9] and refer-
ences cited therein). Therefore, it is reasonable to
assume that the initiation temperature T0 ~ 180°C is
characteristic of the solid-phase synthesis, independent
of the heating rate and film thickness, and constant for
a given pair of reagents.

Martensitic transformations in the Ni–Al binary
system are associated with the transition of the B2-NiAl
austenite phase either to the L10 martensitic structure
with the ABC (3R) packing or to the ABCABAC (7R)
packing. The concentration range for the martensitic
transformations B2 → L10 (3R) and B2 → 7R lies from
63 to 68 at. % Ni and from 60 to 63 at. % Ni, respec-
tively. Certain characteristics of the reversible shape
memory effect that is manifested upon bending a mas-
sive sample and associated with the martensitic trans-
formation were presented in [12]. The start temperature
004 MAIK “Nauka/Interperiodica”
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MS of the martensitic transformation depends strongly
on the composition and decreases from 400 to 200°C
with a decrease in the Ni content. However, only a
small amount of data have been determined for the start
AS and finish Af temperatures of the reverse martensitic
transformation. Determination of the temperatures AS
and Af from change in the intensity of the (211) peak of
the B2 phase in the 63.8 Ni–Al alloy yields AS = 130°C
and Af = 190°C [12]. In view of the experimental spread
in the initiation temperatures T0 of the solid-phase syn-
thesis in Al/Ni multilayers and bilayer thin films and

(a)

(b)

(c)

Fig. 1. Demonstration of the reversible shape memory
effect in Al/Ni thin films: (a) the original Al/Ni film sample
after the solid-phase synthesis that is deformed at a temper-
ature of 20°C, (b) the sample after heating up to a tempera-
ture of about 250°C, and (c) the sample after further cooling
to a temperature of 20°C.
strong dependence of the martensitic temperatures on
defects and residual stresses, it is reasonable to assume
that the first condition of the first-phase rule is valid for
the Ni–Al system. According to the second part of the
first-phase rule, the austenite and martensite phases are
expected to dominate in the reaction products. As is
known, an exclusive feature of alloys capable of mar-
tensitic transformations is the shape memory effect.
This feature provides a simple method of determining
the presence of the austenite and martensite phases in a
sample without structural investigations.

This works aims to observe the shape memory effect
in Al/Ni thin films after the initiation of the solid-phase
synthesis and thereby to experimentally corroborate the
dominating formation of the austenite and martensite
phases in the reaction products.

A solid-state reaction between aluminum and nickel
layers can be initiated by two methods. First, samples
were obtained by sequential deposition of nickel and
aluminum layers on the (001)NaCl surface at a temper-
ature of 250°C, which exceeds the initiation tempera-
ture T0 . Second, the Ni film is deposited on the
(001)NaCl surface at a temperature of 250°C, and the
Al film is deposited at room temperature with the fur-
ther heating of the bilayer film system up to a tempera-
ture exceeding the initiation temperature T0. In this
case, the reaction at heating rates above 20°C/s pro-
ceeds in the SHS mode. The resulting samples with a
width of 2–3 mm and length of 8–12 mm are removed
from the NaCl substrate and set down on the prelimi-
narily oxidized surface of a copper foil. After removal
of moisture at room temperature, one edge of the film is
carefully raised by a razor and deformed up to a direc-
tion close to a perpendicular to the foil plane (Fig. 1a).
An increase in the temperature of the sample above the
initiation temperature, T = 250°ë > T0 (Fig. 1b), and
further cooling to room temperature (Fig. 1c) reveal the
reversible shape memory effect. The shape of the sam-
ple is completely recovered upon one-hour aging at
room temperature (Fig. 1a). The reversible shape mem-
ory effect was observed in samples where the synthesis
was initiated upon codeposition, as well as after the
SHS in bilayer films, and did not disappear in the aging
process at room temperature for one month.

Motion of the film edge is intermittent during both
direct and reverse transitions. Such jump motion is
likely associated with the avalanche formation or disap-
pearance of martensitic domains. In particular, such a
phenomenon accompanies the emission of sound upon
martensitic transformations and can be considered in
the model of self-organized criticality [13].

The shape memory effect in reacted samples (Fig. 1)
convincingly shows that the first phases formed at the
aluminum–nickel interface in Al/Ni thin films when
temperature increases are the B2-NiAl and martensite
phases. In addition to martensitic structures with typi-
cal packings 3R and 7R, packings with ten periodic lay-
ers can be observed. The variety of structural modifica-
DOKLADY PHYSICS      Vol. 49      No. 5      2004
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tions of the LI0 and 7R martensite phases gives rise to
numerous diffraction reflections, which hinders the
unambiguous determination of the phase composition
of films on the basis of diffraction reflections. There-
fore, the ambiguous determination of the first phase in
the solid-phase synthesis in Al/Ni thin films in previous
works (see [6–9] and references cited therein) may be
attributed to the formation of martensite phases in the
reaction products.

The shape memory effect is also expected after the
solid-phase synthesis in the Ni/Ti and Au/Cd bilayer
and multilayer film systems, because the Ni–Ti and
Au–Cd binary systems are capable of low-temperature
martensitic transformations. These conditions satisfy
the above first-phase rule. Indeed, the solid-phase trans-
formation of Ni/Ti multilayers to an intermetallic alloy
exhibiting the reversible shape memory effect when the
annealing temperature increased was demonstrated
in [14]. In this case, it was implied that the synthesis
includes the amorphization process at a temperature of
330°C and further crystallization at 420°C. However, as
was shown in [11], the solid-state reaction in Ni/Ti
bilayer thin films begins at a temperature of about
120°C, which is close to the temperature of the reverse
martensitic transformation in titanium nickelide.

The connection of the solid-phase synthesis in thin
films with martensitic transformations is allowed by the
martensitic mechanism of the atomic transfer through a
reaction product. This mechanism is based on the
directed motion of reagent atoms over planes and direc-
tions coinciding with the planes and directions of the
martensitic shift. As a result, reagent atoms are rapidly
transferred through a reaction product with the forma-
tion of orientational connections between the reaction
products and reagents [11]. The martensitic mechanism
implies the exceptional role of shear deformations in
the initiation of solid-state reactions at the interface
between reagents. Therefore, the formation of the aus-
tenite and martensite phases in the mechanical synthe-
sis due to the action of shock waves is expected at the
initial stage. Indeed, the mechanical alloying of the alu-
minum–nickel mixture leads to the formation of the
B2-NiAl [1, 15] and L10 phases [15].

Thus, the shape memory effect is convincing evi-
dence that the first phase formed in Al/Ni thin films when
temperature increases after the solid-phase synthesis is
the B2-NiAl phase, which is transformed to martensite
DOKLADY PHYSICS      Vol. 49      No. 5      2004
phases when temperature decreases below MS. A con-
sequence of the proposed martensitic mechanism of the
atomic transfer through the reaction-product layer is
the same phase formation at the initial stage for differ-
ent methods of initiating the solid-phase synthesis.
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Molecular dynamic simulation with multiparticle
potentials calculated by the embedded-atom method
shows that a [(001)Pd–75% Pd–25% Ni solid-solution
monolayer–79% Pd–21% Ni solid-solution monolayer]
heterostructure is formed due to structural–morpholog-
ical transformations and diffusion exchange between
Ni and Pd atoms in a system of the Ni monolayer on the
(001)Pd singular surface. The formation of two adja-
cent solid-solution monolayers ensures their coherent
connection by means of elastic deformation and
explains the pseudomorphism of subnanofilms with
large dimensional discrepancy between the compo-
nents of the original heterostructure.

INTRODUCTION

The structural self-organization of subnanofilms in
metallic heterogeneous systems with relatively large
dimensional discrepancy was studied in numerous
experimental works with the use of methods of analyz-
ing the structure and electron properties of surfaces
(see, e.g., [1–5]). The problem of structural and mor-
phological stability of such systems is of current inter-
est due to both the development of the methods of mod-
ifying the properties of surfaces (catalysis, micro- and
nanoelectronics) and the creation of multilayer short-
period heterostructures for various purposes.

Although current diffraction, spectroscopic, and
microscopic methods are undoubtedly highly informa-
tive, they cannot follow the dynamics of structural, sub-
structural, and morphological transformations in nano-
flims at the level of displacements of individual atoms.
The molecular dynamic method can fill this gap at the
current stage.

In this work, we apply the molecular dynamic
method to analyze the properties of the structural–mor-
phological evolution of a monolayer film of one metal

Voronezh State Technical University,
Moskovskiœ pr. 14, Voronezh, 394026 Russia
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(Ni) on the singular surface of another metal (Pd) and
to estimate the possibility of coherent connection
(pseudomorphism) for a system with dimensional dis-

crepancy close to the theoretical limit f0 =  =

−0.094 . This system is taken because it has no funda-

mental limitations on the mutual solvability of the com-
ponents in massive samples [6].

COMPUTER EXPERIMENT PROCEDURE

A substrate is simulated in the form of a calculation
cell consisting of 8 atomic layers each with 900 atoms.
Periodic boundary conditions are imposed on the sys-

tem in the [110] and [ ] directions. Three lower and
five subsequent layers from the bottom of the calcula-
tion cell are treated as static and dynamic, respectively.
An original Ni monolayer is simulated by randomly
placing 900 atoms on the substrate surface. After
check-up of distances between them, the largest over-
lappings are removed step by step, and the static relax-
ation of the system is induced. Interaction between
atoms is described by multiparticle potentials calcu-
lated by the embedded atom method [7].

Further, the velocities of Ni and Pd atoms (in
dynamic layers) are specified according to the Maxwell
distribution for a temperature of 20 K, and successive
molecular dynamic annealings of the system are carried
out at ambient temperatures Te = 20, 200, 400, 600,
800, 1000, 1200, 1400, and 1600 K. Molecular
dynamic calculation is performed by integrating the
equations of motion of atoms with time step ∆t = 1.5 ×
10–15 following the Verlet algorithm [8]. Molecular
dynamic annealings are carried out as follows: the sys-
tem is first under isothermal conditions (at given TÂ) for
1000∆t and, then, under adiabatic conditions for
19000∆t. Thus, molecular dynamic annealing at each
ambient temperature takes 20000∆t or 3 × 10–11 s. After
each molecular dynamic annealing, the system is trans-
ferred to the state with T = 0 K by the static relaxation


 a2 a1–

a1
----------------




110
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(a)

(b) (c)

1

2

3

4

5

6

Fig. 1. Structural transformations in the Ni monolayer–(001)Pd system: (a) substrate–film heterostructure after the formation and
static relaxation of the model and after isothermal annealing at an ambient temperature of 1000 K for (b) 3 × 10–11 and (c) 51 ×
10−11 s; (1) Ni and (2) Pd atoms in the upper layer of the substrate, (3) Ni and (4) Pd atoms in the first layer of the film, and (5) Ni
and (6) Pd atoms in the second and third layers of the film.
method in order for atoms to take equilibrium positions
in local potential wells. This procedure provides
detailed analysis of atomic configurations without ther-
mal background.

RESULTS AND DISCUSSION

Visual analysis of the Ni layer immediately after its
formation and static relaxation shows that atoms are
DOKLADY PHYSICS      Vol. 49      No. 5      2004
irregularly distributed over the substrate surface and
form a ramified cluster structure consisting of atomic
groups united into mono- and bilayer island clusters.
Clusters in the form of pentagonal rings that are some-
times completed up to pentagonal pyramids are
observed on the substrate surface (see Fig. 1a).

When temperature íÂ increases to 400 K, Ni atoms
of monolayer fragments of the structure are grouped
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into new bi- and trilayer clusters. Atoms of the second
and third layers are rearranged with the formation of
planar close-packed (hexagonal symmetry) structures,
whereas the first layer remains oriented parallel to the
substrate. With an increase in temperature, mutual
exchange proceeds between Ni atoms of clusters and
Pd atoms of the first substrate layer. The number of
such exchanges increases sharply beginning with
800 K.

To study the properties of the diffusion rearrange-
ment of the cluster structure, the original system is
annealed at 1000 K. The structure is periodically ana-
lyzed with a step of 3 × 10–11 s (300–350 oscillations of
atoms). Similarly to isochron annealing, the monolayer
disperses at the initial stage with the formation of new
bi- and trilayer clusters (Fig. 1b), whose number
increases for the first 6 × 10–11 s. The intense exchange
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Fig. 2. Time dependence of the concentration of Ni and Pd
atoms in the substrate and film upon isothermal annealing at
an ambient temperature of 1000 K.

10

t, 10–11 s

20 30 40 500
–3.84

–3.83

–3.82

–3.81

U0, eV/atom

Fig. 3. Time dependence of the potential energy of the
model after static relaxation in the process of isothermal
annealing at an ambient temperature of 1000 K.
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between Ni atoms from clusters and Pd atoms from the
first layer of the substrate is observed for 39 × 10–11 s.
Nickel atoms located only at the periphery of clusters
and in the first layer of clusters are involved in the
exchange. Nickel atoms of the first layer that are sur-
rounded by neighbors are not involved in diffusion
exchange with substrate atoms. Diffusion exchange
increases the concentration of Ni atoms in the first
layer of the substrate and Pd atoms in clusters. Palla-
dium atoms coming from the substrate diffuse into the
second layer of clusters and cover the first Ni layer.
After 39 × 10–11 s, the 900 atoms that are located on the
substrate surface and form the cluster structure include
666 Pd atoms and 234 Ni atoms. In this case, among
the 666 Ni atoms leaving clusters, 651 atoms get the
first layer of the substrate and only 15 atoms get the
second layer.

With an increase in the Pd concentration in clusters,
their morphology changes. Owing to lateral develop-
ment, multilayer island clusters are successively united
due to a decrease in the number of atoms in the second
and third layers and form a monolayer structure in par-
allel orientation. The monolayer is uniformly filled
with Pd (79%) and Ni (21%) atoms (disregarding a few
atoms remaining in the second and third layers of clus-
ters) and the upper layer of the substrate is uniformly
filled with Ni (75%) and Pd (25%) atoms without indi-
cations of the structural ordering of solutions. The con-
centration of Ni atoms in the second layer of the sub-
strate does not exceed 2.22% (Fig. 2). All stages of the
self-organization of the system into such a heterostruc-
ture are accompanied by a monotonic decrease in its
potential energy (Fig. 3).

The driving force of such an efficient atomic rear-
rangement of the heterostructure is associated with
dimensional discrepancy between the components.
The final result, i.e., atomic mixing in two monolayers,
partially compensates discrepancy. According to [6],
the discrepancy between the Pd crystal and modified
upper layer of the substrate (consisting of 75% Ni
and 25% Pd) is equal to –0.065, whereas the discrep-
ancy between the monolayers of solid solutions is
equal to 0.05. A decrease in the discrepancy between
monolayers provides the possibility of their elastic
accommodation and coherent connection (as is seen in
Fig. 1c) at both interfaces (which is enhanced by the
second-layer effect with the opposite discrepancy
sign). The revealed diffusion rearrangement of the
original heterostructure that ensures coherent connec-
tion in the film heterogeneous system with large
dimensional discrepancy can provide a basis for
explaining pseudomorphism in similar systems (e.g.,
Pt–Cu [3], Pt–Ni [4], etc.) by the low-energy electron
diffraction method.
DOKLADY PHYSICS      Vol. 49      No. 5      2004
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The above results show that oriented monolayer het-
erostructures with a pronounced gradient of the compo-
sition can be realized even in systems with the unlim-
ited mutual solvability of the components.
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Experimental and theoretical results concerning the
deformation refining of grains upon intense plastic
deformation are reported. Experimental results on
deformation dispersion of pure metals and alloys based
on magnesium and aluminum are summarized. A
model is developed to calculate the minimum grain size
that can be obtained by the method of equal-channel
angular pressing (ECAP). Expressions describing the
grain refining limit as a function of material properties
and temperature of intense plastic deformation are
obtained.

INTRODUCTION

As is known, developed plastic deformation is
accompanied by intense fragmentation, i.e., by the for-
mation of disoriented microdomains, or fragments, in a
material. With the development of deformation, the dis-
orientation of fragments increases and their sizes
decrease gradually to a certain minimum d*, usually
called the deformation refining or dispersion limit. This
limiting value depends on the material properties,
deformation temperature, and kind and method of
deformation. Although the formation of microcrystal-
line structures by the methods of intense plastic defor-
mation was studied in numerous experimental works,
the origin of the refining limit has not yet been revealed,
and this limit has not yet been calculated theoretically.
In this work, the deformation-temperature dependence
of d* is studied both experimentally and theoretically
and a model is developed to calculate the dispersion
limit.
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The work is based on, first, experimental results
concerning the structure and properties of numerous
metals and alloys subjected to ECAP [1] and, second,
the theories of large plastic deformations [2] and non-
equilibrium grain boundaries [3, 4].

MODEL

In the process of intragrain plastic deformation
under external stresses, defects are accumulated at the
internal boundaries of a polycrystal. The defect layer
arising at boundaries is generally a complicated system
of dislocation and disclination defects [3, 4]. In the first
approximation, this defect layer is treated as a system
of independent plane distributions of dislocations and a
system of junction disclinations [3, 5].

Defects, primarily junction disclinations, formed at
boundaries generate intense internal stress fields σi,
inducing accommodation intragrain slip. It is important
that fields generated by junction disclinations for large
plastic deformations are so strong that the accommoda-
tion motion of dislocations in grains becomes collec-
tive. These collective motions are described by using
the concept of nucleation of peculiar defects, so-called
broken dislocation boundaries, and their motion
through a crystal [2, 5]. Broken dislocation boundaries,
intersecting with each other, are responsible for the
gradual fragmentation of the crystal.

In view of the above discussion, the force condition
of fragmentation can be represented as the condition on
the intensity of internal stress fields σi generated by
junction disclinations. These stresses must be enough
to induce plastic deformation in grains, i.e., σi ≥ σ1.

In a rough approximation, stress σ1 can be taken to
be proportional to the yield strength of the material:
σ1 ~ ψσy. In this case, using the standard expression

σy = σ0 + , where σ0 is the stress induced by obsta-

cles for slip of dislocations in the lattice, K is the Hall–
Petch coefficient, and d is the grain size, we obtain σ1 =

K

d
-------
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ψ . In the first approximation, σi = φGω [6],

where ω is the intensity of junction disclinations, φ is a
geometric factor of about unity, and G is the shear mod-
ulus. In this case, the force condition of fragmentation

has the form ω ≥ , or

(1)

where χ =  is the geometric factor and ω* is the crit-

ical intensity of junction disclinations at which the
emission of broken dislocation walls from junctions
(fragmentation) begins. In microcrystal materials, the

term  is usually much larger than σ0 and the frag-

mentation condition takes the form

It is fundamentally important that fragmentation is
treated as an accommodation process, i.e., a process
that is generated by internal stresses σi and ensures the
relaxation of elastic energy accumulated upon defor-
mation (in this model, this energy is primarily accumu-
lated in junction disclinations). Such a representation
can be obviously extended, because accommodation
process other than fragmentation can exist upon devel-
oped plastic deformation. Under certain conditions,
these processes can be more effective (i.e., proceed
with a higher rate) than fragmentation. In this case,
refining of the grain structure can stop despite continu-
ing deformation.

The diffusion mass transfer was considered in [3, 4]
as a mechanism of the accommodation of junction dis-
clinations that differs from fragmentation. The problem
of the kinetics of varying the intensity of a disclination
dipole was solved in [3] both with allowance for varia-
tion in its arm d and in the simplest approximation d =
const. It was shown that, in the first approximation, the
kinetics of varying the intensity of junction disclina-
tions upon intragrain deformation with rate  is

described by the equation  = ξ  – , where ξ is the

geometric factor characterizing the degree of deforma-
tion homogeneity [3] and tr is the characteristic time of
diffusion accommodation. In the dipole approximation
(d = const), we have [3]

The parameters are given in Table 1.

σ0
K

d
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In the first approximation for  = const, ω(t) has
the simple form

(2)

For small times (t ! tr), the intensity of disclinations
increases with strain as ω(t) − ξ t ≈ ξεv . For large
times (t ≥ tr), the intensity reaches a stationary value ωst

that depends on the dipole arm d, i.e., the grain (frag-
ment) size; temperature; strain rate; and grain-bound-
ary diffusion coefficient  determined by the activa-

tion energy  and pre-exponential factor . It is
worth noting that the determination of the diffusion

coefficient  = exp  in boundaries with a

high density of introduced defects is a nontrivial prob-
lem which can be solved by using the theory of non-
equilibrium boundaries of grains [4].

As was shown in [4], the activation energy of grain-
boundary diffusion in nonequilibrium boundaries of
grains depends strongly on the excess free volume asso-
ciated with defects introduced into the boundary. For
low densities of introduced defects, we have ordinary
values Qb ~ 9kTm. For high densities of defects, the
excess free volume can be so large that the activation
energy of grain-boundary diffusion becomes equal to the
activation energy of diffusion in a melt QL ~ 3kTm [4].

Substituting the maximum intensity of disclinations
ω = ωst given by Eqs. (2) into Eq. (1), we represent the

fragmentation condition in the form A1  ≥

ω*. According to this condition, fragmentation is pos-
sible only for certain relations between the parameters
d, , and . We represent this relation in the form of
the condition for the fragment size:

(3)

According to this condition, when a certain size d ~
d* is reached, fragmentation becomes impossible,
because the rate of the accommodation of junction dis-
clinations for small fragments becomes so high that the
intensity of junction disclinations cannot reach the crit-
ical value ω* necessary for the emission of a broken
dislocation wall, i.e., for fragmentation.

Db*
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Table 1.  Parameters used in calculations [4, 7]

Parameter Cu Mg Al

Activation energy of self-diffusion in a melt QL, kTm 3.6 – 3.8

Activation energy of self-diffusion in the equilibrium boundaries of grains Qb, kTm 9.2 11.9 10.7

Pre-exponential factor of the grain-boundary diffusion coefficient δDb0, 1015 m3/s 5.0 5 × 103 50

Pre-exponential factor of the diffusion coefficient in a melt DL0, cm2/s 8 × 10–4

Burgers vector b, 1010 m 2.56 3.21 2.86

Boundary width δ 2b

Atomic volume Ω, 1023 cm3 1.18 2.33 1.66

Melting point Tm, K 1356 924 933

Shear modulus G, GPa 42 17 25

Relative free volume of the boundary α 0.35

Critical free volume of the boundary α* 0.5

Excess free volume of the boundary ∆α 0.02; 0.01

Specific melting heat λ λρb3 = 1.5kTm

Density ρ

Enthalpy of the liquid–crystal interface b2 = 1kTm

Entropy of the liquid–crystal interface SS/L SS/Lb2 = 0.8 k

Free energy of the S phase of the boundary γ0 γ0b2 . 1.4kTm

Hall–Petch coefficient K, MPa mm1/2 1.5 3.0 3.0

Plastic deformation homogeneity coefficient ξ 10–4

Numerical parameter A1 10

γS/L
0 γS/L

0

Thus, the development of the diffusion accommoda-
tion of junction disclinations leads to the existence of
the limit of the deformation refining of grains, i.e., the
minimum size of grains that cannot be reduced under
given conditions ( , T) of plastic deformation of the
material. This minimum size of grains is given by
Eq. (3).

TEMPERATURE DEPENDENCE OF d*

We consider the temperature effect on each parame-
ter entering into Eq. (3).

Temperature Dependence of the Strain Rate 

According to the description of ECAP [1], Eq. (3)
involves the local rate of intragrain strain , which
depends on local internal stresses σ* arising in the
deformation center, as well as on deformation tempera-
ture. According to [7], for relatively low temperatures
and high stresses, the intragrain-strain rate  is deter-

ε̇

ε̇v

ε̇v
mined by slip of dislocations that is limited by their
interaction with obstacles [7]:

(4)

where  = ρvbV0, ∆F is the free energy necessary for
overcoming obstacles, σ0 is the stress necessary for
overcoming obstacles at zero temperature, ρv is the
density of lattice dislocations, b is the Burgers vector,
and V0 is the characteristic velocity of dislocations. The
∆F and σ0 values depend on the origin of obstacles and,
in pure metals, are primarily determined by the type of
the interatomic bond. We emphasize that, according

to [7], the ∆F and σ0 values in fcc metals (  < 10–5

and  < 10–5) considerably differ from the respective

values in transition bcc metals (  = 3.2 ± 0.7 and

ε̇v
I ε̇0

∆F
kT
------- 1 σ*

σ0
------– 

 – ,exp=

ε̇0
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kTm
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 = (1 ± 0.4) × 10–2) [7]. This difference is one of the

main reasons why fcc and bcc metals are classified
among different isomechanical groups [7].

For high temperatures, the intragrain strain rate 
is determined by the diffusion accommodation rate and
is expressed as [7]

(5)

Here, Dv0 and Dc0, as well as Qv and Qc , are the pre-
exponential factors, as well as the activation energies,
for the volume diffusion and diffusion through disloca-
tion center, respectively; n characterizes the sensitivity
of the strain rate to stress σ, is noticeably different for
different materials, and usually lies from 3 to 10; and A
is the Dorn constant [7].

The equality  =  is used to calculate the tem-

perature for pure metals at which the dependence of 

is replaced by the dependence of . Under the
assumption a2ρcDc @ Dv, the transition temperature is
expressed as

where

For the ordinary parameters A = (fcc) 106 and (bcc)

108 [7],  = 50, n = 5, Dc0 = 10–2 cm2/s, V0 =

10−2 cm/s, Qc = 10kTm, and  = 10–2 typical for

ECAP, the transition temperature for fcc (where

∆F  ! Qc) and bcc (where ∆F  ~ 3)

metals is equal to 0.65Tm and 0.33Tm, respectively.

Temperature Dependence of the Coefficient K 

The temperature dependence of the Hall–Petch
coefficient is virtually unstudied. Certain data indicate
that K varies slightly with temperature in the range
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-------– 
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G
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  1 σ
σ0
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 
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(0.1–0.5)Tm. Below, the temperature dependence K(T)
will be disregarded when estimating d*.

Effect of Deformation-Stimulated Growth of Grains 

With an increase in the temperature of ECAP, the
deformation-stimulated growth of grains is possible
(see, e.g., [3]). This process can significantly affect the
d* value measured after the completion of deformation
and thereby distort the d*(T) dependence. To exclude
the effect of the deformation-stimulated growth of
grains, deformation must be carried out at temperatures
lower than the recrystallization temperature of a small-
crystal material. Approaches to calculation of this tem-
perature were given in [8]. Below, comparing the
results with experimental data, we consider (when it is
possible) only materials and conditions for which the
deformation temperature does not exceed the recrystal-
lization temperature.

COMPARISON WITH EXPERIMENTAL DATA

Pure Metals 

Detailed data on the deformation-temperature effect
on the size of grains are given only in a few papers.
However, the results of investigations of intense plastic
deformation to the dispersion limit in various pure met-
als at room temperature T = 293 K are available. Since
the melting points Tm of these materials are different,
the dependence of the grain refining limit reached in

them on the inverse homological temperature  can

be used to preliminarily estimate the temperature
dependence d*(T). Table 2 presents the refining limits
d* reached in various pure metals subjected to ECAP at
room temperature. Figure 1 shows d* values obtained
upon torsion under quasi-hydrostatic pressure when
deforming bcc metals [9–13].

We analyze these results by using the above model

of the refining limit and plot the quantity y = 3.5ln 

as a function of the inverse homological temperature

x =  (Fig. 1). As is seen, this function for each group

Tm

T
------

d*
b

------

Tm

T
------

Table 2.  Temperature effect on the minimum grain size
upon equal-channel angular pressing of pure metals for
Tdef = 293 K (according to V.I. Kopylov)

Metal Tm, K Tdef/Tm N d*, µm

Al 933 3.18 8 1.3

Cu 1356 4.63 12 0.3

Ni 1726 5.89 12 0.1

Fe 1808 6.17 10 0.1
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of materials is a linear function y = A – ϕx with a slope
of ϕ1 ~ 3.1 for fcc metals and ϕ2 ~ 1.1 for bcc metals.
According to the above theory,

. (6)

(Room temperature at which deformation was carried

ϕ
Qb*

kTm
---------

∆F
kTm
---------1– σ*

σ0
------–=

5

20 4 6 8 10 12

10

15

20

α-Fe [9–11]

Cr [12]

Mo [13]
Ni

Cu

Al

ϕfcc = 3.1kTm

ϕbcc = 1.1kTm

Fig. 1. Minimum grain size vs. the deformation temperature
for pure fcc (equal-channel angular pressing, Table 2) and bcc
(quasi-hydrostatic pressure) metals [9–13] for T = 20°C.

Tm

Tdef
---------

3.5 d*
b

------ln

out for these materials is obviously below the transition
temperature T1. Therefore, the temperature dependence
of  in Eq. (3) must be described by the expression for

.) For fcc metals, according to the theory developed
in [7], the second term in the expression for ϕ is small

and ϕ1 ≈ , i.e.,  ≈ 3.1. For bcc metals, where

 ≈ 3 and  ~ 1 according to [7] and ϕ2 ≈

 – 3, we have  ~ 4.1kTm. Thus,  = (3.1–
4.1)kTm for both groups of metals.

The  values obtained above are very close to the
activation energy QL ~ (3–4)kTm of diffusion in melts.
This striking result is easily interpreted in the frame-
work of the theory of nonequilibrium boundaries of
grains [4] and means that, due to the excess content of
defects, the free volume of boundaries in metals sub-
jected to ECAP reaches the limiting value α*. Accord-
ing to [4], the diffusion activation energy in such
boundaries becomes comparable with the activation
energy of diffusion in melts.

Alloys Containing the Al–Mg System 

Below, we will discuss the results of direct investi-
gations of the deformation-temperature effect on the
dispersion limit in alloys containing the Al–Mg system.

Al–Mg–Sc–Zr alloys. Table 3 presents data on the
temperature dependence of the dispersion limit in the
alloys Al–xMg–0.22% Sc–0.15% Zr (with magnesium
content x = 0, 1.5, and 3%). Six cycles of ECAP were
carried out at 100, 160, and 200°C. Experimental val-

ε̇v

ε̇v
I

Qb*
Qb*

kTm
---------

∆F
kTm
--------- 1 σ

σ0
-----– 

 

Qb* Qb* Qb*

Qb*
25

10 2 3 4

35

15

30

10 2 3 4

50
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40 ϕ(AZ91 [15]) = 4.9kTm

ϕ(MA2-1) = 4.4kTm

ϕ(AZ91) = 4.9kTm

AZ91 [15]
MA2-1
AZ91

0Mg
1.5% Mg
3% Mg

ϕ(0% Mg) = 4.0kTm

ϕ(3% Mg) = 5.6kTm

ϕ(1.5% Mg) = 5.5kTm

ϕ(5052) = 4.9kTm

5052 [14]

(b)(a)

Fig. 2. Minimum grain size vs. the deformation temperature for (a) Al–Mg and (b) Mg–Al alloys.

3.5 d*
b

------ln

Tm

T
-------
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Table 3.  Effect of the deformation temperature on the grain refining limit for Al–Mg and Mg–Al alloys subjected to equal-
channel angular pressing

Alloy
Experiment Calculation

Tdef , °C Tm/Tdef d*, µm , kTm , s–1 , kTm d*, µm

Al–22% Sc–0.15% Zr 
(V.I. Kopylov)

100 2.50 1.2 4.0 5 × 10–2 3.8 1.04

160 2.15 1.8 1.46

Al–1.5% Mg–0.22% Sc–0.15% Zr 
(Kopylov)

100 2.50 0.3 5.5 5 × 10–2 5.5 0.33

200 1.97 0.7 0.72

Al–3% Mg–0.22% Sc–0.15% Zr 
(Kopylov)

100 2.50 0.35 5.6 5 × 10–2 5.5 0.38

200 1.97 0.8 0.81

5052 [14] 50 2.89 0.25 4.9 2 × 10–1 5.5 0.14

100 2.50 0.30 0.25

150 2.21 0.40 0.39

200 1.97 0.50 0.55

250 1.78 0.75 0.71

300 1.63 2.0(*) 0.88

MA2-1 200 1.95 1.7 4.4 3 × 101 4.5 1.78

250 1.77 2.4 2.38

280 1.67 2.8 2.77

380 1.40 4.0 4.07

AZ91 150 2.18 1.3 4.9 1 × 102 4.5 1.03

380 1.42 3.4(*) 2.45

AZ91 [15] 20 3.15 1.0 4.9 1 × 100 4.5 1.23

300 1.61 7.6 7.37

400 1.37 15.4(*) 9.57

480 1.22 66.1(*) 11.18

* Parameters for processes where the deformation-stimulated growth of grains is observed.

Qb* ε̇v Qb*
ues of the parameter ϕ proportional to the activation

energy of grain-boundary diffusion ϕ ~  lie in the

range (4–5.6)kTm and depend on the magnesium con-
tent. The activation energy  of grain-boundary dif-
fusion in the alloy without magnesium is close to QL =
3.8kTm for pure aluminum. The energy  in alloys
containing 1.5 and 3% magnesium is higher by 1.7kTm
(this increase is attributed to the effect of magnesium
on ). Theoretical d* values calculated with parame-
ters presented in Table 1 agree well with experimental
data (Table 3).

5052 alloy (Al–2.65% Mg). The temperature effect
on the dispersion limit is most studied in the 5052 alloy

-


Qb*

kTm
---------



Qb*

Qb*

Qb*
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[14]. Equal-channel angular pressing was carried out at
temperatures from 50 to 300°C with a step of 50°C.
Experimental results are presented in Table 3. The
parameter ϕ in the temperature range 50–250°C is
equal to 4.9kTm, which differs from the above  value
for alloys with 1.5–3% Mg only by 0.5kTm. For T >

200°C, a sharp rise is observed on the (T) curve.
This rise is associated with the distortion of the disper-
sion pattern by the deformation-stimulated growth of
grains for high temperatures (this circumstance was
also noted by the authors of [14]). The d* values calcu-
lated for temperatures 50–300°C with parameters pre-
sented in Table 1 are given in Table 3. These values
agree well with experimental data except for T =
300°C, at which the dispersion pattern is distorted by
the intense growth of grains.

Qb*

Qb*
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Magnesium Alloys 

Table 3 presents the data on the deformation-tem-
perature effect on the dispersion limit in the following
magnesium alloys: (i) MA2-1 alloy, N = 6 cycles,
ECAP temperatures 200, 250, 280, and 380°C;
(ii) AZ-91 alloy, ECAP temperatures 150 and 380°C;
and (iii) AZ-91 alloy [15], ECAP temperatures 20, 300,
400, and 480°C. Experimental values of the average
activation energy  of grain-boundary diffusion are
presented in Table 3. The QL value is taken to be equal
to 4.5kTm. The d* values calculated by Eq. (3) with the
parameters given in Table 1 are presented in Table 3. As
is seen, theoretical d* values agree well with experi-
mental data.
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Relation between the Hydrodynamic Parameters
of Two Different Turbulent Wall Flows
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A simple relation between the profiles of the hydro-
dynamic parameters in a boundary layer on an imper-
meable plate and those in an asymptotic boundary layer
with suction is found for large Reynolds numbers. The
profiles of the mean velocity in the outer region
(beyond the viscous sublayer) of two flows are related
to each other in terms of quadratures. The distributions
of shear stress are determined from the velocity profile
of one of the flows. Turbulent normal stresses are cal-
culated from the corresponding component of the Rey-
nolds tensor and velocity profile of the other flow.

It is shown that the rms transverse pulsation of the
velocity in the intermediate wall region of the boundary
layer with suction is proportional to the logarithm of the
distances from the wall, whereas the rms longitudinal
pulsations, to this logarithm in a power of 3/2.

The results are obtained only from the equations of
motion and analysis of dimensions.

1. Let us consider a uniform flow of an incompress-
ible fluid in a turbulent boundary layer on a flat smooth
plate. The velocity Ue of the flow is constant along the
plate length at the outer boundary of the layer and the
suction velocity vw directed along the normal to the sur-
face is also constant.

The gradient of the mean longitudinal velocity and
turbulent shear stress are functions of the Cartesian
coordinates x and y and determining parameters of the
problem:

(1.1)

Here, ν is the kinematic viscosity and the origin of the
Cartesian coordinate system is at the leading edge of
the plate.

∂u
∂y
------ F1 x y ν v w Ue, , , ,( ),=

u 'v '〈 〉 F2 x y ν v w Ue, , , ,( ).=
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Let

(1.2)

where F3 is a certain function, be the thickness of the
boundary layer, i.e., the quantity characterizing the
transverse scale of the flow. In what follows, it is con-
venient to consider various particular definitions of ∆.

Substituting x and Ue expressed from the first of
Eqs. (1.1) and Eq. (1.2) into the second of Eqs. (1.1),
we arrive at the relation

(1.3)

where F4 is a certain function. Applying the dimen-
sional analysis to Eq. (1.3), we obtain

(1.4)

The local Reynolds number Rl is the characteristic tur-
bulent-to-molecular viscosity ratio. The function S
appearing in Eqs. (1.4), as well as the functions F1, …,
F4, is a universal function for the class of flows depend-
ing on the three parameters ν, vw, and Ue . Let it be con-
tinuous and differentiable for 0 ≤ Rl ≤ ∞, –∞ ≤ β ≤ 0,
and 0 ≤ η ≤ ∞ and satisfy the condition S(∞, 0, 0) ≠ 0.
These conditions are ordinary physical assumptions
that viscosity is substantial only in the thin wall region
(viscous sublayer), where the outer scale (boundary
layer thickness) does not affect the flow.

Relation (1.4) expresses the shear stress in terms of
the gradient of the mean velocity. Since the effect of the
suction velocity on this relation must weaken with
the distance from the wall, the parameter β is taken
such that the denominator includes the local Reynolds
number Rl .

∆ F3 x ν v w Ue, , ,( ),=

u 'v '〈 〉 F4 y ν v w ∆ ∂u
∂y
------, , , , 

  ,=

u 'v '〈 〉 y
∂u
∂y
------ 

 
2

S Rl β η, ,( ), Rl–
y2

ν
----∂u

∂y
------,= =

β
v w

Rly
∂u
∂y
------

---------------, η y
∆
---.= =
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For the normal Reynolds stresses, we similarly
obtain

(1.5)

where S1, S2, and S3 are universal functions.
The flow is described by the boundary-layer equa-

tions with zero pressure gradient:

(1.6)

which, along with closing relation (1.4), specify the
boundary value problem for the mean velocity field.

Below, we consider only the outer region of the flow,
where molecular viscosity can be disregarded in
momentum equation (1.6).

2. Let us consider the boundary layer on an imper-
meable plate. In this case, the velocity defect in the
outer region (beyond the viscous sublayer) for large
Reynolds numbers satisfies the Karman law [1, 2]

(2.1)

Here, cf is the skin-friction coefficient and f is a certain
function.

Let us substitute Eq. (2.1) into Eqs. (1.6) closed with

Eq. (1.4) and take the limit R∆ ≡  → ∞,  = O(1).

Retaining only leading terms in the momentum equa-

tion in view of cf = O( ) according to the Karman
friction law [1], we arrive at the equation

Taking into account the boundary condition f(∞) = 0
and integrating this equation across the layer, we obtain

(2.2)

The improper integral on the left-hand side of
Eq. (2.2) converges because the right-hand side
includes turbulent shear stress vanishing at η = ∞. The

u '2〈 〉 y
∂u
∂y
------ 

 
2

S1 Rl β η, ,( ),=

v '2〈 〉 y
∂u
∂y
------ 

 
2

S2 Rl β η, ,( ),=

w '2〈 〉 y
∂u
∂y
------ 

 
2

S3 Rl β η, ,( ),=

u
∂u
∂x
------ v

∂u
∂y
------+ ∂ u 'v '〈 〉

∂y
-------------------– ν∂2u

∂y2
--------,+=

∂u
∂x
------ ∂v

∂y
-------+ 0,=

x 0:  u x 0,( )>  = 0,   v x 0,( ) v w, u x ∞,( ) Ue,= =

2
cf
----

Ue u–
Ue

--------------- f η( ) O cf( ).+=

∆Ue

ν
---------- 1

η
---

R∆
2–

d∆
dx
------- 2

cf
----η f ' η f '( )2S ∞ 0 η, ,( )[ ] '.=

d∆
dx
------- 2

cf
---- η f f ηd

η

∞

∫+
 
 
 

η f '( )2S ∞ 0 η, ,( ).=
right-hand side of Eq. (2.2) on the wall is equal to unity.
Therefore,

Thus, the velocity profile in the outer region satisfies
the equations

(2.3)

(2.4)

Solving Eq. (2.3) as the first-order equation for ηf ', we
obtain

Therefore, for η = 0,

(2.5)

The function f behaves logarithmically near the
wall:

where the von Karman constant κ = 0.41 is the quantity

.
From Eqs. (1.5), (2.1), and (2.4), the Reynolds ten-

sor components in the outer region of the boundary
layer are expressed as

(2.6)

According to the theoretical investigations [3, 4]
corroborated by measurements, the Reynolds tensor

d∆
dx
------- 2

cf
----    f η d 

0

 

∞

 ∫  1.=

η f ' η f '( )2S ∞ 0 η, ,( )[ ] ' f η ,d

0

∞

∫=

η f f ηd

η

∞

∫+ η f '( )2S ∞ 0 η, ,( ) f η .d

0

∞
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η f ' S ∞ 0 η, ,( ) f ηd

0

∞

∫ ηd

2 S ∞ 0 η, ,( )
--------------------------------.

η

∞

∫–=

f ηd

0

∞

∫ ηd

2 S ∞ 0 η, ,( )
--------------------------------.

0
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f
1
κ
--- η O 1( ), η 0,→+ln–=
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Ue
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∫
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2
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Ue
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component 〈v '2〉 related to the transverse pulsations of
the velocity behaves near the wall as shear stress. This

means that the quantity S2(∞, 0, 0) =  exists and is

nonzero. According to experimental data, σ2 = 0.95 [1].

The behavior of the components 〈u'2〉  and 〈w'2〉
related to velocity pulsations in the directions parallel
to the wall is more complicated:

(2.7)

where A1 and A3 are universal constants. According to
the direct numerical simulation of the flow in the turbu-
lent boundary layer on the plate up to the Reynolds num-
ber corresponding to the displacement thickness [5],
Rδ∗  = 2000, A1 = 1.1, and A3 = 0.36.

The velocity profile on the impermeable plate is
well known from experimental data and can be speci-
fied by the Coles empirical formula [6]

(2.8)

Here, ∆ is the distance from the wall at which the lon-
gitudinal component of the mean velocity differs from
Ue by 0.5%.

3. As was shown in [7], the limiting form of the flow
in the boundary layer with uniform suction in the far
downstream region is the asymptotic boundary layer,
i.e., a one-dimensional flow, where all mean parameters
are functions of only the transverse coordinate.

In this case, the first integral of momentum equa-
tion (1.6) has the form

(3.1)

From this relation, we obtain cf =  for the skin-

friction coefficient.

The solution of Eq. (3.1) in the outer region of the
boundary layer is sought in the form

(3.2)

Substituting Eq. (3.2) into Eq. (3.1) and taking the limit

κ
σ2
----- 

  2

S1 ∞ 0 η, ,( ) A1κ
2 η O 1( ),+ln–=
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2 η O 1( ), η 0,→+ln–=
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--- η 0.55 1 πη( )cos+( )–ln[ ] ,–=

0 η 1, f ηd
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S Rl β η, ,( ) νdu
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--------------- g η( ) O Rw
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Rw → ∞ and  = O(1), we arrive at the equation

(3.3)

whose solution has the form

(3.4)

Integral (3.4), as well as the function f, behaves log-
arithmically near the wall:

Solutions of ordinary differential equations (2.4)
and (3.3) are related to each other. Substituting the
function S(∞, 0, η) expressed from Eq. (2.4) into
Eq. (3.4), we arrive at the relation

(3.5)

Integration of Eq. (3.4) across the layer yields

(3.6)

The latter equality is obtained by taking Eq. (2.5) into
account.

Thus, the velocity profiles of two different turbulent
wall flows are related to each other by simple exact
expression (3.5).

As the transverse scale for the asymptotic boundary
layer with suction, it is convenient to use the integral
parameter

which, in view of Eqs. (3.2) and (3.6), takes the form

Figures 1a and 1b show the velocity profiles in the
asymptotic boundary layer with suction in the linear
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Fig. 1. Velocity profiles in the asymptotic boundary layer with suction in the scaling variables in the (a) linear and (b) semilogarithmic
scales. Solid lines are calculations by Eq. (3.5) and dashed lines are obtained by the direct numerical simulation carried out in [8, 9].

y
∆*
-------
and semilogarithmic scales, respectively. The solid
lines are calculations by Eq. (3.5), where the function f
is specified by Coles formula (2.8). The dashed lines
are obtained by the direct numerical simulation of the

flow for  = –0.00361 and Rδ∗  = 1000 [8, 9].

Although the simulation was carried out for a low Rey-
nolds number, the lines in Fig. 1 are close to each other.
It is seen in Fig. 1b that, in agreement with the theoret-
ical conclusions, the dashed line has a logarithmic sec-
tion that is relatively short due to a low Reynolds num-
ber. The slope of this section is approximately equal to
the slope of the solid line.

According to Eqs. (1.5), (3.2), and (3.3), the Rey-
nolds tensor components in the outer region of the
asymptotic boundary layer with suction have the form

(3.7)

Thus, Reynolds stress profiles for two flows are also
related to each other. Using Eq. (2.7) and the asymp-

v w
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totic form of the function g, we obtain the expressions

(3.8)

for rms velocity pulsations.
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Fig. 2. Profiles of the rms pulsations of (1) u', (2) v ', and
(3) w' in the asymptotic boundary layer with suction accord-
ing to the data taken from [8, 9].
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Figure 2 shows the profiles of rms velocity pulsa-
tions in the asymptotic boundary layer with suction
according to the data taken from [8, 9]. For comparison,
segments with slopes corresponding to the right-hand
sides of asymptotic functions (3.8), where all constants
are taken from the data for the impermeable plate are
also shown. As is seen in Fig. 2, at least lines 2 and 3
corresponding to pulsations along the y and z axes have
pronounced logarithmic sections.
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A nonlinear theory is proposed for dislocations and
disclinations distributed with a certain density in an
elastic medium with internal rotational degrees of free-
dom and couple stresses. A mathematical model of
moment (micropolar) media can be used to describe the
deformations of structurally inhomogeneous bodies [1],
liquid crystals, and composite and magnetic materials.
The resolving equations of the continual theory of
defects are obtained by the limiting transition from the
discrete set of isolated dislocations and disclinations to
their continuous distribution. The general theory is
illustrated by solving a problem of natural stresses
induced in an elastic disc by a given distribution of
wedge disclinations. Continuously distributed disclina-
tions were previously considered in the model of a sim-
ple nonlinearly elastic medium disregarding the micro-
structure of a material [2]. The nonlinear theory of iso-
lated dislocations and disclinations in micropolar
media was given in [3].

1. According to [3, 4], the system of equations of the
nonlinear statics of a micropolar elastic medium, which
is also called the Cosserat continuum, in the absence of
mass forces and moments consists of the equations of
equilibrium for stresses

(1)

the equations of state

, (2)

and the geometric relations

(3)

(4)

Here, P and K are the stress tensor and couple stress
tensor, respectively, both of the Kirchhoff type; C is the
strain gradient (distortion tensor); H is the properly

div P H⋅( ) 0,   div K H ⋅( ) C 
T P H ⋅ ⋅( ) × + 0,= =

P
∂W
∂Y
--------, K

∂W
∂L
--------, W W Y L,( )= = =

Y C HT , C⋅ gradR, R Xkik,= = =

L E× gradH( ) HT .⋅–=
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orthogonal tensor field of microrotations characterizing
the rotational degrees of freedom of Cosserat-contin-
uum particles; W is the specific free energy of the
medium; Y is the deformation measure; L is the bend-
ing strain tensor; E is the identity tensor; Xk, k = 1, 2, 3,
are the Cartesian coordinates of the particles of the
deformed body (Eulerian coordinates); i

 

k

 

 are the coor-
dinate unit vectors; div and grad are the divergence and
gradient operators, respectively, in the reference config-
uration of the material body (i.e., in the Lagrangian
coordinates); and 

 

A

 

×

 

 means the vector invariant of the
second-rank tensor 

 

A

 

. The Cartesian 

 

x

 

s

 

 or curvilinear

 

q

 

s

 

, 

 

s

 

 = 1, 2, 3, coordinates of the reference configuration
of the elastic body may be used as the Lagrangian coor-
dinates.

To introduce the density of dislocations in a
micropolar medium, let us consider the problem of
determining the field of displacements in the medium

 

u

 

 = (

 

X

 

k

 

 

 

– 

 

x

 

k

 

)

 

i

 

k

 

 by using the tensor fields of deformation
measure 

 

Y

 

(

 

q

 

s

 

)

 

 and microrotations 

 

H

 

(

 

q

 

s

 

)

 

 that are
assumed to be continuously differentiable and single-
valued in the multiply connected domain 

 

σ

 

. Taking into
account that grad

 

u

 

 = 

 

Y

 

 · 

 

H 

 

– 

 

E

 

 and following [2], we
arrive at the expression

 (5) 

for the Burgers vectors of dislocations that are respon-
sible for the lack of uniqueness of the displacement
field in the multiply connected domain. Here, 

 

γ

 

N

 

 is a
simple closed contour enveloping the line of only the

 

N

 

th dislocation. Taking Eq. (5) into account, we apply
the method proposed in [2] to move from the discrete
set of translational defects, or dislocations, to their con-
tinuous distribution. Using the known definition of the
density of dislocations as the tensor 

 

d

 

0

 

 [5] whose flux
through any surface is equal to the total Burgers vector
of dislocations crossing this surface, we arrive at the
equation

 

(6)

 

where curl is the curl operator in the Lagrangian coor-
dinates. For a given dislocation density tensor 

 

d

 

0

 

,

 b  
N

 ik Y H xkd⋅ ⋅
γN

∫°=

curl Y H⋅( ) d0,=
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which must satisfy the condition divd0 = 0, Eqs. (1), (2),
(4), and (6) form a complete system of equations with
unknowns Y and H.

2. Under certain assumptions about the dislocation
density, the system of Eqs. (1), (2), (4), and (6) can be
transformed by excluding the microrotation tensor H
from the unknown functions and taking the tensor fields
Y and L as unknowns. Multiplying Eqs. (1) and (6)
by the HT tensor from the right and taking representa-
tion (4) into account, we obtain the system of equations

(7)

(8)

Here, the invariant fiber bundle of second-rank ten-
sors is defined in terms of the vector products of the
basis vectors rs as follows:

Below, the modified dislocation density tensor d will be
treated as given.

The microrotation tensor must also be excluded
from relation (4), specifying the bending strain tensor
of the micropolar medium. To this end, we consider the
problem of determining the microrotation tensor field
H in the micropolar medium with continuously distrib-
uted dislocations in terms of a given bending strain ten-
sor field L. We now remove the requirement of the
uniqueness of the tensor field H in the multiply con-
nected domain σ and use the condition of uniqueness
and differentiability of the tensor L in this domain.
Using Eq. (4), we compose the following system of
equations for the tensor H:

(9)

Excluding the unknown orthogonal tensor H from
system (9), we arrive at the tensor solvability condition

(10)

This condition is a necessary and sufficient condi-
tion for the existence of the unique microrotation field
in the simply connected domain σ when the tensor H is
given in a certain point of the domain. If the σ domain
is multiply connected, the solution of the Cauchy prob-
lem for system (9) is generally multivalued. The possi-
ble multivaluedness of the solution is removed after the
transformation of the multiply connected domain to
simply connected one by introducing the necessary
number of cuts τM, M = 1, 2, …. The microrotation ten-
sor takes different values H+ and H– at the different
edges of the cut. The relation H+ = H– · ΦM, where ΦM

divP PT L⋅( )×– 0,=

divK KT L⋅ PT Y⋅+( )×– 0,=

curlY Y × × L+ d, d d0 HT .⋅≡=

Y × × L Ymnrm rn⊗( ) × × Lksrk rs⊗( )=

=  YmnLks rm rk×( ) rn rs×( ).⊗

∂H

∂qs
-------- Ls– H, Ls× rs L, rs⋅

∂xk

∂qs
--------ik.= = =

curlL
1
2
---L × × L+ 0.=
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is the properly orthogonal tensor that is constant for a
given cut τM , is proved by using the continuity and
uniqueness of the bending strain tensor L in the σ
domain and applying the method proposed in [3]. The
existence of the above jump of the microrotation tensor
at the cut τM means the existence of isolated rotational
defects, or disclinations, in an elastic micropolar body
with distributed dislocations. As well as in the Cosserat
continuum without dislocations [3], the Frank vector of
each isolated disclination is expressed in terms of the
bending strain tensor field through the multiplicative
contour integral. These integral relations, together with
Eqs. (7), (8), and (10) and the boundary conditions on
the body surface, provide the formulation of the bound-
ary value problem concerning the equilibrium of the
micropolar medium with continuously distributed dis-
locations and isolated disclinations.

Since the properties of multiplicative line integrals
are complicated [3], the limiting transition from a dis-
crete set of isolated disclinations to their continuous
distribution is generally impossible. Nevertheless, as
will be shown below, this transition is possible in the
plane problem for the micropolar elastic medium.

3. We consider plane deformation in the (x1, x2)
plane. In this case, the dislocation density tensor has the
form d0 = i3 ⊗ a0 (a0 · i3 = 0) [2], where a0 is the edge dis-
location density vector, and the distortion tensor C sat-
isfies the incompatibility equation

(11)

Here, ∇  is the two-dimensional gradient operator and e
is the discriminant tensor. The H tensor for plane defor-
mation is expressed in terms of the angle χ of microro-
tation about the x3 axis through the formula

(12)

Using Eqs. (4) and (12), we obtain

(13)

In view of Eqs. (3) and (12), Eq. (11) is transformed as

(14)

where a = a0 · HT.
According to Eq. (13), the microrotation field is

determined in terms of the bending strain field through
the quadratures

(15)

When the condition ∇  · e · l = 0 is valid, the line inte-
gral in Eq. (15) is independent of the integration path if
the σ domain is simply connected. For the multiply
connected plane domain homeomorphic to the circle

∇ e C⋅( )⋅ a0, e i3– E,×= =

∇  = i1
∂

∂x1
-------- i2

∂
∂x2
--------.+

H g χ e χsin i3 i3, g⊗+ +cos E – i3 i3.⊗= =

L l i3, l⊗ ∇χ .= =

∇ e Y g⋅ ⋅( )⋅ l e Y e⋅ ⋅( )⋅+ a,=

χ l r χ r0( ), r+d⋅
r0

r

∫ x1i1 x2i2.+= =
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with circle holes, expression (15) generally specifies a
multivalued function. Transforming the multiply con-
nected domain to the simply connected one by means of
cuts, we find that the values χ± at the opposite edges of
each cut may differ by a constant:

.

Constants θS are independent of the choice of the sys-
tem of cuts and are expressed in terms of the bending
strain field through an ordinary (not multiplicative)
contour integral. The existence of nonzero constants θS

means that isolated wedge disclinations exist in a mul-
tiply connected micropolar body. Using the method
described in [2] for the transformation of a discrete set
of disclinations to their continuous distribution, we
arrive at the following incompatibility equation for
bending strains of the plane medium:

(16)

where β is the scalar density of edges disclinations. For
the plane case, equilibrium equations (7) take the form

(17)

and, together with incompatibility equations (14) and
(16), form the complete system of nonlinear equations
determining the natural stresses in the plane medium
with distributed dislocations and disclinations.

4. We illustrate the above theory by solving the
problem of determining natural stresses induced in an
elastic disc by the axisymmetrically distributed edges
disclinations. Let us use the model of the physically lin-
ear micropolar medium [3]

(18)

where λ, µ, δ, γ, ψ, and η are Young’s moduli. Let a =
0 and β = β(r). We seek the strain field in the form

(19)

χ+ χ–– θS, S 1 2 …, ,= =

∇ e l⋅ ⋅ β,=

∇ P + l P e⋅ ⋅ ⋅  = 0,  ∇ K i3⋅ ⋅  = tr P e YT g⋅ ⋅ ⋅( )

2W λ tr2U µ ψ+( )tr U UT⋅( ) µ ψ–( )trU2+ +=

+ δtr2L γ η+( )tr L LT⋅( ) γ η–( )trL2,+ +

U Y E,–=

Y Y1 r( )er er
h r( )

r
----------eϕ eϕ i3 i3,⊗+⊗+⊗=

l l1 r( )er l2 r( )eϕ ,+=

er i1 ϕ i2 ϕ , eϕsin+cos i1 ϕ i2 ϕ ,cos+sin–= =
where the polar coordinates r and ϕ on the disc plane
vary in the intervals r1 ≤ r ≤ r2 and 0 ≤ ϕ ≤ 2π. In view
of Eqs. (2), (18), and (19), the system of Eqs. (14), (16),
and (17) is reduced to the equation

(20)

The strain components and couple stresses are
expressed in terms of the functions h(r) and g(r) as

(21)

Equation (20) has the general solution

The constants C1 and C2 are found from the condi-
tion that the disc edges r = r1 and r2 are unloaded.
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The problem of determining a plane stress-tensor
field (T field) with given principal stress trajectories
(PSTs) was originated in photoelasticity as early as the
beginning of the twentieth century [1]. Principal stress
trajectories are curves the tangents to which are
directed along one of the directions of the two principal
stresses T1 and T2 . In a loaded transparent plane model,
T1–T2 contour lines, as well as isoclinics (curves along
which T1 and T2 preserve their directions), are directly
observed. An orthogonal curvilinear net of PSTs is
graphically drawn from the pattern of isoclinics [1].
Despite the assumption that the model is elastic, an
incomplete set of governing equations of the theory of
elasticity is traditionally used in photoelasticity. Thus,
the T field is determined by integrating the equations of
equilibrium (or one of them) with the inclusion of infor-
mation about T1–T2 and boundary stresses [1], i.e., by
solving a boundary value problem.

The problem of determining the T field from the
principal stress directions has recently become very
important in geodynamics. Observations indicate that
two of the three principal stresses are subhorizontal [2].
When the spatial density of discrete data on the princi-
pal stress directions is sufficient, a plane horizontal pat-
tern of PSTs can be accurately constructed by a number
of known methods [3]. Therefore, the problem of deter-
mining the T field in stable blocks of the lithosphere
(considered as elastic plates) is similar to that in photo-
elasticity. However, the method used in photoelasticity
is inapplicable to geodynamics due to the absence of
both T1–T2 data and, more importantly, reliable bound-
ary conditions: different model estimates of plate-driv-
ing forces differ from each other by the order of their
magnitudes.

* Gamburtsev Institute of Physics of the Earth, 
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** University of Western Australia, 
35 Stirling Highway, Crawley, WA 6009, Australia
e-mail: galybin@cyllene.uwa.edu.au
1028-3358/04/4905- $26.00 © 20311
This paper presents a method for determining the T
field in a homogeneous isotropic elastic domain by
using only the pattern of PSTs without information on
the boundary conditions and T1–T2 value. The symmet-
ric stress tensor T in a plane can be represented in terms
of real P and complex D functions as

(1)

Here, the absolute value |D| of the stress deviator D is
the maximum shear stress in the plane and its argument
α is expressed in the form

(2)

where the angle ϕ (which specifies the principal direc-
tion) is measured counterclockwise from the positive x
semiaxis of the Cartesian xy plane to the direction of the
minor principal stress. The determination of the T field
is equivalent to the determination of the real functions
P(z, ), τmax(z, ), α(z, ), where z = x + iy,  = x – iy.
The function α is known for a given PST field. In this
case, the problem is reduced to the determination of
bounded functions P and τmax in the closed (generally,
multiply connected) domain Ω under study. It is
assumed that the function α(z, ) is twice differentia-
ble everywhere in Ω except possibly the singular
points of the PST field, where τmax = 0, the argument α
is undefined, and the curvature of stress trajectories is
infinite [1, 4].

When in-plane body forces are absent in a homoge-
neous isotropic elastic medium, the complete set of
governing equations of plane elasticity has the form

(3)

where ∆ = 4  is the Laplacian. Here, the first equa-

tion represents two scalar equations of equilibrium and

P
1
2
--- T1 T2+( ), D D eiα ,= =

D τmax
1
2
--- T2 T1– .= =

α Darg 2ϕ ,–= =

z z z z

z

∂P
∂z
------

∂D
∂z
-------, ∆P 0,= =

∂2

∂z∂z
-----------
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the second one follows from elastic relationships. The
general solution of set (3) is expressed in the form [5]

(4)

where the potentials Φ and Ψ are holomorphic func-
tions, while D is a biholomorphic function. A real biho-
lomorphic function D = Dreal can be represented in the
general form

(5)

containing four arbitrary real constants c0, c11 = Rec1,
c12 = Imc1; and c2 .

If an arbitrary function α(z, ) is given in the
domain Ω , then, in general, the functions P(z, ) and
τmax(z, ) cannot simultaneously satisfy all three scalar
equations (3). Therefore, an arbitrary PST field cannot
be realized in an elastic domain. For instance, the func-
tion α = α0 + (z  – 1)2, α0 = const, is not admissible in
plane elasticity. In view of Eqs. (1) and (4), the PST
field is admissible if and only if α(z, ) is the argument
of a biholomorphic function D1 , i.e., if the following
representation is valid

(6)

where D1(z, ) = (z) + Ψ1(z) and (z), Ψ1(z) are
holomorphic functions in the domain Ω .

The verification of admissibility of a prescribed PST
field is the first step in the determination of the T field
in an elastic medium. This can be achieved by a number
of methods. In particular, if the function α(z, ) is har-
monic (∆α = 0) and represents the argument of a holo-
morphic function A(z), then the verified PST field is
admissible, because  is simultaneously the argu-
ment of a biholomorphic function D = Dreal(z, )A(z)
(Dreal > 0). In the general case, the admissibility of the
PST field can be examined by representing a given
biholomorphic function D1 = (z) + Ψ1(z) in terms
of its argument α. Let us find the desired representation
on the disk R: |z| < R = const that does not contain sin-
gular points. In this case, |Ψ1(0)| ≠ 0. Two possible
cases are considered below.

1. | (0)| = 0. In this case, D1 = zX(z) + Ψ1(z),
where X(z) is a known holomorphic function. Let the

holomorphic function V(r∗ ; z) = X(z) + Ψ1(z) (which
depends on the parameter r∗ , 0 ≤ r∗  < R) be introduced
in the domain R. This function coincides with D1 on
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 and is expressed in the domain

 

R∗  in terms of the argument α as

(10)

The desired representation for the function D1 in the
domain R can be written as

(11)

It is readily seen that the substitution of the function
α(z, ) from Eq. (6) into Eqs. (7) and (9) (for | (0)| =
0) or into Eqs. (10) and (11) (for | (0)| ≠ 0) turns

Eqs. (9) and (11) into identities. However, if α(z, ) is
not representable in the form of Eq. (6), then the param-
eter r∗  remains in Eqs. (9) and (11) regardless of the
choice of the constants X(0) and Ψ1(0) in Eq. (7) and
both the constant (0) and function b(r∗ ) in Eq. (10).
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If it is impossible to exclude the parameter r∗  from
Eqs. (9) and (11), the given PST field is not permitted
for the elastic medium in accordance with this verifica-
tion method.

If a PST field is admissible, then the above methods
and their generalization allow the determination of the
stress deviator function 

However, this function should be considered only as a
particular solution of the problem, because, e.g., the
function c3D1(z, ) (c3 > 0 is an arbitrary real constant)
is also a solution. The problem is reduced to the deter-
mination of the general form of the biholomorphic
function D = Φ'(z) + Ψ(z) that is regular in Ω and has
the same argument field α(z, ) as the function D1 .

The transformation D1(z, ) → D(z, ) that pre-
serves the argument has the general form

(12)

The following two alternative cases A and B are pos-
sible.

A. The argument of the function D1(z, ) is a har-
monic function [∆α(z, ) = 0 in Ω]. Therefore, it is easy
to find a holomorphic function A(z) with the given argu-
ment α and associate it with the function D1 . Since the
function M(z, ) in Eq. (12) satisfies the condition

 = 0 in this case, it is a real biholomorphic function

Dreal [see Eq. (5)], and, in view of Eqs. (3), the general
solution of the problem is expressed in the form

(13)

Solution (13) depends on five arbitrary real constants:
four constants c0, Rec1, Imc1 and c2 that must provide
the condition Dreal > 0 and the constant c appearing due
to the integration of Φ'(z). It should be noted that the
solution obtained above remains valid when the func-

tion a2z  +  + a1z + a0)A(z) is taken as D1 , where
real constants a0, Rea1, Ima1, and a2 are prescribed. In
particular, the cases (z) ≡ 0 and Ψ1(z) ≡ 0 are
included in general solution (13).

B. The argument α(z, ) of the function D1(z, ) is
a nonharmonic function [∆α(z, ) ≠ 0] and, therefore,
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neither (z) nor Ψ1(z) is identically zero. Let (z) ≠
0 within the circle

(14)

with the center at the point z = e ∈  Ω . Let the disk R:
|z – e| < R belong entirely to the investigated domain Ω
(R ⊂ Ω ). Then, by substituting the variable 
expressed in terms of z according to Eq. (14) into the
expressions for the desired (D) and known (D1) func-
tions, one can readily see that the function M(z, ) [see
Eq. (12)] on the circle γ is the boundary value of the
function B(z)

(15)

Owing to the inequality (e) ≠ 0, the radius R can be
chosen such that the denominator in Eq. (15) is not
equal to zero on the disk R. Then, B(z) is holomorphic
on the disk R. Since ImB(z) = 0 on γ, B(z) is an arbitrary
real constant, e.g., c3 . In view of this circumstance,
from Eq. (15) one obtains the following relation on the
disk R:

(16)

The substitution of Eq. (16) into Eq. (12) followed by
simple transformations results in the relationship

(17)

The left-hand side of Eq. (17) is real and, therefore, its
argument is equal to 0 or π. At the same time, the argu-
ment of the right-hand side of Eq. (17) cannot be con-
stant when C(z) ≠ 0, because the argument of the func-
tion C(z) is harmonic and the argument α of the func-
tion D1 is nonharmonic by hypothesis. Equation (17)
can be satisfied only if C(z) = 0, which results in Φ'(z) =
c3 (z) within R. In accordance with the uniqueness
theorem, the latter equality is valid everywhere in the
investigated domain Ω . Thus, it follows from Eq. (16)
that the equality Ψ(z) = c3Ψ1(z) is also satisfied in Ω .

Hence, if argument α is nonharmonic, the ratio M = 

Φ1' Φ1'
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is an arbitrary constant c3 in Ω , and the general solution
of the problem takes the form

(18)

Let us consider simple examples of the determina-
tion of the T field when α(z, ) is harmonic and the
function Ψ1(z) is substituted as the function A(z) in
Eq. (13).

1. Both PST families are represented by straight
lines, and one of these families is inclined at angle ϕ0 to

the x axis. Then, α = α0 = –  and, according to

Eq. (6), exp(iα) = exp(iα0) = Ψ1(z). It follows from
Eq. (13) that

(19)

Solution (19) that was obtained earlier in a different
way in [7] was used in [8] for the determination of tec-
tonic stresses in regions with homogeneous PSTs.

2. Principal stress trajectories coincide with the
coordinate lines of polar coordinates r and θ. One of the
PST families is represented by a set of rays inclined at
angles ϕ = θ. It follows from Eq. (2) that α = –2θ and,

therefore, exp(iα) = . Then, Ψ1(z) = z–2 according to

Eq. (6), and Eq. (13) leads to the general solution

(20)

Formulas (20) represent a bounded general solution of
the problem in any simply connected domain not con-
taining the origin. The Lamé solution for a circular ring
under internal and external pressure [5] is obtained by
setting c1 = c2 = 0 in Eq. (20).

3. Principal stress trajectories coincide with the
coordinate lines of the parabolic coordinates ξ and η

introduced by the relationships z = , where ζ = ξ +

iη. For trajectories η = const, one has

(21)
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1
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 tan– η
ξ
--- ζarg( )tan= = = =

=  
1
2
---θ 

 tan α→ θ eiα→–
z
z
-----.= =
Since Ψ1(z) = z–1 in accordance with Eq. (6), the general
solution is found from Eq. (13) as follows:

(22)

Formulas (22) present a general solution bounded in
any domain not containing the origin. A bounded solu-
tion for a domain containing z = 0 can be obtained by
setting c0 = c1 = 0 in Eqs. (22) and describes stresses
near singular points of one particular kind where the
curvature of PSTs is infinite [4].

In conclusion, we emphasize that, in contrast to the
concept widely used in photoelasticity, the problem of
determining the T field from the prescribed PST field is
not a boundary value problem. If the slope ϕ(z, ) of
the PST to the x axis is a harmonic function, the stress
tensor field is expressed in terms of ϕ(z, ) through the
above formulas containing five arbitrary real constants.
If ϕ(z, ) is a nonharmonic function (but admissible in
elasticity), the solution involves two such constants. In
geodynamic applications, these constants can be deter-
mined from local in situ stress measurements.
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Supersonic flows around systems of bodies were
thoroughly studied at the Institute of Mechanics, Mos-
cow State University, in the late 1970s and 1980s [1–6].
The results of the first experiments with a flow having
a Mach number of M = 2.5 around two spheres when
the line connected their centers was directed across the
flow were published in [1]. In this case, configurations
of the leading shock wave at various distances between
the closest points of the spheres, as well as the maxi-
mum interaction distance beginning with which the
interaction between the spheres is sharply weakened,
were determined. The shape of the leading shock wave
indicated both Mach and regular reflections of the
shock from the symmetry plane between the spheres.

The results of approximate theoretical calculations
and experimental studies of flows around a pair of cyl-
inders were described in [2, 3]. A special algorithm was
developed for calculating gas flows near the reflection
point for the leading shock wave. Approximate calcula-
tions of the Mach stem showed a satisfactory agreement
with available experimental data. For a pair of cylin-
ders, the maximum interaction distance hmax turned out
to be considerably larger than that for two spheres.

The results of two additional experiments with flows
around a pair of spheres and cylinders for a Mach num-
ber of M = 1.75 were published in [4]. The approximate
calculation of a flow near the triple point made it possi-
ble to obtain hmax values in the entire supersonic range
of Mach numbers for the incident flow. These results
were published in [4, 5]. The calculated data were
obtained using the principle of the flow hypersonic sta-
bilization, and they agree well with previous experi-
ments. These results were analyzed together with the
experimental data on the supersonic flow around a pair
of wedges [7]. The comparison showed that even a sig-
nificant variation of the body’s shape (cylinder →
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wedge) did not considerably change the desired hmax
value.

More recently, the data obtained for hmax in [4, 5]
were used (in the explicit [8, 9] or implicit [10] forms)
to estimate the behavior of a swarm of fragments after
the disintegration of a meteoroid subjected to an aero-
dynamic load in the atmosphere.

Finally, in the concluding publication [6] of the
series of studies under discussion, the experimental
data for gas flows around a pair of cylinders were given
for M = 6. The main attention was devoted to the range
of distances between the bodies for which both Mach
and regular reflections of a leading shock wave from the
flow symmetry plane were possible. It turned out that
the Mach configuration was always realized in the
ambiguity interval.

Thus, at the early stage of the studies, it was reliably
established that the interference distance between bod-
ies was limited in a supersonic flow, and quantitative
data on this distance were obtained. However, the quan-
titative characteristic of this interaction, which was
manifested in the appearance of a transverse force
repulsing the bodies, was not investigated in detail.

The goal of the present study is to compensate this
drawback. Here, we analyze the results of systematic
calculations for gas flows around a pair of finite cylin-
ders with spherical ends for a Mach number of M = 6.
The flow fields, as well as the drag and transverse
forces, are determined. The calculated results are thor-
oughly compared with available experimental data.
This comparison showed the high reliability of our cal-
culations.

The software package used in numerically calculat-
ing was tested with experimental data. Special calcula-
tions were performed for comparing with the experi-
mental results obtained at the preceding stage of the
investigations.

The calculation series for gas flows around two
spheres for M = 1.75 allowed us to compare the geo-
metric parameters of the Mach configuration of the
leading shock wave with the experimental data
from [4]. The data concerning the distance dM of the tri-
004 MAIK “Nauka/Interperiodica”
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ple point from the flow symmetry plane are presented
in Table 1. These experimental data are obviously not
considered as absolute, because they are obtained from
the corresponding plots presented in [4].

We also compared the elements of the Mach config-
uration for a gas flow around two spheres for M = 3
with the experimental data obtained by Shvets et al.1

These authors measured the pressure distribution over a
sphere for M = 3 and h = 0.38. These results demon-
strate a pressure increase for the polar angle θ ≈ 60°
measured from the front point of the sphere. This pres-
sure increase is evidently caused by the incidence of the
reflected shock onto the surface of the sphere. In the
corresponding calculation variant, the coordinate θ =
66° of the shock reflected in the Mach configuration is
obtained on the sphere’s surface. In accordance with
our estimates, the divergence of calculated and experi-
mental results does not exceed 10%. This estimate
includes all possible deviations.

The basic goal of the present study is the determina-
tion of the aerodynamic coefficients for bodies of vari-
ous shapes with allowance for their interaction in super-
sonic flows. This problem was not analyzed at the pre-
vious stage of investigations. Reliable data on the
aerodynamic characteristics of groups or pairs of bod-
ies having a simple shape are also absent in available
works. The only exclusion is work [11], where the
motion of the fragments of a meteoritic body was con-
sidered at the initial stage after disintegration. The
transverse velocity of the fragments formed due to dis-
integration was estimated with the transverse-force
coefficient cy = 2.

Here, the flow around a pair of circular cylindrical
bodies with spherical ends is chosen as the object of the
study. The length of the purely cylindrical part is
denoted as l so that the value l = 0 corresponds to a
sphere. The two cylinders are located so that the length
of the line connecting the centers of their cross-sections
is perpendicular to the velocity of the incident flow. The
flow is three-dimensional and has two mutually perpen-
dicular symmetry planes. The line of their intersection
coincides with the velocity direction of the incident
flow.

1 These data are presented in the Report No. 3354 of the Institute
of Mechanics, Moscow State University, 1986.

Table 1

h dM, exp dM, calc

1.12 0.428 0.435

1.32 0.276 0.246

Note: Distance dM of the triple point from the flow symmetry
plane. Here, h is the distance from the sphere’s lower point
to the symmetry plane. All distances are measured in the
radius of either sphere or spherical ends of the cylinder.
The calculations are carried out for several l values
and various distances 2h between two closest points of
the cylinder cross sections up to h values virtually cor-
responding to the independent flows around each cylin-
der of the pair. At the previous stage of the studies, ter-
mination of the interaction was detected primarily by
the position of the reflected shock: it was assumed that
the interaction ceased when the reflected shock had
passed downstream the body’s surface. In this study, the
criterion that the interaction ceased was the transverse-
force coefficient.

The aerodynamic coefficients cx and cy of the drag
and transverse forces, respectively, were calculated by
the formulas

(1)

Here, S = 2l + π is the midsection area of a cylinder,

ρ∞ /p∞ = γM2 , the pressure p in the integrand is nor-
malized to the pressure p∞ in the incident flow, and the
angle θ is described above. The results of the calcula-
tion are presented in Table 2 for four l values and for h
values up to those corresponding to independent flows
around each body of a pair.

Below, we determine the ultimate (hypersonic) val-
ues for the coefficients cx and cy for the configurations
under study. In calculating the coefficients for a single
sphere (l = 0) and a single cylinder (l = ∞), the pressure
distribution estimated by the following Newton for-
mula was used in formulas (1) (p is a dimensional
quantity):

(2)

For flows around a pair of cylinders for h = 0, we
assumed that the cross-section quadrant directed
toward the other cylinder is a stagnation zone where
p = γM2, and formula (2) is realized in the external
quadrant. For flows around a pair of spheres for h = 0,
it was assumed that the pressure in the octants directed
toward the other sphere is distributed according to the
modified Newton formula

(3)

Here, ϕ (π ≤ ϕ ≤ 2π) is the circular angle. As before,
formula (2) is valid in other octants. For all configura-
tions, it was as usual assumed that p = 0 in the aerody-
namic shadow. The resulting ultimate values are given
in Table 3.

cx

p∞

0.5ρ∞V∞
2 S

------------------------ p θcos σ,d

Σ
∫=

cy

p∞

0.5ρ∞V∞
2 S

------------------------ p θsin σ.d

Σ
∫=

V∞
2

p γM
2 θ.2cos=

p γM
2 θ2 ϕ θ2sinsin–cos( ).=
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Table 2

l
h

Coefficient
0.0 0.2 0.4 0.6 0.8 1.0 1.2

0 cx 1.030 0.860 0.850 0.855

cy 0.280 0.151 0.014 0.001

2 cx 1.191 1.157 1.128 1.018 1.000

cy 0.399 0.361 0.298 0.159 0.005

4 cx 1.250 1.230 1.210 1.185 1.048 1.059

cy 0.460 0.439 0.379 0.308 0.079 0.002

6 cx 1.272 1.254 1.220 1.223 1.189 1.150 1.100

cy 0.500 0.478 0.412 0.354 0.291 0.150 0.007
Comparison of Tables 2 and 3 shows that the exist-
ence of the aerodynamic shadow is the strongest
assumption for calculating parameters given in Table 3.
Therefore, the most noticeable difference of data on the
transverse-force coefficient cy takes place for two
spheres in the case of h = 0 (cy = 0.280 and 0.750).
Moreover, spread due to the finite length of a cylinder
affects the case of l = 6. It is worth noting that the exper-
iments with gas flows around cylinders for M = 1.75
and 2.5 were carried out for l = 24 [4].

Table 2 shows a significant increase in the maximum
interaction distance with the length l. However, this dis-
tance is equal to about the cylinder radius even for l = 6.

In the previous studies [4, 5], the tangency of the
body’s surface by the reflected shock was considered as
a criterion that the interaction ceased. Analysis of the
calculated patterns of flows around the bodies shows
that this criterion corresponds exactly to the condition
of a significant decrease in the transverse-force coeffi-
cients cy shown in Table 2.

Below, our data on the shock-wave pattern under the
conditions corresponding to the maximum interaction
distance are quantitatively compared with the results
reported in [4–6]. For flows around a pair of spheres
(l = 0), the calculations made in [4, 5] yield the value
hmax = 0.33, whereas our numerical calculations yield
hmax = 0.40. For flows around cylinders (l = ∞), the cal-
culations made in [4, 5] yield hmax = 1.56, whereas this
study for a cylinder with l = 6 yields hmax = 1.20. It

Table 3

Configuration cx cy

Single sphere 1.000 0

Pair of spheres l = 0, h = 0 1.318 0.750

Single cylinder 1.333 0

Pair of cylinders l = ∞, h = 0 1.667 0.667
DOKLADY PHYSICS      Vol. 49      No. 5      2004
should be taken into account that the latter hmax value
must increase with l.
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Solids can abruptly change their structure under
intense mechanical and/or thermal loads. This means
that a first-order phase transition occurs; i.e., the
uniqueness of the constitutive relations (equations of
state) disappears, and the transition from one branch of
a material reaction to another is realized. Traditional
description [1, 2] of the equilibrium of liquid (gaseous)
phases separated by an interface leads to the equality of
pressures and chemical potentials. Phase transitions in
solids present a more complicated phenomenon. The
basic result of investigations of this phenomenon [3–8]
is the introduction of the chemical potential tensor, as
well as allowance for the irreversibility of phase transi-
tions, which is attributed to entropy sources concen-
trated at the interface. The dependence of these sources
on the velocity of the interface and properties of the
phases is unclear.

In this work, a kinetic model of first-order phase
transitions in a thermoelastic body is proposed that
makes it possible to partially overcome these difficul-
ties. The model differs from the known approaches [9–
11] in the explicit inclusion of the latent energy of
structural changes. The features of the model are illus-
trated in application to a one-dimensional continuum.
The relation between the parameter of the kinetic equa-
tion and dissipation source value is found. The effect of
the kinetic parameter on the stress–strain dependence
upon a phase transition is analyzed.

1. Let a thermoelastic material undergo the first-
order phase transition under quasistatic load. At the
interface moving with velocity Ò in the direction of the
normal vector n, the following relations are valid [5, 8]:

(1)

u[ ] 0, θ[ ] 0, ρc[ ] 0,= = =

∇ u⊗[ ] n h, s[ ] n⋅⊗ 0,= =

ρψ[ ] n s h δ*.+⋅ ⋅=
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They follows from the continuity of displacement u,
temperature θ, and mass flux; equations of compatibil-
ity, equilibrium, and energy balance; and entropy ine-
quality. Hereinafter, ψ is the specific free energy, s is

the stress tensor, Â is the small-strain tensor, h = – ,

v is the velocity, and δ∗  is the entropy source concen-
trated at the interface. For δ∗  = 0, the transition is
reversible. For δ∗  > 0, the transition is irreversible, and
the rearrangement of a crystal lattice is accompanied by
various dissipative processes.

An important consequence of relations (1) is the
condition for the jump of the normal components of the
chemical potential tensor. For small strains of a ther-
moelastic body, this condition can be written as

(2)

where c is the chemical potential tensor defined at the
interface.

2. We consider a mixture of two phases of a ther-
moelastic material. Phases are considered as isotropic,
the deviation of temperature from the initial value is
small, ϑ  = θ – θ0 ! 1, and the scalar parameter ω is
equal to the mass concentration of the second phase,
0 ≤ ω ≤ 1. The initial state of the medium is natural:
s = 0, ϑ  = 0, ω = 0. The free energy is specified by the
expression

(3)

where ψf(ω) is the latent energy of the transition such
that ψf(0) = 0 and ψf (1) = ψ0 is the latent energy of the
total transition, whereas ψ(i)(e, ϑ), i = 1, 2, is the free

v[ ]
c

-------

n c[ ] n⋅ ⋅ δ*,=

c ψI ρ 1– s e e s I1 e( )s–⋅+⋅( ),–≡

ψ e ϑ ω, ,( )

=  ψ f ω( ) 1 ω–( )ψ 1( ) e ϑ,( ) ωψ 2( ) e ϑ,( ),+ +
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energy of the phases. The terms in Eq. (3) are deter-
mined by the expressions

(4)

Here, e' = e – I1I is the deviator; I1 = e : I and J2 = e': e'

are the invariants of the strain tensor; αi are the thermal-
expansion coefficients; Ki and µi are the volume com-
pression and shear moduli, respectively; ci are the spe-
cific heat at constant strain (up to the factor θ0) of the
phases; and p0 and η0 are the pressure and entropy of
the second phase of the system (e = 0, ω = 1).

In order to write the kinetic equation, we consider
the local entropy inequality

where η is the specific entropy, q is the heat flux, and r
is the density of distributed heat sources. This inequal-
ity, along with Eqs. (3) and (4), leads to the relations

(5)

where δf is the dissipation of the structural transforma-
tion. A sufficient condition for the validity of the ine-
quality δf ≥ 0 in any processes is the kinetic equation in
the form

(6)

where τ is the time of stress relaxation due to the struc-
tural changes in the material and H(x) is the Heaviside

ρψ f ω( ) gω 1
n 1+
------------bωn 1+ , n 0,>+=

ρψ 1( ) e ϑ,( )

=  
1
2
---K1I1

2 e( ) µ1J2 e( ) α1ϑ I1 e( )–
1
2
---c1ϑ

2,–+

ρψ 2( ) e ϑ,( ) p0I1 e( ) ρη0ϑ––=

+
1
2
---K2I1

2 e( ) µ2J2 e( ) α2ϑ I1 e( )–
1
2
---c2ϑ

2.–+

1
3
---

ρθη̇ θ∇ θ 1– q( )⋅– ρr 0,≥–

s e ϑ ω, ,( ) ρ∂ψ
∂e

-----------=

=  K̂ ω( )I1 α̂ ω( )ϑ– ωp0–( )I 2µ̂ ω( )e',+

ρη e ϑ ω, ,( ) ρ∂ψ
∂θ

-----------– α̂ ω( )I1 ĉ ω( )ϑ ωρη0,+ += =

â ω( ) 1 ω–( )a1 ωa2, a+ K µ α c,, , ,= =

δ f ρω̇∂ψ e ϑ ω, ,( )
∂ω

----------------------------- 0,≥–≡

δ f θ 1– q e ϑ ω ∇ϑ, , ,( ) ∇ϑ 0,≥⋅+

ω̇ A
∂ψ e ϑ ω, ,( )

∂ω
-----------------------------,–=

A τb( ) 1– H ω( )H 1 ω–( ) 0,≥=
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step function. The derivative −  is the “driving

force” of the phase transition. In the direct transition,
this quantity characterizes the balance between the
energy released due to the partial unloading of the
material near the nucleus of the new phase and
absorbed energy associated with the latent energy of the
transition. The situation is opposite in the reverse tran-
sition.

Using (s, ϑ, ω) as independent variables, one arrives
at the kinetics with the driving force equal to the deriv-

ative –  of the scalar chemical potential (Gibbs

potential) χ ≡ ψ – s: e. For the potential in the form of
Eqs. (4), this derivative is equal to the difference
between the chemical potentials of the pure phases
minus the rate of an increase in the latent energy. Sim-
ilarly, the choice of the variables (e, η, ω) leads to the
driving force expressed in terms of the internal energy
density u = ψ + θη.

The linear relation between the transition rate and
difference between the chemical potentials of the
phases was often used to describe the kinetics of phase
transitions [9, 10]. In contrast to those works, the model
under development explicitly involves the latent energy
depending on the transition depth. As will be shown
below, it is this dependence that determines whether the
transition is reversible or not, the conditions of the
onset and termination of the structural transition, etc.

Thus, taking Eqs. (4)–(6) into account, we arrive at
the kinetic equation

(7)

where ∆a ; , a = K, µ, α, and c is the relative

change in the thermoelastic moduli.

If the difference between the entropies of the phases

in the initial state is such that  = O(1), the term

ρb−1η0ϑ  on the right-hand side of Eq. (7) is much larger
than the other terms, and the kinetics of the transition is
linear in temperature. Structural transformations are
determined only by thermal effects, whereas the effect
of stresses is negligibly small, although both phases
correspond to the thermoelastic solid material. If

∂ψ
∂ω
-------

∂χ
∂ω
-------

ω̇ βωn+ βΦ e ϑ,( ), β τ 1– H ω( )H 1 ω–( ),≡=

n 1,≥

Φ e ϑ,( ) 1
2
---∆KI1

2 ∆µJ2 ∆αϑ I1–
1
2
---∆cϑ 2–+≡

+ b 1– p0I1 ρη0ϑ g–+( ),

a1 a2–
b

----------------

ρη0

b
---------
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 = O(e), all terms in Eq. (7) are of the same order,

and the kinetics of the transformation depends substan-
tially on the solid-state properties of the material.

3. Let us consider a one-dimensional continuum, or
a cylindrical rod, in the isothermal approximation. The
material of the rod can be in two phase states. The dif-
ference between Young’s moduli of the phases is
assumed to be much smaller than Young’s modulus of
the initial phase. The elastic potentials of the phases are
given by the expression

(8)

where E is Young’s modulus,  is the latent energy of
the phase transition, and e0 is the natural strain of the
phase transition that is associated with the difference
between the densities of the phases. The stress–strain
relation has the form

Relations (1) at the interface are reduced to the
stress continuity condition σ1 = σ2 and energy-jump
condition u2 – u1 = σ1(e2 – e1) – δ∗ . Taking Eq. (8) into
account, we obtain

(9)

where σ0 ≡ Ee0 and σ(12) is the stress at which the direct
phase transition from the first phase to the second one
occurs.

In the reverse phase transition, when the second
phase is transformed into the first phase, we have

σ1 = σ2,   u2 – u1 = σ1(e2 – e1) + δ∗ . 

In view of Eq. (8), the stress σ(21) of the reverse phase
transition is given by the expression

(10)

According to Eqs. (9) and (10), the hysteresis of the
phase transition is equal to

We now consider this problem in the kinetic model.
Let, according to Eqs. (4) and (8), the elastic potential

ρη0

b
---------

u f
0 u0

1
2
---Ee0

2, u1 e( )+
1
2
---Ee2,= =

u2 e( ) 1
2
---Ee2 Ee0e,–=

u f
0

σ1 e( ) Ee, σ2 e( ) E e e0–( ).= =

e1

u0 δ*+
σ0

-----------------, e2 e1 e0, σ 12( )+
u0 δ*+

e0
-----------------,= = =

σ 21( ) u0 δ*–
e0

-----------------.=

σ 12( ) σ 21( )–( )e0 2δ*.=
of the mixture of the two phases be equal to

(11)

The kinetic equation for this case is written as

(12)

Stress is given by the formula

(13)

For slow extension e(t) = e∗  + e0z(t), where z(0) = 0

and (t) ! 1, and e∗  =  is the strain at which the tran-

sition begins, the structure parameter is expressed as

(14)

Strain e∗∗  at which the phase transition is completed
(ω = 1) is determined from the equation b–1σ0(e∗∗  –
e∗ ) = 1. In order to express quantities b and g in terms
of the parameters E, e0, and u0 of the material and to
determine the dissipation δ∗  of the structural transfor-
mation, we use the relations

The first two equalities are the conditions of coinci-
dence of strains at which the phase transition begins
and completes in the kinetic model and strong-discon-
tinuity model. The third relation is the condition that
the energy

for ω = 1 is equal to the latent energy u0 + σ0e0. Tak-

ing Eq. (9) into account, we obtain

Therefore, dissipation δ∗  is uniquely related to the
parameter n of kinetic equation (12). The approxima-

u e ω,( ) 1
n 1+
------------bωn 1+=

+ gω 1 ω–
2

-------------Ee2 1
2
---ω Ee2 2σ0e–( ),+ +

σ0 Ee0.≡

ω̇ βωn+ βb 1– σ0e g–( ),=

β τ 1– H ω( )H 1 ω–( ), n 1.≥≡

σ e ω,( ) Ee σ0ω.–=

τ ż
g
σ0
-----

ωn t( ) b 1– σ0e0z t( ).=

e* e1, e** e2, b
n 1+
------------ g+ u0

1
2
---σ0e0.+= = =

u f ω( ) bωn 1+

n 1+
--------------- gω+=

1
2
---

b σ0e0, g u0 σ0e0
1
2
--- 1

n 1+
------------– 

  ,–= =

δ* σ0e0
1
2
--- 1

n 1+
------------– 

  .=
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Fig. 1. (a) Structure parameter ω(t) and (b) stress (t) for uniform-load rate  = 0.05 and kinetic parameter n = (1) 1, (2) 2, (3) 3,

and (4) 5.

σ ετ
e0
-----

τ
t
τ

tion δ∗  = 0 of the reversible phase transition [3, 4] in the
framework of the model under consideration leads to
the necessity of using the linear kinetic equation with
n = 1. The presence of dissipation corresponds to the
parameter n > 1. In view of Eqs. (13) and (14), stress
has the form

. (15)

The function ω(t) found from Eq. (14) and the func-

tion (t) ≡  given by formula (15) are shown

in Figs. 1a and 1b, respectively, for load z(t) =  with

rate  = 0.05. Lines 1–4 correspond to the kinetic

parameter n = 1, 2, 3, and 5, respectively. For linear
kinetics (n = 1), stress σ(t) monotonically becomes
constant, which, for ε → 0, tends to stress  = 0 real-
ized in the model of the transition with a strong-discon-
tinuity surface. Kinetics with n > 1 is characterized by
the existence of an interval where σ(t) decreases. The
amplitude and negative slope increase with both an
increase in n and a decrease in the strain rate.

High-rate loading  @ 1  is accompanied by a

monotonic increase in stresses for all values of n.
The large order of the kinetic equation is preferable,
because the transition from one deformation branch to
another occurs in this case through the section of a
curve close to horizontal. This enables one to introduce
stress characteristic of the phase transition under high-
rate loading.

σ Ee*–
σ0

------------------- z t( ) z1/n t( )–=

σ σ Ee*–
σ0

-------------------

εt
e0
----

ετ
e0
-----

σ

ετ
e0
-----




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Thus, the above model of the kinetics of first-order
phase transitions in a thermoelastic solid satisfies the
following requirements.

(i) Dissipation of the structural transformation is
nonnegative in any processes of thermal and mechani-
cal loading.

(ii) There is the threshold thermomechanical load
above which the transition begins; i.e., inclusions of a
new phase are formed. The existence of the threshold
load is not an additional assumption but is determined
by the properties of the phases of a material.

(iii) There are limiting thermal and/or mechanical
loads corresponding to the complete phase transition.
The condition of the complete transition, as well as the
existence of the threshold load, follows from the ther-
momechanical properties of the material.

(iv) Kinetics is related to the thermomechanical
properties of the material. This relation presents the
dependence of the formation and growth of new-phase
nuclei on the thermoelastic moduli of the phases.

(v) The character of a first-order phase transition in
solids (reversibility and irreversibility) depends explic-
itly on the order of the kinetic equation. This conclu-
sion is fundamentally novel.

ACKNOWLEDGMENTS

This work was supported by the Division of Power
Engineering, Mechanical Engineering, Mechanics,
and Control Processes, Russian Academy of Sciences
(program “Accumulation of Damages, Fracture, Wear,
and Structure Changes in Materials under Intense
Mechanical, Thermal, and Radiation Actions”) and
the Russian Foundation for Basic Research (project
no. 03-05-64643).



322 KONDAUROV
REFERENCES
1. J. W. Gibbs, Thermodynamics. Statistical Mechanics, in

The Collected Works of J. Willard Gibbs (Yale Univ.
Press, New Haven, 1948; Nauka, Moscow, 1982).

2. L. D. Landau and E. M. Lifshitz, Course of Theoretical
Physics, Vol. 5: Statistical Physics (Nauka, Moscow,
1995; Pergamon, Oxford, 1980).

3. M. A. Grinfel’d, Dokl. Akad. Nauk SSSR 251, 824
(1980).

4. L. M. Truskinovskiœ, Geokhimiya, No. 12, 1730 (1983).
5. V. I. Kondaurov and L. V. Nikitin, Izv. Ross. Akad. Nauk,

Mekh. Tverd. Tela, No. 6, 49 (1983).
6. M. E. Gurtin, Arch. Ration. Mech. Anal. 84, 1 (1983).
7. N. F. Morozov, I. R. Nazyrov, and A. B. Freœdin, Dokl.
Akad. Nauk 346, 188 (1996) [Phys. Dokl. 41, 40
(1996)].

8. V. I. Kondaurov and V. E. Fortov, Fundamentals of Ther-
mal Mechanics of Condensed Media (MFTI, Moscow,
2002).

9. E. Fried and G. Grach, Arch. Ration. Mech. Anal. 138,
355 (1997).

10. J. K. Knowles, Comput. Mech. 22, 429 (1999).
11. V. I. Levitas and D. L. Preston, Phys. Rev. B 66, 134206

(2002).

Translated by R. Tyapaev
DOKLADY PHYSICS      Vol. 49      No. 5      2004



 

10

 

Doklady Physics, Vol. 49, No. 5, 2004, pp. 323–327. Translated from Doklady Akademii Nauk, Vol. 396, No. 2, 2004, pp. 199–203.
Original Russian Text Copyright © 2004 by Petrov.

                                                                                  

MECHANICS
Asymptotic Expansion Law 
for an Axisymmetric Free Jet

A. G. Petrov
Presented by Academician G.G. Chernyœ January 21, 2004

Received January 23, 2004
For the problem of the axisymmetric cavitation flow,
Gurevich (1947) and Levinson (1946) independently
established the following asymptotic expansion law for
the free boundary (jet) on which the velocity is every-
where equal to the velocity v∞ at infinity:

(1)

Here, X and Y are cylindrical coordinates and R is a con-
stant (X, Y, and R have the dimension of length).

Levinson proceeded from the integral identity for a
harmonic function and the condition that velocity is
constant at the free boundary. He obtained the next term

in the asymptotic expansion.
Gurevich reduced the problem to the determination

of the boundary of a semi-infinite finite-drag body and
obtained asymptotic relation (1), as well as established
the following relation between the coefficient R and
force F acting on a semi-infinite body:

(2)

which was absent in Levinson’s study. Moreover, the
additional asymptotic term derived by Levinson fol-
lows from the asymptotic law written in the implicit
form

,

obtained by Gurevich [1, p. 466].1 Detailed references
are given in [1, 2].

1 This was noticed by O.V. Voinov.

Y2

4
----- RX Xln( ) 1/2– , X ∞.→=

1
4
---RX X Xln( ) 3/2–lnln–

R2 F

2πρv ∞
2

-----------------,=

8F

ρπv ∞
2

-------------- Y4

X2
------ X2

Y2
------ln≈
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In this study, the integro-differential equation for a
free jet is derived and its exact integral is obtained using
the variational asymptotic theory for thin cavities.
Employing this integral, a one-parameter family of the
solutions of this equation is constructed. The family
parameter R is expressed in terms of the force from
Gurevich formula (2). The equation and asymptotic
expansion are independent of the cavitator shape, are as
accurate as possible in this sense, and appreciably
improve the existing expansions. Further improve-
ments will depend on the shape of the body in a flow.

AXISYMMETRIC FLOW
AROUND A THIN BODY

Formulation of the problem. We consider the
problem of the steady potential flow of an ideal fluid
around an elongated (thin) body of revolution. All
lengths are scaled on the body half-length lx , and all
velocities, on the incident flow velocity at infinity v∞ .
Then, the body boundary in a meridional plane can be
described by the equation y = χ f(x), –1 ≤ x ≤ 1, where

the small parameter χ =  is the ratio of the body thick-

ness 2ly to its length.

The velocity field potential Φ(x, y) is obtained by
solving the boundary value problem

(3)

where x and y are the dimensionless cylindrical coor-
dinates.

ly

lx

---

∆Φ ∂2Φ
∂x2
---------- ∂2Φ

∂y2
----------

1
y
---∂Φ

∂y
-------+ + 0,= =

∂Φ
∂y
------- ∂Φ

∂x
------- 

 
1–

χdf
dx
------, x 1, y≤ χf x( ),= =

Φ x, x2 y2 ∞,→+→
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The solution is sought in the form of sources dis-
tributed along the x axis

(4)

The expansion of the solution for y → 0 with the accu-
racy of y2lny was given by Colle [3]. It can be expressed
in terms of the integral operators L(q) and I(q) as
follows:

(5)

(6)

The expression Π(q) in the form of series convergent in
the parameter y was studied by Fedoryuk [4] and makes
it possible to determine the function q(x) from the
boundary condition with an arbitrary accuracy with
respect to the small parameter χ.

From boundary condition (4), we can obtain

Substituting this expression into Eqs. (6) and (4), we
derive an asymptotic expansion of the velocity field
potential in the vicinity of the body surface for y ~ χ and
then obtain the velocity and pressure distributions over
the body surface

(7)

ASYMPTOTIC EXPANSIONS
FOR THIN AXISYMMETRIC CAVITIES

Very simple results can be obtained in the approxi-

mation  ~ 1 + 2z''lnχ2 in Eq. (7) (plane cross section

hypothesis). The cavity shape was determined in this
approximation in [5, 6] and with allowance for integral

terms in [7] with an error of the order  and ,

respectively. The force acting on the cavitator cannot be
calculated. The inclusion of all terms of expansion (7)

Φ x χ2Π q( ), Π q( )+
q ξ( ) ξd

r ξ( )
-----------------,

1–

1

∫= =

r ξ( ) x ξ–( )2 y2+ .=

L q( ) q x( ) 1 x
2

–( ) I q( ),+ln–=

I q( ) q x( ) q ξ( )–
x ξ–

---------------------------- ξ ,d

1–

1

∫=

Π q( ) L q( )– q
4

y2
----ln O y2 yln( ).+ +=

χ2q x( ) z' x( )– O χ4 χln( ),+=

z x( ) 1
4
---χ2 f 2 x( ), z' x( ) dz

dx
------.= =

v 2

v ∞
2

-------
∂Φ
∂x
------- 

 
2 ∂Φ

∂y
------- 

 
2

+=

=  1 2
d
dx
------L z'( ) 2z'' z

z'2

z
----- O χ4 χln

2( ).+ +ln+ +

v 2

v ∞
2

-------

1
χln

-------- 1

χ2ln
-----------
and application of the variational principle appreciably
improve the accuracy of the asymptotic expansions for
both the cavity shape and force [8–10].

Integro-differential equation of the cavity. If the
constant velocity v k at the cavity boundary is expressed

in terms of the cavitation number σ =  – 1, then from

Eq. (7) we obtain the equation of the free boundary in
the cavitation-flow problem in accordance with the
Riabouchinsky scheme

(8)

with an error of the order χ4ln2χ. For a thick cavitator,

we have z(±1) =  ~ χ4 and, without loss in the accu-

racy of the approximation, the conditions z(–1) = z(1) =
0 can be taken at the free jet shedding points.

Variational formulation. Equation (8) has a varia-
tional formulation following from the Riabouchinsky
variational principle. In [8–10], it was shown that solu-
tion (8) is the extremum of the energy functional

(9)

Drag force. In order to overcome the difficulties of
calculating the force acting on the cavitator at small
cavitation numbers, Garabedian expressed the force
acting on a disk and cones in terms of the extremum

value of the energy functional F ≈  [1, 11]. In [8–

10], it was shown that the Garabedian formula is exact
for cones and has a relative error of about the ratio of
the cavitator dimension R to the cavity length lx for
other cavitator shapes.

For solving Eq. (8), a parameter ε is introduced as

follows: σ = εln . The solution of the equation for a

thick cavitator is represented by a power series in the

parameter ε1 = . In particular, one can obtain

both the expansion for the inverse aspect ratio of the
cavity (the ratio of its midsection radius to the half-
length) χ2 = 4z(0) = ε(1 + ε1 + …) and the asymptotic
formula for 1 + x → 0, which is required for matching
with the asymptotic law of jet expansion:

(10)

The drag force is expressed in terms of the extre-

v k
2

v ∞
2

-------

z'' z
z'2

2z
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mum value of the functional U given by Eq. (9) as

(11)

The above formulas provide the basis for the calcu-
lation of the geometric and force characteristics of the
cavitation flow.

INTEGRO-DIFFERENTIAL EQUATION
OF THE FREE BOUNDARY

The equation determining the asymptotic law of jet
expansion can be derived from Eq. (9) by passing to the
limit σ → 0. We introduce the dimensional variables

(12)

and the one-parameter family of integral operators

(13)

At lx = 1, the operator L(Z, 1) is identical to the operator
L(z) defined by Eq. (5). In the new variables, Eq. (9)
takes the form

We now pass to the limit σ → 0 fixing the cavitator
shape. The pressure distribution over the cavitator sur-
face and the force acting on it do not change. From
expression (11) for the force, it follows that lx → ∞ in
this case. For the free jet Z(X), we obtain the equation

(14)

When passing to the limit, the integration range is
divided into the intervals (0, X) and (X, l), where vari-

ables are changed as X ' = Xt and X ' = , respectively.

In the limit l → ∞, we obtain the integrals over the inter-
val t ∈  (0, 1). The result of the passage to the limit is
formulated as follows.

Theorem. Let a function φ(X) be such that (i) the
second derivative φ''(X) exists on the interval (0, ∞) and
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(ii)  and φ'(l)lnl → 0 for l → ∞. Then, we have 

(15)

if the corresponding integrals are convergent.

Thus, we arrive at the following integro-differential
equation for a free jet:

(16)

where N∞(Z') stands for integral transform (15), for
which an asymptotic expansion for X → ∞ is con-
structed below.

ASYMPTOTIC EXPANSION 
OF THE LIMITING INTEGRAL TRANSFORM

We will construct an asymptotic expansion for
N∞(φ(X)) with the function φ(X) = f(lnX). We substitute
this function into Eq. (15) and change the variable as
λ = lnX. Using the differentiation formulas for arbitrary
functions Φ(λ) and f(λ ± a)

one can reduce the integral transform to the form
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The functions f(λ ± a) are presented as the Mac-
laurin series. Substituting them into the integrand
F(λ, t), we obtain

where Ak and Bk are polynomials in functions a(t) and
a1(t) of a rather simple form. The integrals of these
functions can be calculated as

where ζ(2k + 1) is the value of the Riemann zeta func-
tion at the points 2k + 1, k = 1, 2, …. Thus, we have
ζ(3) = 1.20206, ζ(5) = 1.03693, ζ(7) = 1.00835, etc.

All other integrals of Ak and Bk are zero. Thus, the

integral  is calculated exactly, and the integral

transform is finally expressed as

(17)

INTEGRAL OF THE EQUATION 
FOR THE FREE BOUNDARY

We substitute Eq. (17) into Eq. (16) and multiply

both sides of the equation by 2X  = 2eλ f (λ). Thus, we

obtain the free jet equation in the form

All terms on the right-hand side can be represented in
the form of a derivative with respect to the variable λ.
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Then, we obtain the exact integral of the equation

(18)

The second equation can be derived by representing

Z(X) in the form of the integral Z(X) = eλdλ and

integrating it by parts.

ASYMPTOTIC LAW OF JET EXPANSION

The nth approximation of the solution of Eq. (18)
has the asymptotic form

(19)

where Pn(u) and Qn(u) are the polynomials of degree n
in the variable u = lnλ. The asymptotic terms fn(λ), n =
0, 1, 2, …, are found successively from the equations

We thence successively calculate the polynomials

(20)

The above expansions are asymptotic and, generally
speaking, divergent series, so that their accuracy of
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approximation is limited. A more accurate approach to
the calculation of a free jet can be proposed. Substitut-
ing the asymptotic forms for the sums S2k ~ (lnX)–2k + 1

into the right-hand side of Eq. (18), we obtain, with a
corresponding accuracy, an ordinary differential equa-
tion for Z(X), which can be solved numerically. With an

accuracy to (lnX)–3, we obtain  = 1 or

In this case, the error of the right-hand side can be eval-

uated as 2S2 ≈ λ–3.

After the dimensionless function Z(X) has been cal-
culated, using the symmetry X → RX and Z → R2Z of
Eq. (16), we obtain the one-parameter family of the

solutions  = R2Z , where the dynamic

parameter is determined from Gurevich formula (2).

DRAG FORCE
The relation between the dynamic parameter R and

the force F can be obtained from the coincidence of
asymptotic formulas (10) for lx → ∞, 1 + x → 0 and (19)
for X = lx(1 + x) → ∞. They coincide for lx =

. Substituting this expression for lx into

Eq. (11), for ε → 0 we arrive at Gurevich formula (2)
determining the relation between the coefficient R and
the drag force in the asymptotic law of jet expansion.
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The leading terms of the expansion of the solution fam-
ily obtained above coincide with law (1) derived by
Levinson and Gurevich.
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Variation of viscosity strongly affects the pattern of
a fluid flow. Certain features of flows of fluids with vari-
able viscosity were described in [1–4]. Monotonically
decreasing temperature dependence characteristic for
the viscosity of most fluids can be violated for sub-
stances where both polymerization and depolymeriza-
tion of molecules occur in a limited temperature range.
Liquid sulfur, whose viscosity has a peak temperature
dependence, is among these fluids [5, 6]. Certain fea-
tures of a liquid-sulfur flow in a heat exchanger were
considered in [7].

This paper presents the numerical results for a flow
of an incompressible fluid, whose viscosity has an
anomalous temperature dependence, in a two-dimen-
sional channel with a nonuniform temperature field. It
is established that the flow pattern is determined by the
structure of a “viscous barrier.” The effects of both the
shape of the nonmonotonic dependence and ambient
conditions on the basic features of the flow are also
studied.

We consider a flow of a certain model fluid, whose
viscosity depends nonmonotonically on temperature
and which will be called abnormally viscous. This
dependence corresponds to equilibrium between the
polymerization and depolymerization of molecules at a
given temperature. For slow flows, relaxation processes
in the fluid are neglected and its viscosity is considered
as a single-valued function of temperature.

We consider a flow of the anomalously viscous fluid
subjected to pressure drop in a two-dimensional chan-
nel with length L and height h. The channel is suffi-
ciently long (L @ h), and we introduce the small param-

eter ε = . The Ox axis of the Cartesian coordinate sys-

tem is directed along the channel. The inflowing-fluid
temperature is denoted as T0 , while channel walls are

h
L
---
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assumed to be maintained at the constant temperature
Tw (Fig. 1).

The temperature dependence of kinematic viscosity
ν(T) is approximated by the expression

where A =  – 1and B are the parameters of the anom-

alous dependence; ν1 and ν0 are the maximum and min-
imum of viscosity in the temperature range [T0, Tw],

ν T( ) ν0 1 A B T T*–( )2–( )exp+( ),=

ν1

ν0
-----

Tw

ν1

A

ν0

T* T0

ν0(1 + Aexp(–1)) 2/B1/2

Tw

hT0

Y

L

X

Tw

Fig. 1. Channel configuration (flow direction is shown by an
arrow) and temperature dependence of the fluid viscosity.
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respectively; and  = . This dependence is

plotted in Fig. 1.
Dimensionless variables and criteria are introduced

as follows:

Here, u and v  are the Ox and Oy components of the
velocity vector, p is the pressure, t is time, T is the tem-
perature, ρ is the density, χ is the thermal diffusivity,
and v 0 is the characteristic velocity.

The set of dimensionless equations describing the
thermal hydrodynamics of the fluid with variable vis-
cosity has the form

where bars over dimensionless variables are omitted.
This set was solved numerically by using the control
volume approach and the semi-implicit method for
pressure-linked equations (SIMPLE) [8], where the lat-
ter was modified to take into account variable viscosity.

Numerical simulation of the process under investi-
gation was performed under the assumption that heat-
exchange intensity on the channel walls was high
enough to reduce the boundary condition to equality of
the near-wall fluid temperature to the wall temperature.
The temperature range between the fluid temperature at
the channel entry and the wall temperature covers the
entire temperature range of viscosity variation. Calcu-
lations were performed with the following dimension-
less parameters:

ε = 0.01, A = 100, B = 0.01, Re = 1, Pe = 10.

Figure 2a shows both viscosity distribution forming
a surface and contours of the temperature field in the
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channel. The temperature field is typical for the case of
convective heat transfer. Following the temperature
field distribution, fluid viscosity values form a non-
monotonic-variation region that is convex in the flow
direction and represents a viscous barrier. The sections
of the viscosity-variation surface by the mutually per-
pendicular planes x = 0.25 and y = 0.5 are shown for
clarity. The data presented here correspond to the pres-
sure drop fitted so that the viscous barrier lies entirely
within the channel length.

Fig. 2. (a, from top to bottom) Dimensionless viscosity dis-
tribution, where the viscous barrier is seen, and temperature
contours in the channel and (b, from top to bottom) viscos-
ity contours for (1) 0.2, (2) 0.5, and (3) 0.8; the distributions
of the longitudinal velocity with their maxima equal to
(1) 0.70, (2) 0.57, and (3) 0.45 for various channel cross
sections; and streamlines in the channel region containing
the interior of the viscous barrier.
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Figure 2 shows (from top to bottom) viscosity con-
tours, longitudinal-velocity distributions, and stream-
lines in the region of their maximum variation in the
interior of the viscous barrier. The stream function ψ is
defined according to the relations

The longitudinal-velocity distributions testify to an
intricate flow character, which differs noticeably from

u
∂ψ
∂x
------- v,

∂ψ
∂y
-------.–= =

Fig. 3. Reduced flow rate of the anomalously viscous fluid
vs. the anomaly parameters.
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the Poiseuille law. A jetlike flow is first formed with the
characteristic increase in the longitudinal velocity in
the channel center. However, the longitudinal velocity
is almost constant in the regions, where viscosity varies
strongly, that are adjacent to the central zone. Down-
stream, these regions expand, the central zone con-
tracts, and the longitudinal-velocity distribution
becomes uniform everywhere except the boundary
layer. We note that, outside the viscous-barrier region,
the longitudinal-velocity profile gradually becomes
close to a parabolic profile typical for the Poiseuille
flow. Analysis of the streamlines of the flow pattern
reveals the existence of the transverse velocity compo-
nent in the interior of the viscous barrier.

Rate is the basic characteristic of a fluid flow in a
channel. Below, we consider the effect of the anoma-
lous-viscosity parameters on the reduced flow rate

where Q0 is the dimensionless flow rate for the Poi-
seuille flow with constant viscosity ν0. We note that the
longitudinal velocity component u used to calculate the
flow rate is also dimensionless.

Our numerical calculations show that the reduced
flow rate depends strongly on the parameters A and B,
which quantitatively characterize the chosen form of
the nonmonotonic temperature dependence of viscos-
ity. Physically corresponding to the contraction of the
anomalous-viscosity region in the fixed temperature
interval, an increase in B leads to a monotonic increase
in the reduced flow rate, which is limited by its value at
vanishingly small viscosity anomaly (Fig. 3a). At the
same time, an increase in the maximum value of viscos-
ity, which is characterized by the parameter A,
decreases the reduced flow rate according to the lines
plotted in Fig. 3b in the semilogarithmic scale for vari-
ous B values. We note that, for B > 0.025, change in A
by an order of magnitude only slightly changes the flow
rate, while the flow rate may change by a factor of 2 in
the range 0 < B ≤ 0.025.

The dependence of the flow rate on the pressure
drop is the most important characteristic for applica-
tions. It is shown in Fig. 4 for various A values. The
curves show that the reduced flow rate for anomalously
viscous fluids decreases with an increase in the pressure
drop. Here, the solid horizontal straight line corre-
sponds to the linear dependence of the flow rate on the
pressure drop for a fluid with constant viscosity.

A decrease in the flow rate with an increase in the
pressure drop is attributed to the expansion of the
anomalous-viscosity region due to convective trans-
port. The value of the flow-rate decrease depends on the
viscosity maximum and is virtually proportional to

. In addition, with increasing A, minima in the
flow-rate curves shift to larger pressure drops (Fig. 4).
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After reaching its minimum, the flow rate increases
with increasing pressure drop. This effect is caused by
the formation of two open regions of anomalous viscos-
ity, which are adjacent to the channel walls and do not
traverse its cross section within the channel.

Our investigation of a flow of a model fluid, whose
viscosity is a nonmonotonic function of temperature,
reveals a variety of possible hydrodynamic effects. As
is established above, the basic feature of the thermal
hydrodynamics of anomalously viscous media is the
formation of the spatially localized viscous barrier,

0.2

10–2 10–1

Q

∆p, Pa

0.4

0.6

0.8

1.0

100 101 102

A = 1

A = 10

A = 102

A = 103

Fig. 4. Reduced flow rate of the anomalously viscous fluid
vs. the pressure drop for B = 0.01 and various A values.
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which can noticeably affect the flow pattern. It is of
interest that there is a parameter-space region where an
increase in the pressure drop decreases the reduced
flow rate.
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The nonconservative stability of elastic and inelastic
bodies and construction elements is a section of both
the mechanics of a deformable solid and theory of sta-
bility that has attracted attention for the entire last cen-
tury [1–3]. At present, the development of both compu-
tational methods and computer power provides the pos-
sibility of finer analysis and discovery of new
qualitative effects in the behavior of systems subjected
to nonconservative loads. This work is devoted to the
stability of a beam with non-Voigt (cubic) internal vis-
cosity. The critical load is compared with the known
values in an elastic system and a system that is linearly
viscoelastic in the Voigt sense.

1. We consider a homogeneous viscoelastic beam
with length l and constant cross section σ. The beam is
rigidly fixed at one end and is subjected to a constant
follower force P at the other end (Fig. 1). The governing
relation of the beam material

(1)

presents the parallel connection of an elastic element
with the elastic modulus E and a nonlinear viscous ele-
ment with the viscosity coefficients k1 > 0 and k2 > 0.
The model specified by Eq. (1) can be called an elastic
model with non-Voigt viscosity. It is worth noting that
the standard Voigt body

(2)

is not a particular case of Eq. (1).
Let us derive the equation of vibrations of the beam

with governing relation (1). Substituting the kinematic
equalities ε = – yvxx(x, t) and  = – y (x, t) into Eq. (1)
and, then, Eq. (1) into the bending-moment expression
M(x, t) = dΣ, where integration is carried out over

σ Eε k1ε
2ε̇ k2ε̇

3+ +=

σ Eε k ε̇+=

ε̇ v̇ xx

yσ
Σ
∫
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the beam cross section Σ (Fig. 2), we obtain the follow-
ing relation between the moment and deflection v :

(3)

where

The classical equation Mxx = Pv xx +  of vibra-
tions in the theory of beams, where m is the linear den-
sity of the beam, takes the form

(4)

The boundary conditions

(5)

correspond to the rigid fixation and action of the fol-
lower force.

M –EIv xx k1Jv xx
2 v̇ xx– k2J v̇ xx

3 ,–=

I y2 Σ, Jd

Σ
∫ y4 Σ.d

Σ
∫= =

m v̇̇

EIv xxxx k1J v xx
2 v̇ xx( )xx k2J v̇ xx

3( )xx+ +

+ Pv xx m v̇̇+ 0.=

x 0: v 0, v x 0;= = =

x l: M 0,= = Mx 0=

Px

l

0

v (x, t)

Fig. 1.
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Let us reduce the problem specified by Eqs. (4) and
(5) to the dimensionless form in terms of three quanti-
ties EI, l, and m. All relations below are given in the
dimensionless form, and the notation of the dimension-
less variables coincides with the notation of the respec-
tive dimensional variables. Deflection v(x, t) satisfies
the nonlinear partial differential equation

(6)

where

with the four boundary conditions specified by Eqs. (5).
Let us substitute Eq. (3) for the binding moment into

boundary conditions (5) and note that the conditions

(7)

are sufficient for boundary conditions (5) to be satisfied
if the initial values of the functions v xx(1, t) and
v xxx(1, t) are zero.

Thus, we have formulated a boundary value prob-
lem that is specified by Eqs. (6) and (7) and describes
vibrations of a beam made of the material with govern-
ing relation (1) near the equilibrium position v(x, t) ≡ 0.
This problem involves only three parameters: p, a1 ,
and a2 .

Equation (6) with a1 = a2 = 0 corresponds to the clas-
sical problem of small vibrations of an elastic beam that
has a constant bending rigidity, is fixed at one end, and
is subjected to the follower force at the other end. For
loads in the range 0 < p & 20.05, a vibrational mode
with a constant amplitude is realized. The critical value

 ≈ 20.05 obtained in [4] corresponds to the vibra-
tional instability (flatter) of the rectilinear equilibrium.
A quite smaller value,  ≈ 19.77, was presented for a

similar system in [5]. Theoretically, the  value is

equal to the least positive root of the equation  =

, i.e.,  ≈ 20.19 [6].

We point out works [6, 7] (see also [2]) devoted to
the effect of the mass distribution over the length of the
elastic beam on the  value. Some mass is concen-
trated at the point x = 1, and the remaining mass is uni-
formly distributed over the length. The limiting case of
the massless beam with the pointlike mass at the end is
called a Beck post.

In the presence of internal friction in the linear Voigt
model given by Eq. (2), the critical load depends on the
viscosity coefficient k. When viscosity is negligibly
low, we have  ≡  ≈ 10.94 [8], which is

v xxxx a1 v xx
2 v xxt( )xx a2 v xxt

3( )xx pv xx v tt+ + + + 0,=

a1

k1J

l4 EIm
-------------------, a2

k2J EI

l
2

m3
-------------------, p

Pl2

EI
-------= = =

x 0: v v x 0;= = =

x 1: v= xx v xxx 0= =

p0*

p0*

p0*

xtan

x p0*

p0*

p* k( )
k 0→
lim p1*
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almost half the  value. As well as for the case of a
finite number of degrees of freedom, the introduction of
small linear dissipation into the elastic system reduces
the stability limit by a finite value. This phenomenon is
well known in dynamic stability as the Ziegler paradox.
We omit the causes and explanation of this paradox and
refer to the detailed review of these problems in [9].

In [10], the Ziegler pendulum with nonlinear fric-

tion in hinges given by F = ax2  +  was considered.
Stability is analyzed by constructing the Lyapunov
function. It was shown that the destabilization effect
holds for a nonlinear friction law.

The destabilization of a beam loaded by a force fol-
lowing the tangent to the axis with advance or lag
(quasi-follower force) by low internal and external fric-
tions was considered in [11]. Criteria and certain math-
ematical aspects of the stability of a cantilever beam
with an arbitrary linear viscoelastic law were developed
in [12]. The optimization of masses for reducing an
undesirable jump of the critical force was analyzed
in [13].

This paper is primarily focused on the following
problems.

(i) How does the critical force p*(a1, a2) depend on
the two governing parameters a1 and a2;

(ii) Is a jump in p* observed in the system under
investigation for negligibly low nonlinear viscosity
(a1 → 0 and a2 → 0) as compared to the values  and

 in the elastic and Voigt models, respectively.

2. We seek a solution of the problem given by
Eqs. (6) and (7) in the form of the Fourier series

(8)

The functions zk(x) are the solutions of the boundary

p0*

ẋ b ẋ3

p0*

p1*

v x t,( ) uk t( )zk x( ).
k 1=

∞

∑=

z

y0

Σ

Fig. 2.
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value problem

and have the form

where δk are the roots of the equation

. (9)

The first two roots of this equation are δ1 ≈ 1.875 and
δ2 ≈ 4.694 and, therefore, γ1 ≈ 1.362 and γ2 ≈ 0.982.

The functions zk(x) are mutually orthogonal in the
interval [0, 1]:

(10)

Substituting Eq. (8) into Eq. (6), multiplying by zi(x),
integrating from 0 to 1, and taking condition (10) into
account, we arrive at a countable set of ordinary differ-
ential equations. We restrict our consideration to the
following set of two equations for u1(t) and u2(t):

(11)

where

(12)

d4zk

dx4
--------- λ k

2zk– 0, zk 0( )
dzk

dx
------- 0( ) 0,= = =

d2zk

dx2
--------- 1( )

d3zk

dx3
--------- 1( ) 0= =

zk x( ) γk δkxcos δkxcosh–( ) δkx δkx,sin–sinh+=

γk

δksin δksinh+
δkcos δkcosh+

-------------------------------------,=

δk δkcoscosh 1, k– 1 2 …, ,= =

zi x( )zk x( ) xd

0

1

∫ 0, i k.≠=

u̇̇1 δ1
4u1 p e11u1 e12u2+( ) 3a1α1u1

2
u̇1+ + +

+ 3a1α2u2
2u̇2 2a1α3u1u2u̇2 2a1α4u1u2u̇1+ +

+ a1α3u2
2
u̇1 a1α4u1

2u̇2 3a2α1u̇1
3

3a2α2u̇2
3

+ + +

+ 3a2α3u̇1u̇2
2 3a2α4u̇2u̇1

2+ 0,=

u̇̇2 δ2
4u2 p e21u1 e22u2+( ) 3a1β1u1

2
u̇1+ + +

+ 3a1β2u2
2u̇2 2a1β3u1u2u̇2 2a1β4u1u2u̇1+ +

+ a1β3u2
2
u̇1 a1β4u1

2u̇2 3a2β1u̇1
3

3a2β2u̇2
3

+ + +

+ 3a2β3u̇1u̇2
2 3a2β4u̇2u̇1

2+ 0,=

e11
1
κ1
----- z1''z1 x, e12d

0

1

∫ 1
κ1
----- z2''z1 x,d

0

1

∫= =

e21
1
κ2
----- z1''z2 x, e22d

0

1

∫ 1
κ2
----- z2''z2 x,d

0

1

∫= =
Formulas (12) yield e11 ≈ 0.858, e12 ≈ –8.464, e21 ≈
2.599, and e22 ≈ –13.294. The coefficients α1 ≈ 222.022,
α2 ≈ 2273.73, α3 ≈ 7430.31, α4 ≈ 1286.77, β1 ≈
825.596, β2 ≈ 134887, β3 ≈ 13129.6, and β4 ≈ 14302
appearing in set (11) are calculated by integrating
expressions depending on the eigenfunctions {zk(x)}
and their derivatives in the interval [0, 1].

For 0 < p < 20.19, the characteristic equation of the
linear part of set (11) has two pairs of imaginary roots
±iω1 and ±iω2 , where i2 = –1 and ω1 and ω2 satisfy the
frequency equation (ω2 > ω1)

(13)

Thus, the problem of the stability of the zeroth equa-
tion of set (11) for 0 < p < 20.19 is reduced to analysis
of the critical case of two pairs of imaginary roots.

3. To use the Kamenkov criterion [14], it is neces-
sary to perform the linear and nonlinear normalization
of set (11) up to the third-order terms inclusively. The
linear transformation

(14)

where the bar stands for complex conjugation,

reduces set (11) to the form

(15)

Here, Y1 and Y2 are the set of the third-order terms with
respect to y1, , y2, and . The equations for the com-

plex conjugate variables  and  are not presented in
Eqs. (15). Further, set (15) is nonlinearly normalized up
to the third-order terms.

κ1 z1
2

x, κ2d

0

1

∫ z2
2

x.d

0

1

∫= =

ω4 δ1
4 δ2

4 pe11 pe22+ + +( )ω2=

+ δ1
4 pe11+( ) δ2

4 pe22+( ) p2e12e21– 0.=

u1
1
2
--- y1 y1 δ12 y2 y2+( )+ +[ ] ,=

u2
1
2
--- δ21 y1 y1+( ) y2 y2++[ ] ,=

u̇1
i
2
--- ω1 y1 y1–( ) δ12ω2 y2 y2–( )+[ ] ,=

u̇2
i
2
--- δ21ω1 y1 y1–( ) ω2 y2 y2–( )+[ ] ,=

δ12

pe12

ω2
2 δ1

4– pe11–
----------------------------------, δ21

pe21

ω1
2 δ2

4
pe22––

----------------------------------= =

ẏ1 iω1y1 Y1 y1 y1 y2 y2, , ,( ),+=

ẏ2 iω2y2 Y2 y1 y1 y2 y2, , ,( ).+=

y1 y2

y1 y2
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In the absence of the internal resonance ω2 ≠ 3ω1 ,
the normal form is represented as

(16)

where the old notation of the variables is used. The
coefficients a, b, c, and d are expressed as

(17)

where fk(p), k = 1–4, are functions of one variable, p.
The coefficients a, b, c, and d are negative at p = 0.

Calculations with the Mathematica 5 package show that
a is negative and positive for p ∈  (0, 11.19) and (11.19,
20.19), respectively.

According to the Kamenkov criterion [14], set (15)
is asymptotically stable for p ∈  [0, 11.19). This conclu-
sion is also valid for original set (11) [15]. The internal
resonance ω2 = 3ω1 corresponds to the value p ≈ 12.298,
which is obtained from frequency equation (13).
Set (11) is unstable for p ∈  (11.19, 20.19) except per-
haps the value p ∈  12.298, because the coefficient a is
positive for these p values [15].

Thus, the effect of stability loss takes place in the
presence of nonlinear viscosity (1). The critical value
p* for a nonlinear viscosity law is quite larger than
that in Voigt model (2). In addition, the effect of a
decrease in the critical load in the Voigt model is
observed for low viscosity, whereas this effect in the
nonlinear model is manifested for any coefficients a1 > 0
and a2 > 0.

ẏ1 iω1y1 ay1
2y1 by1y2y2,+ +=

ẏ2 iω2y2 cy1y1y2 dy2
2y2,+ +=

a
3
8
--- a1 3a2ω1

2+( ) f 1 p( ),–=

b
1
4
--- a1 3a2ω2

2
+( ) f 2 p( ),–=

c
1
4
--- a1 3a2ω1

2
+( ) f 3 p( ),–=

d
3
8
--- a1 3a2ω2

2
+( ) f 4 p( ),–=
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The high-velocity penetration of metallic bodies
into a solid target is accompanied by both the formation
of a complicated state and fracture of materials with the
formation of a cavity in the target [1]. The problem of
the penetration of bodies with various geometric shapes
is not described by a unified analytical solution.

Models establishing the fundamental properties of
high-velocity penetration are well known [2–5]. The
subsequent models based on the hydrodynamic concept
of the penetration of a thin jet with account of the
strength effect did not improve the agreement of theory
with experimental results.

In this work, a simple generalized formula is pro-
posed for estimating the penetration depth of bodies
with various shapes into a massive target. The formula
1028-3358/04/4905- $26.00 © 20336
is obtained in the scheme of local interaction between
bodies by relating dimensionless values both intro-
duced here and taken from models [2–7]. The effective
length of the penetrating body is determined as a func-
tion of the parameters of interacting bodies. It is shown
that the strength resistance of the medium depends
strongly on the shape of the penetrating body.

A local liquid–solid medium is realized near the
interface upon high-velocity penetration [8]. On the
boundary between plastic and undeformed solid parts
of the target, stress can achieve or exceed the ultimate
strength, which is the main characteristic of the
mechanical properties of the material. The resistance of
the medium is taken to be equal to the product of the
temporal resistance of the material and an empirical
constant.
OAO Dolgoprudnyœ Scientific and Production Enterprise, Dolgoprudnyœ, Moscow oblast, Russia

Calculated and measured penetration depths

Penetrating body Target Penetration depth

shape material
Vp, 

km/s
ls, 

mm
l2, 

mm
material

σt,
GPa

µ Lc, 
mm

Le, 
mm

∆,
% ref.

Thin jet Steel 4.65 51 139 Steel 0.42 1.0 139 140 –0.7 [9]

″ ″ 117 1.2 1.0 117 120 –2.5 ″

″ ″ 135.5 2024stAl 0.48 1.0 227 220 3.2 ″

″ ″ 241.4 Lead 0.015 1.0 202 210 –3.8 ″

1.63 162 312.8 Steel 0.42 1.0 312.8 285 9.8 [10]

Sphere Steel 1.05 9.4 27.0 Lead 0.015 1.0 22.4 22.5 –0.4 [11]

2.65 9.4 36.9 0.015 1.0 30.5 30.9 –1.3 ″

Plastic 6.6 8.0 22.0 1100-FAl 0.12 1.0 14.7 14.2 3.5 [12]

Rod Copper 0.87 20 19.8 Aluminum 0.07 100 35.8 35.5 0.8 [1, 11]

Alloy W-10 2.55 27.7 27.5 Steel 1.2 100 41.2 41 0.5 [1, 13]

Alloy X27Wa 2.25 300 285 1.2 100 421.3 421 0.1 [14]

Duralumin 1.64 63.5 82 Polyethylene 0.012 100 142 138 2.9 [15]

Planar Jet Steel 1.42 35.4 30 Steel 0.42 100 30 29 3.4 [10]

1.42 70.7 60.4 0.42 100 60.4 60 0.6 ″
004 MAIK “Nauka/Interperiodica”
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The generalized formula for the penetration depth of
bodies with various shapes into the massive target can
be written in the form

(1)

where

(2)

is the effective length of the penetrating body and ρp
and ρt are the densities of the penetrating body and tar-
get, respectively. In formula (2), lp is either the length of
the rod or the diameter of the jet source; vp is the velocity
or average velocity of the penetrating body; and

σ = µσt, (3)

is the resistance of the medium, where σt is the tempo-
ral resistance of the material and µ is a constant.

The characteristics of the interacting bodies are pre-
sented in the table, where the results Lc calculated for
the cavity depth are compared with its experimental
values Le [9–15]. The data in the table show that the
cavity depth L given by Eq. (1), effective length l2 spec-
ified by Eq. (2), and constant µ in Eq. (3) depend only
on the impact conditions. It is worth noting that dissipa-
tive phenomena disregarded here do not noticeably
affect the quantitative estimate of the final result of pen-
etration.

CONCLUSIONS
Thus, a unified formula based on the determination

of the effective length of the penetrating body and the
resistance of the medium is proposed for the penetra-
tion depth of bodies with various shapes into targets,

L l2
ρp

ρt
-----,=

l2 lp

ρpv p
2

σ
------------ 

 
1
6
---

=
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including steel targets, for impact velocities above
1 km/s.
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1. ENERGY APPROACH
TO THE FRACTURE PROBLEM

The classical approach to fracture mechanics going
back to Griffith is based on the statement that a crack
propagates if this process leads to a decrease in the total
energy ε of a system. For a plate of unit thickness, the
crack-growth conditions can be written as

. (1)

Griffith initially interpreted the quantity 2γ as the
surface energy, because it represented the specific work
(per unit area) expended to form a new surface. Irwin
and Orowan showed that this quantity should be inter-
preted as the total work (including the plastic one) in
the fracture zone. This work can be taken as the resis-
tance to a certain dissipative process proceeding in a
small region near the crack tip. The study of this char-
acteristic includes the determination of its physical ori-
gin (different for different classes of materials) and its
measurement.

For the fracture near the crack tip loaded by mode I,
criterion (1) is equivalent to the criterion for the critical
stress-intensity factor KI ≤ KIc. For a linearly elastic
body, the Griffith constant is equal to

, (2)

where E is Young’s modulus. Thus, γ can be indirectly
determined in this case from the standard tests for mea-
suring KIc.

Nowadays, it is generally recognized [1] that the
expenditure energy per unit area of a fracture surface
essentially depends on the action duration. Other char-
acteristics of dynamic fracture (critical intensity factor,

–
∂ε
∂L
------ 2γ=

γ
K Ic

2

2E
-------=
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limiting amplitude of applied load) also essentially
depend on time. Therefore, the problem of determining
the Griffith specific surface energy is urgent for high-
rate fracture.

2. DYNAMIC TESTS

It is impossible to adequately study the energy bal-
ance by conventional methods of creating short-term
loads, because it is very difficult to estimate the energy
fraction directly transferred to a specimen. In particu-
lar, the parameters of explosive or shock action can be
estimated only approximately. For most cases, energy
exchange between the specimen and a loading device is
rather complicated [2], which makes it impossible to
authentically determine the stage at which fracture
occurs.

The procedure using a magnetic pulse installation is
free of the above disadvantage. Load is formed by the
magnetic-pulse method, where the mechanical pressure
depends on the spatial configuration of current-carrying
elements [3–5]. For a known current distribution, the
current-pulse parameters are unambiguously related to
magnetic pressure. In addition, the energy state of the
specimen at the instant of fracture can be determined
quite exactly in many cases. This determination is pos-
sible for the following reasons. First, the pressure on
cut edges is monitored throughout the pulse (about 1–
10 µs). Second, high-speed shooting of the fracture pro-
cess makes it possible to precisely determine the instant
at which cracks start. In certain cases, it can occur after
the disappearance (removal) of the external pressure
pulse. Third, after the termination of the pulse action,
the specimen does not interact with the installation;
hence, the specimen under fracture becomes an ener-
getically closed system.

The indicated principles were realized in the run of
tests for specimens with a cut modeling a macrocrack.
The specimens were manufactured from spheroplastics
(120 × 120 × 10-mm specimens with a 60 × 2.2-mm
cut) [3] and polymethyl methacrylate (200 × 200 ×
10-mm specimens with a 100 × 3-mm cut) [4, 5]. At the
cut tips, we made a 0.2-mm-thick notch 3 mm in length.
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The cut edges were loaded by uniform pressure approx-
imated by the dependence

(3)

For each pulse duration T, the dependence of the
crack-growth length on the applied-load amplitude A
was studied. We aimed to determine the threshold
amplitude. The obtained dependences were well
approximated by the linear functions (Fig. 1)

(4)

The quantity A0 is the threshold amplitude above
which the crack begins to grow. This quantity was
found by extrapolating the experimental data to the
value ∆L = 0.

The high-speed shooting of the fracture process
revealed a delay of the onset of crack growth relative to
the instant at which the stress-intensity factor reaches
its maximum [6]. In this case, the time before the onset
of crack growth is appreciably longer than the time of
action of the external pressure pulse. Hence, the total
energy of the external action is converted to the elastic
and kinetic energy of the material, and the crack prop-
agation is further determined by this internal energy.
Since the potential of external forces is equal to zero at
the instant of fracture near the crack tip, it is possible to
consider that the function ε in Eq. (1) coincides with the
internal energy of the specimen.

3. ENERGY BALANCE

We analytically estimate the energy transferred to
the specimen due to interaction with the installation.
During the load action, the wave has no time to pass
along the cut edges; therefore, in the first approxima-
tion, it is possible to consider the problem of a plane
wave in a half-space:

Here, x and U are the coordinate and the longitudinal
displacement, respectively; c is the longitudinal-wave
velocity; t is the time; and ρ is the density. Solving the
problem with Eq. (3), we derive the expression for the
energy transferred to the specimen:

(5)

P t( ) A
πt
T
-----, 0 t T .≤ ≤sin

2
=

∆L k A A0–( ), A A0.>=

Utt c2Uxx– 0,=

Ux 0 t,( ) P t( )
c2ρ
----------, U x 0,( ) 0, Ut x 0,( ) 0.= =–=

ε 3DHA2T
8cρ

-----------------------,=
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where D is the cut length, H is the plate thickness, and
A and T are the parameters of the pressure pulse from
Eq. (3).

To prove the correctness of this approach for esti-
mating the energy transferred to a plate during the con-
tact, we numerically analyzed the three-dimensional
problem of the interaction of a specimen with a loading
device [7]. Using a finite-element software package,
we calculated the energy transmitted to the specimen
during the contact with the current-carrying bus.
For estimating this energy, it suffices to numerically
simulate only an early stage of the process, and pre-
cisely during the pressure-pulse action from the bus
side, and then to estimate the energy involved in the
specimen.

As a result, we obtained data on the total energy of
the specimen. Thus, similar to analytical calculation,
the total energy of the system including its kinetic com-
ponent is taken into account.

The simulation was carried out for polymethyl
methacrylate specimens at three different durations of
the action pulse. The table presents the energies trans-
ferred to the specimen as calculated by both Eq. (5) and
the finite-element method. The good agreement
between them supports the applicability of this

10
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20
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Lcr, mm
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1 2
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Fig. 1. Experimental data on the length Lcr of a crack grown
from the cut tip vs. the amplitude P of rupturing pressure
pulse for (a) polymethyl-methacrylate specimens at the
time of a pulse increase to the maximum (1) 1, (2) 2, and
(3) 4.6 µs and for (b) spheroplastic specimens at the time of
a pulse increase to the maximum (1) 4.4 and (2) 2.76 µs.
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approach for estimating the energy transferred to the
specimen during the contact.

4. CONDITION OF CRACK GROWTH

From Eq. (4), it follows that the crack-length incre-
ment is related to the increment of the amplitude of the
applied pulsed pressure as dL = kdA. Taking into
account Eq. (5) and dS = HdL, we obtain the specific
(per unit area) energy consumption on fracture at the
crack onset

If the time of travel of an elastic wave along a cut

dε
dS
------

∆L 0=

3T A0D
4kcρ

------------------.=

1000

101 100

100

10000

Polymethyl methacrylate

Spheroplastics

µs

2γ, J/m2

Fig. 2. Fracture energy consumption vs. the loading-pulse
duration (the dashed lines correspond to quasistatic tests)
for (triangles) polymethyl methacrylate and (circles)
spheroplastic.

Table 

T, µs A, MPa

Energy, J

by Eq. (5) finite-element 
calculation

2 172 4.17 4.00

4 93 2.44 2.32

8.6 48 1.40 1.33
exceeds the time interval from the loading-application
instant to the crack onset, i.e., for sufficiently large
specimens, only an effective area D∗  = ct∗ , where t∗  is
the time before the crack onset, instead of the total cut
length, must be taken into account when calculating
the fracture energy consumption. In this case, we
derive the following relation for the specific energy
consumption:

(6)

The quantity γd is an analogue of the quantity γ in
Eq. (1). Since c and ρ are the known material parame-
ters, and A0, k, and t∗  are determined experimentally for
the pulses of various duration T, Eq. (6) yields this
quantity as a function of load duration.

5. DISCUSSION OF THE RESULTS

Figure 2 shows that γd exceeds the value calculated
from Eq. (2) using the results of quasistatic tests by
more than an order of magnitude. However, as the load
duration increases, this value decreases markedly. For
polymethyl methacrylate, the points calculated from
Eq. (6) lie on a straight line plotted in logarithmic coor-
dinates; i.e., the relation γdT α = const is met for micro-
second loads.

The results of the finite-element simulation show
that the kinetic and potential components of the energy
are comparable. Thus, at the action rates realized in the
experiments at the magnetic-pulse installation, it is
unjustified to neglect the kinetic energy of a material.
Moreover, the inclusion of the kinetic energy can qual-
itatively change the behavior of the fracture energy
consumption.

The basic advantage of the applied testing scheme is
that there is no energy exchange between a specimen
and a loading device after the termination of the pres-
sure-pulse action, and fracture begins to develop after
removing load when the specimen becomes energeti-
cally closed.
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Methods of laminarization of fluid flows by means
of flexible boundaries are still of current interest [1]. In
this work, the problem of the structure of perturbed
motion near the joint between the rigid and flexible seg-
ments of the control panel is analytically solved.

We study nonstationary two-dimensional perturba-
tions of the plane Poiseuille flow. The fluid density,
channel half-width, and velocity of the unperturbed
flow on its axis are used as the basic units of measure-
ment. The Reynolds number expressed in terms of
these parameters is denoted as R.

We use a Cartesian coordinate system with the ori-
gin on the channel axis, the x axis along the unperturbed
flow, and the y axis perpendicular to walls. The dimen-
sionless time is denoted as t. Perturbations of the flow
are considered to be small. In this case, the components
of perturbed motion with different frequencies ω > 0
can be studied independently.

Perturbations of the components of velocity and
pressure are denoted as

,

where |ε| ! 1 and q = u, v , and p. The complex ampli-
tudes of the perturbation parameters q satisfy the linear-
ized system

(1)

Since the instability wave is an antisymmetric
mode, we consider only antisymmetric perturbations

εq x y,( ) iωt–( ) Ò.Ò. O ε 2( )+ +exp

∂u
∂x
------ ∂v

∂y
-------+ 0,=

iωu– 1 y2–( )∂u
∂x
------ 2yv– ∂p

∂x
------+ +

1
R
---- ∂2u

∂x2
-------- ∂2u

∂y2
--------+ 

  ,=

iωv– 1 y2–( )∂v
∂x
------- ∂p

∂y
------+ +

1
R
---- ∂2v

∂x2
--------- ∂2v

∂y2
---------+ 

  .=
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satisfying the conditions

(2)

on the channel axis. These conditions enable one to for-
mulate the boundary value problem in the band –∞ <
x < +∞, 0 ≤ y ≤ 1. It is worth noting that symmetric and
antisymmetric perturbations can be investigated inde-
pendently only for the symmetric unperturbed flow and
identical boundary conditions at both ends of the chan-
nel. In this connection, we assume that the channel
walls have identical flexibilities.

We assume that perturbations of the flow are gener-
ated by the instability wave (Tollman–Schlichting
wave). These perturbations induce antisymmetric trans-
verse vibrations of the walls with the frequency of the
incident wave. The corresponding shape of the upper
wall is given by the expression

(3)

where f(x) is the longitudinal distribution of the com-
plex amplitude of vibrations.

When studying the evolution of perturbations, we
use the flexibility law [2] according to which the vibra-
tions of boundaries are induced by pressure pulsations
on the wall pw = p(x, 1) and are described by the equa-
tion

(4)

where K is the elasticity, M is the inertia, D is the damp-
ing, T is the tension, and B is the bend resistance. The
perturbed flow satisfies the no-slip boundary conditions
on the wall given by Eq. (3). In the approximation lin-
ear in ε, these conditions have the form

(5)

If the flexibility of the channel walls is uniform,
arbitrary perturbation is represented as superposition of

u x 0,( ) p x 0,( ) 0= =

yw 1 εf x( ) iωt–( ) Ò.Ò.+exp[ ] O ε 2( ),+ +=

B
d4 f

dx4
-------- T

d2 f

dx2
-------- K ω2M– iωD–( ) f+– pw,=

u x 1,( ) 2 f x( ), v x 1,( ) iωf x( ).–= =
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the eigenfunctions of the problem:

(6)

where αn is the complex eigenvalue and qn is the corre-
sponding eigenfunction. Since the flow is bounded in
the transverse direction, the {αn} spectrum is discrete
and infinite (n = 1, 2, …).

To analyze free perturbations (6), it is convenient to
use an auxiliary function ϕ(y; α) that is a solution of the
Orr–Sommerfeld equation with the inhomogeneous
boundary conditions

(7)

In terms of this function, the components of the eigen-
functions qn are expressed as

where

The eigenfunctions are normalized so that pn(1) = 1,
and the eigenvalues αn satisfy the dispersion relation

(8)

where the left-hand side is expressed in terms of the
solution of problem (7) as

Relation (8) contains the flexibility parameters of the
walls in the explicit form and, for σn = 0, takes the form

q qn y( ) iαnx( ),exp=

1 y2– ω
α
----– 

  d2ϕ
dy2
--------- α2ϕ– 

  2ϕ+

=  
1

iαR
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dy4
--------- 2α2d2ϕ

dy2
---------– α4ϕ+ 

  ,

ϕ 1( ) ω
α
----,

dϕ
dy
------ 1( ) 2,

dϕ
dy
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dy3
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un σn

dϕn

dy
---------, v n iσnαnϕn,–= =
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σn

iαnR
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d3ϕn
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---------–
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DOKLADY PHYSICS      Vol. 49      No. 5      2004
of the dispersion relation Φ(αn) = 0 for the flow in the
channel with rigid walls.

This work is primarily focused on the passage of the
Tollman–Schlichting wave through the joint between
the rigid and flexible segments of the channel. First, we
consider the evolution of perturbations in the channel
containing a finite flexible segment in the interval l1 ≤
x ≤ l2 . The joints between the flexible and stationary
segments of the walls are assumed to be rigid:

(9)

The problem specified by Eqs. (1), (2), (4), (5), and
(9) was solved in [2] by direct numerical simulation,
which required extensive computations. To reduce cal-
culation time, we propose a method using the solution
[3] of the problem of the response of the plane Poi-
seuille flow to the local vibrations of the channel walls.
Let us represent perturbed motion in terms of a super-
position of the Tollman–Schlichting wave propagating
in a channel with rigid walls and forced perturbation
generated by antisymmetric vibrations of the walls of
the flexible segment. As a result, we obtain the relation
between pressure perturbation on the upper wall pw(x)
and the unknown distribution of the complex amplitude
of wall vibrations f(x), which is specified by the Fourier
transform:

(10)

where the integration contour C passes from below the
pole k = α1 , which corresponds to the unstable mode
(and does not encircle other poles in the lower half-
plane). At the same time, flexibility law (4) provides the
second relation between pw and f. Excluding pressure
perturbation from relations (4) and (10), we arrive at the
following linear inhomogeneous integro-differential
equation for the unknown function f(x):

(11)

As an example, we apply the method to the flow in
a channel with Reynolds number R = 12 000. Let the
flexible segment occupy the interval 10 ≤ x ≤ 60 and be
characterized by the parameters K = 0.5, M = 2, D = 0.1,
T = 0.1, and B = 0.15. Figure 1 illustrates the passage of
the instability wave with frequency ω = 0.24 through
the flexible segment. Figure 1a shows the longitudinal
distribution of the complex amplitude of pressure pul-
sations on the upper wall. The solid line Repw corre-

f l1( ) f l2( ) df
dx
------ l1( ) df

dx
------ l2( ) 0.= = = =

pw iα1x( ) I f[ ] ,+exp=

I f[ ]  = 2πΦ k( )[ ] 1– k f ξ( ) ik x ξ–( )[ ]exp ξ ,d

l1

l2

∫d

C

∫

B
d4 f

dx4
-------- T

d2 f

dx2
-------- K ω2M– iωD–( ) f+–

=  iα1x( )exp I f[ ] .+
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Fig. 1. (a) Complex amplitude of pressure pulsations on the wall and (b) curve of increasing perturbation when the instability wave
passes through the finite flexible segment.
sponds to the longitudinal distribution of pressure per-
turbation at the initial time, and the dashed line Impw,
after a quarter of the vibration period. Figure 1b shows
the corresponding curve of increasing perturbation. The
dash–dotted lines show the position of the flexible seg-
ment. Perturbation on the left and right of the flexible
segment (excluding the vicinities of the joints) is an
increasing wave whose parameters are very close to
those of the instability wave in an infinite channel with
rigid walls (α1 = 1.032 – i · 0.0093). Perturbation inside
the segment is also well approximated by the damping
Tollman–Schlichting wave in the channel with uni-
formly flexible walls (  = 0.934 + i · 0.0084).

Thus, the propagation of perturbation can be con-
ventionally divided into the following stages. First, the
unstable mode corresponding to the rigid walls falls
onto the flexible segment from the left. Second, this
mode is transformed into the same mode for the chan-
nel with uniform flexibility. Third, the inverse transfor-
mation occurs at the right joint. This qualitative
description is represented by the dashed lines in Fig. 1b.
As is seen, the amplitude of the unstable mode changes
stepwise at the joints between the rigid and flexible
walls (it is most pronounced at the right joint).

α1'
To analyze the transformation of perturbation at the
joints between rigid and flexible walls in more detail,
we consider a model problem of the passage of the
instability wave through the joint region between two
semi-infinite segments. Let the x < 0 region be occupied
by the rigid segment, and the x > 0 region, by the flexi-
ble segment with the above parameters. Perturbation
both up- and downstream of the joint is a superposition
of modes (6). Pressure perturbation on the upper wall is
given by the expressions

(12)

In addition to the wave numbers of the unstable mode
for the rigid and flexible segments, we present the wave
numbers of other very important modes. Calculation of
hydrodynamic modes in the rigid segment yields α2 =
−0.310 – i · 0.817, α3 = –0.364 + i · 0.833, α4 = 0.503 +
i · 0.627 , and α5 = 0.590 + i · 0.399. The corresponding

pw cn iαnx( ), x 0,<exp
n 1=

∞

∑=

pw cn' iαn' x( ) cn° iαn°x( ), x 0.>exp
n 1=

4

∑+exp
n 1=

∞

∑=
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Fig. 2. Transformation of the instability wave at the joint between the semi-infinite rigid and flexible segments when the flexible
segment is on the (a) left and (b) right.

0

modes in the flexible segment are as follows  =

−0.696 – i · 0.356,  = –0.616 + i · 0.320,  =

0.547 + i · 0.566, and  = 0.622 + i · 0.436. Moreover,
there are four additional flutter modes in the flexible
segment:  = –0.587 + i · 1.338,  = 0.843 + i · 0.981,

 = –0.526 – i · 1.263, and  = 0.907 – i · 0.971 .

For a given structure of perturbations (12) in the x >
0 region, i.e., for given coefficients  and , we
determine the form of vibrations of the flexible segment
by using flexibility law (4). The structure of perturba-
tions over the entire flow can be calculated by using the
known form of vibrations of the walls and solution of
the vibrator problem [3]. Using the Cauchy theorem
on residues, we obtain the weight coefficients of
expansion (12) for x < 0 in the form

(13)

Here,

are the infinite-dimensional scattering matrices.
The problem of the transformation of the instability

wave at the joints between the rigid and flexible seg-
ments of the channel is formulated as follows. Let the
Tollman–Schlichting wave with the amplitude c1 = 1
fall on the joint region from the left. The complex
amplitude  of the transmitted wave is called the scat-
tering coefficient and is denoted as S. We impose the

α2'

α3' α4'

α5'

α1° α2°
α3° α4°

cn' cn°

cn Snm' cm'
m 1=

∞

∑ Snm° cm° .
m 1=

4

∑+=

Snm' °, σm' °,

αm' °, αn–
--------------------- dΦ

dα
------- αn( )

1–

=

c1'
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conditions of the damping of the corresponding pertur-
bations up- and downstream of the joint on the coeffi-
cients of expansions (12) for other modes; i.e., cn = 0 for

Imαn > 0 and  = 1 for Im  < 0. Other coeffi-
cients, as well as S, are unknown and satisfy the linear
algebraic system determined by expressions (13), the
above conditions, and the relations

following from conditions (9) written for the joints
at x = 0.

The above problem was solved by the finite-dimen-
sional approximation including all flutter and five
hydrodynamic modes mentioned above. The calcula-
tion is shown by the solid line in Fig. 2a in comparison
with (points) the calculation based on the integro-dif-
ferential equation of the evolution of perturbations near
the front boundary of the long finite flexible segment
(0 ≤ x ≤ 100). As is seen, the results agree well with
each other except for the narrow vicinity of the joint.
Accuracy can be improved by including the dynamics
of a larger number of hydrodynamic modes. The evolu-
tion of the perturbation component corresponding to
the unstable mode is shown by the dashed line in Fig. 2
and illustrates the amplitude jump. This jump is deter-
mined by the value |S| = 0.985, and  = 0.119 char-
acterizes the phase shift between the transmitted and
incident waves.

cn' °, αn' °,

σn' cn'
n 1=

∞

∑ σn°cn°
n 1=

4

∑+ 0,=

σn' αn' cn
'

n 1=

∞

∑ σn°αn°cn°
n 1=

4

∑+ 0,=
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The problem of the transformation of the Tollman–
Schlichting wave passing from the flexible segment to
the rigid one is formulated similarly. Figure 2b shows
calculations for this case. The transformation process is
characterized by the values |S| = 1.064 and  =
0.115. Thus, the right joint provides the additional
destabilizing effect on the configuration under consid-
eration. This effect is stronger than the stabilizing effect
of the left joint by a factor of about 4.
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