
  

Doklady Physics, Vol. 50, No. 4, 2005, pp. 165–168. Translated from Doklady Akademii Nauk, Vol. 401, No. 4, 2005, pp. 467–470.
Original Russian Text Copyright © 2005 by Arkhipkin, Timofeev.

                                                  

PHYSICS

      
Electromagnetically Induced Transparency
and Controlling the Time Shape of Laser Pulses

V. G. Arkhipkin and I. V. Timofeev
Presented by Academician V.F. Shabanov October 26, 2004

Received October 26, 2004
1. The development of new methods for controlling
optical properties of a medium and the time shape of
laser pulses is an important physical problem of funda-
mental and applied significance. The solution of this
problem is urgently required in the areas of spectros-
copy of fast processes, quantum control of atoms and
molecules, optoelectronics and optical communication,
etc. From this standpoint, the phenomenon of electro-
magnetically induced transparency (EIT) presents
extremely interesting and rather unique opportunities
[1–3]. Although the majority of studies on EIT have
been carried out for atomic media (see reviews [3–6]
and references therein), the relevant ideas have also
undergone further development in the context of solid-
state systems [7].

EIT is a quantum-interferential phenomenon arising
as a result of the interaction between two laser fields
and a three-level quantum system. The essence of the
phenomenon is that one of the fields, called the control-
ling field, modifies the optical state of a medium at the
frequency of the other (probe) field. In the general case,
the intensity of the probe field may be comparable with
that of the controlling field. Under conditions of EIT,
the substance turns out to be in a coherent state with
unusual properties [3–6]. For example, an optically
dense medium becomes transparent for the probe field
in the single-photon resonance region, whereas the dis-
persion of the refractive index strongly increases.
Under these conditions, optical pulses can run to dis-
tances significantly exceeding the resonance length of
the single-photon absorption (see, e.g., [8, 9]). The con-
trolling field can control the group velocity of the
probe-pulse propagation and can even reduce this
velocity down to zero or to a negative value [5]. At
group velocities on the order of 1–100 m s–1, a spatial
compression of the probe pulse occurs. As a result, it is
completely localized in a medium. This phenomenon
makes it possible to write down, store, and read out
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optical pulses [5, 6, 10] and opens the door to new
approaches to the development of quantum memory [6].

EIT is used for controlling characteristics of optical
radiation, for example, the generation of femtosecond
and subfemtosecond pulses (see, e.g., [11]). At present,
methods of controlling femtosecond pulses are devel-
oped sufficiently well and are applied in spectroscopy,
microscopy, and optical monitoring [12]. However, the
situation is not so good in the case of picosecond and
nanosecond pulses.

In this paper, we discuss a new possibility for con-
trolling the shape and duration of laser pulses on the
basis of the EIT phenomenon. Using as an example the
time compression of pulses, we now consider the prin-
cipal concept of the control. Let the probe pulse propa-
gate inside a three-level medium in the presence of a
coupling pulse interacting with the adjacent transition
(Fig. 1). The envelope of the latter pulse varies with
time according to a certain law. Since, in the case of
EIT, the propagation velocity of the probe pulse
depends on the coupling-pulse intensity at a given
instant of time, different parts of the probe pulse move
at different velocities. It is important that one can con-
trol this velocity by variation of the coupling-pulse
shape. For example, the envelope of the coupling pulse
at the boundary of the medium can be chosen in a man-
ner such that the propagation velocity of the trailing
edge of the probe pulse will be higher than the velocity
of its leading edge. As a result, the pulse is compressed
with time. Varying the shape of the coupling pulse, it is
possible to obtain various shapes for the probe-pulse
envelope.

Thus, we here propose an efficient method for con-
trolling the shape and duration of laser pulses, which is
based on employing additional controlling radiation
that interacts with the adjacent transition under condi-
tions of EIT.

2. We now consider the interaction between a three-
level medium and two optical pulses possessing enve-
lopes Ep(t) and Ec(t) (Fig. 1). These pulses propagate
in the same direction along the z axis. Probe pulse Ep

resonantly interacts with the transition between the
ground |0〉  and excited |1〉  states, whereas coupling
pulse Ec interacts with levels |2〉 and |1〉. The dipole |2〉–|0〉
© 2005 Pleiades Publishing, Inc.
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transition is forbidden. Further, we suggest that pulse
durations Tp and Tc are much shorter than all relaxation
times and that Tp < Tc .

The evolution of the probe and coupling pulses is
described by the usual self-consistent set of Maxwell–
Schrödinger equations. In the coordinate system with

the local time τ = t – , this set is of the form

(1)

(2)

Here, a0, 1, 2 are the amplitudes of atomic-state probabil-

ities; 2Gp =  2Gc =  are Rabi frequencies;

Kp = πωp|d10 |2 , Kc = πωc|d12|2  are the propagation

coefficients; dij are the matrix elements of the electric
dipole moment for the |i〉–|j〉 transition (i, j = 0, 1, 2);
ωp, c and kp, c are the carrier frequencies and wave num-
bers (in vacuum), respectively; N is the atomic concen-
tration; and c is the speed of light in vacuum.

Equations (1) for probability amplitudes are written
for zero single-photon detunings ω10 – ωp = ω12 – ωc = 0.
We consider all atoms to be in the ground state |0〉  at the
initial instant of time; i.e., a0 (–∞, z) = 1, a1 (–∞, z) = a2
(–∞, z) = 0, and the fields Ep, c(t) being given at the
medium boundary z = 0: Ep, c(t, z = 0) = E0p, 0c(t).

Equations (1) and (2) must be solved by a self-con-
sistent method. In the general case, this procedure can
be realized numerically. An essential simplification is
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Fig. 1. Energy diagram for a three-level atom resonantly
interacting with a probe (ωp) and coupling (ωc) pulse.
attained in the adiabatic approximation [13]. In this
case, the solution to set (1) can be represented in the
form (see, e.g., [8, 9])

(3)

The displacement angle θ is defined by the expression

 = , where G(τ) =  is the

generalized Rabi frequency. The dot from above
denotes differentiation with respect to the local time τ:

 = , etc. In the general case, envelopes Gp and Gc

depend on the z coordinate.
The criterion of applicability for the adiabatic

approximation can be written as

(4)

A detailed analysis of the adiabaticity condition with
allowance for pulse propagation has been performed
in [9].

It follows from formulas (3) and (4) that, in the adi-
abatic limit, the population of the intermediate state in
the interaction process is close to zero, (|a1| ! 1). This
implies that for transitions |0〉–|1〉  and |2〉–|1〉  the
absorption is small. Therefore, the pulses run to a dis-
tance that considerably exceeds the length of the reso-
nance linear absorption of probe radiation. This phe-
nomenon is also interpreted in terms of coherent popu-
lation trapping (CPT): atoms are excited into a coherent
superposition of lower states |0〉  and |2〉 , which is called
the CPT state, or dark state [14]. In this state, atoms
cease to interact with optical pulses. The EIT phenom-
enon arises as a result of this process.

Using expression (3), we can represent Eq. (2) in the
form

(5)

In the general case, the set of Eqs. (5) can be solved
only numerically.

For Kp = Kc, it is easy to show from (5) that the gen-
eralized Rabi frequency G is independent of the z coor-
dinate:

(6)

From this, it follows that arbitrary variations occurring
in the probe field are compensated by corresponding
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G3
--------------------------------– i

θ̇
G
----.= =

θtan
Gp

Gc

------ Gp τ( ) 2 Gc τ( ) 2+

θ̇ ∂θ
∂τ
------
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Fig. 2. Time profile of normalized Rabi frequencies for the probe pulse gp =  (Gmax is the maximum value of the effective

Rabi frequency) and coupling pulse gc =  (dashed curve) in the case of different values of z coordinates inside the medium:

(a) at the input of the medium, z = 0, Gp(τ = 0, z = 0) Tp = 20; (b) at a certain distance z; and (c) at the output of the medium, z = L.

Gp τ( )
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---------------

Gc τ( )
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--------------
changes in the controlling field. In this case, the set of
Eqs. (5) is reduced to one equation for θ(τ, z):

(7)

The solution to Eq. (7) can be written as

θ(τ, z) = θ0(Z–1(Z(τ) – z)) = 0, (8)

where Z(τ) = K–1 (τ', 0)dτ', Z–1 is the function

inverse to Z, and θ0 = θ(τ, z = 0).
The function θ(τ, z) allows us to find

(9)

Analysis of Eqs. (9) [with allowance for (8)] shows
that the evolution of the probe pulse depends on the
time shape of the coupling pulse at the boundary z = 0
of the medium. Figure 2 displays the evolution
[described by solution (9)] of the Rabi frequency for the
probe and coupling pulses as a function of the z coordi-
nate. The shape of the pulses at the boundary z = 0 of
the medium is shown in Fig. 2a. As is seen, a time com-
pression of the probe pulse occurs under the conditions
indicated. The probe-pulse duration significantly
decreases at the output of the medium compared to the
input duration. From a physical standpoint, this behav-
ior is associated with the fact that under the indicated
conditions in the medium, the propagation velocity of
the probe-pulse trailing edge is higher than that of the
leading edge. The constraints for the compression are
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stipulated by the finite width of the transparency win-
dow in which the probe pulse can propagate without
absorption and also by the adiabaticity conditions.

The pattern of the space–time pulse evolution is
similar to the propagation of adiabatons [8]. However,
in our case, the pulse duration and the pulse shape vary
with pulse propagation, the envelopes of both pulses
changing consistently. Therefore, they may be called
quasi-adiabatons. Thus, we can speak on the coherent
control of the probe-pulse shape by the coupling pulse
under the EIT conditions.

It is worth noting that the compression effect does
not depend on details of the coupling-pulse time struc-
ture. It is sufficient to have a region in which the pulse
amplitude (adiabatically) increases. The narrowing
effect also arises in the case of a linear variation law for
the coupling-pulse envelope. If the coupling-pulse
amplitude becomes constant (with respect to time),
then, as in [8], we have adiabatons at the output of the
medium.

The results obtained are highly consistent with data
obtained by the numerical solution of the self-consis-
tent set of Maxwell–Schrödinger equations (1), (2) for
the region of parameter in which the adiabaticity condi-
tion is fulfilled.

The compression of the probe pulse, which was
demonstrated above, is a specific case in which coher-
ent control of the probe pulse shape was achieved by
means of EIT. Choosing the time shape of a coupling
pulse, it is possible, e.g., to broaden the probe pulse and
to form its flat-top or two-bump shape, etc.

3. Thus, it has been theoretically demonstrated that
it is possible to control the envelope and duration of a
probe pulse on the basis of the EIT phenomenon. This
method is applicable to the control of pulses in a wide
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duration region and in a broad range of spectral wave-
length.

The method proposed for the coherent control of
laser-pulse time shape can be useful in optical-commu-
nication technologies, in processing optical signals, and
in nonlinear optics.
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The creation of coatings with given properties,
which are important in the areas of microelectronics
and the nanomodification of surfaces, depends on the
initial distribution of the adsorbing layer of particles
deposited on the surface. The nucleation of thin-film
islands is simulated in a numerical stochastic experi-
ment. Adsorbed-material islands assume the properties
of coating due to a heterogeneous phase transition at the
fluctuation stage that lasts no longer than 10–4 s; this
phase transition is a strongly nonequilibrium process of
the formation of clusters of new-phase nuclei. The rate
of this process, as well as the homogeneity of the coat-
ing that arises, is governed by the temperature of the
substrate and the plasma (or gas) flux fluence on the
surface, as well as by certain crystal-lattice properties,
such as its degree of anisotropy and elastic properties,
the density of defects responsible for porosity, the pres-
ence of dislocations, and the potential of the interface
between the solid substrate and plasma.

The formation of coating islands on the surface
should be simulated as a plasma-like medium, taking
into account the fluctuation and correlation properties
of the phase transition. Computer experiments, which
often cannot be carried out in laboratory, make it possi-
ble to obtain a complete qualitative pattern of the pro-
cesses under consideration, to study nonlinear pro-
cesses over a wide region of physical parameters,
where approximation analytical theories are inapplica-
ble, and to clarify the limits of applicability and effi-
ciency of approximate theoretical approaches [1].

Kinetic equations describing a nonequilibrium stage
in the formation of nuclei [2] upon homogeneous con-
densation are known in theoretical physics [3] and
mechanics [4]. A numerical model based on Ito–Stra-
tonovich stochastic differential equations with nonlin-
ear functional coefficients [5] has been developed in
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order to study fluctuation instability of the phase transi-
tion in water vapors [6]; this model was applied both to
calculate the formation kinetics for charged liquid
droplets of a dusty-plasma metal near an electrode [7]
and to simulate the nucleation of vacancy-gas defects
(blisters) in the crystal lattice of the metal [8]. New
algorithms and methods for solving stochastic differen-
tial equations with constant coefficients [9] were mod-
ified in [5–8, 10] to solve problems involving stochastic
differential equations with functional coefficients. The
formation of defect layers perpendicular to the ion flux
in a lattice, retardation of the formation of defects upon
the appearance of gas pores in the lattice, etc., which
were discovered in the laboratory experiment, have
been corroborated in computer experiments [8, 10] in
which the nonequilibrium distributions of blisters over
their size and position in the crystal lattice [8] were cal-
culated and stresses in the crystal lattice and flicker-
noise spectra were analyzed. The nonlinear dependence
of the mean size of a blister on lattice temperature was
found [10]. The process of the nonequilibrium forma-
tion of thin film islands on the surface can be simulated
using a stochastic model of the heterogeneous forma-
tion of clusters of coating-material nuclei (islands) and
their Brownian motion on the surface. Ion stimulation
involved in the formation of thin films [11] on the sur-
face was analyzed in the framework of equilibrium
models with the object of estimating film-growth rate.
Using stochastic simulation, we analyze nonequilib-
rium processes in the formation of thin-film nuclei on
the surface and study the role of linear dislocation on
the surface, starting with Leontovich equations [13].

KINETIC AND STOCHASTIC EQUATIONS
OF THE MODEL

Nucleation of the islands of material deposited on
the surface is simulated by a superposition of two
Wiener random processes: the fluctuation-induced for-
mation of island nuclei at surface points (x, y) and the
Brownian motion of islands (whose sizes are deter-
mined at the preceding step) over the surface. The ini-
tial state of the model is specified by the coordinates of
adatoms randomly located on the plane according to the
temperature, lattice geometry, and the binding energy
© 2005 Pleiades Publishing, Inc.
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of an adatom with the lattice. The plasma flux with
vapor particles and metal droplets is assumed to be
unchanged upon calculation, which provides for the
openness of the simulated system. The set of collisions
between vapor particles and an island on the surface
(which collisions attach particles to the island, evapo-
rate and displace them over the surface, etc., without
affecting chemical transformations) forms a stochastic
process {g(t), t > 0} in the phase space G of the island
sizes. The energy of the nucleus formation (Gibbs
potential) can be represented by a nonlinear model,
where, in addition to the previously included factors
[5–8], the following two factors are taken into account:
possible breakage of the elastic bonds of the lattice
upon contact between the cluster and the surface, and
decrease in the potential on the dislocation line speci-
fied by the equation y = x. Thus, at the step ∆t1 , solving
the Ito stochastic differential equation, from the trajec-
tories of the random process g(t), we discover the evo-
lution of the diffusion random process, which deter-
mines the size of the new-phase islands. At the step ∆t2 ,
we simulate stochastic processes x(t) and y(t), which
specify the position of Brownian particles (new-phase
islands of the coating material). The hopping displace-
ments of adatoms and clusters formed from them are
simulated by random Wiener processes realized at the
step ∆t2 . The motion of the Brownian particles is
induced by the long-range potentials of their interaction
(through acoustic phonons of the lattice and taking into
account the Friedel oscillations of the lattice-electron
density [12]), the model nonlinear potential of the lat-
tice surface, and the potential on the dislocation line. At
the boundaries of the calculation region, which
includes 400 × 400 lattice parameters, the motion of
islands is simulated using the periodic boundary condi-
tions, disjointness condition for islands, and the crite-
rion of joining islands on the plane, which slightly dif-
fers from the inelastic-collision condition that stepwise
changes the size of a nucleus. Moreover, the formation
of a monolayer is considered.

The evolution of the coating area is described by the
kinetic distribution functions f(g, x, y, t) of islands over
their areas g and the positions of the centers of masses
of islands on the surface of the given type of crystal lat-
tice:. These distribution functions are the transition
probability densities of the random process that is
described above and realized in the computer experi-
ment. The discrete stochastic model [5] attributes the
enumerable measures from the computer experiment to
the probable average quantities of the kinetic distribu-
tion functions. The Kolmogorov–Feller [2, 5, 6] and
Einstein–Smoluchowski [8, 10] equations, which
describe the island-formation model, include nonequi-
librium distribution functions f(g, x, y, t). A comparison
of the characteristic times ∆t1 and ∆t2 makes it possible
to solve the problem on the basis of the splitting that
occurs in physical processes. Note that the kinetic equa-
tions are written using Fokker–Planck linear operators
and nonlinear coefficients depending on distribution
functions, i.e., functional coefficients, and that the
equations that must be solved are quasi-linear. They are
solved using systems of Ito stochastic differential equa-
tions, which are statistically equivalent to the kinetic
problem. Theorems of existence and uniqueness have
been proved for these equations, and effective numeri-
cal methods, which are used in the stochastic-simula-
tion method, were developed to solve these equations
[9]. The kinetic equations of the model have the form

Here, Sα(fα) is the vapor-source function, the vapor dis-
tribution function fα is given as a Maxwellian distribu-
tion function at 2500 K, fr(g, t) is the size distribution
function of islands, g is the number of atoms in a clus-
ter, Dg(g, t) is the diffusion coefficient in the size space,
∆Φ(g, r, t) is the thermodynamic potential of the forma-
tion of an island, Mg is its mass, fg(r, t) is the distribu-
tion function of islands over the surface, r is the radius-
vector of the cluster in the orthogonal coordinate sys-
tem, xleft = yleft = –200, xright = yright = 200 (hereafter, all
spatial coordinates are given in the lattice constant),
and

Fx = – ,

where U(x, y, z) is the potential of interaction between
islands through the lattice phonons and Friedel oscil-
lations of the electron density. The form of the inter-
action potential is similar to the potentials used in [8,
10, 12, 14].
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We present the stochastic analogue of the kinetic
equation for changing the cluster size:

Tk is the duration of the fluctuation stage under consid-
eration, g0 is the initial size of the island, and dW is the
increment of the Wiener random process. The correct-
ness of the solution of the stochastic differential equa-
tion and the adequacy of the representation of the
Wiener random process for the case in which the Stra-
tonovich form is used for the stochastic differential
equation was analyzed in detail in [5, 9]. The region of
the instability of nucleus formation ~kT [6] is taken to
specify the initial conditions. This corresponds to the
island-size interval [gmin, gmax], which are determined
from the conditions

 = 0,

where gcr is the critical size of the island,

and Dg(g, t) and ∆Φ(g, r, t) are functional coefficients
of the form

Here,

where χβ – χα is the difference between the chemical
potentials of the phases; Vadat is the adatom volume; θ is
the wetting angle between S and β phases; α phase is Ni
vapors; β phase is a Ni liquid cluster on the tungsten
S-phase surface (bcc lattice);

where σαβ, σβS, and σαS are the surface tensions at the
cluster–vapor, cluster–solid, solid–vapor interfaces,
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face bonds; and 

 

∆Φ

 

r

 

 represents the substrate effect
(Fig. 1). The last effect decreases with increases in the
cluster size. If the cluster is located at the point (
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then
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is the functional coefficient of the potential, which
takes into account the modification of the surface, and
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 is the lattice constant. Near a dislocation, 
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decreases by several times, which simulates the dislo-
cation effect on the thermodynamic potential of the for-
mation of a new-phase island. The diffusion coefficient
in the cluster-size space is written in the form
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Taking into account the small sizes of the cluster during
the fluctuation stage, we write the diffusion coefficient
for the new-phase island over the surface in the form
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Fig. 1. Behavior of ∆Φr near the dislocation. The coordi-
nates x and y are given in the lattice parameters.
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Here, Dxy0 is the coefficient of the diffusion of the ada-
tom over the surface, γ is the friction coefficient, and
0 ≤ β ≤ 1. The characteristic growth time is given by the
expression

τg =  ~ 10–8 s,

where α is the coefficient of the adhesion of the adatom
to the cluster, radat is the adatom radius,  is the average
velocity of the adatom motion over the substrate sur-
face, cadat is the number of adatoms per unit surface, and

τxy =  ~ 10–7 s.
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Fig. 2. Distribution function of islands over the radius. The
distribution function is normalized to unity.
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Fig. 3. Distribution function of islands over the surface in
the presence of the linear dislocation at 10–4 s. The coordi-
nates x and y are given in the tungsten lattice parameters.
The distribution function is normalized to unity.
RESULTS AND CONCLUSIONS

To solve the system of Ito–Stratonovich stochastic
differential equations, we apply the stable numerical
method of second-order accuracy [9], which makes it
possible to analyze the mathematical expectation of the
island size and its standard deviation. The numerical
method of the stochastic analogue [5–8, 10] as applied
to the study of the fluctuation stage of the phase transi-
tion on the surface expands these opportunities [9]:
nonequilibrium distribution functions of islands over
sizes and positions on the surface can be analyzed. The
flicker-noise spectra of the system under simulation
that change upon the appearance of a thin film on the
lattice surface and stresses in it are calculated with the
inclusion of distribution functions by the method
described in [8, 10]. Liquid-nickel island nuclei are
considered at 2500 K on the tungsten surface. The cal-
culation involves 105 trajectories. The initial number of
Brownian particle islands is equal to 10. They are uni-
formly distributed over a surface size of 1.96 ×
10−10 cm2, and the initial radius is 1.5 to 2.8 Å (in the
instability region of the nucleus formation). The num-
ber of lattice sites is equal to 1.6 × 105, the single-ele-
ment area is equal to 12.25 Å2, and the (001) plane is
considered.

Figure 2 shows histograms of distribution functions
(averaged over the coordinates of the area used in the
calculation) as functions of the island radius at t = 0 and
at the end of the calculation. The initial sizes are taken
in the range 1.5–2.8 Å. After 10–4 s, the form of the dis-
tribution function indicates that there are three most
probable sizes of islands. The first size (~2 Å) is close
to the critical size of the nucleus at 2500 K for a con-
stant nickel-vapor flow on the surface. A radius of about
8 Å corresponds to most growing islands. Relatively
large islands (~12 Å) are presented in the distribution
due to the adjoining of small nuclei to larger nuclei
upon motion.

Figure 3 shows the distribution function f(g, x, y) at
the end of the fluctuation stage on the surface in the
presence of the linear dislocation. The number of
islands near the dislocation differs by nearly an order of
magnitude (by a factor of 8) from that on the entire sur-
face involved in the calculation. 

Figure 4 illustrates change in the coating area S(t)
with respect to the initial area S(t = 0). The nucleus for-
mation rate at the fluctuation stage of the phase transi-
tion possibly presents the effect of processes that are
taken into account in the model. For a calculation time
of 10–4 s, islands are formed with an area of 2.5 ×
10−3S(t = 0), which is 70 times larger than the initial
coating.

Thus, nonequilibrium distribution functions of
islands over sizes and localization on the surface
(Fig. 2) that are obtained numerically differ from log-
normal distributions and present possible mechanisms
of the formation of islands on the crystal lattice under
DOKLADY PHYSICS      Vol. 50      No. 4      2005
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given model conditions (temperature, vapor density,
interaction parameters, etc.). Three stages of the forma-
tion of coating during 10–4 s (Fig. 4) are revealed: from
0 to 10–5 s, from 10–5 to 2.5 × 10–5 s, and from 2.5 ×
10−5 to 10–4 s. Consolidation of islands on the linear
dislocation is observed (Fig. 2). The calculations show
that stresses in the lattice under islands do not exceed
values characteristic of the formation of vacancy-gas
defects in the lattice upon blistering [10].
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To develop a method for investigating materials of
molecular electronics [1] it is necessary to specify the
distinctive attributes of relaxation polarization that are
associated with the local electrical conduction of mac-
romolecules of the polymeric semiconductor, semielec-
trics [2]. To interpret the dependence of permittivity ε'
and loss factor ε'' on frequency ν for polyacene quino-
nes, we used the model of grain–interlayers [3]. We
generalized this model in view of the wide conductivity
distribution of macromolecules.

Previously [4], we found a peak  of loss factor
at ν = νmax in the spectra of both a mixture of polyacene
quinone powder, with paraffin insulating the grains, and
pressed samples. This peak was quantitatively attrib-
uted to the interlayer polarization of presumably spher-
ical three-dimensional conducting molecular domains
[5]. However, the hypothesis proposed in [4] is insuffi-
ciently justified because the contribution of the compet-
ing mechanism of the interlayer polarization of grains
[6] is not estimated, and the attributes distinguishing it
from the polarization of macromolecules are not speci-
fied. In this work, we report on the principal possibility
of observing separately the spectra corresponding to
both mechanisms of polarization.

We investigate polyacene quinone prepared by the
cyclopolycondensation [7] of pyromellitic dianhydride
with pyrene in melt in the presence of zinc chloride.
The polycondensation duration varied within the limits
of 24 h to 5 min during the synthesis of linear semielec-
trics composed of conducting molecular chains (used
as materials of molecular electronics), which was
achieved by excluding the possibility of three-dimen-
sional polycondensation at a reasonably early stage
prior to the development of the chain-sewing process.
The technique for preparing samples and dielectric
measurements was previously described in [8]. Based

εmax''
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on results of experimental investigations, we chose a
polymer prepared at a reaction duration of 10 h. The dc
conductivity of this polymer is equal to σ0 = 1.5 ×
10−3 S/m.

Figures 1 and 2 show the circle diagram and the dis-
persion curves ε1 and ε2 [13] for the pressed sample.
They indicate that the only dispersion region is
observed within the investigated frequency range. The
dependence of complex permittivity ε on angular fre-
quency ω in this region is described by the generalized
Debye equation [9]

(1)

Here,  and ∆ε' are, respectively, the high-frequency
limit and increment of ε' in the dispersion region, τmp is
the most probable value of relaxation time τ in the sta-
tistical distribution, and 0 ≤ α ≤ 1 is the parameter of
this distribution. The α value close to 0.6 (Fig. 1),
which is typical for the dispersion region within the rf
range in spectra of polyacene quinones [8], can be
explained by the wide conductivity distribution of mac-
romolecules [10]. We assumed that such a distribution
is a distinctive attribute of the interlayer polarization of
three-dimensional conducting macromolecules. To test
this assumption, a thought experiment was performed
with the proposed model.

As is known, for the model [3] that is usually used
in the dielectric spectroscopy of pressed samples of
high-ohmic semiconductors, a small thickness h of
insulating layers (air gaps) between grains is character-
istic; i.e., the volume concentration v  of the conducting
phase is close to unity. As a result, the corresponding
dispersion region is characterized by high values of ∆ε'
and τ. At high frequencies (ν @ νmax), conductivity σ is
independent of frequency, which corresponds to a
unique relaxation time. Therefore, the dielectric spec-
trum is described by Eq. (1) for α = 1.

As applied to semielectrics with a sufficiently large
size of the grain that is composed of many macromole-
cules of various conductivities, it can be assumed that

ε ω( ) ε' ω( ) jε'' ω( )– ε∞'
∆ε'

1 jωτmp( )α+
-------------------------------.+= =

ε∞'
 2005 Pleiades Publishing, Inc.
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Fig. 1. Circle diagram for a pressed polyacene quinone sample for frequencies (1) l.6, (2) 2, (3) 2.5, (4) 3.16, (5) 4, (6) 5, (7) 6.3,
(8) 8, (9) 10, (10) 12.6, (11) 16, (12) 20, and (13) 25 MHz. The parameter of the time-relaxation distribution is α = 0.62; the thick-
ness of the sample is 110 µm; the grain size is about 2 µm; steel electrodes are 2.5 mm in diameter; and temperature is 294 K.
all grains have the same conductivity σ0 . Assuming for
the sake of simplicity that grains have the same size, as
well as cubic shape and close face-to-face packing, one
can describe the dielectric spectrum of such a structural
model for v   1 (h  0) by the equation

(2)

Here, z = , 0 ≤ f ≤ 1 is the factor of the action of the

first dispersion region on the much smaller second
region located in the higher frequency range (νmax2 @
νmax1).

The first region corresponds to the interlayer polar-
ization of grains. As follows from Eq. (2), it is charac-
terized by a unique relaxation time (α1 = 1). It is easy
to explain this fact assuming for simplicity that the con-
ductivity of layers is equal to zero. In this case, the con-
dition of equilibrium of charges in a grain is the com-
pensation of the applied electric field in its bulk. As a
result, the contribution of the interlayer polarization of
conducting macromolecules in the permittivity ε of the
model is also equal to zero. In order to take this phe-
nomenon into account in a frequency range of the order
of νmax1 and lower, it is necessary to set f = 1 in Eq. (2).
For this reason, it is necessary to accept that the absence
of relaxation-time distribution is an attribute of the
interlayer polarization of grains of semielectrics.

For higher frequencies (ν @ νmax1), the conductivity
σ0 of grains is insufficiently high to compensate the
external electric field in their bulk for a half-cycle of its
variation, and the interlayer polarization of macromol-
ecules appears. In this case, the action factor in Eq. (2)
decreases with frequency, which leads to an increase in
the contribution of macromolecules to the permittivity ε

ε z( ) ε∞'
∆ε1'

1 jz1+
----------------
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1 jz2( )α+
----------------------- f z1( )
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ν, Hz
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Fig. 2. Dispersion curves plotted for polyacene quinone

using the data in Fig. 1. Hereafter, ε1 =  and ε2 =

. Theoretical curves 1 and 2 for ε1 and ε2 , respectively,

are obtained with α = 0.6. Experimental values for ε1 are

obtained with ∆ε' = 14.65 and  = 4.15, and for ε2 , with

 = 3.88. Curve 3 is the conductivity σ (without the con-

tribution of σ0).
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Fig. 3. Circle diagram for the mixture of polyacene quinone powder with paraffin for frequencies (1) 50.2, (2) 63.1, (3) 100, (4) 126,
(5) 160, (6) 199, (7) 251, (8) 316, (9) 398, (10) 502, (11) 631, (12) 795 kHz, (13) 1, (14) 1.26, (15) 1.6, (16) 2, (17) 2.5, (18) 3.16,
(19) 4, (20) 5, (21) 6.3, (22) 8, (23) 10, (24) 12.6, (25) 16, (26) 20, and (27) 25 MHz. The parameter of the time-relaxation distri-
bution is α = 0.56; the volume concentration of the polymer in the mixture is v ' = 0.1; and temperature is 294 K.
of the model. However, the unperturbed part of the sec-
ond dispersion region is observed only in the range of
sufficiently high frequencies with f = 0. Since ∆  !
∆ε1, the interlayer polarization of macromolecules is
detected by the distortion of the circle diagram for the
first dispersion region near its high-frequency bound-
ary. The parameters of the second region may be deter-
mined by the method of circle diagrams. However, the
possibility of their overlapping in the range of frequen-
cies with f > 0 should in this case be taken into account.
From the value of ∆ , we calculate the volume con-
centration V of conducting macromolecules in a grain.

For ν > νmax2, the conductivity of the model begins
to rapidly increase with frequency owing to an increase
in the active component of electric current in lower-
resistance macromolecules. In this case, rather than as
a single relaxation oscillator, the grain should be con-
sidered as a set of relaxation oscillators, or conducting
macromolecules, which is characterized by the corre-
sponding α value. The polarization of grains disappears
and the polarization of macromolecules appears.

The considered model is speculative because face-
to-edge packing predominates in pressed samples of
polyacene quinones; the latter is due to considerable
friction between grains during pressing. Therefore, the
condition v   1 is violated even in the pressed sam-
ple. If v  of the model decreases, both dispersion regions
decrease and are displaced towards higher frequencies
until only one region attributed to the interlayer polar-
ization of conducting macromolecules remains in the
spectrum (Fig. 2). However, it is already impossible to
calculate V from the value of ∆ε'. 

The limiting case v   0 corresponds to the mix-
ture of grains with paraffin. The circle diagram and dis-
persion curves for this case are shown in Figs. 3 and 4.

ε2'

ε2'
As is seen, the α value is nearly the same as for the
pressed sample.

The model of grain–interlayers is unsuitable for pur-
poses of quantitative interpretation of the spectrum for
the mixture (Fig. 4). For this reason, we used the gener-
alized Lorenz–Lorentz model [11]. The most probable
value of the conductivity of macromolecules σmp =
7.7 × 10–4 S/m is determined by the formula [4]

(3)

Here,  and v ' = 0.1 are the values of νmax and vol-
ume concentration v, respectively, of the conducting
phase for the mixture with paraffin; ε0 = 8.85 ×
10−12 F/m; 0 ≤ N ≤ 1 is the depolarization factor of con-
ducting macromolecules, which is equal to 1/3 for the
spherical shape;  = 2 is the permittivity of paraffin;

and  = 4.

The conductivity distribution function of macromol-
ecules is expressed by the formula [11]

(4)

Here, x = ln , n is the number of macromolecules,

and dn is their number in the interval from x to x + dx.
Because the experiment confirming the model for

v   1 is a thought experiment, the requirement that
grains of polyacene quinone have identical conductiv-
ity is not strict. However, the condition σ(ν) > σ0 must
be met for ν ≥ νmax. This condition is provided by the

σmp 2πε0νmax' 1
1 v '–( )N

----------------------- 1– εp' ε∞'+
 
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h
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2π
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σ
σmp
--------
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local nature of the conductivity of macromolecules in
this case, i.e., by the fact that their insulation has the
principal significance for semielectrics. Therefore, the
investigation indicates that the observed relaxation-
time distribution in spectra of polyacene quinones is a
distinctive attribute of the new electron phenomenon

ν, Hz

σ, S/m

Fig. 4. Dispersion curves plotted for the mixture of poly-
acene quinone powder with paraffin using the data in Fig. 3.
Theoretical curves 1 and 2 for ε1 and ε2, respectively, are
obtained with α = 0.6. Experimental values for ε1 are

obtained with ∆ε' = 0.79 and  = 2.03 and for ε2, with

 = 0.19. Curve 3 is the conductivity σ.

ε∞'

εmax''

104 105 106 107 108

0.5

0

1.0

1

2

3

ε2

1.0

0.5

0

10–7

10–6

10–5

10–4

ε1
DOKLADY PHYSICS      Vol. 50      No. 4      2005
assumed in [12], and Eqs. (3) and (4) should now be
considered to be proven in principle.
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Calculation of the electromagnetic fields of dipole
sources in plane–parallel layered media is an important
problem of mathematical physics. Moreover, it is
impossible to apply integral equation methods to ana-
lyze fields in media with inclusions without a suffi-
ciently accurate and efficient method for solving such
problems [1–5]. Desired solutions are usually con-
structed by means of the integral transformation
method. They are expressed in terms of Fourier–Bessel
integrals of the solutions to boundary value problems
for ordinary differential equations with the spectral
parameter. Solutions to these equations are found by
recurrence formulas [1, 2, 4].

To date, numerous works have been devoted to cal-
culation of the aforementioned Fourier–Bessel inte-
grals. The basic difficulties in the calculation of such
integrals are associated with the necessity of numerical
integration of rapidly oscillating functions. To over-
come these difficulties, numerical filtration [6], asymp-
totic perturbation of the fundamental solution [7],
change of integrals to series [8], etc., are used.

The method presented in this work is applicable to
the calculation of electromagnetic fields in layered
media whose parameters may vary over a wide range. It
is based on the deformation of the integration contour
of Fourier–Bessel integrals in the complex plane and
has no restrictions associated with the integration of
rapidly oscillating functions. This method is compared
with other methods [6, 8].

FORMULATION OF THE PROBLEM

We consider the three-dimensional Euclidean space R3,
which is separated into n – 1 layers and in which the
orthogonal coordinate system oxyz is introduced. The
planes z = zl, l = 1, 2, …, n – 1, z0 = ∞, and zn = –∞ are
the boundaries of these layers; and the conductivity,
permittivity, and permeability are constant within each
layer and are equal to σl, εl, and µl, respectively, where
l = 1, 2, …, n – 1. A point-like harmonic electric dipole

Computer Center, Far East Division, 
Russian Academy of Sciences, Khabarovsk, Russia
e-mail: smagin@as.khb.ru, mazalov@as.khb.ru
1028-3358/05/5004- $26.00 0178
is located at the point M' = (x', y', z'), where z' = zp, 1 <
p < n – 1, σp = σp + 1, εp = εp + 1, µp = µp + 1. In this case,
the electric E = (Ex, Ey, Ez) and magnetic H =
(Hx, Hy, Hz) fields generated by the dipole source at the
point M = (x, y, z) ∈ R3 satisfy the Maxwell equations [4]

(1)

matching conditions at z = zl, l = 1, 2, …, n – 1,

and radiation conditions, which have the form [5]

for constant σ, ε, and µ and will be formulated below

for layered media. Here, ε' = ε +  is the complex per-

mittivity, ω is the angular frequency, p is the dipole
moment, δ is the three-dimensional Dirac delta func-

tion, [·] is the function jump, ∂R = , R = |M|, k =

ω , and Rek ≥ 0.

The vector potential A = (Ax, Ay, Az), which is related
to the fields E and H as

(2)

can be represented in the form [4]

(3)

Here, G = (gij), i, j = 1, 2, 3, is the Green’s electric

∇ H× iωε'E– pδ M M'–( ), z zl,≠+=

∇ E× iωµH=

n E×[ ] n H×[ ] 0= =

∂RE ikE– o R 1–( ), ∂RH= ikH– o R 1–( ),=

R         ∞

iσ
ω
-----

∂
∂R
------

ε'µ

H
1
µ
--- ∇ A, E× iω A ∇ µ

k2
---- ∇ 1

µ
---A 

 += =

A G M M ',( )p.=
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tensor, where

(4)

(5)

(6)

(7)

(8)

r = , J0 is the zeroth order Bessel
function, and η = µ, ε'.

The Green’s magnetic tensor G* is obtained by
changing µ, ε', Gµ, Gε', Φ, g, and ϕ to –ε', –µ, Gε', Gµ,
Φ*, g*, and ϕ*, respectively, in Eqs. (4)–(8), where

Unknown functions , α = 0, 1, η = µ, ε', which enter
into Eqs. (4)–(8), satisfy the equations

(9)

matching conditions at z = zl, l = 1, 2, …, n – 1,

(10)

where  is the Kronecker delta, and the partial radia-
tion conditions at infinity [9]

(11)

CHOICE OF THE INTEGRATION CONTOUR

The efficiency of the methods for calculating the
fundamental solutions of system (2) is determined pri-
marily by the quality of algorithms employed for the
approximate integration of expressions (4)–(7). Great

difficulties arise in the case of small  values,

where integrals of rapidly oscillating functions must be
calculated with high accuracy.

g11 Gµ, g22 g11, g33 µ z( )
Gε'

ε' z'( )
------------,= = =

g31 ∂xΦ, g32 ∂yΦ,= =

g12 g13 g21 g23 0,= = = =

Gη M M',( ) 1
2π
------ Uη

0 z z' λ, ,( )λ J0 λr( ) λ ,d

0

∞

∫=

Φ M M',( ) 1
2π
------ ϕ z z' λ, ,( )λ J0 λr( ) λ ,d

0

∞

∫=

ϕ z z' λ, ,( ) λ 2– Uε'
1 µ 1– ∂zUµ

0–( ),=

x x'–( )2 y y'–( )2+

ϕ* z z' λ, ,( ) λ 2– Uµ
1 ε' 1– ∂zUε'

0–( ).=

Uη
α

d
dz
----- 1

η
---

dUη
α

dz
---------- 

  λ2 k2–
η

----------------Uη
α– 0, z zl,≠=

Uη
α[ ] αδ p

l , η 1– dUη
α

dz
----------– α 1–( )δp

l ,= =

δp
l

Uη
α .

z ∞→
lim

z z'–
r

--------------
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We present a method for calculating integrals (4)–(7)

for all  values with the transfer of the integration

path into the complex plane. We consider integral (6) as
an example. After standard transformation, it is reduced
to the form

(12)

where  is the zeroth order Hankel function of the
first kind and U(z, z', –λ) = U(z, z', λ). The following
theorems are valid [10].

Theorem 1. Let the coefficients of the problem spec-
ified by Eqs. (9)–(11) be piecewise constant functions
of z and at least one of the four conditions

be valid for all l = 1, 2, …, n, where ql = Re(ηl), tl =
Im(ηl),

 = λ2 – , Re(λl) ≥ 0, dl = zl – 1 – zl . In this case, the
solution of the problem specified by Eqs. (9)–(11) is an
analytic function of λ.

Theorem 2. For |λ|  ∞, the solution of the prob-
lem specified by Eqs. (9)–(11) has the asymptotic rep-
resentation

where C0 is a constant independent of |λ|.
At regular points, |U(z, z', λ)| < ∞ and tends uni-

formly to zero no slower than |λ|–1 for |λ|  ∞ accord-
ing to Theorem 2. The Hankel function has the asymp-
totic representation [9]

(13)

The integrand in Eq. (12) is a multivalued function
of λ. It has 2j first-order branch points, where j is the

number of different values , l = 1, 2, …, n – 1. These
points are determined from the relations λ = ±kl . The

z z'–
r

--------------

G M M',( ) 1
4π
------ U z z' λ, ,( )λH0

1( ) λr( ) λ ,d

∞–

∞

∫=

H0
1( )

ql λ l
2Cl

1± Re λ l
2( )+[ ]± tlIm λ l

2( ) 0,>±

tl λ l
2Cl

1± Re λ l
2( )+[ ]± qlIm λ l

2( )+− 0,>

Cl

1 α l–
1 α l+
-----------------, α l

Im λ ldl( )[ ] Re λ l( )sin
Re λ ldl( )[ ] Im λ l( )sinh

-----------------------------------------------------,= =

λ l
2 kl

2

U z z' λ, ,( ) C0 λ z z'––( ) λ 1– O λ 2–( )+[ ]exp ,=

H0
1( ) ξ( ) 2

πξ
------ i ξ π

4
---– 

  1 O ξ 1–( )+[ ] .exp=

kl
2
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appropriate sheet of the Riemann surface can be
obtained from the condition

(14)

which is valid in the presence of the necessary cuts. The
cut lines are determined from the relations

(15)

Under condition (14), the function U is limited
according to theorems 1 and 2. This condition is valid
everywhere on the chosen sheet excluding cuts. There-
fore, the integration path in Eq. (12) can be deformed
such that the region bounded by a new contour and the
straight line Im(λ) = 0 consists only of regular points.
In this case, a negative real part appears in the exponen-
tial index of Eq. (13), which ensures a rapid decrease in
the integrand.

Thus, numerical integration of rapidly oscillating
functions is reduced to the much simpler integration of
slowly varying expressions with the known decreasing
exponential weight function. The path that is most con-
venient for calculations should be chosen from all pos-
sible paths. The contour may be chosen by different
methods. For example, when calculating numerous
integrals of the type specified by Eqs. (4)–(7) for differ-
ent M and M' values (which is necessary when solving
inverse and other problems), it is appropriate to use one
common contour for which

In this case, integrands decrease as exp[–|λ|(|z – z'| + r)]
and oscillations are absent.

CALCULATION OF INTEGRALS

Since the function U in integrals (5)–(7) slowly var-
ies beyond the segment [0, b], where b > Re(kl),

for most models of the layered medium, we represent
integral (6) as the sum of two integrals

(16)

where

For the integral G1 in Eq. (16), we divide the seg-
ment [0, b] into L + 1 parts 0 ≤ λ0 < λ1 < … < λL = b.

Re λ l( ) 0,>

Im λ l
2( ) 0, Re λ l

2( ) 0.≤=

Im λ( ) Re λ( ) , λ          ∞ .=

[
1 l n≤ ≤
max

G G1 G2, Gi+
1

2π
------ Uiλ J0 λr( ) λ ,d

0

∞

∫= =

i 1 2,,=

U1 U U2, U2 λ( )–
U z z' b, ,( ), λ b,≤
U z z' λ, ,( ), λ b.≥




= =
 

Taking into account the evenness of function 

 

U

 

1

 

, we
replace it by its interpolation polynomial

 

(17)

 

with the interpolation nodes 

 

λ

 

k

 

, , 

 

λ

 

k

 

 + 1

 

 in each

segment [

 

λ

 

k

 

, 

 

λ

 

k

 

 + 1

 

]. Substituting Eq. (17) into Eq. (16)
and performing simple algebra, we obtain

 

(18)

 

where

Using the recurrence relations [11]

 

(19)

 

in Eq. (18), we finally obtain

 

(20)

 

This formula makes it possible to approximately
calculate integrals (18) for various 

 

b

 

 values. If zeros 

 

λ

 

k

 

of the Bessel functions are taken as nodes, formula (20)
is considerably simplified and 

 

J

 

0

 

(

 

λ

 

k

 

)

 

 can be tabulated.
We represent the integral 

 

G

 

2

 

 in Eq. (16) as the sum
of two integrals with the integration ranges (

 

–

 

∞

 

, 0

 

) and

(0, 

 

∞

 

). Changing variables 

 

λ

 

 = 

 

λ

 

(

 

ρ

 

) = 

 

ρ

 

S

 

 and 

 

λ

 

 =

(

 

ρ

 

)

 

 in the second and first integrals, respectively, we
obtain

 

(21)

 

where 

 

S

 

 = exp , D(ρ) = λ(ρ) [λ(ρ)r], and 

and  are the complex conjugate expressions for λ and
D, respectively. 

With such a change of variables, the parts of the
plane that are bounded by the new contours and the
straight line Imλ = 0 belong to the region of the analy-

U1 c0
k c1

kλ2 c2
kλ4+ +≈

λ k λ k 1++
2

----------------------

G1

d j
kI2 j 1+ νk( )
2πr2 j 2+

---------------------------, I p t( )
j 0=

2

∑
k 0=

L

∑≈ λ pJ0 λ( ) λ ,d

0

t

∫=

νk λ kr, d j
k c j

k c j
k 1+ , c j

L 1+– 0.= = =

I1 t( ) tJ1 t( ),=

Ik t( ) tk J1 t( ) k 1–( )tk 1– J0 t( ) k 1–( )2Ik 2– t( )–+=

G1
1
π
---

λ k

r
-----

λ k

r
-----J0 νk( ) d1

k 2d2
k νk

2 8–( )+[ ]




k 1=

L

∑≈

---– 2J1 νk( ) d1
k 4d2

k νk
2 4–( )+[ ]





.

2

λ

G2 = 
2

8π
------- U2 λ ρ( )[ ] D ρ( ) U2 λ ρ( )[ ] D ρ( )+{ } ρ ,d

0

∞

∫

iπ
4
-----– 

  H1
0 λ

D
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Table 

f x z'
[6] [8] This work

ReHz ImHz ReHz ImHz ReHz ImHz

2.5 0.5 0 2.0581 × 10–1 1.3041 × 10–1 2.0581 × 10–1 1.3041 × 10–1 2.0581 × 10–1 1.3041 × 10–1

0.1 0.0128 × 10–1 1.3373 × 10–2 0.0128 × 10–1 1.3373 × 10–2 0.0128 × 10–1 1.3373 × 10–2

5 0 3.3458 × 10–6 2.7673 × 10–5 3.3458 × 10–6 2.7673 × 10–5 3.3458 × 10–6 2.7673 × 10–5

0.1 –5.1648 × 10–5 –3.4641 × 10–6 –5.1646 × 10–5 –3.4602 × 10–6 –5.1648 × 10–5 –3.4603 × 10–6

10 0.5 0 4.0825 × 10–2 1.1389 × 10–1 4.0833 × 10–2 1.1389 × 10–1 4.0833 × 10–2 1.1389 × 10–1

0.1 –2.8285 × 10–1 –5.6839 × 10–2 –2.8285 × 10–1 –5.6840 × 10–2 –2.8285 × 10–1 –5.6839 × 10–2

5 0 –4.4513 × 10–8 9.7293 × 10–6 –6.2845 × 10–8 9.7303 × 10–6 –4.2895 × 10–8 9.7301 × 10–6

0.1 2.1718 × 10–6 –8.2423 × 10–7 2.1712 × 10–6 –1.2750 × 10–6 2.1717 × 10–6 –1.2748 × 10–6

40 0.5 0 –1.4718 × 10–3 2.3860 × 10–2 –1.4810 × 10–3 2.3855 × 10–2 –1.4718 × 10–3 2.3860 × 10–2

0.1 7.4067 × 10–3 5.714 × 10–5 7.4067 × 10–5 5.7142 × 10–5 7.4067 × 10–5 5.7142 × 10–5

5 0 –0.4230 × 10–10 2.4188 × 10–6 –1.2780 × 10–8 2.4140 × 10–6 –0.0150 × 10–10 2.4189 × 10–6

0.1 1.4559 × 10–9 –2.1295 × 10–8 1.4790 × 10–9 4.1970 × 10–10 1.4559 × 10–9 4.1050 × 10–10
ticity of the function U2 , and the asymptotic equality
|Imρ(λ)| = Reλ(ρ) is valid for ρ  ∞ [1]. 

The integrand in expression (21) is limited for ρ  ∞.
Therefore, quadrature formulas with exponential
weights for the range (0, ∞) are applicable to this
expression [12].

NUMERICAL EXPERIMENTS

The above approach has been successfully tested for
a wide class of models of layered media with arbitrary
positions of sources and observation points. The accu-
racy of calculations of the components of electromag-
netic field tensors (2) is determined by comparing the
calculation results with similar results obtained by
other methods in [6, 8]. In the example below, the cal-
culation model is described, and results of one series of
test calculations, which are performed using various
methods, are analyzed.

Example. We consider a three-layered medium with
the parameters εl = ε0, µl = µ0, l = 1, 2, 3 (ε0 and µ0 are
the permittivity and permeability of free space, respec-
tively), σ1 = 0, σ2 = 1 (Ω m)–1, σ3 = 0.01 (Ω m)–1, z1 = 0,
and z2 = –500. At points Mks = (xk, 0, zs) of this medium,
the vertical component Hz is calculated for various
oscillation frequencies ωn; this vertical component
belongs to the magnetic field generated by the har-
monic electric dipole with moment p = (0, 1, 0), which
DOKLADY PHYSICS      Vol. 50      No. 4      2005
is placed at the point  = (0, 0, zs). The table presents

xk (in meters), zs (in meters), and fn =  (in Hertz).

Note. The parameters of the model are chosen
according to the applicability of the method for calcu-

lating integrals (Re( ) = 0), which is described in [6].

According to Eqs. (5) and (7), the vertical compo-
nent Hz of the magnetic field is given by the expression

(22)

where λ(ρ) = ρexp(iϕ).
The table presents the Hz values that were obtained

in [6, 8] and calculated by the algorithm described
above.

Analysis shows that the results coincide for most
initial data. For z' > 0.1, all methods yield correct
results, which are presented in the table. However, for
z' < 0.01, the Hz values obtained in [8] significantly dif-
fer from the values obtained by two other methods.

Ms'

ωn

2π
------

kl
2

Hz M( ) 1
µ z( )
----------

∂Gµ
0 M M ',( )

∂x
------------------------------=

=  
x x '–

2πrµ z( )
-------------------- Uµ

0 z z' λ ρ( ), ,[ ]λ 3 ρ( ){
0

∞

∫–

+ Uµ
0 z z' λ ρ( ), ,[ ]λ 3 ρ( ) } H1

1( ) λ ρ( )r[ ]ρ 1– dρ,
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Fig. 1. Real part of the integrand of Eq. (20) and its fragment in the interval (100, 100.1) for ϕ = 0.
These differences arise because the integrand in the first
integral in Eq. (22) oscillates rapidly and decreases
slowly with increasing λ for “bad” positions of the
source and observation point.

The real part of this function normalized to its max-
imum absolute value in the λ interval under consider-
ation is shown in Fig. 1, where the abscissa axis shows
λ values in a 1 : 1000 ratio for z' = 0.005. The other
parameters correspond to the first variant of the initial
data presented in the table. The contribution of the
imaginary part is insignificant.

The plot itself is similar to its fragment for the (100,
100.1) interval, which is extended by a factor of 2000
along the horizontal. One cause of the latter phenome-
non is that the discretization steps are insufficiently
small in both cases for the accurate imaging of this rap-
idly oscillating function. One discretization step corre-
sponds to approximately 300 changes of the sign of the
integrand.

As was shown above, the transition to the complex
plane and choice of the appropriate integration path
enable one to remove oscillations and to ensure rapid
decrease in the integrand with increasing λ. Figure 2
shows the normalized plots of the (solid line) real and
(dash–dotted line) imaginary parts of the integrand in

Eq. (20) for ϕ = .
π
4
---
When calculating integrals (4)–(7), most computer
time is spent on the calculation of expressions the over-
whelming majority of which depend only on the model
parameters and |λ|. Computer experiments with simul-
taneous calculation of numerous integrals (4)–(7) show
that the body of the required calculations can be consid-
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Fig. 2. (Solid line) Real and (dash–dotted line) imaginary

parts of the integrand of Eq. (20) for ϕ = .π
4
---
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erably reduced in this case. Computer time depends
only slightly on the complexity of the model and is
close to the time allotted to the simplest model consist-
ing of two homogeneous half-spaces.
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By way of analogy with studies [1, 2], it is shown
that the contributions of the longitudinal and transverse
components of dynamic deformations to dynamic load-
ing of the neutral (middle) surface in preliminary
stressed beams and rods are of the same order of mag-
nitude.

Taking this fact into consideration along with the
hypothesis of the plane cross section, we derive an
equation for longitudinal vibrations of the middle sur-
face. In the elastic case, these vibrations are described
by the linear inhomogeneous equation. The forced
vibrations that arise in this case are determined by the
transverse and bending vibrations. Based on analysis of
the set of equations obtained, we can conclude that the
forced vibrations occur at frequencies of the transverse
and bending vibrations. Methods for the generalization
of the results obtained are indicated.

1. The equations for changes in the momentum and
angular momentum of a beam (rod) cross section have
the form [3]

(1)

(2)

(3)

ρ∂2x

∂t2
--------

=  
∂
∂s
----- T θcos( ) ∂

∂s
----- N θsin( )– qτ θ qn θ,sin–cos+

ρ∂2y

∂t2
--------

=  
∂
∂s
----- T θsin( ) ∂

∂s
----- N θcos( ) qτ θ qn θcos ,+sin+ +

N ρ J
F
---∂2θ

∂t2
-------- ∂M

∂s
--------– µ, M– EJ

∂θ
∂s
------,= =
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where t is time; s is the Lagrangian coordinate that
coincides with the Cartesian longitudinal coordinate,
which is measured along the direction of the initially
rectilinear stress-free beam; x and y are the longitudinal
and transverse displacements of the middle surface,
respectively; T, N and qτ, qn are the tangential and nor-
mal forces and the linear loads (linear densities of
external forces), respectively; ρ is the beam-material
density; θ is the inclination angle of the middle surface
to the initial direction of the beam; F is the beam cross-
section area; J is the moment of inertia of the cross-sec-
tion area; E is the Young modulus; and µ is the linear
density of the external moments. The cross-section area
is assumed to be symmetric with respect to the middle
surface. In the case of small deviations from the initial
stress state, the deformation increment of the middle
surface (by analogy with the deformation increment of
a string [1, 2]) has the form

Here,  = x – e0(s – s0), where s0 is the fixation plane.
Therefore, the contributions of the longitudinal and
transverse components of the dynamic deformations to
the dynamic loading are of the same order of magni-
tude. It is evident that

∆e
∂x
∂s
------

1
2 1 e0+( )
---------------------- ∂y

∂s
----- 

 
2

.+=

x

θcos
1 ∂x

∂s
------+

1 e+
---------------

1 e0
∂x
∂s
------+ +

1 e0
∂x
∂s
------

1
2 1 e0+( )
---------------------- ∂y

∂s
----- 

 
2

+ + +

---------------------------------------------------------------------∼ ∼

∼ 1
1

2 1 e0+( )
---------------------- ∂y

∂s
----- 

 
2

,–

θsin θ 1
1 e0+
--------------∂y
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© 2005 Pleiades Publishing, Inc.



ON THE THEORY OF LONGITUDINAL AND TRANSVERSE VIBRATIONS 185
Then, Eqs. (1)–(3) take the form

(4)

(5)

(6)

The solution of Eq. (5) makes it possible to find the
spectrum of transverse vibrations y = y(s, t). In the case
that T ~ Ee, Eq. (4) turns out to be the linear inhomoge-
neous second-order equation in terms of  = (s, t).
This implies the presence of both natural and forced
vibrations that depend on the spectrum of transverse
vibrations y = y(s, t).

By way of analogy with [1], it is possible (if neces-
sary) to find for the functions y(s, t) and (s, t) the fol-
lowing terms of asymptotic expansions into the series
in a small parameter ε characterizing the increment of
the total deformation:

The form of equations for X1 and Y1 naturally coin-
cides with Eqs. (4) and (5) (after passing to new func-
tions in both of them).

2. For a rigidly fixed or pivoted beam (rod) and in
the case that s = 0 and s = l, homogeneous equation (5)
(at qn = qτ = µ = 0) can be solved by the method of sep-
aration of variables. To this end, this equation should be
transformed to the dimensionless form

(7)

where 

Below, bars standing over the variables are omitted.
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We seek the particular solution in the form y =
Tk(t)Sk(s). Then,

(8)

In what follows, we show that, starting from a certain

value ωk0 ,  > 0. The particular solutions for Sk(s) are
exp(mks), where m

 

k

 

 satisfies the secular equation

or

Hence, we arrive at

 

(9)
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imaginary.
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It is possible to evaluate the asymptotic expressions
for mk in two cases of great practical importance:

(a) the case α   0, which corresponds to a thin
rod (beam) and

(b) the case α   ∞, which corresponds to the
spectrum of high-frequency vibrations.

We have for case (a)

(10)

and for case (b)

(11)

Thus, Sk(s) = .

In the case when, for example, we address a rigidly
fixed beam in the cross sections s = 0 and s = 1, the
boundary conditions for y(s, t) are

Hence, we arrive at the following conditions for
Sk(s):

or

(12)

As is well known, Ai ≠ 0 ensured that the fourth-

order determinant composed of coefficients 1, , mki,

and mki  of the set of Eqs. (10) is equal to zero. After
simple but rather cumbersome calculations, we obtain
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or, with allowance for

we finally find

(13)

In cases (a) and (b) and provided that ωk > ωk0 , all
the quantities k+ and k– are real and condition (13) takes
the form

(14)

or

(15)

From condition (15) (with allowance for expressions
for mk1 and mk2), we find the spectrum of the frequen-
cies ωk = β + γkπ, where k is an integer (k @ 1).

3. It follows from the preceding sections that the
solution y(s, t) is given by the superposition of the terms
Tk(t)Sk(s). Here, the functions Tk(t) and Sk(s) are the
sums of two and four trigonometric functions, respec-

tively. Therefore, the derivative , this derivative

squared , and the functions N and N  are super-

positions of trigonometric functions with a frequency
equal to the sum of the frequencies of the individual
components. The same conclusion is true for the func-
tion Φ1 (in the case of a string at N = 0, which is shown
in [2]). Thus, the forced longitudinal vibrations deter-
mined by the partial solutions of inhomogeneous
Eq. (4) occur at frequencies equal to the sum of the ini-

+ mk1 mk4–( ) mk2 mk3–( )e
mk1 mk4+( )

+ mk2 mk1–( ) mk4 mk3–( )e
mk1 mk2+( )

+ mk2 mk4–( ) mk3 mk4–( )e
m2 mk4+( )

+ mk1 mk3–( ) mk4 mk2–( )e
mk1 mk3–( )

0,=

mk1 mk3+ 0, mk2 mk4+ 0,= =

and   m k 1 m k 2 m k 3 m k 4 ,=

eik
–

e ik
–– 2–+

k–( )2
--------------------------------

eik
+

e ik
+– 2–+

k+( )2
--------------------------------, ik– mk2 mk1,–= =

ik+ mk2 mk1.+=

1 k–cos–

k–( )2
----------------------

1 k+cos–

k+( )2
-----------------------,=

k–/2( )sin

k–/2
-----------------------

k+/2( )sin

k+/2
-----------------------± .=

∂y
∂s
-----

∂y
∂s
----- 

 
2 ∂y

∂s
-----
DOKLADY PHYSICS      Vol. 50      No. 4      2005



ON THE THEORY OF LONGITUDINAL AND TRANSVERSE VIBRATIONS 187
tial frequencies of the transverse vibrations. In the case
that the frequencies of natural and forced vibrations
coincide, there appears (as in the case of string vibra-
tions [2]) the phenomenon of resonance between these
forms of vibrations. In the future, we intend to extend
this conclusion to the case of vibrations of stressed
plates and shells.
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On the Effect of a Porous Insert in the Supersonic Section
of a Nozzle upon Change in Its Thrust
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A nozzle in which the thermal energy of gases is
converted into the kinetic energy of a gas jet is a basic
element of the rocket engine. If the pressure in the
external medium (or in the engine combustion cham-
ber) varies, the conventional nozzle will not be optimal
throughout the entire pressure range: it operates either
in the underexpansion or overexpansion mode. The
nozzle would be ideal if its expansion degree followed
the changes in the external (internal) pressure, preserv-
ing an equality between environmental pressure and
internal pressure at the nozzle cross section; but it is
very difficult to realize this mode.

There are various approaches to thrust-loss control in
the case of overexpansion. For example, Semenov [1]
proposed the use of air blow through an annular slot
into the supercritical nozzle section operating in the
overexpansion mode. However, this is only a single-
step variation in the degree of the nozzle off-design.

The heat-resistant gas-permeable porous materials
that are now available equalize, based on their gas per-
meability, the pressure inside the funnel with that in the
environment at the nozzle section operating in the over-
expansion mode, i.e., render the nozzle self-adjustable
without any additional devices. Therefore, investiga-
tion of the effect of a porous insert on the nozzle thrust
represents an urgent problem.

To experimentally study this effect, we used a differ-
ential pendulum setup including reference and working
nozzles. The installation was freely suspended on a
bearing unit (Fig. 1) and was connected to the fixed
base only by an elastic element of the strain-gauge bal-
ance; there were no other rigid bonds. The key measur-
ing principle used in this installation is the comparison
of the jet thrusts of two nozzles (working and refer-
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ence), oriented in mutually opposite directions. To
determine the effect of the porous insert on changes in
the thrust of the nozzle, we performed two experiments
with the same prechamber pressure p0 . In the first
experiment, the working nozzle with continuous walls
was used, and, in the second, the porous insert was
mounted in the supersonic section of the working noz-
zle (schematically shown by dashed lines in Fig. 2). As
a result, the change in the thrust of the nozzle was deter-
mined from two experiments carried out with the iden-
tical prechamber pressure p0 . The experimental proce-
dure was described in more detail in [2]. The supersonic
section of the nozzle was formed by a cone with a half-
opening angle of α = 8°. The porous insert is the dur-
alumin section x1 < x < x2 of the conic nozzle in which
1050 round holes approximately 1 mm in diameter with
a total relative area of 18% were drilled. The radius of
the minimum nozzle section is r∗  = 19.2 mm; the length

of the supersonic section is xsr = 147 mm; and the coor-
dinates of the porous section are x1 = 82 mm and x2 =
130 mm (Fig. 2).

1 2
3 4

5

6
7

8
5 4

9 10

11

Fig. 1. Block diagram of the measuring system of the instal-
lation: (1) basic unit, (2) feeding pipeline, (3) receiver,
(4) dividing nozzle arrays, (5) reference and working pre-
chambers, (6) working nozzle under investigation, (7) refer-
ence nozzle, (8) strain-gauge balance, (9) deceleration-pres-
sure (p0) gauge in the reference prechamber, (10) gauge of
deceleration-pressure difference ∆p in the reference and
investigated prechambers, and (11) thermocouple of decel-
eration temperature T in the reference prechamber.
© 2005 Pleiades Publishing, Inc.
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As the working gas, we used compressed air at room
temperature T0 = 300 K and pressure p0 varied from 106

to 4.5 × 106 Pa. Compressed air was fed through divid-
ing arrays into the working and reference nozzles,
where it was accelerated to a supersonic velocity.

The gas flow in the nozzle with the porous insert was
mathematically simulated assuming that perturbations
introduced by the porous section were small. Therefore,

the solution was represented as f =  + f '. As , we
chose the steady gas flow in the nozzle considered in
the quasi-one-dimensional approximation. For each
nozzle cross section S(x) = πr2(x), we determined the
velocity factor λ(x) from the equation [3]

(1)

and then found the pressure (λ), density (λ), and

temperatures (λ) from isentropic formulas. The
equations for perturbations of the potential ϕ have the
form [3]

(2)

and differ from the planar case by the term . In

this case, M ≈ 3, perturbations are concentrated near the
nozzle wall and do not reach the nozzle axis (see
Fig. 2). Therefore, when determining perturbations in

Eq. (2), it is possible to neglect the third term .

Then, Eq. (2) coincides with the corresponding equa-
tion for the planar case [3]

(3)

The solution of Eqs. (3) is known [3] and is given by the
formulas

(4)

where A1, 2 are the constants of two families of charac-
teristics, which are determined by the boundary condi-
tions on the wall. If the size of pores is sufficiently
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large, and the effect of viscosity is weak, the Nikol’skiœ
boundary condition [4] is valid,

(5)

where m1 is the porosity determined by the ratio of the
area of holes to the total area of the nozzle porous sec-
tion. To determine the gas outflow velocity v ', every
pore was simulated by a micronozzle. From known for-
mulas [3], we obtain

(6)

where p > pH, p =  + p' is the gas pressure on the lat-
eral surface of the nozzle, pH is the external pressure,
and ξ is the empirical factor. It should be noted that the
second of Eqs. (6) takes into account the flow blockage

in a pore for p – pH > . The formulas for gas inflow

velocity in the nozzle are derived from Eqs. (6) by the
replacement p  pH. The change in the thrust of the
nozzle is caused by the change in pressure on the
porous wall,

(7)

and by the acceleration (deceleration) of the gas upon
its inflow (outflow) due to its interaction with the flow

u '
m2

m1
------ v '

M2 1–
--------------------, m1 m2+ 1,= =

v '

ξm1c

γ
------------

p pH–
p

---------------, 0
p pH–

p
--------------- 1

2
---,< <

ξm1c

2γ
------------,

1
2
---

p pH–
p

--------------- 1,< <








=

p̃

p
2
---

J1' 2π rp ' αsin xd

x1

x2

∫=

x10

αr*

pH

r

x2 xsr x

β

Fig. 2. Scheme of the nozzle with a porous insert.
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and nozzle walls,

(8)

The total change in the thrust is the sum of Eqs. (7) and
(8), while the relative change in the thrust is found from

J2' –2π rρ̃ũv ' x.d

x1

x2

∫=

1
p0, 106 Pa

2 3 4

0

–2

2

4

Fig. 3. Relative loss of the specific thrust momentum vs. the
nozzle-prechamber pressure.

G

0

–2

p0, 106 Pa

1 2 3 4
–4

2

Fig. 4. Relative change in the gas flow rate through the
porous section of the nozzle vs. the prechamber pressure.

G ', %

J
J ' , %
 the formula

(9)

On the basis of the mathematical model represented by
Eqs. (1)–(9), we performed the calculations under con-
ditions of the experiment. The equation for the super-
sonic section of the nozzle is

(10)

where r∗  = 19.2 mm, α = 8°, and the porosity in the sec-

tion x1 < x < x2 is equal to m1 = 0.18. Figure 3 shows the

relative momentum loss  as a function of the pre-

chamber pressure p0 . Three cases were considered: (i)
the entire porous section x1 < x < x2 is open; (ii) its front

part x1 < x <  is open; and (iii) its rear part  < x < x2

is open, where  = (x1 + x2). For the case in which

the entire porous section from x1 = 82 mm to x2 =
130 mm was open, the solid line is the calculation, and
circles show the experimental data. For the case in
which the front section 82 mm < x < 106 mm of the
porous insert was open, the dash–dotted line corre-
sponds to the calculation, and the asterisks represent
the experiment. For the case in which the rear section
106 mm < x < 130 mm of the porous insert was open,
the dashed line corresponds to the calculation, and the
crosses show the experiment. It is seen that the calcula-
tion agrees well with the experiment.

Certain differences between the dash–dotted line
and the asterisks (the open front section x1 = 82 mm and

 = 106 mm of the porous insert) arise only for p0 ≈
10 atm, likely because the flow separates at this pres-
sure; therefore, the thrust gain also arises on the closed
section for x > . This assumption is supported by the
fact that the agreement between the calculation and
experiment is good when the entire porous section is
open. In this case, the blow results in increasing pres-
sure over the entire section x1 < x < x2 , as in the case of
separation. As a result, the experimentally measured

momentum gains  for p0 ≈ 106 Pa nearly coincide for

the cases x1 < x <  and x1 < x < x2 . At high pressures
p0 > 2 × 106 Pa, the momentum losses over the entire
section x1 < x < x2 are the sum of losses on the front x1 <

x <  and rear  < x < x2 porous sections. Figure 4
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shows the relative flow-rate change  as a function of

the prechamber pressure p0 . Here,

The designations are the same as in Fig. 3. It is seen that

the dependence of  on p0 is similar (with the oppo-

site sign) to the dependence of  on p0 . This similarity

is associated with the estimates J' ~ G'  and J ~ G ,

whence  ~ .

Similar investigations were performed for the insert
fabricated from highly porous cellular carbon with a
porosity of approximately 25%. The energy efficiency
of this insert appeared to be close to that of the perfo-
rated duralumin insert considered above; this is because
the change in the thrust and flow rate of the nozzle is

G '
G
-----

G ' 2π rρ̃v ' x, Gd

x1

x2

∫ ρ̃ũS.= =

G '
G
-----

J '
J
----

ũ ũ
J '
J
---- G '

G
-----
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determined primarily by porosity, the values of which
were close to each other for these two inserts.

It follows from the above results that the effect of
the introduction of a porous insert can reach 2–3% of
the thrust of the nozzle operating with overexpansion,
which creates an additional opportunity for controlling
the nozzle thrust.
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FORMULATION OF THE PROBLEM

The motion of a heavy rigid body with a fixed point
is described by the Euler–Poisson equations

(1)

where A, B, and C are the principal moments of inertia
of the body; P is the body weight; x0, y0, and z0 are the
center-of-gravity coordinates; w = (p, q, r) is the angu-
lar velocity; and g = (γ1, γ2, γ3) is the unit vertical
upward-directed vector. System (1) has the classical
integrals

A distinctive feature of system (1) is that it is invariant
under the transformation G: (w, g, t)  (–w, g, –t).
Therefore, system (1) belongs to the class of reversible
mechanical systems with a fixed set M = {w, g: w = 0}
[1]. The integrals V1,3 are symmetric about M, i.e.,

V1, 3(–p, –q, –r, γ1, γ2, γ3) = V1, 3(p, q, r, γ1, γ2, γ3).

If the center of gravity is located in the principal
plane of the inertia ellipsoid (y0 = 0), then system (1) is
also invariant under the change

Gy: (p, q, r, γ1, γ2, γ3, t)  (p, –q, r, γ1, –γ2, γ3, –t),

A ṗ B C–( )qr P z0γ2 y0γ3–( ),+=

Bq̇ C A–( )rp P x0γ3 z0γ1–( ),+=

Cṙ A B–( )pq P y0γ1 x0γ2–( ),+=

γ̇1 γ2r γ3q,–=

γ̇2 γ3 p γ1r,–=

γ̇3 γ1q γ2 p,–=

V1 A p2 Bq2 Cr2+ +=

+ 2P x0γ1 y0γ2 z0γ3+ +( ) 2h const( ),=

V2 Apγ1 Bqγ2 Crγ3+ + σ const( ),= =

V3 γ1
2 γ2

2 γ3
2+ + 1.= =
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that is, it contains the second fixed set
My = {p, q, r, γ1, γ2, γ3: q = 0, γ2 = 0}.

In this case, all classical integrals become symmetric:
Vj ( p, –q, r, γ1, –γ2, γ3) = Vj ( p, q, r, γ1, γ2, γ3).

The case of y0 = 0 incorporates almost all known
exact solutions of the Euler problem, with the exception
of those for permanent rotations [2]. In particular, the
solutions that are symmetric about the My set include
the pendulum motions of Mlodzievskiœ [3], the regular
precessions of Grioli [4], etc. It turns out that Grioli
solutions belong to the family of symmetric periodic
motions (SPMs) [5].

In this work, we demonstrate that SPMs of the Euler
problem in the case of y0 = 0 typically form a two-
parameter (h and σ) SPM family, which is continuable
in the problem parameter. It is also established that a
one-parameter (that of h) SPM family exists for a body
whose center of gravity is located near the principal
plane of the inertia ellipsoid. Finally, results from the
study of SPM families for a reversible mechanical sys-
tem are outlined.

SPM FAMILIES
IN A REVERSIBLE MECHANICAL SYSTEM
A reversible mechanical system has the form [6]

(2)

The set M∗  = {u, v : v  = 0} is called the fixed set of sys-
tem (2). The first integral V(u, v) = const satisfying the
condition

V(u, –v) = V(u, v) (3)

is called symmetric. 
A motion u = u(t), v  = v(t) of system (2) that inter-

sects the fixed set M∗  at a certain time t∗  is called sym-
metric. In this motion, v (t∗ ) = 0. The SPM intersects
the set M∗  at least twice and is specified by periodic

u̇ U u v,( )= , v̇ V u v,( )= ,

u Rl,∈   v Rn l n≥( ),∈
U u v–,( ) U u v,( ),–=

V u v–,( ) V u v,( ).=
 © 2005 Pleiades Publishing, Inc.
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functions of time t, an even function u = ϕ(t) and an odd
function v  = ψ(t). 

Similar definitions are introduced for system (2),
periodic in vector v  or in some components of vector v.

The equations in variations for the SPMs of system (2)
have the form

(4)

Hereafter, plus (minus) subscript refers to even (odd)
matrix, vector, and scalar functions, and the periods of
functions A±(t) and B±(t) are taken to be equal to 2π.

System (4) consists of l – n simple Lyapunov expo-
nents (LEs). The other LEs are ±κ pairs and are deter-
mined by the formulas [5]

(5)

Here, the fundamental matrix of solutions of system (4)
is written in the form

,

where Ij is the identity j matrix. 

The number k = n – rankv –(π) determines the num-
ber of 2π-periodic solutions of system (4) that are sym-
metric about the fixed set M1 = {δu, δv : δv  = 0}.

System (4) is reduced to a system with constant
coefficients by the change

(6)

with the transition of M1 = {δu, δv : δv  = 0} to a fixed
set {ξ, η: η = 0}.

In accordance with the Poincaré theorem [7], the
equations in variations (4) for a periodic solution of
system (2) necessarily have one more LE in addition to
the l – n simple zeroth LEs. By virtue of the reversibility
of system (4), there are two such zeroth LEs.

For the SPMs of system (2), Eq. (4) admits the peri-
odic solution

(7)

It is symmetric about the set M2 = {δu, δv : δu = 0}.
Transformations (6) transform the set M2 to {ξ, η: ξ = 0}.

δu̇ A– t( )δu A+ t( )δv+= ,

δv̇ B+ t( )δu B– t( )δv ,+=

δu Rl, δv Rn.∈∈

κ 1
2π
------arccoshα , det δv + 2π( ) α In–( ) 0.= =

S t( ) δu+ t( )     δ u –
 t ( )

δ
 

v

 

–

 

t

 
( )     δ v + t ( ) 

,
 

S
 

0
 

( )
 

I
 

l n

 

+

 
= =

ξ j α j1
+ δu1 α j2

+ δu2 … α jl
+ δul β j1

– δv 1+ + + +=

+ β j2
– δv 2 …+ β jl

– δv n, j+ 1 2 … l,, , ,=

ηk α k1
– δu1 α k2

– δu2 … α kl
– δul βk1

+ δv 1+ + + +=

+ βk2
+ δu2 …+ βkn

+ δv n, k+ 1 2 … n,, , ,=

δu ϕ̇ t( ), δv ψ̇ t( ); ϕ̇ t–( ) ϕ̇ t( ),–= = =

ψ̇ t–( ) ψ̇ t( ).=
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The necessary and sufficient conditions for the
existence of SPMs are as follows:

 

v

 

(

 

u

 

0

 

, 0, T) = 0, (8)

where u0 is an initial point on M and T is the SPM half-
period. This equation has the solution u0 = u* = ϕ(0),
T = π. Therefore, using the theorem on an implicit func-
tion makes it possible to derive the condition

(9)

of the existence of an (l – n + 1)-parameter family.
The partial derivatives in Eq. (9) satisfy the equa-

tions in variations (4). Therefore, condition (9) is ful-
filled if k = 0 or 1 in the matrix S(π).

Theorem 1. Each SPM of the reversible mechanic
system given by Eqs. (2) belongs to the (l – n + 1)
parameter family if the equations in variations (4) do
not have zeroth LEs additional to (l – n +2) LEs. 

The reversible mechanical system given by Eqs. (2)
may involve a parameter µ (in the general case, a vec-
tor) and admit an SPM for µ = 0. Then, the fulfillment
of condition (4) ensures that the SPM family is contin-
uable in the parameter µ.

Theorem 2. For the parameter-dependent revers-
ible mechanical system given by Eqs. (2), each SPM
family mentioned in Theorem 1 is continuable in the
parameter. 

SPM FAMILIES FOR A HEAVY RIGID BODY 
WITH A SINGLE FIXED POINT 
AND THE CENTER OF MASS 

IN THE PRINCIPAL PLANE 
OF THE INERTIA ELLIPSOID

For y0 = 0, Euler–Poisson equations (1) can be writ-
ten in the form of the reversible system given by
Eqs. (2) with l = 4, n = 2, and the vectors u = (p, q, γ1,
γ3)T and v  = (q, γ2)T, where T means transposition.

Theorem 3. For y0 = 0, SPM of the Euler problem
has two simple zeroth LEs and a pair of zeroth LEs
forming a Jordan box, while the two remaining LEs are
calculated by means of a construction of only one solu-
tion of the Cauchy problem. 

Using Theorem 1 makes it possible to generalize the
conclusion [5, 8], which was first made for Grioli pre-
cessions, to any SPM.

Theorem 4. For fixed A, B, C, x0, and z0 , SPMs of
the Euler problem with y0 = 0 typically form a two-
parameter (of h and σ) family. 

The two simple LEs are obviously related to the
angular momentum integral and the geometric integral.
These integrals give the parameter σ. The other param-
eter h is provided by the energy integral and the corre-
sponding pair of zeroth LEs with the Jordan cell. In

rank
∂v u* 0 π, ,( )

∂u0
------------------------------- ∂v u* 0 π, ,( )

∂T
-------------------------------, n=
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the typical case, there is a pair of nonzeroth LEs. The-
orem 2 leads to the following conclusion.

Theorem 5. In the typical case, the SPM family of
the Euler problem with y0 = 0 is continuable in the
parameter. 

TWO REMARKABLE SPMS
OF THE EULER PROBLEM

Regular Grioli Precessions 

In 1947, Grioli [4] discovered regular precessions of
a body fixed at a point such that the following condi-
tions are fulfilled:

(10)

Two remarkable features are characteristic of Grioli
precessions. First, they occur for a dynamically asym-
metric body that satisfies only conditions (10). Second,
the body precesses about an axis inclined by a certain
angle β to the vertical rather than about the vertical
itself.

It is obvious from the explicit formulas for Grioli
solutions [5] that the only possible mechanical motion
under the fixation conditions given by Eqs. (10) is pre-
cession, which is an SPM. Nevertheless, it follows from
Theorem 5 that this SPM belongs to a two-parameter
family of h and σ and that this family is continuable in
the case that the first of conditions (10) are fulfilled
only approximately.

Pendulum Motions of Mlodzievskiœ
These motions are realized in the problem with no

additional constraints on the moments of inertia or the
fixation point and include SPMs in the form of both
oscillations and rotations:

(11)

The SPM family given by Eqs. (11) is dependent on a
sole parameter: the energy integral h. Lyapunov expo-
nents for solution (11) were calculated in [9]: the typi-
cal case is realized. Therefore (cf. Theorem 4), the one-

x0
2 B C–( ) z0

2 A B–( ),=

y0 0, A B C.> >=

Bq̇ P x0γ3 z0γ1–( ), γ̇1 qγ3,–= =

γ̇3 qγ1,=

p r 0, γ2 0.= = =
parameter Mlodzievskiœ family belongs to a two-
parameter SPM family incorporating not only plane but
also near-plane motions.

It is remarkable that the pendulum oscillations are
symmetric simultaneously about two fixed sets, M and
My , while the rotations are symmetric only about the My

set. The oscillation symmetry about M makes it possi-
ble to apply Theorem 2 to the general case (y0 ≠ 0) of
the Euler problem with the following result.

Theorem 6. For the Euler problem in which the
center of gravity is located near the principal plane of
the inertia ellipsoid, a one-parameter (of h) family of
near-plane SPM oscillations always exists.
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Studies of flows induced by diffusion on topography
are stimulated by the search for mechanisms of the for-
mation of intense slope winds in the stable stratified
atmosphere [1] and flows in the ocean [2, 3]. The ana-
lytical solution describing a single-scale steady flow
induced by diffusion on an infinite inclined plane has
singularities for small slopes [4]. In the exact solution
of the problem of flow formation that is induced by dif-
fusion on the infinite inclined plane, the fields of veloc-
ity and density are characterized by different scales [5].
The asymptotic solutions of the problem of the forma-
tion of two-dimensional diffusion-induced flows on the
plane [6], in the channel [7], and in the wedge cavity [8]
in the short-time approximation agree with each other
and with the solution presented in [5]. However, in the
long-time approximation, they do not transform to the
steady solution [4] or asymptotic solution [6].

Analysis of flows near three-dimensional obstacles,
and particularly near separated lines and points (equa-
tor, poles, sharp edges, and brows) is of interest for real
applications. The aim of this work is to find asymptotic
and numerical solutions of the problem of diffusion-
induced flow formation on a three-dimensional obsta-
cle of perfect shape, namely, on an immovable sphere
placed in a continuously stratified fluid. It has been
shown that the interruption of a molecular flux forms
not only the flow on the obstacle surface but also the far
field of short transient internal waves.

The standard system of the equations of motion for
a linearly stratified incompressible fluid, whose undis-
turbed density distribution ρ0(z) is specified by the
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salinity profile S0(z) as ρ0 , where z is the verti-

cal coordinate directed upward and Λ is the buoyancy
scale, which is related to the buoyancy frequency and

period N =  = , consists of the equation of state,

the Navier–Stokes equation in the Boussinesq approxi-
mation, the continuity equation, and the transport equa-
tion for the stratified component (salt or heat):

(1)

Here, g is the gravitational acceleration; S is the salinity
perturbation including the salt contraction coefficient;
v = (vx, vy, vz) is the induced velocity; P is the pressure
minus the hydrostatic pressure; ν and κ are the kine-
matic viscosity coefficient and salt diffusion coeffi-
cient, respectively; t is time; ∇ is the Hamiltonian oper-
ator; and ∆ is the Laplacian.

At the initial time t = 0, a sphere of diameter d is
placed in the fluid without the introduction of mechan-
ical perturbations. The sphere has a solid surface imper-
meable to salt. The no-slip conditions for velocity and
the impermeability condition for salinity are valid on
this surface. The initial and boundary conditions have
the form

(2)

(3)

where n is the outward normal to the sphere surface Σ.
All perturbations vanish at infinity:

(4)

1 z
Λ
----– 

 

2π
Tb
------ g

Λ
----

ρ ρ0 1 z
Λ
---- S+– 

  ,=

∂v
∂t
------ v ∇⋅( )v+

1
ρ0
-----∇P– ν∆v Sg,+ +=

divv 0,=

∂S
∂t
------ v ∇⋅( )S+ κ∆S

vz

Λ
------.+=

v S t 0=, 0,=

v Σ 0, ∂S
∂n
------

Σ

1
Λ
---- ∂z

∂n
------,= =

v S ∞         0. ,                 
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The analytical solution of the problem of the forma-
tion of three-dimensional flows is constructed using
perturbation-theory methods. The inverse buoyancy

frequency tN = , the viscous boundary-layer thick-

ness δN =  [5], their ratio UN = , SN = , and

ωN = N are the natural scales for time, length, velocity,
salinity, and the dynamic component of vorticity (w =
curlv), respectively.

The initial stage of flow formation is characterized
by a small parameter τ with the normalization t = τ2t',
r = τr'. Solutions of system (1) are sought in the form of
the expansions

, (5)

where the first nonzero terms are retained. Calculations
are performed in the spherical coordinate system, x =
rsinϑcosϕ, y = rsinϑsinϕ, z = rcosϑ, whose center is
at the geometric center of the body. Owing to the sym-
metry of boundary conditions, the solution is indepen-
dent of the azimuth angle ϕ and is written in the form

The stream function in the spherical coordinate sys-
tem has the form

After the substitution of expansions (5) into sys-
tem (1) and the separation of perturbation-theory
orders, the first-approximation equations are solved
using Laplace transforms. The solutions of the problem
for transforms are expressed in terms of the modified
Bessel functions of a fraction argument. Asymptotic
values corresponding to the short-time approximation
are calculated, and then the inverse transforms are per-
formed in the configuration space. The resulting solu-
tions are represented in the dimensionless form

(6)

1
N
----

ν
N
----

δN

tN

-----
δN

Λ
-----

S τnSn, v∑+ τnvn, w∑ τnwn∑= =

S S r ϑ t, ,( ), v U r ϑ t, ,( )eϑ V r ϑ t, ,( )er,+= =

w ω r ϑ t, ,( )eϕ.=

V
1

r2 ϑsin
----------------∂ψ

∂ϑ
-------, U

1
r ϑsin
--------------∂ψ

∂r
-------,–= =

ψ r2V r t,( ) ϑ 2ϑ.sinsin=

S1 2ε t
R
r
---ierfc

r R–

2ε t
------------ 

  ϑ,cos–=

U1 = 4
ε t( )3

1 ε2–
---------------R

r
--- i3erfc

r R–

2 t
------------ 

  i3erfc
r R–

2ε t
------------ 

 – 2ϑ,sin–

V1
8
R
--- ε3t2

1 ε2–
------------- R

r
--- 

 
2

i4erfc
r R–

2 t
------------ 

 




–=

                            

where ε2 = Sc–1 = , R = , and α = (1 – ε). 

The arising flow is characterized by different spatial
variation scales for the field of velocity (thickness δN),
salinity, and vorticity (thickness εδN). The angular dis-
tribution of flows is described by Legendre polynomi-
als. The outer flow is directed to the sphere in the equa-
torial plane, moves toward the poles along meridians, is
accumulated on the poles, and then flows as an axisym-
metric plume. Solution (6) is analytic with respect to all
physical parameters and is local-uniformly transformed
to the solution of two-dimensional (cylinder) and one-
dimensional (inclined plane) problems in the limit
R  ∞ and for the appropriate choice of the coordi-
nate system of tangent planes.

The further development of the flow is analyzed
numerically. To make equations dimensionless, we take
the sphere diameter as the length scale and specify the
characteristic velocity UN . In this case, the traditional

numbers such as Reynolds number Re = , Froude

number Fr = , Schmidt number Sc = , and scale

ratio C =  appear in system (1). System (1) is solved

using the SMIF-MERANZH method of splitting into
physical factors with an explicit hybrid finite difference
scheme to approximate the convective terms of the equa-
tions. This method ensures a second order approximation
with respect to the spatial variables, minimum scheme
viscosity and dispersion, and monotonicity [9, 10]. The
Poisson equation for pressure is solved using the conju-
gate gradient method with diagonal preconditioning. To
estimate scale factors and complete further compari-
sons with experiments, we take d1 = 2 cm, d2 = 4 cm,
Λ = 10 m, N = 0.991 s–1, and UN = 1 mm/s.

The calculations were performed with a software
package to accomplish a direct numerical simulation of
spatial separation flows for a viscous incompressible
linearly stratified fluid near the sphere. The calculations
were performed on spherical grid N × M × L, where N,
M, and L are the numbers of cells in the finite-difference
grid in the directions of R, ϑ, and ϕ, respectively. Since
the problem is axisymmetric about the vertical direc-
tion, the number of cells in the finite-difference grid in
the azimuthal direction was taken to equal unity (i.e.,
L = 1). The outer boundary is located at a distance of
eight diameters from the sphere. To resolve the velocity

– ε i4⋅ erfc
r R–

2ε t
------------ 

  α R
t
--- 

 
4

–




1 3 2ϑcos+( ),

ω1 = 2
ε2t

1 ε2–
------------- R

r
--- ε i2erfc

r R–

2 t
------------ 

 ⋅ i2erfc
r R–

2ε t
------------ 

 –
 
 
 
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κ
ν
--- d

2δN
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32
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UNd
ν
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Nd
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κ
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Λ
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Fig. 1. Pattern of diffusion-induced flow formation on the small immovable sphere (diameter d = 2 cm) in a continuously stratified
fluid with a buoyancy period of Tb = 6.34 s at t = (a) Tb and (b) 2Tb. The left and right panels show contours of perturbations of

salinity (S × 1012) and streamlines, respectively. The 480 × 480 × 1 grid was used in calculations, and B = 200.
boundary layer with a scale of δ = , the grid is con-

centrated near the sphere surface so that B cells with
sizes δ1 = 0.316 and δ2 = 0.224 can be placed in the
boundary layer in the radial direction. The minimum
size of the cell of the calculation grid is determined by

the expression hmin = . The calculations were per-

formed for small (d < Lν) and large (d > Lν) diameters,

2
Re
------

δ
B
---
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where Lν =  is the viscous wave scale, which is

equal to 2.16 cm for Tb = 6.34 s.

Figure 1 shows the pattern of diffusion-induced flow
near the small sphere in the phase of the cellular struc-
ture formation for two times t = Tb and 2Tb. For com-
pleteness of description, the distributions of the follow-
ing two physical quantities are given: perturbations of
salinity (in the left panels of the figure) and stream

gν3

N
----------
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Fig. 2. Steady diffusion-induced flow near the small immovable sphere (diameter d = 2 cm, Tb = 6.34 s, t = 1662Tb). The left and

right panels show contours of perturbations of salinity (S × 108) and streamlines, respectively. The 160 × 60 × 1 grid was used in
calculations, and B = 50.
functions (in the right panels of the figure). Since the
flow pattern is antisymmetric with respect to the hori-
zontal equatorial plane and symmetric with respect to
the vertical axis, the results are given only for the cen-
tral cross-section and one quadrant. Two cells with
opposite directions of vorticities are present in the
streamline distributions in Fig. 1a. In addition to two
formed cells, a grown cell is observed near the vertical
axis in the pattern of salinity perturbations.

A base cell, whose size is determined by the sizes of
the body, is located near the body surface. The direction
of motion in this cell is fixed: the fluid flows in the
equatorial plane, moves over the sphere surface toward
the poles or sinks in the lower half-space, and then
flows out. With time, the upper boundary of the cell pla-
teaus, and velocity within the cell increases slowly.

The second cell with the opposite rotation direction
is situated over the base cell, being separated by the
zero streamline. At t = Tb, the second cell occupies the
upper half of the quadrant. It is then flattened under the
action of the newly formed cells.

The structure of the salinity perturbation field that is
shown in the left panels of Fig. 1 is similar to the pattern
of the streamlines. However, in addition to the two
complete cells at t = Tb, it contains a third cell formed
near the vertical axis. The separating cells of the zero-
level line for perturbations of salinity and velocity are
located at different levels and intersect the Oz axis at
different distances from the body center: z = 1.03 and
2.21 cm for salinity and z = 1.56 cm for velocity. This
difference in the position of zero lines is characteristic
of wave processes in stratified media.

With time, the number of cells increases noticeably
and their shape changes. At t = 2Tb, four complete cells
are observed in the velocity field, and four and a half
cells, in the salinity field (Fig. 1b). In this case, the outer
boundary of the base cell far from the body is shifted to
the equatorial plane, and its upper boundary is flat-
tened. Circulation in each cell is conserved over time.
Owing to an increase in the number of cells, their
arrangement slowly changes with time. The amplitude
of perturbations decreases as the number of cells
increases.

The number of pairs of convective cells increases
further in proportion to the number of buoyancy periods
(six cells for three buoyancy periods, eight cells for four
periods, etc.), and their vertical size decreases corre-
spondingly. The first cells adjacent to the base cell are
situated at a small angle to the horizon.

At long times, the sizes and arrangement of cells are
stabilized, and only the base cell and two thin adjacent
cells with a thickness of δρ, 1 = 2.2 mm are separated
both in the salinity field and streamline pattern (Fig. 2).
At long times, the zero-level lines for salinity perturba-
tions (z = 1.09, 1.23, and 1.42 cm) do not coincide with
the zero streamlines (z = 1.17, 1.32, 1.50, and 2.59 cm).
The indicated features testify to the dynamic pattern of
perturbations induced by such a weak source as the sud-
den interruption of molecular diffusion on the surface
of an introduced obstacle. As a whole, the character and
dynamics of changes in the structure make it possible to
classify secondary cells as transient internal waves [11],
which arise due not only to mechanical perturbation
factors but also to thermodynamic perturbation factors.

As the sphere diameter for d > Lν increases, the
height of the base cell increases, and it is adjoined only
by two slightly larger secondary cells (with a height of
δρ, 2 = 3.2 mm, Fig. 3). The zero-level lines are located
DOKLADY PHYSICS      Vol. 50      No. 4      2005
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Fig. 3. Steady diffusion-induced flow near the large immovable sphere (diameter d = 4 cm, Tb = 6.34 s, t = 1075Tb). The left and

right panels show contours of perturbations of salinity (S × 108) and streamlines, respectively. The 320 × 120 × 1 grid was used in
calculations, and B = 100.
at z = 2.09, 2.28, 2.48, and 2.58 cm for salinity pertur-
bations and at z = 2.19, 2.38, 2.56, 2.67, 2.83, and
3.43 cm for velocity. Thus, changes in the size of the
body slightly affect the height of secondary cells, which
effect is determined by stratification and dissipative
parameters of the medium. The patterns calculated for
flows are stable under changes in the grid parameters.

Despite certain similarities, there are fundamental
differences in the patterns of a cellular flow induced by
diffusion near an immovable obstacle and multicompo-
nent convection near a compact source [12]. Circula-
tion in wave cells is sign alternating, and the scales of
the regions of changes in velocity and salinity at bound-
aries are close to each other. All convective cells rotate
in one direction, and high-gradient interfaces with dif-
ferent scales of changes in velocity and density are sit-
uated at their boundaries [12].

The pattern calculated for large times agrees with
the results of shadow visualization of flows near
immovable obstacles in laboratory experiments [13].
Fine structure of salinity and temperature fields are usu-
ally detected near mountain peaks in the atmosphere
and ocean.
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Self-similar solutions to the problem of dam break
were analytically obtained in the first approximation of
shallow-water theory. These solutions have certain ana-
logues in one-dimensional gas dynamics. The case of a
rectangular channel with a flat bed was first analyzed
in [1]. Recently, analytical self-similar solutions were
found using the same approach employed for the chan-
nel with an uneven bed [2–4]. For applied problems,
numerical calculations based on the Saint-Venant equa-
tions were successfully used with actual river geometry,
slope of the bed, and hydraulic resistance [5, 6]. Cur-
rently, numerical calculations for waves of various
shapes under shallow-water conditions are performed
using rather complicated mathematics involving the
Euler and Navier–Stokes equations. Waves generated
in the course of dam break are quite suitable for testing
the results of such computations [7].

According to the classical theory, the self-similar
conditions in the flow under discussion are established
instantaneously. However, actual processes are charac-
terized by a certain delay. Advanced modern mathemat-
ical techniques enable one to treat the problems with
rather sophisticated initial and boundary conditions. In
order to compare different approaches, it is useful to
have experimental data on the initial stage of hydrody-
namic processes following the fast opening of the
sluice-gate, which forms the initial water level differ-
ence ∆H = H1 − H2 in the rectangular flume with a
smooth horizontal bed. Here, H1 and H2 are the initial
depths in headwater and tailwater, respectively. These
processes differ significantly for the cases of dry and
irrigated beds in the tailwater [1, 8]. In this paper, we
demonstrate a set of photos for both cases. One photo
for the dry bed was presented in [8]. A series of video
frames for the irrigated bed was shown in [9].

The experiments were performed in a rectangular
flume 20 cm in width. The flat plexiglas gate 1 cm thick
was removed upward using a lever. The law of motion
of the gate was recorded with a slide-wire gauge. This
law strongly agrees with the linear function. The time
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interval ∆t from the onset of gate motion until the time
when its lower edge came out of the water was equal to
0.05 s. Hydrodynamic processes were studied using
photo shooting and wave meters. Water in the headwa-
ter was colored by ink. Wave meters were used to deter-
mine the speed of the longitudinal displacement of
characteristic points in the profile of the water wave.

Figure 1 shows video frames for the case of the dry
bed in the tailwater (H2 = 0) as obtained at various times
beginning with the onset of gate motion. In Fig. 1a, the
gate has not yet emerged from the water. The main part
of the released water still forms a nearly vertical front.
The free surface in the headwater is almost horizontal.
Only weak ripples propagate along it. The outflow to
the tailwater occurs only in a relatively thin near-bed
layer. The high vertical front remains, slightly displac-
ing toward the headwater, even for some time after the
complete removal of the gate (Fig. 1b). Seemingly, the
vertical front should break soon after that, but this was
not the case (Figs. 1c and 1d).

It is well known [7–10] that the classical analytical
solution [1] for the case of the dry bed poorly agrees
with both experimental data and calculations based on
more sophisticated mathematical models. According to
the classical theory, the constant critical depth h∗  =
4H1/9 is instantaneously established in the channel
cross-section, where the gate was located, and the free-
surface profile corresponds to a monotonic downstream
decrease in depth. The profile convexity is directed
toward the bed. In the framework of this theory, the
absolute value of wave propagation speed is equal to

limiting speed c∗  =  of the propagation of infini-
tesimal perturbations in the headwater and to 2c∗  in the
tailwater. In the experiments under discussion, it was
found by wave meters that depth h∗  was established

only after time interval t0 = 0.35 s in dimensionless

units, after τ0 = t0  = 2.4 . The measured speed of

the propagation of perturbations exceeds c∗  in the
headwater and is lower than 2c∗  in the tailwater [10].

gH1

-


g
H1
------ 


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Fig. 1. Profiles of the free surface in the case of the dry bed in the tailwater, H1 = 20.5 cm, H2 = 0, and t = (a) 0.03, (b) 0.05, (c) 0.18,
and (d) 0.46 s. The vertical dashed line is the initial position of the gate.
The video images presented in Fig. 1 demonstrate
that deviations from the classical theory are most sig-
nificant at the initial stage. In contrast to that theory, the
measured free-surface profile is convex upstream of a
DOKLADY PHYSICS      Vol. 50      No. 4      2005
certain point. There are several inflections downstream
of this point. The most significant feature of the actual
process is that a hydraulic jump with the roller is
formed in the tailwater, whereas the theory predicts a
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10 cm

10 cm

10 cm

10 cm

Fig. 2. Same as in Fig. 1 but for the irrigated bed in the tailwater, H1 = 20.5 cm, H2 = 2 cm, t = (a) 0.08, (b) 0.20, (c) 0.40, and
(d) 0.50 s.
monotonic vanishing of depth in this region. Note that
a thin “tongue” ahead of the hydraulic jump was
observed in the experiment [10]. Numerical simula-
tions based on five theoretical models were reported
in [7]. The results of these simulations significantly
differ from each other. Qualitatively, the model that is
based on the Navier–Stokes equations provides the
best agreement with the actual experiment. Only this
model reproduces the tongue ahead of the hydraulic
jump.
DOKLADY PHYSICS      Vol. 50      No. 4      2005
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The images for the initially irrigated tailwater are
presented in Fig. 2. In this case, the classical theory [1]
describes quite well the heights and propagation speeds
of the hydraulic jumps in the tailwater after some initial
stage [10]. According to the theory [1] and experiment
[10], there exists a value (H2* . 0.138H1) such that the
processes in the tailwater at H2 ≤ H2* do not affect the
waves in the headwater. The video images presented in
Fig. 2 were obtained at H2 ≤ H2* . Comparison of these
images with the images shown in Fig. 1 demonstrates
that the scenario described is also characteristic of the
initial stage and that the processes in the headwater are
identical both for the dry and irrigated beds. At the
same time, the flow patterns in the tailwater differ sig-
nificantly for these two cases.

The images in Fig. 2 demonstrate that a vertical jet
is formed due to collision between moving and still
water. When the jet returns to the main flow, the water
continuity is broken and air-filled cavities are formed.
At very small but nonzero H2/H1 values, the jet propa-
gates in a horizontal direction [7]. When the H2/H1 ratio
exceeds some critical value, undulations appear instead
of the vertical jet. It is well known that the steady flow
from under the partially opened gate is accompanied by
so-called flow compression [11]. Similar compression
is observed in Figs. 2c and 2d, and it lasts for a long
time [10].

It is impossible to describe the jet and undulations
using the first approximation of shallow-water theory.
The basic equations of shallow-water theory were
derived under the assumption of an irrotational flow.
However, a significant vorticity is generated at the ini-
tial stage of a flow accompanying dam break. In partic-
ular, this property can explain the formation of the ver-
tical front and other features of the initial stage. In an
open system, vorticity may be conserved for an infi-
nitely long time. In the system under study, it decays
rather slowly as a consequence of friction at the channel
bed and walls. Therefore, “memory” about the initial
stage is retained for a long time.

The Navier–Stokes equations reproduce vorticity.
However, these equations do not take into account the
breakdown of water continuousness occurring in the
DOKLADY PHYSICS      Vol. 50      No. 4      2005
roller of the hydraulic jump and during the decay of the
vertical jet. To describe the real processes, it is appro-
priate to use mathematical models with free parameters
whose variation in the course of calculations provides
good agreement with experimental data.
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For nonlinearly elastic micropolar media, a condi-
tion of the existence of weak discontinuous solutions of
equations of motion has been obtained. For these solu-
tions, which constitute acceleration waves, the continu-
ity of the second derivatives of displacement and
microrotation fields is broken on certain singular sur-
faces. In the framework of the micropolar-medium
model (Cosserat continuum), each particle has the
degrees of freedom of an absolutely rigid body, their
rotation interaction may be taken into account, and cou-
ple stresses exist in addition to standard stresses. The
Cosserat model is used to describe granulated, powder-
like, and loose media, as well as polycrystalline bodies,
composites, and nanostructures. It is also applied to
develop non-classical models of thin-walled construc-
tions: bars, plates, and shells.

An analogue of the Fresnel–Hadamard–Duhem the-
orem on the existence of acoustic axes and real acoustic
numbers has been proved. It has been shown that the
condition of the existence of an acceleration wave is
equivalent to the requirement of a strong ellipticity of
equilibrium equations, as in the case of simple materi-
als that are free of couple stresses.

BASIC RELATIONS

The equations of motion of the micropolar medium
(Cosserat continuum), which present the balance of the
momentum and angular momentum for an arbitrary
body part, have the form [1–11]

(1)

Here, í and M are the Piola tensors of stresses and cou-
ple stresses, respectively; F = gradR is the strain gradi-
ent; div and grad are, respectively, the divergence and
gradient operators in the Lagrangian coordinates; ρ is

divT ρf+ ρdv
dt
------,=

divM FT T⋅( )× ρm+ + ργdw
dt
--------.=
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the medium density in the reference configuration; f
and m are the mass force and mass moment, respec-
tively; ργ is the scalar measure of the rotation inertia of

continuum particles; v =  is the particle velocity; the

radius-vector R(t) specifies the position of particles of
the micropolar medium at time t; the orthogonal
microrotation tensor H(t) determines its orientation;

w =  ·  is the angular velocity; and T×

represents the vector invariant of the second-rank ten-
sor T [12].

The constitutive equations of the micropolar elastic
medium can be written in terms of the specific (per unit
volume in the reference configuration) potential energy
of deformation W = W(E, K) as [10]

(2)

where E and K are the measures of the metric and bend-
ing deformations, respectively; I is the unit tensor; W is
assumed to be twice continuously differentiable; and

W, E = , W, K = .

PROPAGATION OF WEAK DISCONTINUITIES 
(ACCELERATION WAVES)

We consider a medium motion that may be accom-
panied by a break in the continuity of kinematic and
dynamic quantities on a certain smooth surface S(t),
which is called singular. We assume that the limiting
values of these quantities exist on S and that they are
generally different on the opposite sides of S. The jump
of Y on S is denoted as 

vYb = Y+ – Y–.

The acceleration wave (weak-discontinuity wave or
second-order singular surface) is a moving singular sur-
face on which the second derivatives (with respect to
the spatial coordinates and time) of the radius-vector R
and microrotation tensor H are discontinuous, while the

dR
dt
-------

dH
dt
--------

 -HT




×

T W ,E H, M⋅ W ,K H,⋅= =

E F HT , K I×⋅ gradH( ) HT ,⋅–= =

∂W
∂E
-------- ∂W

∂K
--------
© 2005 Pleiades Publishing, Inc.
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quantities themselves and their first derivatives are con-
tinuous; i.e., the equalities

(3)

are valid on S. According to Eqs. (3), deformation mea-
sures E and K are continuous near S, and, in view of
constitutive equations (2), jumps of the tensors í and å
are absent.

The application of the Maxwell theorem [13] to con-
tinuous fields of velocities v and w, stresses, and couple
stresses í and å yields a system of equations that
relate the jumps of their derivatives with respect to the
spatial coordinates and time:

(4)

Here, a and b are the vector amplitudes for the jumps of
the linear and angular accelerations, n is the unit nor-
mal vector to S, and V is the velocity of the surface S in
the direction n [13]. If mass forces and moments are
continuous, the relations

follow from the equations of motion (1). Differentiating
constitutive equations (2) and using Eqs. (4), we
express these relations only in terms of the vector
amplitudes a and b:

These relations can be written in a more compact form
using the matrix notation

(5)

where x = (a', b') ∈  R6, a' = a · HT, b' = b · HT, AAAA and
BBBB are the matrices with tensor elements

and the notation G{n} ≡ Gklmnnknmil ⊗  in is introduced
for any fourth-rank tensor G and any vector n that are
represented in terms of their decompositions in the
arbitrary Cartesian basis ik , k = 1, 2, 3.

Thus, the problem of acceleration wave propagation
in the micropolar medium has been reduced to the spec-
tral problem given by Eq. (5). Owing to the existence of
the potential-energy function W, AAAA(n) is symmetric.
This property enables one to formulate an analogue of

vFb 0, vgradHb 0, vvb 0, vwb 0====

vv̇b Va, vgradvb– n a, vẇb⊗ Vb,–= = =

vgradwb n b,⊗=

V vdivTb n vṪb, V vdivMb⋅– n vṀb.⋅–= =

vdivTb ρvv̇b, vdivMb ργvẇb= =

n W ,EE ·· H a⋅ n⊗( ) n W ,EK ·· H b⋅ n⊗( )⋅+⋅

=  ρV2a HT ,⋅

n W ,KE ·· H a⋅ n⊗( ) n W ,KK ·· H b⋅ n⊗( )⋅+⋅

=  ργV2b HT .⋅

AAAA n( ) x⋅ ρV2
BBBB x,⋅=

AAAA n( ) W ,EE n{ } W ,EK n{ }
W ,KE n{ } W ,KK n{ }

, BBBB ρV2 I 0
0 γI

≡≡
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the Fresnel–Hadamard–Duhem theorem for micropolar
media.

Theorem 1. The squares of the velocities of second-
order singular surfaces (acceleration waves) in the
micropolar elastic medium are real for arbitrary prop-
agation directions specified by the vector n.

The positive definiteness of AAAA(n), which is both nec-
essary and sufficient for the wave velocity V to be real,
i.e., the inequality

(6)

is an additional constraint imposed on constitutive rela-
tionships (2).

Following [7], one can prove Theorem 2.
Theorem 2. Condition (6) for the existence of the

acceleration wave in the micropolar elastic medium is
equivalent the condition of strong ellipticity of the equi-
librium equation.

Weak inequality (6) is an analogue of the Had-
amard inequality from the spatial theory of elasticity
[12, 13]. As in the case of simple materials, a break in
inequality (6) means the possibility of existing nons-
mooth solutions of the equilibrium equations.

As an example, we consider the equation of state of
a physically linear micropolar medium [7]

(7)

Here,

where αk and βk , k = 1, 2, 3, are constants. In this case,
inequality (6) is equivalent to the inequalities [7]

Under these conditions, the solutions of Eq. (5) are
given by the expressions

(8)

(9)

where e1, e2, e4 , and e5 are arbitrary unit vectors lying
in the plane tangent to S (e1 · e2 = e1 · n = e2 · n = 0,

x AAAA n( ) x 0,>⋅ ⋅

n RRRR
3∈∀    n 0 , x ∀    RRRR 

6
 , x 0 , ≠∈≠,

W W1 E( ) W2 K( ).+=

W1 E( ) α1tr E I–( ) E I–( )T⋅( )=

+ α2tr E I–( )2( ) α3tr2 E I–( ),+

W2 K( ) β1tr K KT⋅( ) β2tr K2( ) β3tr2 K( ),+ +=

α1 0, α1 α2 α3 0, β1 0, β1 β2 β3 0.>+ +>>+ +>

V1 2,
α1

ρ
-----, x1 2, e1 2, 0,( ),= =

V3
α1 α2 α3+ +

ρ
------------------------------, x3 0 n,( ),= =

V4 5,
β1

γρ
------, x4 5, e4 5, 0,( ),= =

V6
β1 β2 β3+ +

γρ
----------------------------, x6 0 n,( ),= =
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e4 · e5 = e4 · n = e5 · n = 0). Solutions (8) describe the
transverse and longitudinal acceleration waves, and
solutions (9), the transverse and longitudinal microro-
tation acceleration waves. The velocities obtained for
the acceleration waves given by Eqs. (8) and (9) coin-
cide with the limiting phase velocities of plane har-
monic waves propagating in the linearly elastic
micropolar medium [2, 9] when the wave frequency
tends to infinity.
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This paper continues the investigation of planet
rings in the context of mechanical systems, which
began with classical studies [1–3], and deals with the
problem of the stationary motion of a meteor ring.

MECHANICAL MODEL OF A METEOR RING

Let the ring be a geometric body obtained as a result
of the rotation of a closed plane domain Sr homeomor-
phic to a circle circumscribed about a Z axis lying in the
plane of the domain Sr and nonintersecting this domain.
In this case, a fixed point O inside Sr circumscribes the
circumference of radius R with the center at a point P in
the Z axis. We call this circumference the middle line of
the ring, Furthermore, point P, the plane of the middle
line, and domain Sr , we call, respectively, the center, the
equatorial plane, and the cross section of the ring. We
consider the ring to be thin and assume the diameter d
of its cross section to be much smaller than the radius

R, i.e.,  = ε ! 1.

We now assume that the ring is formed by a set of
small-mass particles that interact only gravitationally.
In addition, the attraction force of the point mass M sit-
uated at the ring center acts on each particle of the ring.
We also assume that the particles densely fill the ring
body so that we can consider it to be a continuum with
density ∆.

We associate the inertial coordinate system PXYZ
(the PZ axis was defined above, and the PXY plane
coincides with the ring equatorial plane) and Cartesian
coordinate system Oxyz with the Ox, Oy, and Oz axes

directed along the  vector, along the tangent to the
middle line, and in parallel to the PZ axis, respectively.
The position of the Oxyz coordinate system with
respect to the PXYZ coordinate system is determined by

the angle ϕ between the PX axis and the vector .

d
R
---

PO

PO
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The dimensionless variables ξ = , ζ = , and ϕ

unambiguously determine the position of each particle
Q of the ring with respect to the inertial coordinate sys-
tem PXYZ. We also denote as S the transform of the
cross section Sr in the Oξζ  plane, µ and  f being the
mass of the particle Q and gravitational constant,
respectively.

STATIONARY MOTION 
OF A HOMOGENEOUS RING

IN THE ZERO APPROXIMATION

We now seek stationary motions of a homogeneous
(∆ = const) ring for which the geometric shape of the
ring is invariable, while the possibility of collisions
between its particles is excluded.

The kinetic energy of an arbitrary chosen particle Q
is

.

The force function UP for attracting this particle by
the central mass M is given by the formulas

The force function responsible for the gravitational
attraction of particle Q by all other particles of the ring
we call U. This function depends essentially on the ring
shape. From the possible stationary motions of the ring,
we seek those for which it stratifies into a set of tori
embedded into each other and shrinking to the middle
line. At the same time, the trajectories of particles are
nonintersecting windings of the indicated tori referred
to below as the stationary tori, whereas the ring itself is
called the stationary ring.

By virtue of the constant density, the continuity
equation for the medium can be presented in the form
of the incompressibility equation

(1)

x
R
--- z

R
---

T
1
2
---µR2 ξ̇

2
ζ̇

2
1 ξ+( )2ϕ̇2+ +{ } , ξ̇ dξ

dt
------ …,= =

UP µR2ω0
2 1 ξ+( )2 ζ2+[ ] 1/2–

, ω0
2 fM

R3
--------.= =

divv 0,=
 2005 Pleiades Publishing, Inc.
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where v = v(ξ, ζ, ϕ) is the vector field of the stationary
ring.

We now consider the Lagrangian

In the framework of a conservative mechanical sys-

tem with the Lagrangian , the equations of motion of
a particle Q are invariant with respect to the ring rota-
tion about the PZ axis. Hence, the ϕ coordinate is
cyclic. It is in correspondence with the first integral

(2)

Excluding the ϕ coordinate according to the Routh
method, we arrive at the Lagrangian

It determines the motion of the particle Q in the Oξζ
plane associated with the given particle. Let lc be lines
along which stationary tori intersect the cross section S.
Then, the lines lc must be invariant manifolds of the
equations of motion, which are determined by the
Lagrangian LR . Thus, the problem is reduced to finding
the shape of the cross section S and the potential U of
the internal gravitational field of the ring for which the
indicated conservative mechanical system admits the
invariant set of the lines lc stratifying the cross section S.
In our investigation, we take as a reference object a ring
of the elliptic cross section S = Sαβ with semiaxes α,

β ~ ε, λ =  ~ 1 and with symmetry axes Ou, Ow hav-

ing angle γ with axes Oξ, Oζ. Using the transformation

,

we pass to the Cartesian coordinates u, w related to
symmetry axes of the cross section. We note that ξ, ζ, u,
w = O(ε). We here write out (without proof) the desired

expression for the function  in terms of the u, w coor-
dinates:

where χ = πf∆  > 0. The parameter σ2 entering into
the Lagrangian depends on the initial conditions of

L̃ T̃ ŨP Ũ ,+ +=

T̃
T

µR2
---------, ŨP

UP

µR2
---------, Ũ

U

µR2
---------.= = =

L̃

∂ L̃
∂ϕ̇
------ 1 ξ+( )2ϕ̇ σ, σ const.= = =

LR ξ ζ ξ̇ ζ̇, , ,( ) ξ̇
2

ζ̇
2

+
2

---------------- σ2

2 1 ξ+( )2
----------------------– ŨP Ũ .+ +=

β
α
---

ξ u γ w γ, ζsin–cos u γ w γcos+sin= =

Ũ

Ũ ω0
2χ αβ 1 2 α β+

16
-------------ln– 

 =

– 2
λu2 w2+

1 λ+
--------------------- O ε3 εln( )+ ,

ω0
2–
motion of the point Q and on the geometric parameters
α and λ of the ring. The explicit form of this depen-
dence is unknown a priori and should be determined in
the course of solving the problem. It is natural to sug-
gest that

Then, within an accuracy to terms on the order of ε2 and
ignoring inessential additive constants, we find

The equations of motion corresponding to this
Lagrangian must admit trajectories lc stratifying the
elliptic cross section Sαβ . By virtue of the linearity of
the equations of motion, these trajectories can only be
ellipses geometrically similar to the boundary ellipse.
Then, the equations of motion must take the form [4]

which is possible only in the case that the equalities

are valid. Based on these equalities, we can conclude
that the cross section Sαβ is the circle of the radius α,
and each part of the ring executes uniform motion along
the circumference of the radius αc:

(3)

The law for the variation of the variable ϕ is found
from integral (2):

(4)

This law shows that small oscillations caused by peri-
odic variations with time of the ξ coordinate are
imposed on the uniform rise of the angle ϕ. It is evident
that laws (3) and (4) of particle’s motion are consistent
with incompressibility equation (1).

The results obtained lead to the following interpre-
tation of spatial motion of particles in the stationary
ring. The particles move along nonintersecting spiral
trajectories adjoining to each other and lying on station-
ary tori. These trajectories envelop the middle line of

σ2 ω0
2 σ0 εσ1 ε2σ2 ε3σ3 …+ + + +( ).=

LR = u̇
2 ẇ2+

2
----------------- ω0

2 1– σ0 εσ1+ +( ) u γ w γsin–cos( ) -+

+ 1
3
2
---σ0– 

  u γcos w γsin–( )2

–
1
2
--- u γsin w γcos+( )2 2χλu2 w2+

1 λ+
---------------------– .

u̇̇ ω2u, ẇ̇– ω2w,–= =

σ0 1, σ1 0, λ 1, ω2 ω0
2 1 2χ+( )= = = =

ξ α c ψ0, ζcos αc ψ0, ψ0sin ωt ν ,+= = =

ν const, c const, c 0 1,[ ] .∈= =

ϕ̇ ω0 1 2ξ– O α2( )+( ) ϕ̇0 αϕ̇ 1 O α2( ),++= =

ϕ̇0 ω0, ϕ̇1 2ω0c ψ0.cos–= =
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the ring, this line, in itself, being one of the motion tra-
jectories. The complete rotation of a particle about the

middle line occurs for a time τ = , and the complete

rotation of a particle about the attracting ring center is

realized for a time τ0 = . We note that ω0 < ω, there-

fore, τ0 > τ.

STATIONARY MOTIONS 
OF THE HOMOGENEOUS RING
IN THE FIRST APPROXIMATION

It is evident that the search for stationary rings cor-
responding to more accurate expansions of the
Lagrangian LR over a small parameter ε should be per-
formed for rings with an almost circular cross section.
We determine one of the possible classes of these rings
in the following manner. We replace the coordinates ξ,
ζ by the polar coordinates r, ψ in accordance with for-
mulas

. (5)

We also assume that the lines lc are given by the rela-
tionships

(6)

Here, the coefficients pkn, m , qkn, m are constant quanti-
ties. These coefficients characterize the geometric
shape of lines lc and, in particular, the shape of the
boundary line l1 of cross section S. Formulas (5) and (6)
determine the coordinate transformation ξ, ζ  c, ψ.
This transformation allows us to reduce the search for
stationary ring motions to that for the coefficients pkn, m,
qkn, m such that the equations of motion admit the invari-
ant manifold c = const. In other words, the following set
of equations with respect to the unknown function ψ(t)
must be compatible:

(7)

where the function L = α–2LR is the new Lagrangian.
Within an accuracy to terms on the order of ε, we have

2π
ω
------

2π
ω0
------

ξ α r ψ, ζcos αr ψsin= =

r c α k cn 1
2
--- pkn 0, ∫




n 1=

∞

∑
k 1=

∞

∑+=

+ pkn m, mψ qkn m, mψsin+cos
m 1=

∞

∑ 



, c 0 1,[ ] .∈

∂L
∂ċ
------ 

 
c const=

. ∂L
∂c
------ 

 
c const=

,=

∂L
∂ψ̇
------- 

 
c const=

. ∂L
∂ψ
------- 

 
c const=

,=
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for almost circular ring (6)

where

With allowance for the assigned accuracy of the
Lagrangian L, we should seek the solution to Eqs. (7)
within the same accuracy. Assuming that ψ = ψ0 +
αψ1 + O(α2), r1 = r1(c, ψ0) = , where ψ0 is the solu-
tion of the above-presented zero approximation, we can
reach a conclusion on the compatibility of set (7) and
find a solution of the form ψ1 = ψ1(c, ψ0) = . Condi-
tion (1) imposes an additional constraint on the func-
tions , ,

and results in the following equation determining the
lines lc:

where p = , C = – , and

 = 0 is the only requirement that governs arbi-

trary numbers p1n, 0 .

L
ċ2 c2ψ̇2

c2ω2–+
2

--------------------------------------- αω0
2 c3

8
---- 9 ψ 3ψcos–cos( )





+=

– cr1 σ̃2c ψ ċṙ1 cr1ψ̇
2 χ c3

4
---- ψ∫cos+ + +cos+

– cn 1+ p1n 0,

n 1=

∞

∑

+ 2 cm

m
----- cn 1+– 

  p1n m, mψcos q1n m, mψsin+( )
m n, 1=

∞

∑




,

σ̃2 σ2 χ 1 α
8
---ln+ 

  ,+=

r1 r1 c ψ,( ) 1
2
--- cn p1n 0,

n 1=

∞

∑= =

+ cn p1n m, mψcos q1n m, mψsin+( ).
m n, 1=

∞

∑

r1°

ψ1°

r1° ψ1°

∂
∂ψ0
---------

∂r1°
∂c
--------

1
c
---r1°

1
ω
----ψ̇1° c ψ0cos+ + + 

  0=

r c α 1
2
--- cn p1n 0, c2 C ψcos p 3ψcos+( )+

n 1=

∞

∑+=

+ O ε2( ), ψ 0 2π,[ ] ,∈     c 0 1 ,[ ] , ∈

3
8 3 8χ+( )
------------------------ 3 22χ+

24 1 2χ+( )
---------------------------

p1n 0,

n 1=

∞

∑
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Assuming c = 1, we obtain the equation for bound-
aries l1 of the cross section S:

It is worth noting that constants C and p have a quite
definite mechanical and geometrical sense, respec-
tively. The constant C fundamentally contributes to
value ξS of the coordinate ξ of the center-of-mass of the
cross section S. At the same time, constant p is associ-
ated with curvature k(ψ) of the boundary line l1 of the
cross section S at points ψ = 0 and ψ = π:

r = 1 α C ψcos p 3ψcos+( ) O ε2( ), ψ 0 2π,[ ] .∈+ +

ξS α2C O ε3( ), k 0( )+ 1 8αp O ε2( ),+ += =

k π( ) 1 8αp– O ε2( ).+=
Since k(π) < k(0), we can conclude that the curva-
ture of the boundary line l1 of the cross section S of the
stationary ring at the point nearest to the attracting cen-
ter is smaller than that at the opposite point of the cross-
section boundary.
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A dynamic model of a porous medium has been
developed. It enables one to calculate inertial and dissi-
pative characteristics of materials from their physical
properties and the structural elements of the medium.
These characteristics are used to determine the speed of
sound and damping of sound in the medium. The exist-
ence of viscous–inertial dispersion of acoustic waves
has been revealed. The low- and high-frequency ranges
of inertial and dissipation properties have been sepa-
rated, and the transition region has been found. Theo-
retical conclusions have been qualitatively corrobo-
rated by laboratory experiments for certain samples of
rock formations.

1. Problems associated with the extraction of liquid
and gas mineral products, and with the building of
hydraulic structures, underground structures, mines,
and transport systems (e.g., tunnels and subways), etc.,
stimulated the development of filtration theory. Investi-
gations in this field of fluid mechanics were particularly
intensive in 1930–1950. At present, the development of
new technologies for superfine refinement of sub-
stances, the creation of reservoirs for condensed gases
using nanocapillary materials, and a number of other
engineering problems necessitate the further develop-
ment of filtration theory.

The most significant achievements in this area to
date are mainly associated with investigations into the
static and quasi-static actions on the porous medium
saturated with a liquid or a gas. The dynamic parame-
ters of the porous medium, which has very complicated
rheological characteristics, cannot be revealed when
such actions occur. Periodic or pulsed actions on media
make it possible to reveal and measure their inertial and
dissipative properties. Theoretical and experimental
investigations, as well as tests from nature on the prop-
agation and absorption of sound in porous media, are of
current interest. This field of continuum mechanics is
important for engineering applications. In particular, an
increase in velocity regimes in transport and machine
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engineering leads to a harmful increase in noise level.
Thus, the creation of comfortable working environ-
ments for staff requires new soundproofing devices that
are based on porous materials.

2. The first mathematical model of a porous medium
consisting of a solid (skeleton) pierced by long narrow
channels (pores) filled with a liquid was reported in [1].
However, it was highly idealized and ultimately incom-
plete, because it described only the character of the
damping of an acoustic wave and did not explain other
significant mechanical effects. More recently, several
theoretical and semiempirical models were developed,
but they also had considerable defects. They were not
able to relate the frequency characteristics (inertial and
dissipative), as well as the speed and damping of sound,
to the structural elements measured for media and the
physical properties of materials.

The model and theory proposed by Biot [2] appears
to be the most universal and pretentious at present.
However, the Biot theory has fundamental difficulties
that are inherent in all overly general theories. It aims
to explain all phenomena related to porous media. The
corresponding mathematical models involve numerous
unknown parameters, functions, and operators, which
are introduced ad hoc from general phenomenological
considerations. Because of these drawbacks, suffi-
ciently reliable calculations of the inertial and dissipa-
tive properties of actual porous-medium samples satu-
rated with a viscous liquid, as well as comparison with
experimental results, are impossible.

In this work, we propose a simple rational model of
a porous medium saturated with a viscous liquid. The
inertial and dissipative properties of the porous medium
are calculated on this basis. These properties are deter-
mined by the external-action frequency, the physical
characteristics of materials, and the structural elements
of the medium.

3. We treat a porous medium as a sequence of plane
layers. Each layer has nonzero finite thickness and con-
sists of a solid skeleton and pores. Pores are simulated
by identical cylinders that are located symmetrically at
the centers of regular hexahedrons, which form a cellu-
lar structure. The combination of hexagonal prism cells
forms the porous-medium layer. A one-dimensional
© 2005 Pleiades Publishing, Inc.
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sequence of layers constitutes a volume model of the
porous medium.

We consider that pores are partially filled with a vis-
cous liquid. Figure 1 shows the (a) plan view and
(b) side view of an individual cell. Each cell is divided
into four regions. Regions 1 and 4 belong to the contin-
uous solid skeleton, and region 2 (part of a pore) is
filled with a liquid (liquid slug). Additional region 3 is
a pore part filled with a low-elasticity gas. The volume
of region 3 is assumed to be small compared to the pore
volume. The geometrical sizes of the cell are as fol-
lows: the solid-base diameter is equal to 2a, the pore
diameter is equal to 2b (b < a), the pore height is equal
to h = h1 + h2 , where h1 is the liquid slug height
(h2 ! h1), and the total height of the entire cell is equal
to H > h.

Time-periodic pressure is applied perpendicularly to
the surface of the layer formed by cells. The maximum
size of the cell is assumed to be much less than the
length of an acoustic wave generating time-periodic
variation of pressure. It is necessary to determine the
inertial and dissipative properties of the medium that
are manifested upon this interaction.

4. The linearized Navier–Stokes equations that
describe the motions of the liquid slug in the pore, as
well as the equations of motion of skeleton part 1
including no-slip boundary conditions, are integrated in
order to develop a mathematical model. For steady

y

x

1
2

0

(a) (b)

1

0

1 1

44

2

3 x

z

Fig. 1. Geometric characteristics of a porous-medium cell:
(a) cross (frontal) section and (b) longitudinal section.

1
p

Y
–

~

2 3 4 50

0.5
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Y

Fig. 2. Plots of the real  and imaginary  parts of the
function Y that determine the transition from low-frequency
external actions to high-frequency external actions.

Y Ỹ
periodic motions, an electromechanical analogue [3] is
used with the inclusion of the motion of skeleton part 4.
As a result, a very lengthy expression can be derived for
the cell-volume-averaged dynamic density ρ of the
porous medium saturated with a viscous liquid. 

The analysis of this expression shows that the
dynamic density is a complex quantity. Both the real
and imaginary parts depend on the external-action fre-
quency ω. The frequency dependence ρ(ω) is deter-
mined by the complex quantity

where  (1)

Here, i is the imaginary unit, ρ2 is the density of the liq-
uid, µ is the viscosity coefficient,

(2)

The function ρ12 characterizes an addition caused by
the interaction between the skeleton and liquid. The
interaction coefficient F for a cylindrical pore is
expressed in terms of the Bessel functions J0 and J1 of
the complex argument θ:

(3)

The basic dynamic properties of the density ρ given
by Eqs. (2) are determined by the behavior of the func-
tion F(ω) in terms of the dependence of the complex
function Y given in Eqs. (3) on the frequency ω, i.e., on
the real dimensionless argument p given in Eqs. (1).
Note that p dependence disappears at ρ1 = ρ2 . In this

case, F(ω) ≡ 1 and ρ(ω) ≡ ρ2 . The real  and imaginary

 parts of the function Y are shown in Fig. 2. The
regions 0 ≤ p ≤ 1 and p @ 1 correspond to low- and
high-frequency actions, respectively. A pronounced
transition occurs in the intermediate region. The region
0.5 & p & 5 can conditionally be treated as the transi-
tion region.

Analysis of expression (2) taking into account the
asymptotic formulas

(4)

θ γb i p,= =

p
ρ2ω
µ

--------- 
 

1/2

, i
1 i+

2
----------.= =

ρ ω( ) 1 h
H
----– 

  ρ1
h
H
----ρ12 ω( ),+=

where ρ12 ρ2F ω( ).=

F = 
L
D
----, L = SA, D = ρ2 S1 S2Y+( )2 S2A 1 Y–( ),+

A ρ1S1 ρ2S2Y , Y
2J1 θ( )
θJ0 θ( )
----------------- Y p( ) iỸ p( ).+≡=+=

Y

Ỹ

Y 1 i
p
2
--- 

 
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O p4( ), p ! 1,+ +=

Y
1 i+

2 p
---------- O p 2–( ), p @ 1+=
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is of applied interest. Approximate expressions for the
desired dynamic quantities will be presented below.

5. We introduce the structural elements of the
medium, porosity η and opening ξ, as

(5)

Here, V23 = V2 + V3 is the pore volume, V is the volume
of the entire cell, S1 is the area of the cross-section of
region 1, and S2 is the area of the cross-section of the
pore.

If p ! 1, the viscous boundary layer in the liquid is
much larger than the radius of the liquid slug. There-
fore, the liquid slug moves almost together with the
skeleton (solid shell). In this case of low frequencies,
the dynamic density ρ∗  is written in terms of the struc-
tural elements introduced by Eqs. (5) and approxi-
mately in p in the form

(6)

It follows from Eq. (6) that an increase in viscosity µ
reduces the imaginary part of ρ∗  and, thus, reduces
damping. In this case, the real part of the dynamic den-
sity coincides with the average density of the porous
medium, which is determined by standard statistical
weighting. We note that ρ∗  = ρ1 for ρ1 = ρ2 , as was
mentioned above.

If p @ 1, the viscous boundary layer in the liquid is
much smaller than the radius of the liquid slug. There-
fore, liquid slugs move almost independently of the
solid skeleton. In this case of high frequencies, the
dynamic density ρ∗  is approximately written in terms

of the parameter  in the form

(7)

The term O(p–1) can be neglected in the real part of ρ*
given by Eqs. (7). It follows from Eq. (7) that ρ* = ρ2 for
ρ1 = ρ2 .

6. Comparing Eq. (6) with Eq. (7), the structural ele-
ments η and ξ given by Eqs. (5) appear in the real and
imaginary parts in different combinations. Note that the
real part Reρ* given by Eq. (7) cannot be determined
by statistical weighting, but it can be determined
by  dynamic weighting, e.g., using the resonance
method [4, 5].

η
V23

V
--------, ξ

S1

S1 S2+
----------------.= =

ρ ρ*≈ ρ1 1 η–( ) ρ2η+=

–
iωb2

4µ
----------- ρ1 ρ2–( )2ηξ 1 ξ–( ).

1
p
---

       ρ ρ * ≈ ρ 1 1 η
ρ

 
2 

ρ
 

1 
–

 
ρ

 
2

 
ξ ρ

 
1

 
1

 
ξ

 
–

 
( )

 
+

-------------------------------------+ α i α ,+ +=

where       α 1
 

b
 ---

2 µρ
 

2 
ω

 ------------ η
ρ

 
2 

ρ
 

1 
–

 
( )

 

2

 
ρ

 

2

 
ξ ρ

 

1

 
1

 
ξ

 
–

 
( )

 
+

 
[ ]

 
2

 --------------------------------------------.   =              
DOKLADY PHYSICS      Vol. 50      No. 4      2005
The structure and dependence on the frequency ω of
expressions (6) and (7) are similar to those obtained for
a granulated medium saturated with a viscous liquid [5].
They include only the structural elements (η, ξ, b) and
physical properties of materials (ρ1, ρ

 

2

 

, 

 

µ

 

). Therefore,
they can be used to explain certain effects observed
upon the propagation of sound through the porous
medium. According to Eqs. (6) and (7), Re

 

ρ∗

 

 > 

 

Re

 

ρ

 

*

 

.
According to estimates for natural dense porous media
(marble, granite) saturated with water or oil, the differ-
ence between Re

 

ρ∗

 

 

 

> Re

 

ρ

 

*

 

 is no more than 1–3%. This
difference may be much larger for loose rocks and can
be found experimentally.

The above analysis completely disregards the elastic
properties of the gas that fills region 

 

3

 

 of the pore. If gas
elasticity is taken into account in the case of low viscos-
ity, the “liquid slug–gas” system exhibits a resonance at
a certain natural frequency 

 

Ω

 

. This phenomenon con-
siderably complicates the resulting expressions for the
dynamic density. It is particularly important that damp-
ing can increase considerably due to the resonance
(

 

ω

 

 

 

≈

 

 

 

Ω

 

). Therefore, the above conclusions are also
valid if the external-action frequency strongly differs
from the natural frequency 

 

Ω

 

.

 

7. 

 

The velocities 

 

c

 

(

 

ω

 

)

 

 of the propagation of acoustic
waves for low and high frequencies and the corres-
ponding damping coefficients are calculated using for-
mulas (6) and (7), respectively, by the standard method
[3–5]. The velocity 

 

c

 

∗

 

(

 

ω

 

)

 

 of the low-frequency wave is
lower than the velocity 

 

c

 

*(

 

ω

 

)

 

 of the high-frequency
wave. The damping coefficient for the high-frequency
region is also higher than that for the low-frequency
region. The transition region from low- to high-fre-
quency dynamic density is determined by the approxi-
mate inequalities

 

(8)

 

The transition from expression (6) to expression (7)
occurs in the region given by inequalities (8). We could
not reliably determine the difference between 

 

ρ∗

 

 

 

and

 

ρ

 

*

 

 in experiments utilizing thick rod marble samples, a
setup for exciting vibrations, and the measuring instru-
ments available to us. However, we observed a sharp
increase in the damping of vibrations in a longitudi-
nally vibrating marble rod saturated with the viscous
liquid. The marble rod partially immersed in Vaseline
was subjected to vibrational action at a frequency close
to the natural frequency. Calculations showed that the
case of high frequencies was realized.

 

8. 

 

The basic conclusions are as follows.
A substantial feature of the proposed model is the

separation of an elementary cell consisting of a solid
shell and a pore filled with a viscous liquid. The final
formulas include only the physical parameters and
structural elements of the medium. Therefore, it is pos-

0.5 & p b
ρ2ω
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--------- & 3 5.–=
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sible that these expressions satisfactorily describe the
dynamic properties of actual media; i.e., they very
likely have application beyond the accepted ideal
model.

Comparison of the dynamic characteristics of a
porous medium (see above) and a granulated medium [5]
saturated with a viscous liquid shows that their behav-
iors are similar upon periodic actions. Note that the
inertial and dissipative properties of these media are
manifested as a result of interaction between the vis-
cous liquid and solid walls or solid particles, respec-
tively. The thickness of the viscous boundary layer and
the difference between the densities of the solid skele-
ton (particles) and liquid are the determining para-
meters.

ACKNOWLEDGMENTS
This work was supported by the Russian Foundation

for Basic Research (project nos. 05-01-00043, and
05-01-00563) and the Council of the President of the
Russian Federation for Support of Young Russian
Scientists and Leading Scientific Schools (project
no. NSh-1627.2003.1).

REFERENCES

1. I. B. Crandall, Theory of Vibrating Systems and Sound
(D. van Naostrand, New York, 1927).

2. M. A. Biot, J. Acoust. Soc. Am. 34, 1254 (1962).

3. E. Skudrzyk, The Foundations of Acoustics: Basic
Mathematics and Basic Acoustics (Springer, New York,
1971; Mir, Moscow, 1976).

4. V. S. Nesterov, Akust. Zh. 5, 337 (1959).

5. L. D. Akulenko and S. V. Nesterov, Izv. Akad. Nauk:
Mekh. Tverd. Tela, No. 5, 145 (2002).

Translated by R. Tyapaev
  

DOKLADY PHYSICS

 

      

 

Vol. 50

 

      

 

No. 4

 

      

 

2005

            



  

Doklady Physics, Vol. 50, No. 4, 2005, pp. 215–219. Translated from Doklady Akademii Nauk, Vol. 401, No. 5, 2005, pp. 634–638.
Original Russian Text Copyright © 2005 by Prokhorov.

                                                         

MECHANICS
Microstructure Sources of Sound Backscattering
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Investigation of sound-scattering mechanisms is of
key importance in the development of adequate algo-
rithms for remote diagnostics of the ocean. According
to modern concepts, the basic mechanism responsible
for the generation of scattering inhomogeneities is
assumed to be a turbulent microstructure with an intrin-
sic scale on the order of the sound wavelength λ. In this
case, maximum scattering intensity is expressed in
terms of the spectral fluctuation density of sound speed,

which is taken at the doubled wavenumber 2k0 =  of

the incident sound wave [1–3]. Since natural stratified
flows are known to be inhomogeneous in depth, such a
regularity must be valid only at certain horizons in
which there exists the developed turbulence. However,
from the data of full-scale tests performed in ocean, it
follows that the vertical cross-section profiles of scat-
tering strongly correlate with the spectral density of
temperature fluctuations in the entire range of probed
depths [4, 5]. This implies that the mechanism underly-
ing the formation of the sound-scattering microstruc-
ture may be of non-turbulent origin.

It is well known that in the case of oscillatory
motion of a body at a frequency ωi in a homogeneous
viscous liquid, a dynamic (velocity-shear) layer with
the characteristic size [6]

(1)

appears in the near-wall region, where ν is the viscosity
of the liquid.

In [7], it was shown that similar layers are formed
also in the free space of a stratified liquid when internal
waves play the role of a vibration source.

4π
λ

------

lν
ν
ωi

----- 
  1/2

=
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If the characteristic value of ωi in ocean is taken to
be equal to the average value of the buoyancy frequency
N = 0.05 s–1, then, at ν = 0.01 cm2 s–1, the scale of the
viscous-layer thickness is about 1.5 cm, which is close
to the average operating frequency of a ship’s sonar [4,
5, 8]. A microstructure with such an internal scale must
efficiently scatter sound waves. This was confirmed in
part by laboratory experiments [9] in which scattering
by vortex rings was investigated.

In the present study, we experimentally verify the
mechanism of sound scattering by the above-men-
tioned microstructure inhomogeneities in various
regimes covering laminar, turbulent, and vortex-type
flows.

As a physical model, we consider two-dimensional
flow behind a round cylinder. The cylinder is assumed
to be moving along the horizontal x axis with a constant
velocity in water characterized by vertical (i.e., along
the z axis) salt stratification. The flow probing is real-
ized along the vertical direction by acoustical pulses.
At the same time, the flow pattern is visualized in a lon-
gitudinal vertical cross section by the optical schlieren
method. In the standard configuration, the schlieren
device is sensitive to the horizontal density gradient

 [10]. In each experiment, the flow regime is speci-

fied by either the velocity of cylinder motion or the cyl-
inder diameter.

A microstructure with an internal scale of the type
of (1) is identified by the spectral analysis of reflected
signals (in the frequency region) and the schlieren
image (in the plane). The data obtained at this stage of
investigations are used as initial data to construct the
predicted dependence (from the schlieren-pattern spec-
tra) of the relative level of scattering as a function of
flow regime (of the Reynolds number). Next, this
dependence is compared with the actual experimental
curve.

The average intensity Is of backscattering at the
input of the receiving antenna is expressed in terms of the
three-dimensional fluctuation spectrum Φc(k, x, y, z) of
sound velocity c (the spectrum is taken at the doubled

dρ
dx
------
© 2005 Pleiades Publishing, Inc.
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wavenumber 2k0 = (2kx, 2kz) of the incident acoustic
wave [11]):

(2)

Here, Ii is the averaged intensity of the incident radia-

tion; r = H +  and H are the distances from the center

of the scattered volume to the imaginary apex of the
sound cone and to the antenna plane, respectively; a is
the antenna diameter; and Dn(r) is the function of the
antenna directivity pattern, which is assumed to be
dependent only on the distance r @ V1/3. Due to the nar-
rowness of the directivity pattern, we may consider the
volume V to be a round cylinder with its diameter and
height equal to the transverse size Rf = (Hλ + a2)1/2 of

the Fresnel zone and , respectively, where τ is the

sound pulse width.

For a flow given in the (x, z) plane, the three-dimen-
sional spectrum entering into relationship (2) is for-
mally expressed in terms of the two-dimensional spec-
trum Fc(kx, kz) as Φc(k, x, y, z) = δ(ky)Fc(kx, kz). Then, it
follows from (2) that, in the case of vertical probing
(kx = ky = 0, kz = k0), the ratio for the intensities of scat-
tered and incident waves has the form

where F(2k0, y) = (2k0, x, z)dxdz is the

spectrum averaged over the vertical cross section S(y)
of volume V. This quantity slightly depends on y, so that
it can be assumed to be constant and equal to the value
of F(2k0) in the middle cross section (y = 0) of volume V.
With allowance for this fact, we arrive at

In this form, the ratio between the intensities of an
incident and scattered pulses is determined by the aver-
aged spectrum F(2k0). The scale representation of this
spectrum can be found from the two-dimensional
energy spectrum G(kx, kz) of the plane schlieren pattern,
which is proportional to the spectrum of the horizontal
density gradient in a laboratory tank. Hence, assuming,
in the first approximation, a linear relation between the

Is 2πk0
4 IiDn

4 r( )
r2

------------------ Φc 2k0 x y z, , ,( ) x y z.ddd

V

∫=

a2

λ
-----

cτ
2
-----

W 2πk0
4 Dn

4 r( )
r2

-------------- S y( )F 2k0 y,( ) y,d

R f–

R f

∫=

1
S y( )
----------- Fc

z

∫
x y( )
∫

W 2k0
4 Dn

4 r( )
r2

--------------F 2k0( )V .=
fluctuations of the sound velocity and the density [9],
we have

where B is a certain constant.
In order to eliminate the effect of random devia-

tions, we take the spectral component W(kn) for F(2k0).
The quantity W(kn) is obtained by averaging F(kx, kn)
within a certain interval of kx , namely, for kz = kn , where
kn is the wavenumber closest to 2k0 in the significant
spectral region. The values of W(kn) evaluated over all
experiments are normalized to the maximum value of
Wm and yield the calculated dependence of the relative
scattering level as a function of the Reynolds number:

(3)

The subscript I indicates that this quantity is found
according to the optical image, in contrast to its analog
Wa , which is calculated from the data array for echo
signals:

(4)

where Us and Um are the current and maximum voltages
excited by an echo signal in the reception mode for
each of the flow regimes.

Our experiments were performed in a laboratory
tank (240 × 40 × 60 cm3 in size) supplied with a
schlieren visualization system characterized by a sight
field 23 cm in diameter. The tank was filled with a salt
solution according to a method that provided linear
stratification at an approximately constant buoyancy

period Tb =  = 5.3 s. The flow regime was specified

by the Reynolds number Re =  and the Froude num-

ber Fr = , where D and u are the diameter and

velocity of the cylinder, respectively. The range of
regimes (Re = 40–1000 and Fr = 0.005–3.5) covers
those from laminar to turbulent flows, including vortex
and wave-vortex regimes.

Acoustical probing was performed by a laboratory
sonar operating at a frequency of 1 MHz (λ = 0.15 cm).
The duration of a sound pulse and the pulse-repetition
period were τ = 40 µs and 0.16 s, respectively; the
antenna diameter was a = 2.5 cm; the angular width of

the sound beam was ϕ =  = 3.5°; the power of a sound

pulse was 0.3 W; and the distance between the antenna

F kx kz,( )
BG kx kz,( )

kx
2

-------------------------,=

WI Re( )
W kn( )

Wm

---------------.=

Wa Re( )
Us

2

Um

-------,=

2π
N
------

uD
ν

-------

u
ND
--------

λ
a
---
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50 0.2 160 0.6 410 1.6 890 3.4

50 0.01 170 0.02 350 0.05 890 0.16

Fig. 1. Schlieren patterns of the wake behind a two-dimensional cylinder moving to the right. For each pattern, the Reynolds number
(on the left) and Froude number (on the right) are also indicated. The cylinder diameters are 1.5 and 7.6 cm (the upper and lower
rows, respectively).
plane of the sonar and the wake axis was H = 26 cm.
The axis of the sound beam was directed vertically
downward and passed through the tank geometric cen-
ter. A set of the scattered signals was packed in the form
of a matrix in which the row and column numbers were
proportional, respectively, to the observation period
and to the depth from which a reflected signal arrived.

The cylinder started and moved at a constant veloc-
ity u along the longitudinal axis of the tank, crossing the
sound beam. In total, we have performed 32 runs with
different velocities of motion for two cylinders of small
(1.5 cm) and large (7.6 cm) diameters, which made it
possible to cover the above range of Reynolds and
Froude numbers.

Figure 1 shows the most characteristic flows from
the set of regimes under investigation. After the wake of
the small-cylinder (1.5 cm, upper row) had been visual-
ized, we installed a filament in the focus of the schlieren
device. This made it possible to observe the clear pat-
tern of internal waves. To visualize the flow behind the
large cylinder (7.6 cm, lower row), we mounted a knife
in the focus. Such a configuration enabled us to sepa-
rate the solitary discontinuity surfaces that are espe-
cially noticeable behind large bodies in laminar-flow
regimes. At the left and right boundaries of the regime
range, laminar and turbulent structures are present,
while in the intermediate region, there exist wave-vor-
tex and vortex regimes. In the wakes behind the small-
diameter cylinder, it is possible to distinguish phase
surfaces (alternating dark and light arcs) of attached
internal waves, their wavelengths being equal to the
interval between the phase surfaces. The wavelength
increases with the Froude number.

According to (1), the viscous scale can be estab-
lished from the oscillation frequency of the region
DOKLADY PHYSICS      Vol. 50      No. 4      2005
occupied by a given structure. Since only sound-scat-
tering regions participating in wave motion are of inter-
est, the set of frequencies is reduced to those presenting
in echo signals and satisfying the condition ωi < N. Fig-
ure 2 shows the backscattering spectrum for the flow
regime corresponding to Re = 410 and Fr = 1.6. As seen
on the left of the buoyancy frequency, three peaks at the
frequencies ω1 – ω3 are present. The scales of a viscous
microstructure, which are on the order of the wave-
length, correspond to these frequencies (see table).

The normalized two-dimensional spectrum

 of this flow is shown as a half-tone image in

Fig. 3. The spectral intensity is proportional to the dark-
ening density. Hereafter, the wavenumber is assumed to
be equal to the reverse scale (without the factor 2π).
The given spectrum illustrates the common character of
scale variability (having a magnitude comparable with
the sound wavelength) in the wavelength millimeter

G kx kz,( )
kx

2
---------------------

2 ω, s–13ω3ω2ω1

0.1

S

0

Fig. 2. Normalized frequency spectrum S for backscattering
on a wake (Re = 410, Fr = 1.6).



218 PROKHOROV
16

1 3

12

8

1 3 1 3 1 3

kx, cm–1

kz, cm–1

Fig. 3. Two-dimensional spectra  in the half-tone image. The flow regime corresponds to Re = 410 and Fr = 1.6. The wake

ages  are 3, 4, 6, and 10 (from left to right).
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2
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t
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range for all regimes under investigation. The energy-
significant spectrum occupies the wavenumber regions
5 < kz < 12 cm–1 and 0.1 < kx < 2.5 cm–1, which corre-
sponds to the scale ranges 0.08 < lz < 0.2 cm and 0.4 <
lx < 10 cm. With increase in the wake age, the range of
maximum spectral intensity approaches the kz axis and
shifts towards larger values of kz . Thereby, the typical
evolution of unsteady stratified flow is revealed,
namely, the increase and decrease in the horizontal and
vertical scales, respectively. At the early and developed
stages, the vertical scale of the most intense microstruc-
ture is close to 0.14 cm (kz = 7 cm–1) and 0.11 cm
(kz = 9 cm–1), respectively. Thus, according to the table
and Fig. 2, the significant region of the millimeter-scale
microstructure is concentrated in the vicinity of viscous
scales. The closeness of their values to the sound wave-
length indicates the participation of these structure
inhomogeneities in the sound scattering.

Table

ωi, s
–1 lν, cm kν = , cm–1

ω1 = 0.153 0.25 4

ω2 = 0.578 0.13 7.7

ω3 = 1.16 0.09 11.1

lν
–1
Figure 4 shows the experimental (4) and calcu-
lated (3) scattering levels as functions of the Reynolds
number for the large cylinder (7.6 cm in diameter) at
kn = 12 cm–1 and the averaging region of 0.05 < kx <
0.5 cm–1. The dependences W(Re) for the small cylin-
der have a similar character with the same features. It is
seen that within the entire range of regimes, the character
of spectral representations (3) satisfactorily agrees with
that of the curves for experimental dependences (4).
Their characteristic feature, namely, the existence of
the minimum in the vicinity of Re = 150 is associated
with the modification of the scattering type from the
gradient (surface) type to volume scattering after the
laminar flow regime has passed to the turbulent regime.
In the schlieren patterns (Fig. 1), it is seen that, for the
weak regimes (Re < 150), the wakes contain one or two
horizontal discontinuity surfaces that produce intense
mirror scattering [12]. When the regime approaches the
value Re = 150, these surfaces begin to erode so that
scattering decreases. The flow becomes more intense
with the Reynolds number Re, and the concentration of
the volume structure rises, which is accompanied by an
increase in the scattering level.

According to the data obtained, the microstructure
with typical scale (1) is observed at all stages and
regimes of stratified flow. The value of the viscous scale
obtained from data related to backscattered signals cor-
responds to the energy-significant part of the optical
image spectrum. The dependences of the scattering
DOKLADY PHYSICS      Vol. 50      No. 4      2005
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level on the Reynolds number, which are calculated in
terms of the spectral components within the viscous-
scale range, are in good agreement with data provided
by direct acoustical measurements. These arguments
indicate that viscous scale (1) plays a cross-linking role
in sound-scattering inhomogeneities. In contrast to tur-
bulence, the above-considered mechanism for generat-
ing the microstructure does not require high values for
the velocity shear, which favors the universal realiza-
tion of this mechanism in the wide range of flow
regimes in the ocean.
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The stability of a plane-parallel viscous flow in an
inclined plane has been analyzed for the first time on
the basis of the linearized Reynolds equations for a tur-
bulent flow. The critical Froude number Fr and the sur-
face velocity have been determined as functions of the
Reynolds number Re and the channel slope. It was
shown that the plane-parallel flow loses stability for
Froude numbers ranging from Fr* . 1.2 to Fr* . 1.5.

The rough hydraulic approach used earlier for turbu-
lent flow regime was based on averaging equations of
motion and application of the empirical Chezy formula
[1, 2]. This determines the instability range for Froude
numbers Fr > 2 (the surface wave velocity is equal to
1.5). These results contradict the experimental data [3],
which are indicative of much earlier onset of instability
(Fr ≈ 1).

1. The two-dimensional viscous turbulent flow in a
plane inclined at an angle θ to the horizon is governed
by the system of Reynolds equations [4]

(1)

The boundary conditions imposed on the interface
y = h(x, t) and the rigid wall y = 0 are as follows:

(2)

where n = (nx, ny) is the unit outward normal vector to
the surface y = h(x, t). 

∂u
∂t
------ u

∂u
∂x
------ v

∂u
∂y
------+ + ∂p

∂x
------–

∂τ xx

∂x
---------

∂τ xy

∂y
---------

θsin

Fr2
-----------,+ + +=

∂v
∂t
------- u

∂v
∂x
------- v

∂v
∂y
-------+ + ∂p

∂y
------–

∂τ xy

∂x
---------

∂τ yy

∂y
---------

θcos

Fr2
------------,–+ +=

∂u
∂x
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∂y
-------+ 0.=

y h x t,( ): p– τ xxnx
2 2τ xynxny τ yyny

2+ + + 0,= =

τ xx τ yy–( )nxny τ xy ny
2 nx

2–( )+ 0,=
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The equations are made dimensionless by scaling on

the waveless layer thickness , the fluid velocity on

the interface , and the fluid density . We define the
dimensionless friction coefficients for the shear stress
on the wall in the plane flow

and obtain the following relation between the friction
coefficients and the Froude number:

To make the comparison with the experimental data
more convenient, we also consider the Reynolds and
Froude numbers based on the mean-flow-rate velocity

For a given velocity profile, one set of dimensionless
parameters can easily be recalculated to another. The
Reynolds stresses are as follows:

where

The Van Driest formula [5] is taken for the Prandtl’s
mixing length

2. Setting  =  = 0 in the system of Eqs. (1) and

(2), we obtain the equation governing the plane-parallel
flow

(3)

h̃0

Ũ0 ρ̃

τ xy y 0= τw c f ,= =

c f
θsin

Fr2
-----------, Fr2 Ũ0

2

g̃h̃0

--------.= =

Re〈 〉 Ũ〈 〉 h̃0

ν̃
---------------, Fr〈 〉 2 Ũ〈 〉

g̃h̃0

----------.= =

τ ij
1

Re
------ νT

ij+ 
  ∂ui

∂x j

-------
∂u j

∂xi

--------+ 
  , i j, x y;,= =

νT
ij l2 ∂ui

∂x j

-------
∂u j

∂xi

--------+ .=

l κy 1
yRe c f

A
------------------- 

 exp– .=

∂
∂t
----- ∂

∂x
------

1
Re
------∂U

∂y
------- l2 ∂U

∂y
------- 

 
2

+ c f 1 y–( )=
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with the boundary condition

(4)

The solution of the system of Eqs. (3) and (4) was
obtained numerically under the velocity normalization
condition U|y = 1 = 1. This condition provides a relation
between the friction coefficient and the Reynolds num-
ber, i.e., the friction law cf = cf(Re). It is interesting to
note that

U''|y = 1 = –Recf ≠ 0.

3. We now investigate the stability of the solution
obtained. Let the plane-parallel flow be subjected to
small perturbations of the form:

After these relations have been substituted in sys-
tem (1) and (2) and the system has been linearized, we
obtain the following set of equations:

We consider the critical point at which the flow loses
its initial stability. Assuming instability to be long-
wave, we have α  0 in the vicinity of the critical
point. We retain only the terms of no greater than first
order in α. Then, introducing the stream function  = ϕ',

 = –iαϕ , we arrive at the boundary value problem

(5)

For α  0, we have

y 1: 
∂U
∂y
------- 0.= =

u U y( ) εû y( )E, v+ εv̂ y( )E,= =

h 1 εĥE, τ xx+ ετ̂ xxE, τ yy ετ̂ yyE,= = =

τ xy c f 1 y–( ) ετ̂ xyE, νT
xy+ νT

0( ) εν̂E,+= =

E ei αx αct–( ), ε          0.=

iα U c–( )û U'v̂+ iα p̂– iατ̂ xx τ̂ xy' ,+ +=

iα U c–( )v̂ p'ˆ– iατ̂ xy τ̂ yy' ,+ +=

v̂ iα û+ 0,=

y 1: p̂–
θcos

Fr2
------------ĥ

2
Re
------v 'ˆ+ + 0,= =

u'ˆ iα v̂+ c f Reĥ, v̂ iα U c–( )ĥ,= =

y 0: û v̂ 0.= = =

û
v̂

1
Re
------ 2l2U'+ 

  ϕ'' ' iα p̂ U c–( )ϕ' U'ϕ–+[ ] ,=

y 1: ϕ'' c f Re, ϕ c 1,–= = =

y 0: ϕ ϕ ' 0.= = =

ϕ A ϕ0 iαϕ 1 iαcϕ2+ +( ) iα p̂ϕ*,+∼

c c0 iαc1, A A0 iα A1.+∼+∼
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For ϕ0,

where  and ϕ0 are determined by integrating with the
use of the boundary conditions. For ϕ1 , we obtain the
equation

Integration of this equation yields

For ϕ2 and ϕ∗ , we arrive at the equations

We now substitute our expansion in boundary condi-
tions (5)

In the zeroth approximation, we have

Thence we obtain A0 = cf; that is, for neutral stability we
have

In the next approximation,

and c1 = 0 is the critical condition. Transformations of
the last system lead to the equation

We present the results in the form of a Re-dependence

ϕ0''
Re

1 2l2ReU'+
-----------------------------,=
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of the cotangent of the angle

(6)

where c0 = 1 + cfϕ0 .

For any fixed Reynolds number that is so large that
the flow is turbulent, ϕ0, ϕ1, ϕ2 , ϕ∗ ; and, hence, c0 can
be determined by successive integration. We can then
also determine the right-hand side of Eq. (6), which
depends only on Re, and, hence, the critical angle θ*
and, therefore, Fr*. The calculated results are presented

in Fig. 1 in the form of a dependence of  on the

mean-flow-rate Reynolds number 〈Re〉 .
We assumed that the laminar–turbulent transition

occurs for 〈Re〉 ≈ 1000–1500. This region is shaded in

Fig. 1. In the laminar flow region [6],  = . In

the laminar–turbulent transition, the critical Froude

θcot
ϕ1 c0ϕ2 c0ϕ0

2 ϕ0ϕ1''

Re
------------–+ +

ϕ0 ϕ*–
---------------------------------------------------------- f Re( ),=

Fr〈 〉 2

θcos
-------------

Fr〈 〉 2

θcos
------------- 5

18
------

102

〈Re〉
103 104 105101

0.6
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2.2
Turbulent flow

Laminar–turbulent
transition

Laminar flow

Fig. 1.  vs. the mean-flow rate Reynolds number 〈Re〉 .Fr〈 〉 2

θcos
-------------

cosθ
〈Fr2〉
number changes abruptly to  = 1.2 and then

increases with 〈Re〉  up to 2.2. In this case, Fr* varies
from 1.1 to 1.5, in contrast to the hydraulic approach
predictions (Fr* = 2). Under critical conditions, the sur-

face velocity is greater than the value c =  predicted

by the hydraulic approach (Fig. 2).
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Study of the role of velocity fluctuations in pro-
cesses of energy exchange between mesoscopic and
macroscopic scale levels represents an important stage
in the development of our knowledge about the shock-
wave behavior of heterogeneous materials. In the case
of dynamic deformation, the concept of mesoparticle
has much wider meaning as applied to quasistatic pro-
cesses, in which mesoparticles are specific structural
defects such as dislocation groups, vortex structures,
shear bends, and other structural formations of scale
0.1–10 µm [1]; they represent field structures, the only
distinct feature of which is the presence of a velocity-
correlated group of medium points. This means that a
mesoparticle is a space formation, the internal points of
which have identical or close velocities. The lifetime of
these structures is determined by the duration of the
dynamic deformation process. Each mesoparticle, as a
separate structural formation, has its own overall veloc-
ity. In a heterogeneous medium, a dynamically
deformed structure is characterized by velocity scatter-
ing. Therefore, mesoparticle velocity fluctuations can
remove a considerable part of momentum and energy
transferred to the medium.

According to recent experiments [2], the generally
accepted opinion that 90% of plastic work is immedi-
ately transformed into heat is erroneous. It is found that,
in the microsecond range of dynamic loading, only 30–
35% of plastic work is transformed into heat, while the
rest of the work is spent on the formation of the meso-
structure. The main mechanism of structure formation
is large-scale velocity fluctuations, the quantitative
characteristic of which is the standard deviation of the
mesoparticle velocities.

Analysis of the experimental data on shock loading
of materials reveals two regimes of energy exchange
between mesoscales and macroscales of dynamic
deformation—smooth or evolutional and catastrophic
regimes. The latter regime implies that the mean parti-
cle velocity decreases suddenly at a certain strain rate,
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while the standard deviation of velocities increases.
This statement was verified by impact tests of two sets
of 30XH4M steel targets subjected to different thermal
treatments. As an example, Fig. 1 shows the time pro-
files of the mean velocity and standard deviation of
velocities as obtained upon plane impact loading of two
targets with velocities of 324 and 320 m/s. The profiles
were recorded using a two-channel velocity interferom-
eter [3]. Although the impact velocities are close to
each other in these experiments, the time profiles of the
mean velocity and standard deviation of velocities are
significantly different. In the first case, the mean veloc-
ity increases gradually up to 310 m/s, while in the sec-
ond case, the break of the mean velocity occurs at a
velocity of 160 m/s (point B in Fig. 1b). The behavior
of the standard deviation of velocities is opposite: its
increase rate is much higher in the second case.
The second case corresponds to the catastrophic regime
of energy exchange between the mesoscale and mac-
roscale.

To deduce a criterion for the transition from the evo-
lutional to catastrophic regime of energy exchange
between the mesoscopic and macroscopic scales of
dynamic deformation, we consider the one-dimen-
sional propagation of an elastoplastic wave in a
medium characterized by mesoscopic velocity fluctua-
tions. The equations of momentum and mass conserva-
tion have the form

(1)

Here, v  is the mean velocity of particles, σ1 is the nor-
mal stress, and ε1 is the total (elastic plus plastic) strain
in the direction of wave-propagation. The second equa-
tion can be represented in the form

(2)

where v pl is the velocity of plastic mass transfer and 
is the elastic strain. A similar representation is known in
continuum dislocation theory, where the second term
on the right-hand side of Eq. (2) is expressed in terms
of dislocation density flux tensor [4].

ρ∂v
∂t
-------

∂σ1

∂x
---------,

∂v
∂x
-------

∂ε1

∂t
--------.= =

∂v
∂x
-------

∂ε1
e

∂t
--------–

∂v pl

∂x
----------,=

ε1
e
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Fig. 1. Profiles of the (1) free-surface velocity and (2) standard deviations of velocities for a target of the (a) first and (b) second sets
of 30XH4M steel.
The normal stress component σ1 may also be repre-
sented as a sum of the elastic and plastic parts, σ1 =

 + , where the elastic stress is determined by
Hooke’s law

(3)

where λ and µ are the Lame constants. In view of
Eqs. (2) and (3), the momentum and continuity balance
equations are reduced to the equation

(4)

where the left-hand side is the wave operator and cl is

the longitudinal speed of sound [  = ]. Let us

consider the right-hand side of this equation. For an
unsteady wave, the velocity of plastic mass transfer v pl

σ1
e σ1

pl

σ1
e λ 2µ+( )ε1

e ,=

cl
2∂2v

∂x2
--------- ∂2v

∂t2
---------– cl

2∂2v pl

∂x2
------------- 1

ρ
---

∂2σ1
pl

∂x∂t
------------,–=

cl
2 λ 2µ+

ρ
----------------
can be represented as the sum of equilibrium and non-
equilibrium components

(5)

These components are determined by, respectively, the
equilibrium f0 and nonequilibrium f1 parts of the veloc-
ity distribution function f = f0 + f1 of particles [5]:

(6)

To determine the nonequilibrium component of the
velocity distribution function f1, the reciprocal kinetic
equation must be solved. When the collision integral is
unknown, the most convenient variant of kinetic equa-
tion is the relaxation form [6]

(7)

where τR is the relaxation time for the velocity distribu-
tion function of mesoparticles. The velocity distribu-

v pl v eq
pl v noneq

pl .+=

v eq
pl 1

ρ
--- v f 0 v , v noneq

pld

∞–

∞

∫ 1
ρ
--- v f 1 v .d

∞–

∞

∫= =

∂f
∂t
----- v

∂f
∂r
----- v̇〈 〉 ∂f

∂v
-------+ +

f f 0–
τR

--------------,–=
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tion function changes as a consequence of relaxation
processes much faster than it does when the change is
due to convective mass transfer. Therefore, one can
neglect the first two terms on the left-hand side of
Eq. (7). In this case,

(8)

For the central interaction, the mean acceleration 〈 〉
of particles may be expressed in terms of the potential

as 〈 〉  = gradΠ . However, the interaction potential

for mesoparticles is not central, and its form remains
unknown to date. Therefore, we determine the acceler-
ation of mesoparticles in terms of the mean fluctuations

of their velocities: 〈 〉  = . For the fluctuating

medium, the following relation between  and

the standard deviation of particle velocities is well
known [7]:

(9)

Here, F2 is the second diffusion coefficient in the Fok-
ker–Planck equation, which can be written in terms of
the velocity variance D2 = 〈∆v ∆v 〉  as

(10)

Taking into account that the mean velocity varies for
the relaxation time ∆t = τR, we obtain

(11)

Then, the nonequilibrium part of the velocity distribu-
tion function equals

(12)

and the nonequilibrium component of the average mass
transfer rate is expressed as

(13)

Let us consider the second item on the right-hand

side of Eq. (4). The stress  is also the sum of the
equilibrium and nonequilibrium parts:

(14)

f 1 τR v̇〈 〉
∂ f 0

∂v
--------.=

v̇

v̇
1
m
----

v̇
∆v〈 〉
∆t

-------------

∆v〈 〉
∆t

-------------

∆v〈 〉
∆t

-------------
1
2
---

dF2

dv
---------.=

F2
∆v ∆v〈 〉

∆t
---------------------.=

v̇〈 〉 ∆v〈 〉
τR

-------------
1
τR
-----dD2

dv
----------.= =

f 1

∂ f 0

∂v
--------∂D2

∂v
---------,–=

v noneq
pl 1

ρ
--- v

∂ f 0

∂v
--------∂D2

∂v
--------- vd

∞–

∞

∫ ∂D2

∂v
---------.= =

σ1
pl

σ1
pl σ1eq

pl σ1noneq
pl ,+=
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where

(15)

is the Hugoniot stress. The nonequilibrium part  of
stress is expressed in terms of the spherical component
P and deviator S1 as

(16)

Large-scale velocity fluctuations at the level of mesos-
cale play the same role as thermal fluctuations at the
level of the microscopic scale —they determine a non-
equilibrium addition to the mean pressure at the mesos-
cale in terms of the variance D2 in velocities of meso-
particles:

(17)

Since we want to take into account only the effect of
dispersion on the shock wave propagation in a hetero-
geneous medium, we set S1 = 0. 

The substitution of Eqs. (13), (15), and (17) into
Eq. (4) yields

(18)

We restrict our consideration to processes in which
the plastic-wave velocity is close to the longitudinal
speed in the medium. In this case, the first and third
terms on the right-hand side of Eq. (18), which refer to
the equilibrium component of the mass-transfer veloc-
ity, offset each other. Equation (18) can be reduced to
the form

(19)

The left-hand side of this equation is the wave operator,
where the wave propagation velocity depends on the
rate of variation in the standard deviation and mean
velocity:

(20)

It is seen that, under the condition

(21)
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Eq. (21) is reduced to the equation

(22)

This equation describes processes in which decay is
proportional to acceleration squared. Thus, the wave
motion under condition (21) changes to a sharp
decrease in the particle velocity. It is also seen that the
condition of the catastrophic break of the plastic front
is determined by both the ratio of the standard deviation
of velocities to the mean velocity of particles and the
ratio of their accelerations.

Let us test the above criterion by applying it to the
time profiles of the velocity and standard deviation
shown in Fig. 1. The steepest part of the plastic front AB
of the mean-velocity profile for the first set of 30XH4M
steel (Fig. 1a) corresponds to the following rate of
change in the mean velocity of particles (acceleration):

Within the same time interval, the rate of change in the
standard deviation of velocities equals

The absolute values of the mean velocity and stan-
dard deviation of velocities at the point A are equal to

v  = 290 m/s and D = 25.9 m/s. Thus,  = 0.047,  =

0.07, and  = 0.003 ! 0.5, which corresponds to the

evolutional regime of energy exchange, in which the
plastic front smoothly approaches its maximum value.

Similar calculations for the profiles of mean veloc-
ity and standard deviation of velocities (see Fig. 1b)
yield v  = 160 m/s, D = 140 m/s,  = 0.3 × 1011 m/s2,

 = 0.75 × 1011 m/s2, and  = 2.18 > 0.5, which cor-

responds to the condition of the catastrophic regime of
energy exchange (20). In this case, at point B of the pro-

∂2v

∂t2
---------

1
2cl
------- ∂v

∂t
------- 

 
2

.–=

v̇
dv
dt
-------

25 102×  cm/s

344 320–( ) 10 9–×  s
-------------------------------------------------   =  3.14 10 

11 ×  cm /s 
2 .= =

Ḋ
dD
dt
-------

25.9 102×  cm/s

344 320–( ) 10 9–×  s
-------------------------------------------------   =  0.15 10 

11 ×  cm /s 
2 .= =

Ḋ
v̇
---- D

v
----

D
v
---- Ḋ

v̇
----

v̇

Ḋ
D
v
---- Ḋ

v̇
----
file of mean velocity, the break of the plastic front
occurs, and the free-surface velocity on the plateau of
the compression pulse is much lower than the impact
velocity corresponding to the symmetric collision. This
decrease in mean velocity is due to the pumping of
momentum and energy from the macroscale to the
mesoscale. In our case, the “shortage” of free-surface
velocity at the pulse plateau equals Vpulse – ufs = (320 –
160) m/s = 160 m/s.

Thus, different tempering regimes for 30XH4M
steel provide different degrees of mobility for its struc-
ture, which, in turn, corresponds to different regimes of
energy exchange between macroscopic and mesoscopic
scales of dynamic deformation.

The condition obtained above for a change in the
regime of energy exchange between the mesoscopic
and macroscopic levels of dynamic deformation can
play a key role not only in materials science but also in
the prognostication and prediction of earthquakes. At
present, many diagnostic stations are operating in vari-
ous regions of the globe to detect crustal motions of the
Earth. They record both smooth (evolutional) motion of
tectonic plates and chaotic small motions. This infor-
mation may be used to apply criterion (20) for the pre-
diction of earthquakes in different regions of the Earth.
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