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The two-photon photoelectric effect enhanced by the characteristic lo-
cal fields of fractal nanostructures is observed in optical fields with
intensity of the order of 10° W/cn?. © 1997 American Institute of
Physics[S0021-364(®7)00614-3
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The study of the rapid light-induced acceleratidny a factor of up to 18) of the
growth of fractal aggregatg$As) in silver hydrosols has produced spectroscopic indi-
cations that this is a photoemissive phenomehdrThis means that the rate of the
photostimulated aggregation process should be determined by the magnitude of the pho-
toemission current from the particles. The same conclusion was drawn in Ref. 4, where
the increase in the rate of photocoagulation of Ag nanoparticles in aerosols was accom-
panied by an intensification of photoelectronic emission. In Ref. 5 these results are
explained by the reciprocal heteropolar charging of particles of different size, which in
turn is due to the size-dependence of the Fermi energy. This effect is manifested in the
finite value of the electrical conductivity of the dispersion medium, whose equilibrium
state can break down, for example, as a result the emission of photoelectrons under
irradiation with light. We note that on@ut not the only possible photoemission mecha-
nism of photoaggregation of sols was analyzed in Refs. 1 and 5.

In the present letter it is shown that photostimulated aggregation of nanopatrticles in
fractal structures in colloids is due to not only the one-photon but also the two-photon
photoelectric effect even with irradiating light intensities of the order of the intensity of
sunlight.

The degree of aggregation of the dispersed phase was monitored according to the
absorption spectra of hydrosols. This method, which does not require a direct investiga-
tion of the structure of the aggregates with an electron microscope, is based on the results
of Refs. 6, where the theory of the optical properties of fractal clusters is expounded. In
these and subsequent works it is shown that a unique relationship exists between the
structural and optical properties of the aggregates. The basic assumptions of this theory
later found experimental confirmation in an entire series of wdsee the references
cited in Refs. 1-8

In practice the degree of aggregatidnof a colloid is determined from the broad-
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FIG. 1. Photostimulated aggregation r&\) in a silver hydrosol versus the wavelengttof the irradiating
light in the range 360—1050 nifthe relative error equals 15%The irradiation time equals 9.5 h aher3
mW/cn?.

ening of its absorption spectrufi. The limitations of this method do not extend to our
experimental sols, with spherical particles and a small spread in dxes5¢18 nm,
with average diameted =10 nm). In our proposed approach the aggregation rétg (
can be described by the change in the parami&tewver a fixed exposure timeAg):

A=AA/At.

An investigation of the dependence of the photoaggregationA@t@ (with initial
valueA=0) on the wavelength of the irradiating light in the range 360—105@Fim 1)
established the red limit of this process, which ceases\foi ,=1050 nm? Further-
more, a deep intermediate minimum is observed in this dependence. This makes it pos-
sible to distinguish two parts in this dependence: The first one corresponds to the range
360-550 nm(l) and the second one corresponds to 550—1050hnThe position of the
intermediate minimum\=520-550 nm is close to the experimental value of the red
limit of the photoelectric effect for a metal—electrolytic-solution system, where this limit
does not depend on the nature of the méialthe case of an electrode photoelectric
effech?® because of the screening action of the dense part of the electric double-layer. In
this case, interestingly, the ratdo, /N equals approximately 2, i.e., photoaggregation
appears in the range 550—-1050 nm — beyond the red limit of the photoelectric effect —
possibly because of the two-photon photoelectric effethe low efficiency of two-
photon processes as compared with one-photon processes under weak illumination — of
the order ofl =1-3 mW/cn? — can be compensated by the contribution of a local field.
This effect is due to a fundamental property of fractal aggregates — their capability
(confirmed experimentaljyof intensifying by many orders of magnitude the local elec-
tromagnetic field$:® The local-field(LF) enhancement factor is defined &s-E; /E, the
ratio of the local and external field intensities. Thus, in the case of Ag the field enhance-
ment factorA, for FAs at a frequency in resonance with the field increases from a factor
of 250 in the 550-950 nm range up to a factor of 1300 and more=a%050 nm is
approached.According to Ref. 6, for aggregates this factor can be estimated according
to equationA,= (e’ —1)?/€", wheree’ and e’ are the real and imaginary parts of the
permittivity of the metal. Estimates show that for the characteristic experimental light
intensities this results in the appearance of local fields ranging in intensity from several
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hundreds up to several thousands of V/cm. These values are equivalent to a light intensity
of the order of several tens of kW/érSuch intensities, which are characteristic for laser
pulses, are ordinarily adequate for observing two- and three-photon photoelectric effects
(see, for example, Refs. 8 and)10

In the theory of then-photon electrode photoelectric effect the photocurrent density
is described by the expressiSi

jn=B(e%/#0)" LY nw— wg) 2y, (1)

where y,, is a function that depends on the properties of the metal and the interphase
boundary in a specific systeny,~1" (I is the radiation intensily w, is the frequency
corresponding to the red limit of the photoelectric eff&is a constante is the electron
charge/ is the Planck constant, ardis the speed of light.

For a two-photon process the LF factor raised to the third power appears in expres-
sion (1) j2~I2~Ar3(cu)E-4, since according to Ref. 6 the exponent/of equalsn—1,
wheren is the order of the nonlinear process. As a result of the fact that this exponent
increases up to 3, the effect ppof a rapid increase iv\‘?(w) with decreasing frequency
will be even more pronounced than in the case of the frequency dependigfice For
this reason, the two-photon photoelectric effect curfgrihcreases rapidly with increas-
ing radiation wavelength and estimateshow that in the range Il it can reach values
comparable to the one-photon photoemission current density in the near-threshold spec-
trum region for the same values of the intensity.

In the range Il the character of the wavelength dependéia® should be deter-
mined by the competition between the two spectral factors appearing in the expression
for j,. On the one hand, the function ¢2- w)>? monotonically approaches zero as the
wavelength increases and kg (w,= wo/2) is approached and, on the other hand, the
cubed LF intensification factak >(w), in contrast to the first function, increases rapidly
as\, is approached. Since the ratios of the maximum and minimum values of the these
two functions are approximately the same near the limits of the rangeNH550— 950
nm), the product of the functions is described by a curve with a maximiihe shape of
this curve is qualitatively identical to the corresponding section of the experimental curve

A(N).

The deviations from a smooth power-law dependenee ) in the region | can
also be explained by taking account of the LF intensification factor, which increases from
25 (\=400 nm up to 250 & =550 nm. In this case, the wavelength dependeA¢r)
is correlated in this range with the expression fan(w) for n=1:
j1~ A (0)EX(0—wg)2

To identify the order of the photoemission process in the ranges | and Il, the pho-
toaggregation ratéd(l) in identical samples of a typical silver hydrostdased on
collargof®) was investigated experimentally as a function of the intensity of the irradi-
ating light with the same exposure times. The wavelength of the light was in the range |
(N1=450 nm in one case and in range Ih§{=700 nn) in the other case. In accordance
with expressior(1), for the one- and two-photon photoelectric effects the photoemission
current density behaves fs~1 andj,~ 12, respectively. As one can see from Fig. 2, the
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FIG. 2. a: Photostimulated aggregation ratd) in a silver hydrosol versus the intensityof the irradiating
light at A =450 nm with equal exposure timé2 h); b: same dependence obtained\at 700 nm with equal
exposure time¢4 h).

experimental curveé (1) obtained in these ranges are close to linkarl (in the range

1) and quadratidA~12 (in the range [I. Therefore these results together with the argu-
ments presented above can serve as grounds for confirming the validity of the hypothesis
that the photoemission in the range Il is of a two-photon character.

We underscore that the enhancement of processes which are nonlinear functions of
the field intensity by fractal nanostructures has been observed thus far only in nonlinear
optical phenomena of the four-photon parametric scattering (e, for example, Ref.

9).
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Explosive luminescence of silver azide
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Spectroscopic-kinetic investigations of the luminescence accompanying
the explosive decomposition of silver azide are performed. A new phe-
nomenon is observed: predetonation luminescence. A comparison of
the predetonation luminescence spectrum with the band structure is in
agreement with a model in which the exothermic reactior§-2NNg
provides the energy for the explosion. 97 American Institute of
Physics[S0021-364(®7)00714-7

PACS numbers: 82.40.Py, 78.55.Hx

Silver azide(AgN3) has been for many years one of the main model objects in
investigations of initiating explosives. However, the mechanism of the explosion of silver
azide has remained unknown until recently. In Re& new phenomenon was discovered:
predetonation conduction in AgN analysis of which showed unequivocally that the
explosion occurs by a chain mechanism. It was also noted in Ref. 1 that intense lumi-
nescence is present even before mechanical breakup of the sample occurs. In the present
work we investigated the spectroscopic—kinetic characteristics of this luminescence. It
seemed to us that such a study should shed light on the nature of the chain process.

The objects of investigation werex33xX 0.05 mm AgN single crystals grown from
solution. The explosion was initiated by a pulse from an electron acceldBatws, 400
keV, 100-1000 A/crf). An ISP-51 spectrograph performed a spectral decomposition of
the luminescence from a specimen placed in a vacuum chamber. The image of the
spectrum was focused on the time slit of the image convéi@rof a FER-7 photoelec-
tric recorder(time resolution 2 ns, spectral range 40—1000.mnreadout unit based on
a silicon intensifier target tube digitized the output signal from th&FEecorder and
stored the digitized signal in a computer, where corrections were made to the spectral
sensitivity and the band characteristic of the measuring channel.

The results of an analysis of a typical IC diagramavelength and time sectionare
displayed in Fig. 1. Here two types of luminescence are clearly distinguishgdl1a:
wide-band prebreakup luminescence of the specimen — predetonation luminescence
(t;=0.5 us, Fig. 1B and a line spectrum of the plasma produced by the explosion
(t,~2.5 us, Fig. 1¢. It should be noted that the time interval between the predetonation
luminescence and the appearance of a plasma line spectrum fluctuates from one specimen
to another. An identification of the lines in the plasma spectrum is presented in Fig. 1c.

The wide-band solid-state luminescence is of the main interest from the standpoint
of the problem addressed in this walikig. 1b. This luminescence spectrum cannot be
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FIG. 1.

described by the Planck formula, i.e., it is not thermal emission and can be identified
definitely as predetonation luminescence. The fall-off of the predetonation luminescence
intensity before the appearance of the plasma luminesdéngelg is apparently due to
reabsorption by itinerant electrons and holes. Indeed, according to the data of Ref. 1, in
the solid-phase chain reaction process the itinerant charge-carrier density in the crystal
reaches values>10°° cm™2 corresponding to absorption coefficients of the order of
10°—10% cm™*,2 which result in substantial absorption of the luminescence signal.

At extremely high itinerant charge-carrier densities 0?°° cm™3) all forms of
luminescence associated with biographic defects sattifate this reason, the observed
luminescence could be due to only fundamental radiative transitions or transitions with
the participation of defects generated directly during the chain reaction. Comparing the
predetonation luminescence spectra with the band structure of Agéf. 3 shows that
the predetonation luminescence is not related with interband and valence—core transitions
(cross luminescengeThe intraband luminescence yield is extremely fbwherefore it is
most likely that the predetonation luminescence is associated with defects formed during
the chain reaction.

The following model of an elementary event in the chain reaction in Aglds
proposed in Ref. 5. In the case when two hoIe§ (Abicalg are localized on a defect a
reconstruction of the defect occurs as a result of the exothermic reactidas Ny (4—6
eV) or 2N§—>3N2 (8—10 eV}, leading to the appearance of a quasilocal Stadée center
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FIG. 2.

whose level lies in the valence ba(@-3 eV from the band top in the case 2N Ng and
4-5 eV in the case 2N-3N,).

According to this model, hole multiplication, which is a necessary condition for the
development of a chain reaction, occurs as a result of impact ionization by holes delo-
calized from this center.

A comparison of the predetonation luminescence spectrum with the density of states
in the AgN; valence bandFig. 2) shows fairly good agreement with the model proposed
in Ref. 5 for the case 2N~ Ng.
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Role of the parameters of external fields acting on a spin
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Crossed dc and ac magnetic fields are applied to a paramagnet in a
continuous regime in an investigation of the induction signal at the
doubled and tripled pump frequencies. The experimental object is pow-
dered diphenyl picryl hydrazyiDPPH, and the pump frequency used

is 11 MHz. It is shown that harmonic generation and the orientational
dependences of the harmonics arise due to nonlinear variations of the
magnitude and the “rocking” angle of the vector sum of the external
fields and the precession frequency of the spin magnetization. Anoma-
lies are observed in the Bloch—Siegert effect. 1897 American In-
stitute of Physicg.S0021-364(®7)00814-1

PACS numbers: 42.65.Ky, 75.26z

There are many publications concerning multiquantum resonance effects. Second-
harmonic generation by a spin system was investigated experimentally and theoretically
in Ref. 1. Resonance was observed at two values of the external static magnetit,field
H(1)=w,/y andH(2)=2w,/y, wherew, is the pump frequency ang is the gyro-
magnetic ratio. Reference 2 reports the results of investigations of weak-field multiqguan-
tum resonances by optically detected ESR from radical—ion pairs. Observational results
are presented not only for the first two resonances but also for a third resonance, i.e.,
H(3)=3w,/y. Harmonic generation can be described theoretically by a quantum-
mechanical approatt® or by the quasiclassical approach proposed by Bfdctthe first
case there are problems in determining the order of the approximation, especially when
the amplitudeH,, of the “perturbing” ac field is comparable to or even less than the
static fieldH,. Ordinarily, the ac field is oriented along theaxis, and its component
Hx(t)=Hp, cos,yt). In the second case the initial phenomenological Bloch equations
also make it possible to calculate the harmonic components and their orientational
dependencels but they can be correct only ifl,,<H,. The expected values of the
spectroscopic parameters — the intensities, moments, and shapes of the resonance lines
as well as the shifts of these lines due to the Bloch—Siegert efB28E) — can be
calculated in the approximations of both methfdsn particular, the quantum approach
predicts that the line broadening and line shifts as functions,gfre different for two-
and three-quantum transitions. As far as we know, these effects have never been checked
experimentally. Furthermore, although quite intense pump fields, sufficient for observing
line broadening and line shifts, were employed in Refs. 1 and 2, the authors make no
mention of this and do not discuss this question. To compare the theory and experiment
correctly it is necessary to investigate experimentally the parameters not only of the
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FIG. 1. Bloch diagram of the spectrometer.

second harmonic but also of at least the third harmonic, all harmonics being radiated in
the same manner. In so doing, the ratlq,/H, should be adequate for measuring the
BSE reliably. Our aim in the present work was to solve these problems.

A coherent spectrometer with crossed coils was developed for obtaining the experi-
mental results. A block diagram of the spectrometer is displayed in Fig. 1. As one can
see, the overall scheme is similar to that of the first-generation high-resolution
spectrometer§but there are a number of substantial differences. First, signals not at the
first harmonic but rather at the second and third harmonics are amplified and detected.
Second, a linear power amplifier, a low-frequency filter, and a Faraday gtoeldduce
to a minimum the parasitic interferences which unavoidably arise in the generator and
power amplifier circuit at the frequency of the detected signal and penetrate into the
measuring cellare employed. The detecting cbil consists of two saddle-shaped halves
and is placed inside a cylindrical cdil, and a Faraday shield is placed between these
coils. The high-frequency filter is necessary to prevent the residual high-frequency pump
voltage from reaching the input cascade of the two-frequency amplifier. The constant
field H,, orthogonal to the fieldH,, is produced by Helmholtz coiléot shown in the
diagram and can be oriented at an anglerelative to the axis of the receiving cdil. .

The spectrometer parameters were as follawg27=11 MHz, H,= (—60)—(+ 60) Oe,
H,=2-12 Oe, an@B=(—180°)—(+180°). The nonuniformity of the fields at the center

of the coils in a sample of volume 0.4 érdoes not exceed 2% fét, and 0.5% foH, .

The level of the parasitic interference in both channels also does not exceed the average
experimental signal level, and in the absence of a pump figlthe possible ESR signal

from these interferences is not observed even at maximum gain. The vakllg wés
measured according to the positions of the ESR lines at the harmonic frequencies and the
amplitudeH,, was calibrated by an induction method and according to the BSE. Pow-
dered polycrystalline diphenyl picryl hydraz¢DPPH — the most extensively studied
paramagnet with a single, narrow ESR fifle— was chosen as the object of investiga-
tion. The experimental results are displayed in Figsdid curve$. As one can see, quite
sharp resonancd®(m,n), which are symmetric in the field, and are antisymmetric in
magnitude, are observed at both harmonics. Heenumerates the resonances appearing
with increasing fieldH, andn enumerates the harmonics by means of which the reso-
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FIG. 2. Traces of the signal intensities from DPRslid curve$ of mass 0.16 as a function éf, with fixed
H.,,=4.8 Oe: a — Sine component of the second-harmonic sigaplith 3=0; b — cosine component of the
third-harmonic signall) with 8= 7/2; ¢ — relative orientations of the fields, andH, and the axis of the
detecting coilL, (the scale is 1.4 times smaller than tg). The dots show the numerical results, obtained on
the basis of Eqg(7), for |, and| 5 for the same conditions anf, = T,=6.3x 1078 s. The resonance values of
the field areH(3,2)=H(3,3)= £10.25 Oe.

nances are recorded. In this notation, the classical ESR can be represdR{édlaslt is

easy to see from the curves a an@Fig. 2) that the resonancd®(1,2) andR(1,3) have
approximately the same but strongly broadened line shape. The positions of the maxima
of these resonances are determined, to a first approximation, by a somewhat modified
Bloch—Siegert relation

Hri=Hgram{l+[Hm/KHgan13- (1)

HereHg,=w,/ v is the resonance value of the fiett) for H,,<Hg;, Hg(1 ) is the
resonance value of the field, for fixed H,,, y is the gyromagnetic ratio, arkd=4.

The second resonan&¥2,2) observed in Ref. 1 is weak in our experiments, and we
shall not discuss it in the present letter. The third resona®{&s?) andR(3,3) are
broadened much less than the first resonances but undergo a much stronger dynamic shift
and are determined, to a first approximation, by the equafiphut with k=2. This fact
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can be interpreted as an anomalous BSE. On the whole, the intensities of the resonances
depend on the angle as ¢bat the second-harmonic frequency and agsihthe third-
harmonic frequency. Analysis shows that our experimental results cannot be completely
described either by quantum-mechanical calculations in the approximations of Refs. 1
and 2 or by the Bloch equatiofdVe were able to solve this problem qualitatively and
semiquantitatively by the phenomenological system of Bloch-type differential equations
presented below. These equations were obtained with the following assumptions and
approaches. According to Fig. 2c the fieldg andH, give a field of magnitude

He=VHZ+HZ(1), )
and angle of inclination from the axis of equilibriu¢the z axis)
f=tan 1(H(t)/H,). 3

Therefore the total vectdd ((t) “rocks” with frequency w, in a sector bounded by
the anglest O, =tan 1(H,/H,). For clarity, we note that in obtaining the curves a and
b in Fig. 2 this angle varies front 90 to =22 degrees. The fact that the precession
frequency and direction of the macroscopic magnetization of the paramagnet will be
determined by the magnitude and direction of this rocking field evidently requires no
special proof. Then we can write

ws=vy-Hg. (4)

We shall not follow the usual practice of switching to a rotating coordinate system.
Rather, we shall confine ourselves to the rocking coordinate system and describe the
behavior of the magnetizatiam in this system in the form of the trial functions

m,=mg cog wst)exp(—t/T,), (59
my=mg sin(wgt)exp(—t/T,), (5b)
m,=MJ1—exp —t/T,)]. (50

These functions are solutions of the system of Bloch differential equations, except
that the stationary magnetization and Larmor frequency are replaced by their dynamic
parameterdl ;= y- Hs andwg, respectively. Herg is the static magnetic susceptibility.
Further, the components of the magnetizafiép, , in the laboratory coordinate system
can be represented by the projectioms, , and vice versa, taking account of the angle
as

M,=m, cos 8+m, sin 6,

My=m,, (69
M,=—m, sin #+m, cos 4,

m,=M, cos §—M, sin 6,

m,=M,, (6b)
m,=M, sin 6+ M, cos 6.
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Differentiating Eq.(6a@ with respect to time, making the substitutiof@b), and
performing the appropriate elementary trigopnometric and algebraic transformations, we
arrive at a system of differential equations. To simplify the equations we represent them
in the matrix form

dMi/dt:EI (AiM|+B)i=xy.z- (7)

Here
A= —(Sir? 0/T,+co 0/T,),
Ayy=—1T,, A,,=—(sir? 6/T,+cos 6/Ty),
Ay=—Ay,=wgsin 6,
A,=A,=(1T,—1/T;)sin 6 cos 6,
Bx=Mssin0/T,, By=0, B,=Mgcoso/T,,
M.=x-Hg,

andT,; andT, are the spin-lattice and spin-spin relaxation times, respectively.

The derivation of Eqs(7) also assumed that the quantitigls, wg, and # do not
change in the time intervalt and therefore their derivatives equal zero. It is easy to show
that Egs.(7) obtained above become the Bloch equati@Ref. 4 whenH,<H,. The
results obtained by numerically solving the system of equat{@hand then differenti-
ating eachM; and expanding the obtained results in a Fourier series with one period
T,=27lwy, corresponding to the time=nT,>T,;+T,, in terms of the harmonics are
presented in Fig. Zsmall circles. Heren is an integer. The differentiation is necessary
because the emf induced in the detecting coil is determined not by the magnetization
components themselves but rather by their derivafivAscomparison shows that the
experimental results agree qualitatively with the numerical calculations. The quantitative
accuracy of the approximation can be increased by varying the relaxation Timesd
T, more carefully. However, then there arises the situafipr T,, which contradicts the
well-known and theoretically well-established necessary condifige T, (Ref. 10.
Equations(7), like the Bloch equations, can describe only Lorentzian resonance lines. It
is well known'! that the DPPH ESR line shape falls between a Lorentzian and a Gaus-
sian. This contributes to the approximation error. As far as the BSE is concerned, in this
case there is qualitative and quantitatite a first approximationagreement between the
calculations and the experimental results. The dependences of the computed intensities of
the resonances on the orientational anglelso agree well with experiment. Further-
more, calculations were performed for the expected harmonics from the first to the fourth.
These calculations showed that the even harmonics are maximug=or and vanish
for B=m/2 and, conversely, the odd harmonics are maximunpBferr/2 and vanish for
B=0. These deficiencies of Eq&) can be attributed to the effects of the second-order
approximation and can possibly be eliminated by further elaborating the theoretical ap-
proach proposed in Ref. 12.
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The following conclusions can be drawn from an analysis of the experimental and
theoretical results obtained. The phenomenological equat®rgve a classical descrip-
tion of the dynamics of the nonlinear motion of the measured physical quantity — the
macroscopic magnetization. Therefore it can be assumed, at least for a system with
effective spin 1/2, which DPPH is, and taking the relatidhinto account, that there are
no more than two magnetic quantum levels in the rocking coordinate system and a
selection rule with a change in the magnetic quantum numbet byAm= *1) oper-
ates. In other words, one-quantum processes predominate at the microscopic level and, on
account of the nonlinear external parametdtsand 6 and also the internal parameter
ws, the nonlinear motion of the spin magnetization give rise to the generation and
orientational dependences of the harmonics.

This stage of the work was supported by the Kazan Physical Society. | am grateful
to V. N. Efimov for assisting in the experiments, M. L. Laryukhin and S. S. Sakhovski
for assisting in the calculations, and B. M. Kazakov, R. V. Saburova, and N. K. Solo-
varov for helpful discussions.
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It is established by x-ray diffraction and Raman scattering that the
polymerization of G, fullerene at 1.5 GPa and 723 K leads to the
formation of an orthorhombic phase that is different from the previ-
ously identified high-pressure orthorhombic phase. It is determined by
a calculation of the optimal packing of linearg{Cpolymers by the
method of atom—atom potentials that the energetically favorable struc-
ture of the orthorhombic phase belongs to the space gRaupmand

not the previously proposed gropmmm The computed value of the
rotation angle of the polymer chains that corresponds to the minimum
packing energy was equal to 61°. The mechanisms leading to the for-
mation of the polymerized phases are discussed on the basis of the
results obtained. €1997 American Institute of Physics.
[S0021-364(®7)00914-9

PACS numbers: 61.48c, 81.15.Tv

The study of transformations ofggfullerene at high pressures and temperatures has
shown that the identification of the different carbon states formed in the system presents
certain difficulties:® In Ref. 4 we proposed a scheme for classifying the carbon states
that form under nonhydrostatic compression gf fdllerite at pressures up to 10 GPa and
temperatures up to 1900 K. Using the character of the structure-forming eléatemt,
molecule, polymolecular clustems a criterion, different types of carbon states were
distinguished in the system: molecular, polymolecpmiymerized and polycondensed
and atomic. We performed a x-ray phase analysis of the polymerized €88on the
basis of the phase identification made in Ref. 1. In the present letter we report experi-
mental and model computational results that make it possible to refine the previously
obtained data on the identification of PSs.
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FIG. 1. Experimental OHPP diffraction pattei@ and the experimentdb) and computedc) OLPP diffraction
patterns.

The experimental part consisted of the synthesis gf €Ss with differentp, T-
parameters and the segregation of the states under normal conditions by quenching under
pressure, followed by x-ray diffraction and Raman scattering analysis. Fullerite powder
with 99.9 mol.% G, produced by the Term USA Company, was used as the starting
material. The fullerite was treated in “piston—cylinder” and “toroid” type high-pressure
chambers. The details of the synthesis of the PSs are described in Ref. 4. The diffraction
patterns of the powdered samples were obtained with a Siemens D500 diffractometer in
CoK, radiation. A Bruker FT Raman RFS100 spectrometer with 1064 nm excitation
radiation was used to study the Raman scattering spectra.

As mentioned in Ref. 4, we identified, on the basis of the fact that our diffraction
patterns were identical to those obtained in Ref. 1, the series of PSs which form at
pressures of 2—10 GPa and temperatures below 673 K as an orthori@nplase, first
identified at 8 GPa and 573 Kand then in the entire pressure range 4—-8 GPa and
temperatures-473—573 K./ Latef it was established that an O phase with lattice pa-
rameters different from those proposed in Ref. 1 exists in the samples synthesized at 1.5
GPa and 723 K. The observation of two O phases in the system — conventionally, an
orthorhombic high-pressure phag®HPP and an orthorhombic low-pressure phase
(OLPP — made it necessary to study these two states of the system in greater detail.

Figures 1 and 2 display x-ray diffraction patterns and Raman scattering spectra of
samples obtained at 8 GPa and 5780HPP and at 1.5 GPa and 723 (OLPP. As one

Intensity
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s

1 i 1
100 500 1000 1500
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FIG. 2. OHPP(a) and OLPP(b) Raman spectra.
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FIG. 3. Energy of a polymerized-OHPP crystal lattice as a function of the rotation angle of a polymer chain
around its axis.

can see from Fig. 1, the OLPP diffraction pattern contains a larger number of peaks and
the peaks themselves are much narrower. The indexing of the OLPP diffraction pattern
over 11 well-resolved peaks performed with the DICVOL-91 progrgave an orthor-
hombic body-centeredlihmm) cell with the parametera=0.909§6), b=0.9831),
andc=1.472(2) nm and two £ molecules. The computed diffraction pattérig. 10,
constructed with the LAZY ROUTINE program on the basis of the polymer-chain ge-
ometry proposed in Ref. 10, showed satisfactory agreement with the experimental curve,
confirming the correctness of the values obtained for the lattice constants. However, an
attempt to determine on the basis of the experimental data the polymer-chain orientations
which are the result of a rotation of a chain around its axis and which change the space
group fromimmmto Pnnmin the case when the angle of rotation is different from O or
90° did not give a definitive result. This failure is due to the quality of the sample, which
did not permit obtaining a diffraction pattern with a large nhumber of well-resolved dif-
fraction peaks, and the insensitivity of the diffraction pattern to a rotation of the chains.

For this reason, to clarify the space group of the OLPP the optimal packing of
polymer chains was calculated by the atom—atom potentials method using the PMC
(packing of molecules in crystalprogramt! In the calculation, the energy of the crystal
structure calculated using an empirical intermolecular potential was minimized with re-
spect to the structural parameters of the OLPP. In so doing, the geometry of the polymer
chain was assumed to be given and the distance between the centers of neighboring
molecules in a chain was taken as the short period of the OLPP lattice, taken from the
x-ray experiment. The intermolecular potential was calculated as the sum of Lennard—
Jones type atom—atom potentials, which are responsible for the van der Waals interaction
of the carbon atoms, and the Coulomb interactions of the effective positive and negative
charges located at the midpoints of the single and double carbon—carbon bonds, respec-
tively. The computational problem was to determine the rotation angle corresponding to
the optimal packing of the chains. It was found that the energetically most favorable
packing is the one with a rotation angle of 61°, i_Rnnmsymmetry(Fig. 3. In this case
a cell contains two chain orientations related by a mirror reflection operation. This is in
contrast to thdmmm group, for which all chains have the same orientation. For close

122 JETP Lett., Vol. 66, No. 2, 25 July 1997 Davydov et al. 122



lattice parameters, obtained in a calculation of two types of single-orientation structural
models (mmm — rotation angles of 0 and 90°) and a double-orientation structural
model (Pnnm— rotation angle 61°), the energy gain in the latter case equals about 18
and 10.5 kJ/mole, respectively. Therefore, although the quality of the experimental OLPP
diffraction patterns obtained with powder does not permit a definitive choice of an ori-
entational model of the structure, the model calculation poinRrtamas the preferred
packing.

The data presented in Fig. 1 show that the OLPP diffraction pattern differs substan-
tially from the OHPP diffraction pattern, which, according to Ref. 1 is also indexed in the
orthorhombic (mmm Z=2) cell with the paramete®=0.926,b=0.988, ancc=1.422
nm. However, identifying as individual O phases the PSs obtained at 8 GPa and 573
K,! and 4.8 GPa and 523 Kraises some doubts.

First, as was noted in Ref. 8, on account of the large width and the small number of
clearly distinguished diffraction peaks the OHPP diffraction pattern can be indexed with
the same qualitative indicators in both orthorhombic and rhombohedral cells. The diffi-
culty of identifying as an O phase the OHPP-like PSs was actually also noted in Ref. 2,
where an attempt was made to describe them as a rhombohBjinahése, though in the
final variant it was represented as a(fuCs;) phag® — a face-centered high-pressure
cubic phase — despite the problems of such an indexing also, as were noted by the
authors themselves.

It is interesting that in the case of an OHPP the short lattice period, which in
structural models of the O phase equals the distance between the centers of neighboring
molecules in a polymer chain, is much larger than the theoretically computed distances
between the g molecules in a linear polymer — 0.91379.11 and 0.906 nnt*

The character of the splitting of the Kig mode, the presence of lines at 523, 535,
1402, 1449, and 1620 cm in the OHPP Raman spectrufig. 2), and a number of
other features of the spectrum that are characteristic of two-dimensionally polymerized
states also attest to the fact that linegp @olecules are not the only structure-forming
elements of the OHPP.

The ambiguity of the interpretation of the diffraction patterns of the PSs obtained
under pressure at relatively low temperature323-573 K can be explained by assum-
ing that these PSs are still not completely formed polymerized ph@des with a
definite type of crystal lattice, as are clearly seen in the case of synthesis temperatures
above 573 K, but rather they are some intermediate states with a low degree of three-
dimensional ordering.

The O-phase representation of PSs formed at pressures up to 8 GPa and tempera-
tures of 373-573 K served as a basis for the suggestion of the mechanism in which 2
2 cycloaddition reactions between lineagy®olymers lead to the formation of layered
tetragonalT and R phases. For the T phase such a formation mechanism cannot be
excluded in principle even though the mechanism requires the energetically unfavorable
Immm packing for the O phase, since otherwigenfim packing with a rotation angle
different from an angle between 0 and 90°) the double bonds entering in the22
cycloaddition reaction are located far from one another or are not parallel. Fd&R the
phase, however, this formation mechanism is virtually impossible, since in this case even

123 JETP Lett., Vol. 66, No. 2, 25 July 1997 Davydov et al. 123



041

- ~r o r

a3 ) ] ] L

0 2 4 6 87, GPa

FIG. 4. Compression isotherms of fulleritgCF ), graphite G),'® and diamond )" at 298 K and volumes
per G molecule, taken for normal conditions of polymolecular crystalline O(®R T and R phases, and
amorphousP . states of a system which form under different pressures in the temperature range 573-1073 K.

the Immm packing of the O phase does not meet the necessary conditions for the ap-
pearance of interchain bonds. This suggests the presence of a mechanism leading to the
formation of T andR phases that is associated with the direct two-dimensional polymer-
ization of Go molecules and is based on the assumption that at high pressures there exists
a series of molecular packings of3wvhich appear as molecular precursors of the ob-
served PSs and are characterized by a favorditden the standpoint of the formation of
two-dimensional structure-forming elements of these phaséstive arrangement of the
double bonds of neighboring molecules. We have not yet been able to observe such
hypothetical molecular precursors of PPs experimentally, but the first attempts to simu-
late them by numerical calculations show that they could indeed exist. A comparative
analysis of the volumes of the PPs and the molecular states subjected to compression
suggests that the proposed mechanism of the formation of PPs is pd§sipld). The
dimensions of the rectangles in Fig. 4 characterize the range of synthesis pressures and
the range of volumes of the corresponding states of the system that we obtained with
different synthesis temperatures. One can see from Fig. 4 that the volumes of the mo-
lecular states of the system, which are compressed at 298 K, are correlated with the PPs
which form when the compressed states are heated above 573—-673 K at a fixed pressure.
Since the experimental procedure for synthesizing the high-pressure phases ordinarily
consists of loading a sample up to prescribed pressures at room temperature and then
heating the sample under a fixed load, it can be conjectured that in this case heating the
system “only” activates the PP formation process, while the pressure acting on the
system at the moment preceding heating is the factor that determines the type of phase
formed. Specifically, if the volume of theggmolecular crystal compressed at 1.5 GPa
and 298 K is virtually identical to that of the OLPP, then the main PP formed at 1.5 GPa
and 723 K is obviously an OLPP. According to this scheme, the molecular state at 8 GPa
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and 298 K is the molecular precursor of a rhombohedral and not an orthorhombic phase.
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It is shown that a qualitatively new type of transition to a nonlinear
phase is possible in two-dimensional two-phase textures in a magnetic
field. The anomalous growth of the effective respofisgher-order
correlation functions of the currgnhear the critical magnetic field is
studied. The dependence of the critical magnetic field on the angles of
microinclusions is calculated. @997 American Institute of Physics.
[S0021-364(97)01010-4

PACS numbers: 68.55.Jk

Recent investigations of nonlinear and noise characteristitgve established a
relation between these phenomena and the microgeometry of composite media and tex-
tures. It is well known that the effective characteristics of disordered materials, such as
the electric or thermal conductivity, are insensitive to the microstructure of the material,
since they are expressed in terms of the quadratic correlation functions of the fields and
currents. The effective characteristics determined by the higher-order correlation func-
tions may be anomalously sensitive to the microstructure of the medium. For example,
the nonlinear resistance, thef 4doise factor, and the amplitude of the third harmonic can
be expressed in terms of the fourth moment of the electric field or curfétin Ref. 2,
it was found that the higher-order moments can diverge because the fields diverge near
the geometric singularities of microinclusions. In Ref. 3, it was noted that divergences are
also possible in media with a finite ratio of the conductivity of microinclusions of com-
posites. The anomalous properties of the higher-order moments make it possible to judge
the microstructure of a medium on the basis of some effective characteristics of the
medium. To establish the dependence of the response functions on the microstructure, it
is necessary to investigate a representative sample of specimens containing nonuniformi-
ties whose microstructure is different and known in advance.

We show in the present letter that for a prescribed geometric structure of nonuni-
formities the divergences of the higher-order correlation functions of the electric fields
and currents depend on the external magnetic field. The critical magnetic field in which
there exists an anomalous fourth-order moment of the current corresponds for a given
material to a transition from a classically weak-field regime to a classically strong-field
regime. This property makes it possible to investigate the structure of micrononunifor-
mities of specimens according to the macroscopic response and to realize a reversible
transition to a nonlinear regime by varying the magnetic field.
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FIG. 1. Geometry of the micrononuniformity under study.

We shall be interested in the effective characteristics of a two-dimensional two-
phase medium. The distribution of fields and currents is described by the equations

i+ Bl[iXN]=oe,
V.j=0, Vxe=0, (1)

where the conductivity and the Hall parameter assume the valaes 84, ando,, B,

in the first and second phases, respectively. The magnetic Bieltl|B| is directed
perpendicular to the plane of the film. We shall confine our attention to the characteristics
of the medium that can be expressed in terms of the correlation fungiinand (e,
where( . . .) denotes averaging over the area of the film. As is well kndwe effective
nonlinear resistanclke, in an isotropic medium is determinégtb a first approximation in

the nonlinearity by the correlation functioke= (kj*)/{j)*, wherek is the local nonlinear
resistance of the components. The amplitude of the third harmonic can likewise be
expressed in terms of the correlation functidg*).1® A similar relation also holds for

the effective 1f-noise factor? It is easy to show that in a magnetic field these relations
all hold for the dissipative characteristics measured in the Hall emf regime. For this
reason, we shall study the dependence of the correlation fungtipron the magnetic

field and on the parameters of the system.

It is clear from physical considerations that all anomalies are most pronounced near
a percolation transition, when the concentrations of the phases are approximately the
same. As noted in Refs. 2, 3, and 6, the regions near microinclusions possessing sharp
corners make the main contribution to the correlation function under study. In this case
the simplest geometric objects can be distinguished from the entire system and their role
in the formation of the response can be determined. In the case of periodic two-phase
lattices, the main contribution to the correlation functigh) appears near the corners
made by alternate sectors with different conductifity the present letter we shall
examine some texture classes that are topologically close to those studied in Ref. 6. For
example, the results presented below are applicable for a Poisson coating, when the plane
is divided into cells by a random collection of straight ling&termined by a Poisson
random procesds A general feature of the class of structures studied here is the presence
of alternate sectors with different conductivity.

As shown in Ref. 6, in the absence of a magnetic field the most singular behavior of
the fields occurs near points where four phases, formed by the intersection of two straight
lines, are in contadtsee Fig. 1 To find the current distribution in such a structure it is
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necessary to solve E¢l) with the boundary conditions

(j-m1=(-n)2, @)

(O
;(1+B[J><N])-t]2,

1.
—(J+B[J><N])'t] =
g

1
wheren andt are the normal and tangent vectors with respect to the interface separating
the media. The current components can be represented in the polar coordinatds (
the form

Jr=NMTH(0),  je=rr (), )

where the functiorf satisfies the equatiojf + A2f=0. On the basis of symmetry con-
siderations(symmetry under inversionit is sufficient to give the functiorf in two
neighboring regions in the form

f1(#)=a, cosAd+b, sin\ 6, @
fo(0)=a, sin N(w/2— 6)+b, cosh(w/2— 0),

sincefy(0)=—f1(0+7) andf,(0)=—f,(6+ 7). It follows from the boundary condi-
tions that this solution occurs for determined by the expression

1+h%+b?+ {(1+h?+b?)%2—4h?
2h ’

cot (Nal2)cot(A(7m— a)/2)= (5)
whereb=hg,;— 8, andh=o0,/0;. For h<1, the solution obtained corresponds to a
situation when the current “leaks” through narrow constrictions formed by sectors with
low conductivity o,. As one can see from Eqgg3), the squared current in each sector
depends on distance as

P2~ y=(1-M02, 0=ys1/2. ©6)

The quantityy is a function of the prescribed structural parameterand «. It is
important to note that fos, /oy # B,/ 31 the parametey depends on the magnetic field.

The qualitative explanation of this behavior is as follows. Since the Laplace equation is
homogeneous and there are no spatial scales, the current is a power-law function of
distance. The exponent is determined by the charge density induced on the phase
boundaries. The charge density in turn depends on the Hall component of the electric
field and thereby on the intensity of the magnetic field. There also exists another particu-
lar solution which has no singularities near a distinguished angle. The contribution of this
solution to the correlation functiofj*) is small compared with the contribution from Eq.

(6) and therefore can be neglected. We shall estimate, on the basis of the particular
solution obtained, the contribution of micrononuniformities of the type under consider-
ation to the correlation functiotj*). For this, we integrat¢* near the special corners
over a region with characteristic distanicgL is the characteristic distance between the
special corneps This average can be written as

L dr
orér1

(M~ @)
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FIG. 2. Critical Hall parameteB, as a function of angle for different values of the paramétécurve 1 —
h=0.2; curve2 — h=0.4; curve3 — h=0.6; curve4 — h=0.8).

Hence the integral diverges if=1/4. The critical valuey.=1/4 corresponds to the
critical magnetic fieldB, determined by the expression

o \/(1+C2)h—(1+ h?)C
© C(hv,—v,)?

where C = cot(a/4) cot((m—a)/4), v,=B1/B, andv,= B,/B(as is well known, for one
group of carriers the ratie= B/B is virtually independent of the magnetic figldt is
important to note that for prescribed parameters of a micrononuniformity there exists a
critical magnetic field for which the effective characteristics of the system expressed in
terms of(j*) become anomalously large. It is easy to show thatdpr 3,, h~1, and

a~ /2 the critical Hall parameteB.= w.7~1. Figure 2 displayg3. as a function of
angle for different values of the paramelterAs one can see in Fig. 2, in a wide range of
angles nearr/2 the critical Hall parameteg. is virtually angle-independent.

: ®

The qualitative arguments presented above can be confirmed by an exact calculation
of the correlation functior{j*) for a square lattice with a checkerboard structure. The
exact current distribution in the cells in a magnetic field is obtained in Ref. 8. In our case
the expression for the correlation function depends on the direction of the external cur-
rent. The character of the divergence of the correlation function, however, does not
depend on the direction of the external current. For this reason, we shall choose it in a
manner so that singularities of the typ@ remain in the local current only along the
common diagonals in each c&he calculation of the correlation functigjf') using the
expression for the current from E() gives

<j4>:A/(Bc_B): B.—B<B., 9
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where A is a constant that depends on the external current and the ratio of the cell
conductivities, and the critical fielB. is determined by the relation

B.=v8h—(1+h)%/|hv;—v,|. (10
It is easy to see that expressi) is identical to Eq.(10) with o= =/2.

It is interesting to compare the magnetic field dependence of the correlation func-
tions(j2) and(j*) for structures which possess the same type of micrononuniformity. As
was shown in Refs. 8—10, the correlation functigf) can be calculated for a random
equal-composition systel® and a periodic latticé.It follows from the exact solutions
that for these systems the results are identical. In classically weak figlds1 the
correlation function(j?) has a quadratic correction in the field, and fogr>1 the
correlation function increases asB. This investigation shows that the behavior of the
correlation function(j*) is qualitatively different from that ofj?).

In summary, a qualitatively new behavior of the effective characteristics of a system
which are expressed in terms of the correlation functidh (nonlinear resistance, noise
factor, and amplitude of the third harmohpltas been predicted. It has been shown that as
B— B, the indicated characteristics grow anomalously. BotB. the system transforms
reversibly into a strongly nonlinear current-flow regime. Evidently, the predicted
anomaly is most easily observed in the generation of a third harmonic. As shown above,
the anomalous regime is possible whegr=1, which is identical to the condition for
observing cyclotron resonance for the corresponding specimens.

After writing this letter we learned that Dykhne obtained similar results edtier.
Ref. 11 it was shown that the higher-order correlation functions of the current in two-
dimensional structures diverge on account of small neighborhoods of corners where
sectors with different conductivity meet.

One of us(A. M. S.) thanks Dr. D. Jeulin for very helpful discussions of some
questions discussed in this letter.
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The contribution of the  (t(7)+ N) component to the
a-particle wave function from data on the reactions
p(a,pp)t and p(a,pn) at incident a-particle
momentum 5 GeV/ ¢

M. V. Chadeyeva, V. E. Grechko, V. V. Solov’ev, and V. F. Turov
Institute of Theoretical and Experimental Physics, 117259 Moscow, Russia

(Submitted 23 May 1997
Pis’'ma Zh. Kksp. Teor. Fiz66, No. 2, 69—74(25 July 1997

The 2-meter liquid-hydrogen bubble chamber is exposed to a separated
beam ofa particles from the ITEP synchrotron. The momentum of the
incident*He nuclei, averaged over the fiducial volume of the chamber,
is 5 GeVt (the kinetic energy of initial protons in the nucleus rest
frame isT,= 620 Me\). The spectral functions of decays—tp and

a— 7n are extracted in the# geometry(the latter is extracted for the
first time) from the exclusive reactiongp—tpp andap— 7pn in the
spectator momentum region<q<0.3 GeVt. The pole dominance
criteria are carefully checked. Extrapolation of the nuclear vertex func-
tion to the pole gives a lower bound on the nuclear vertex constant. Our
experimental data are compared with the results of other studies and
with theoretical calculations. €997 American Institute of Physics.
[S0021-364(®7)00114-X

PACS numbers: 25.55.Ci

The momentum distributionSpectral functions SFare among the most important
characteristics of théHe nucleus. They are defined as the square of overlap integrals
between the wave functiof8VFs) of the nucleus and of the spectator nuclear fragments
(t(7),dN,3N).

We have previousfyextracted the SFs for the virtual two-particle decayst(7)N
(t=3H, 7= 3He) from the reactions

p(a,ppit, @

p(a,pn)7, 2

at an initial a-particle momentum 2.7 GeW/in the spectator momentum region
0<g<0.16 GeVt (in this case due to the small phase space value the contribution of the
diagram with three-nucleon nuclear excharigig. 1b is already significant aj~ 0.2
GeVre).

Particular attention was paid to the accurate selection of quagifkescattering
(QF9 events, which correspond to the diagram of Fig. 1a. The criteria of pole dominance
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FIG. 1. The simplest diagrams for the reactigns—t(7)pN.

described in Ref. 2 were checked — in particular, the Treiman—Yang criterion, which is
very sensitive to the contribution of mechanisms other than the pole mechéspe
cially, to the final-state interactiofFSI) mechanism of Fig. Ic

In this paper we present preliminary ddf0% of the expected statisticen SFs
from the reactiongl) and(2) at an initial «-particle momentum of 5 Ge¥/ There are
two main goals here:)averification that the SFs are independent of the initial momentum
of incident @ particle, which would confirm the validity of the SF extraction, and b
expansion of the phase space so that the contribution of the diagram of Fig. 1b can be
neglected up to momenta—-0.3 GeVE.

The experimental data were obtained on the 2-meter liquid-hydrogen bubble cham-
ber of ITEP. This chamber was exposed to a separated beampafticles; their mo-
mentum, averaged over the fiducial volume, was 5 @egWith this experimental tech-
nique the nuclear fragments can be fast particles and thus be measured with high
accuracy. We selected 1445 events of the reactipp—tpp and 1824 events of the
reactionap— 7pn. The method used to extract the spectral functions from the experi-
mental data was described in detail in our previous papers.

As follows from analysis of the matrix element of the QFS diagram of Fig. 1a, there
is a simple relation between spectral functigrg of two-particle decaysr—t(7)N and
the differential cross sections of reactiofl$ and (2) do/dg?:
8mm2\(s,m?,m?) do

mid(t)  dg?’

pn(a) = )
Hereq is three-particle nuclear momentum in the rest frame of'Hie nucleusm is the
mass of the nucleomn,, is the mass ofHe nucleus)(x,y,z)=(x+y+2)?>—xyz s is
the square of the total invariant mass,is the square of the 4-momentum transferred
from the*He nucleus to the three-nucleon nucleus, dr(d,) is defined as follows:

sy (ty)
(D(tl):f ds; 0PN (sy,t)NYA(s1,m2,m?). (4)
max{s,(tl),4m2}

Heres, ands_ are calculated using the formulas given in Ref. 3 with the corresponding
mass substitutiors, is the square of the total mass of thal system,oc ™ is given by
the following formula:

76 JETP Lett., Vol. 66, No. 2, 25 July 1997 Chadeyeva et al. 76



N
<n
N
[<,]
o

bag
[~}

mb
~
o

[
3

0

2
.>-
~
S
N
b
LS|

120°  780°

Y1y

FIG. 2. Treiman—Yang angle distributions for the reactions: axp—tpp and b —ap— 7pn. Clear histo-
grams correspond to the total number of events, shaded histograms correspond to the events remaining after two
constraints are imposegee text above

c (pN)
ag?N)(sl,tl):zw(l—|§N/2)J ’ Md cos 6* . (5
—C1 dQ*
HerelgpN) is the third isospin projection of theN system,doPN(s;,t;)/dQ* is the
off-shell cross section of elastigN scattering,6* is the scattering angle between the
initial and outgoing protons in the center-of-mass system ofptepair. The choice of
the limits of integrationc; andc, will be discussed below.

Two constraints were imposed to select the events corresponding to the QFS dia-
gram (Fig. 13: 1) g<0.3 GeVt and Il) —c;<cos#* <c,. One hasc,;=c,=0.7 for
reaction(1) andc,;=c,=0.8 for reaction(2). After these constraints we imposed, 968
events of reactiorfl) and 1106 events of reactiq@) remained.

The first constraint is needed to exclude the contribution of the diagram of Fig. 1b
(with three-nucleon nuclear exchang€his contribution is shown by our calculations to
be negligible at an initial energy,= 620 MeV andq<0.3 GeVt (Monte Carlo calcu-
lations were performed; the elastic cross sectiongfey pt, andp+ were taken on the
mass shell in the entire kinematically allowed region, the Glauber—Sitenko model was
used for the calculation of thet and pr elastic cross sections, and th& amplitudes
were taken from phase space analysis; the pigswere taken from the theoretical
calculations’).

The second constraint makes it possible to exclude significantly the phase space
region in which the FSI is substantiit:’

The following results are obtained after imposing the constraints | and 1l to the
experimental data on the reactiofi3 and(2): 1) as is seen from Fig. 2, the Treiman—
Yang angle distributions are practically isotropic, i.e., the necessary pole dominance
criterion is satisfietl( 41y is the angle between the plane formed by the momenta of the
a particle and the (or 7) nucleus and plane formed by the momenta of the outgoing
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FIG. 3. a — spectral functions,(q): O and® — our data(averaged over the corresponding intervabéy
atT,= 220 MeV on the reactiong(a,pn)7 andp(a , pp)t, respectively, B and® — our data afr,= 620
MeV for the same reactions, respectivéhge also Table)] V — NIKHEF datd* on the reactionr(e,e’p)t at
T.=426 MeV,A — data of Ref. 15 for the reactiamn(p,pp)t at T,= 590 MeV. The dotted and solid lines are
the theoretical calculations from Refs. 5 and 6, respectiviely— the scaled part ofa) in the region of
smallg.

nucleons, all momenta being taken in the rest frame of the initial pyo®rhe nuclear
vertex function(NVF) will be shown below to be linear ig? in the region of smallj; 3)

the average momentum transfer from the initial proton to the fastest outgoing nucleon is
~0.8 GeVE, which is sufficiently greater than the inverse nuclear radiu®.02 GeV/

c); 4) the fraction of events for which the relative kinetic energy of it€7) system is

less than 80 Me\M(when the FSI effect is expected to be critjcadally does not exceed
25%:;5) the fraction of events with noncoplanarity angle greater than 6° does not exceed
10%; 6) the stronger constraintdosf*|<0.6) causes no changesgg, within the error,

while giving significant improvement of the above characteris8e$ of FSI event
suppression?) the SFs are independent of the initial energy within the gigee Fig. 3.

Thus, the resultd—7 show the validity of the QFS event selection.

To obtain SFs from data on the reactigagand(2) the elastic cross sections pN
scattering were parametrized on the mass shell in the entire kinematically allowed region
using phase shift analysis. The influence of off-shell effects in the framework of Mon-
gan model® was estimated in our previous wotkwhere we extracted the SFs from
reactiong1) and(2) at ana-particle momentum of 2.7 Ge¥(i.e., at a kinetic energy of
220 MeV, which is nearly the limit of applicability of the modelt turns out that the
off-shell effects can increase the SFs by 10% in the regia®85 MeV/c and on average
by 30% in the region 858q<<160 MeVkL.
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It should be mentioned that in the case of two-particle decay ofathmarticle,
a—t(7)N, the off-shell effects, which depend on the difference between the binding
energiese,— €,;~20 MeV, are much greater than for the two-particle decay of three-
nucleon nuclet(7)—Nd, wheree,(7) — eg~6 MeV3’

Let us define the nuclear vertex function for zero orbital angular momehtafn
relative motion of the nucleon and three-nucleon nuclelus( unambiguously for
a—t(7)N) as follows:

2 3m
W(Q):S_m(q2+ KNP (a), KZZT(EQ_Et(T))' (6)

The experimental values of the NWW(q) extracted from the full set of our data on
reactiong1) and(2) at initial momenta of 2.7 and 5 Ge¥Are well fitted by the straight
line W(q) =ag+a,0? in the regiong<0.1 GeVE (the number of terms in the series was
determined by the Fisher criteripnThe following parameter values were obtained:
ag=(3.51+0.05) (GeVt) Y? anda,=(—44+2) (GeV/c) >? with y’/DF=0.86.

Following our methotl for investigating the Coulomb corrections for the decay
7—pd, we found that the Coulomb screening for the deaay pr was less than a few
percent.

As was mentioned above, the linear behavior of the NVF with respegt to the
region of smallq verifies the validity of event selection in the phase space region where
the pole diagram of Fig. 1a dominatésee also Ref. 1)1

By extrapolating the NVPN(q) to the pole aly?= — «? the value of the nuclear
vertex constant NVCGnotation of Ref. 12was found to béBith (4.5x0.1) fm. A wide
spread of NVC values obtained by other phenomenological methods was given in Ref. 12
(from 7 fm up to 18 fm. Due to the well-known statement that the NVC is essentially
nonlinear in the unphysical region, the extracted value must be regarded as a lower bound
on g\e real NVC. It should be noted that in the compound-quark bag n@)ﬁglz 5.7
fm.

Our results orpyn(q) are shown both in Table | and in Fig.(@here Fig. 3b is a
scaled part of Fig. 3a in the region of smg)l. Figure 3 also includes our earlier data
from Ref. 1, the results of experimental wotk$® as well as the theoretical calculations
for NN potentials RSCY from Ref. 5 and Argonne v18 from Ref. e three-particle
forces were taken into account in the framework of the Urbana IX potgniiak data
from Ref. 16(not shown are very close to those of Ref. 1Hue to the difference in
normalization procedure, the data of Refs. 5 and 6 and 14—16 must be multiplied by the
constant value (2)° to compare with our dajaAs is seen from Fig. 3, the spectral
functions p;y(q) from reactions(1l) and (2) at initial a-particle momenta of 2.7 and 5
GeV/c are in good agreement within experimental error.

Our data lie systematically lower than the experimental date of Refs. 14-16, the
discrepancy reaching 50% in the regigrc0.05 GeVE. In contrast, our data lie higher
than the NIKHEF resulté in the region 0.2.q<0.3 GeVE, the discrepancy in the tail
being nearly an order of magnitude. As to the theoretical calculations, the results of
Schiavilla and Wiring&are seen from Fig. 3 to be in better agreement with our experi-
mental data, especially at smgll It should be mentioned that the theoretical calculations
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TABLE I. Spectral functionpy(q) from the reaction(e,pn)7 andp(a,pp)t at T,= 620 MeV.

Range of pn(Q) X 107 4(GeVic) 3 Range of pin(Q) X 107 4(GeVic) 3
averaging over from the reaction averaging over from the reaction
g°x 10°(GeV/c)? p(a,pn) T g°x 10°(GeV/c)? p(a,pp)t

0-1 2.56+-0.76 3.5-55 2.03-0.24

1-3 1.54+0.25 55-75 1.53+0.19

3-5 1.84+0.23 7.5-9.5 1.470.18

5-7 1.30+0.17 9.5-11.5 1.21-0.15

7—9 1.41+0.17 11.5-13.5 0.91+0.13
9-11 1.00-0.13 13.5-16.5 0.85-0.10
11-13 0.99+0.13 16.5-19.5 0.67-0.08
13-16 0.81+0.09 19.5-23.5 0.50-0.06
16—19 0.66+0.08 23.5-35 0.30+0.02
19-23 0.45+0.05 35-39.5 0.15-0.02
23—-30 0.38+0.03 39.5-49.5 0.16-0.01
30-39 0.26+0.02 49.5-65 0.06+0.01
39-49 0.16+0.02 65-70 0.04+0.01
49-60 0.106:0.01 70-90 0.02+0.005
60—75 0.06+0.01

75—-90 0.03:0.01

from Refs. 5 and 6 are in sharp contradiction with each other at gmalearly showing
the strong dependence of the spectral functions on the choiskiNgiotential.

Including in the analysis all our experimental data on reacti@hsnd (2) at two
different initial momentum values, we approximated the functig(q) as follows:
A, exp(—b,g?)+A; exp(—b,q?); the following parameter values were obtained at
X2/IDF=1.45. A;=(25+0.2)x10* (GeV/c)"3,  b;=74+2  (GeVl) ?
A,=(6.4+3.4)x 10? (GeV/c) 3, b,=12+4 (GeVic) 2.

Finally, after integration of this function with the given above parameters values in
the region 6<g<0.3 GeVt the contribution of thet( ) + N) component

Now=— J d?
tN (2m)? piNd™q

to the*He nucleus was found to be 1.05. As follows from our recent wotke contri-
bution of the @+d) component to the wave function of thele nucleus,

Nga= ! f d?
dd (2m)° Pddd™q,

in the same region off equals 0.54. These results are very important for checking the
sum rule for the total spectral function, which includes the contributions of two-, three-
and four-body virtual decays of tHéde nucleus.

The authors are very grateful to our colleagues S. M. Zombkovsky, A. V. Blinov,
and Yu. V. Korolev for their valuable assistance in this investigation. We also would like
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How can we study the halo momentum distribution
in exotic nuclei?

G. D. Alkhazov®
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Conditions for applicability of the “sudden” approximation to the de-
scription of fragmentation of exotic nuclei are discussed. An experi-
ment is proposed that may yield rather accurate information on the halo
internal momentum distribution. €997 American Institute of Phys-
ics.[S0021-364(®7)00214-4

PACS numbers: 36.18k, 25.70.Mn

Since the discovery of exotic nuclkiyhich have an unusual spatial structure with a
normal-sized nuclear core and an extended nucleon halo, their properties have been
studied extensively by different methods. Much valuable information on the nuclear
structure of exotic nuclei has been obtained from the data on nuclear fragmentation.
Nevertheless, the situation with the nucleon momentum distributions in these nuclei still
remains uncertain. It turns out that the mechanism of the nuclear fragmentation reaction
may significantly affect the momentum distributions obtained. Thus it is still not quite
clear to what extent the measured distributions reflect the true internafdnes.

The idea of the nuclear fragmentation experiments is as follows. A beam of exotic
nuclei intersects a fragmentation target. Due to interaction with the target, nuclear
breakup(or the Coulomb dissociatigrtakes place. In the beginning of these studies it
was supposed, with a reference to the “sudden” approximation, that the observed frag-
ment momentum distributions were the true internal ones. The sudden approximation
implies that the participants of the interaction are removed from the nucleus under study
so quickly that the rest of the nuclear system may be supposed intact, its momentum
being the same as it was before the interaction. In fragmentation reactions, however, the
conditions for applicability of the sudden approximation are usually not fulfilled. Indeed,
even when the experiment is performed at relatively high energy, so that the target
crosses the nucleus rather rapidly the center-of-mass reference frame of the nugleus
the rescattering of the target on the nuclear components violates the applicability of this
approximation. Moreover, the nuclear participants in the interaction with the target may
not be removed from the nucleus fast enough. The sudden approximation fails for this
reason as well.

Let us consider main mechanisms of intermediate-energy fragmentation of a one-
neutron-halo exotic nucleus to a core and a neutron. We assume that the exotic nucleus
consists of two well separated by-systems, a halo neutron and a core, so that its wave
function may be represented 85 ;= ¢; (r) ¢, where ¢¢;(r) describes the relative
motion of the neutron and the core, afigd describes the internal motion of the core
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FIG. 1. Main diagrams for fragmentation of exotic nuclei target;c — core;n — halo nucleonN — target
nucleon;p — proton; 7 — pion).

nucleons. Let be the momentum transfer from the target to the exotic nucleus. Since the
binding energy of the halo neutron is low, even small momentum transfers may induce
fragmentation of the exotic nucleus, the target nucleus being left in the ground state.
Thus, it is evident that the “elastic” breakugthe target nucleus being left in the ground
statg is an important channel of exotic nucleus fragmentation. Describing the target
interaction with the exotic nucleus as consecutive independent interactions of the target
with the halo neutron and with the core, and using the Glauber—Sitenko theory, we obtain
the well-known formul&® for the amplitude of elastic breakup:

F ()= (ki2m) | expliab)(e|T'(b)]e) o, @

I'(0)=T'tn(b—8y) + (b= ) —Tin(b—5)ie(b— ). )

Here I'(b) is the profile function for the interaction between the target and the exotic
nucleus;b is the relevant impact vectok; is the value of the wave vector of the projec-

tile; 'y (b—s,) andT'.(b—<,) are the profile functions for the interactions between the
target and the halo neutron, and between the target and the core of the exotic nucleus,
respectively;s, ands; are the transverse coordinates of the neutron and the core.

The three terms in Eq2) are presented in Fig. 1 by the corresponding diagrams
2, and 3. Let us consider the first diagram, which corresponds to fragmentation due to
“elastic” scattering of the halo neutron on the target. Due to its low binding energy, the
halo neutron spends a significant part of its time beyond the range of the nuclear forces
of the core. This allows us to suppose that in the breakup process the effect of the
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final-state interaction between the knocked-off neutron and the core is not essential, so
that the wave functiorp:(r) may be taken as a plane wave. Then from @¢.and from
the first term of Eq(2), it follows immediately that

Aol gup(ko),  daid®,= [ (dow(@)/ap(k,- @, ®

Heredo/d%k,, anddo/d3k, are the breakup cross section distributions over experimen-
tally observed neutron and core-fragment moméintahe CM system of the projectile
don(0)/d?q ando, are the differential and the integral elastic cross sections for neutron
scattering on the target, ang(k;) and p(k,) are the core and halo neutron internal
momentum distributions.

It is seen that the observed core momentum distribution is equal to the internal one,
while the observed transverse momentum distribution of the neutron is distorted by the
interaction with the target, the longitudinal one remaining undistofteste that the
momentum transfeq for not-too-big values is practically perpendicular to the direction
of the incoming beam Now, if we consider diagran2, we shall come to similar con-
clusions with the roles of the neutron and the core interchanged. We see that momentum
distributions of the “participants” of interaction with the target are distorted, while the
distributions of the “spectators” are not. Diagradncorresponds to the breakup process
when the target interacts with the neutron halo as well as with the core. In this case both
momentum distributions of the neutron and of the core are distorted.

Expressiong3) are obtained under assumption tgafr) is a plane wave. However,
it actually is distorted by the final-state interaction. Amplituglig(q) for the “elastic”
fragmentation, corresponding to the 1st diagram, may be written in the form

Fra()=fun(@Sh(a), Sri(a)=(e:lexpiias,|e:), (4)

wheref,,(q) is the amplitude for elastic scattering of the neutron on the target. The wave
function ¢ should be orthogonal to the ground-state wave functgn As a conse-
quence of this, the inelastic formfact&®;;(q) is zero atq=0, which is significantly
different from the case wheg; is a plane wave. Now, with a realistig; , there is no
direct connection between the measured momentum distributions and the internal ones.

For targets with high charge numbgr the nuclear breakup may proceed as Cou-
lomb dissociation. The amplitude for this process at intermediate energy may be written
in the form (4) with F.cou(q) instead ofF;,(q), whereF.cou(q) is the amplitude for
the Coulomb scattering of the target on the core of the exotic nucleus. So, it is evident
that the momentum distributions of fragments appearing due to the Coulomb dissociation
are subject to final-state interaction distortions as well. In addition, they are distorted also
by the strong interaction of the target with the exotic nucleus.

Another important channel of exotic-nucleus fragmentation, which is in fact domi-
nant at sufficiently high energy, is the “inelastic” breakup, when the target is broken too,
and new particlegprimarily piong are produceddiagram4). This process is often
referred to as a “stripping” reactiohThe neutron knocked out from the exotic nucleus
usually receives a big momentum transfer in this reaction, and it is “absorbed” from the
elastic channel. Therefore, effects of final-state interaction are small here, and the mea-
sured momentum of the core fragment, which is a “spectator,” is supposed to reflect the
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internal momentum of interest. However, due to the interaction of the target with the
nuclear core the stripping reaction is mainly peripheral, so that the sensitivity to the
momentum distribution in the nuclear interior is low, the measured momentum distribu-
tions of the core fragments of exotic nuclei being narrower than the true internal"®nes.

To summarize the previous discussion, we can draw the following conclusions. The
observed momentum distributions of the fragments may be distorted substantially by the
interaction with the target, by the final-state interaction, and by rescattering effects. It is
not possible to take the final-state interaction into account exactly since we do not know
it well enough. It is not easy to take the effects of rescattering into account accurately due
to the complexity of the nucleus—nucleus interaction. Information on the neutron mo-
mentum distribution in the central part of the exotic nucleus is lost because of strong
absorption.

As to investigation of two-neutron halo nuclei, the situation is more complicated
here. The breakup of such a nucleus may go as a suquential process. For example, in the
case of fragmentation dfiLi nuclei, one of the halo neutrons may be knocked out, the
rest of the system being left as an intermediate excited state of the nd8leéushich
decays to’Li and another neutron Ref. @ee diagran®). The latter is observed in the
experiment in the forward direction, but the narrow transverse momentum distribution of
this neutron has little to do with the internal neutron momentum distributiohtlin
nuclei.

In what experiment can one obtain information on the halo neutron momentum
distribution that is not distorted significantly by the reaction mechanism? Let us enumer-
ate the requirements which, in our opinion, are demanded for such an experiment.

1. The experiment should be performed at intermediate energy. This allows one to
select a direct process, to reduce distortion effects, and to have a reliable scattering
theory.

2. Since the momentum distributions of “participants” are disturbed by interaction
with the target, the “participants” have to be separated out, and information on the
internal momentum distributions should be extracted from the “spectators” only. Note
that in this case the transverse and longitudinal observed momentum distributions are
expected to be identical.

3. To minimize the effects of the final-state interaction, the “participants” have to
receive a sufficiently high momentum transfer.

4. For the same reason the “participants” should be light enough.

5. To minimize effects of distortions of momentum distributions, the target should
have a small cross section for interaction with the nuclear components.

6. To minimize the contribution from Coulomb dissociation, the target should have
low Z value.

7. To avoid problems of description of the nucleus—nucleus interaction, it is desir-
able to have the target be an elementary patrticle.

Below we describe an experiment that satisfies all these requirements. We propose
to perform fragmentation of an exotic nucleus on a liquid hydrogen target. The appro-
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priate energy of the beam may be around 300 MeV/u or somewhat higher. To be more
concrete, let us consider the case . Interaction with a target proton may cause one

of the halo neutrons to be knocked out from the nucl@liagram6). To suppress the
influence of the final-state interaction of the knocked-out neutron with the rest of the
nucleus, we demand that the momentum transfer to this neutron, which is a “partici-
pant,” should be sufficiently high. This requirement may be satisfied by measuring the
energy of the scattered target proton and selecting events for which this energy is above
some value, say above 50 MeV. Note that the energy resolution of the proton detector
may be rather low, since the value of the proton energy will be used only for event
selection. The information on the neutron internal momentum distributidfLirmay be
obtained by measuring the transverse momenta of another halo neutron and of the core-
fragment®Li. From the relative transverse velocities of the detected neutron®aind
nucleus, one can obtain information on the energy of the possible intermediate resonant
state of'%Li. The sum of the measured transverse momenta of the neutron and%fi the
nucleus is expected to be equal to the internal momentum of the knocked-out neutron.

The proposed experiment differs from the previous experiments on fragmentation of
exotic nuclei mainly in three respects. First, the fragmentation target is an elementary
particle. Second, the “participants” in the reaction and the “spectators” are separated
out, and only spectators whose motion is little affected by the interaction with the target
are used to deduce information on the internal momentum distributions. And third, the
halo neutron, which is a “participant,” is removed from the nucleus very quickly, so that
effects of final-state interaction between this neutron and the rest of the system are small.
Note also that in distinction with previous works, here it is proposed to obtain informa-
tion on the halo neutron motion for two-neutron-halo nuclei not from the observed core-
fragment momentum or from the forward neutron momentum alone, but from the sum of
these momenta. The conditions for applicability of the “sudden” approximation are
fulfilled (it is more correct to speak here about the “impulse” approximatiamd the
influence of rescattering effects is minimized. We believe that from this experiment one
can obtain rather accurate information on the halo neutron momentum distribution. Of
course, similar approach may be used for studying a halo proton momentum distribution
in proton-rich nuclei, as well.

The experiment discussed may be considered as a version of the classical experi-
ment for (,pn) or (p,2p) quasi-elastic scattering in inverse kinematics. The shell from
which a nucleon is knocked off is determined in traditiong/n) and (p,2p) experi-
ments from the energy balance of the incident, scattered, and knocked-off nucleons. As
for the present experiment, the fact that a nucleon is knocked out from théthalaot
from the corg¢ is determined from observation of the core fragment. Strictly speaking, if
we observe a core fragment, siyi, when we considet'Li fragmentation, this does not
mean that the breakup otLi nucleus must necessarily proceed by the knock-off of a
halo neutron. In principle, the breakup of tht.i nucleus may occur due to “elastic”
scattering of the core on a target proton. However, the probability of such a process with
a high momentum transfer to the core is very low. Note that the observed momentum of
the °Li fragment in this case will be outside the range of interest.

An estimate of the counting rate of the events of interest for a liquid hydrogen target
10 cm long shows that rather good statistic®re than 10 event$ may be accumulated
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during a reasonable experiment time with an intensity of the beam of exotic nuclei even
lower than 18 1/s.

The proposed experiment is discussed in more detail in Ref. 10.
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The **Ca B spectrum has been measured with é.iSidetector. New
limits on the mixing parameter|/?><0.005) for a neutrino with
mass in the interval 75-100 keV are obtained. The possibility of a
monochromatic peak appearing at the end of ghepectrum is ana-
lyzed. © 1997 American Institute of Physics.
[S0021-364(97)00314-9

PACS numbers: 27.48.z, 23.40-s

In Ref. 1, a narrow peak of relative intensity of the order of ¥and width not
exceeding the spectrometer resolution was observed near the end poinBa$betrum
of tritium. The negative value obtained in Ref. 2 ﬁmﬁ can also be explained by the
presence of a monochromatic peak of intensity of the order of 16 the left of the
limiting energy® The possible unconventional reasons for the appearance of such peaks
— a neutrino bound state or the existence of a neutrino sea — motivate the experimental
search for similar effects in other elements which undgggtecay. At the same time, the
possibility of the emission of a massive neutrino can be assessed by analyzing the shape
of the B spectrum.

To observe such effects, in the present work we analyzed the spectrdfCaf
(T,=164 days andE,=256 ke\), which decays into thé°Sc ground statéthe prob-
ability of a transition to an excited level equals 0.00279% his choice of isotope was
dictated by our desire to check the model proposed in Ref. 5 for the appearance of a peak
at the end of thg8 spectrum, since the limiting energy 1Ca is very close tan,/2. At
the same time, the model makes it possible to study the possibility of the emission of a
neutrino with mass in the interval 80—110 keV, for which the previously established limit
does not exceed 16.

The electrons were detected with dL$) detector having a sensitive region 12 mm
in diameter and 3 mm high. A collimator-screerfé@a source was located 25 mm from
the detector surface. The peak near the end oBtepectrum can be simulated by natural
or artificial radioactivity and the massive-neutrino emission effect can be simulated by
the Compton-scattering edge. For this reason, precise measurements gespiinees of
extremely high radioactive purity. Such sources were specially prepared for the present
experiment. For three weeks 2 mg Cag@nriched to 13% with the isotogféCa and
containing less than 1%PCa, were irradiated in a reactor with a flux of'¥@eutrons/
cn?-s. After eight weeks, when thECa activity had mostly decayed, the calcium car-
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bonate was dissolved in a drop of dilute nitric acid. The calcium ions were collected at
the top of an ion-exchange column with a cationite in Nférm. The column was
washed with a 0.01 M solution of ammonium nitriloacetate with a pH of 7.8 and water,
after which the**Ca was washed out with a nitric acid solution with acidity increasing
continuously from 0.1 to 2 M. The emergence of fi@a peak was checked according to
the residualy activity of #/Ca. The chromatographic purification operation was repeated
twice, after which the calcium solution was evaporated to a drop and allowed to stand for
120 days to let the residuéiCa activity decay Ty,=4.5 days.

In our experimental detector—source geometry the deviation of the resolution func-
tion from a Gaussian is mainly determined by the back diffusion of electrons from the
detector surface as well as by electron energy losses in the source or the insensitive layer
of the detector. To determine this function, the free isot6p®Te, purified by the
procedure described in Ref. 6, was addetP@a and isotropically mixed. The energies of
the two main conversion lines 8f*"Te are equal to 77.5 and 104.4 keV.

To prepare a workingg source, a lithium aluminate sorbing spot 10 mm in diameter
was produced on 4m thick aluminum foil. When the calcium nitrate solution was
deposited on the sorbing layérCa and*?"Te were uniformly trapped by the surface
and LING; was pulled to the edges of the spot which were screened by the collimator.
After preparation, the source was placed in a vacuum cryostat containing ti¢ Si
detector. For this, the background spectrum of the detector was measured and found to be
described well by a linear function in the interval 100-270 keV. The detector had a
preamplifier with a continuous drain feedback and with a cooled field-effect transistor, an
amplifier with a formation time constant of 2s, a circuit for screening pulse overlaps
with a temporal resolution of 0.3 ns, and a 12-digit ADC graduated to 80 eV/channel. The
input load was equal to 150 Hz. With an overlap screening time of 0.3 ns the result was
that the entire background was due to the natural or artificial radioactivity. The resolution
of the detector measured according to the 77 keV conversion-electron line was equal to
1.6 keV, and the shift of this line on the energy scale, calibrated with respect ¥Qbe
and?*!Am 1y lines, was equal to 0.4 keV. Therefore the difference in the energy losses of
the 120 and 270 keV electrons did not exceed 200 eV.

A total of 8x 1% 4*Ca decays were detected. The experimental spectrum was com-
pared with the theoretical spectrum by searching for a minimum ofythénctional.
First, two parameters of a linear approximation of the background were found for the
interval 259—-270 keV; these parameters were used for the entire spectrum and not varied.
Actually, the background from the natural radioactivity was described by these two
parameters, since the background due to pulse overlap was an order of magnitude
weaker. The rest of the spectrum was compared with the formula

N(Ei):AEK F(Ex,2)S(Ex,Eq,Uen,M,)R(E; ,Ey), @

whereA is a normalization constarf(E, ,Z) is the Coulomb function taking account of
the screening correctio=(1—|Uqp|2)S(M,=0)+|Uenl?S(M,=M},) is the sum of
two B-spectra with limiting energye, and neutrino mas#!,, and R(E; ,E,) is the
experimentally determined resolution function for the 77 keV conversion line. A term
proportional toaZN(E;)/E; and representing a sum of the constant tail of the resolution
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FIG. 1. Optimal fit in the interval 140—270 keV ffl . 4/>=0. The value of a channel is 1 keV. The solid curve
shows the additional contribution obtained with fixed parameters of the fitting proceduvk, fob0 keV, and
[Uen/?=0.01.

function, whose intensityr could not be found from the measured spectrum and there-
fore was varied as a free parameter, was added to the fund(igy). Four parameters
were varied — the end-point ener@y, A, M, anda. This fitting procedure gives an
acceptable value of? in the interval 140—-270 keV. Thg; curve for the optimal fit
(My=0) is shown in Fig. 1. The position of the lower limit of the interval determined
the appearance of a wide peak with energy 132 keV. This peak is due to coincidences
between the conversion and Auger electronsxanahd y-rays emitted in two successive
transitions in**>"Te (Ref. 6.

The value ofE, was determined to be 256% keV. The solid curve shows the
additional contribution to the spectrum for the case when a neutrino with a mass of 50
keV is emitted with probability 5 10~ 2 per decay. The emission probability for different
neutrino masse$!, was determined by constructing &profile. Figure 2 displays a
curve of the limit on the probability of mixing of a heavy neutrino in the interval 20—160
keV (90% confidence leviein comparison with other experimerfts’ Therefore the new
limit on the mixing parameter in the neutrino mass interval 75-100 keV is
|Up|2<0.005.

The observation of a monochromatic peak in the continuous spectrum is a more
model-independent problem than is the search for a contribution from a smoothly increas-
ing function in the case of the emission of a heavy neutrino. The maximum likelihood
method was also used to search for a monochromatic peak near the limiting energy. The
experimentally determined function for 77 keV conversion electrons with a tail found for
the optimal fit in the interval 140-270 keV was used as the response function of the
detector. The results of the fitting procedure in the interval 250—260 keV are displayed in
Fig. 3. It was found that the probability for the appearance of a monochromatic peak near
the limiting energy Eo*3 keV) is less than (2.0-0.%)10 ’ events per decay. Figure
3 shows a section of the spectrum in the indicated interval and displays the results of the
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FIG. 2. Limit on the mixing parametét) .4|? (90% confidence levibbtained in the present experiméatirve
1). The curveg, 3, and4 correspond to the limits from Refs. 7-9.

fitting procedure in the case when there is no peak and for a monochromatic peak with an
intensity of 510 ‘. The limit on the intensity of the peak with energy equal to the
limiting energy of the*>*Ca 8-decay was equal to 1x310" / per decay(90% confidence
level). The achieved sensitivity to a monochromatic peak at the end o8 $gectrum is
appreciably worse than the result obtained in Ref. 1, but at the same time the limit
obtained attests to the abserfaéthe 107 level) of resonance end-point peak enhance-
ment due to the fact thd,=m,/2.

We are grateful to O. . Sumbaev for initiating this work and for suggesting that a
mixed B-source containing conversion-electron calibration lines be prepared.

800

600

S
S

count/channel

8
S

1 . | I L 1
2381 258 288 287 258 261
E, kev

FIG. 3. Results of the fitting procedure in the interval 250—260 k&WeV/channegl Curvel — absence of a
peak (y2=1.07), curve2 — peak with intensity 5 10~ 7 per decay {2=1.96).
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Liouville field theory on aZy curve is studied. It is shown that the
partition function on such surfaces reduces to Liouville correlation
functions on a sphere and to a free scalar theory with Ramond
boundary conditions. €1997 American Institute of Physics.
[S0021-364(97)00414-3

PACS numbers: 11.10.Kk, 02.40.Ky

Despite the great interest in Liouville theofgiue to its relation to string theory
many problems in this field of inquiry remain open. In recent years, the appearance of
Refs. 1-3, where analytical expressions were constructed for the Liouville structure
constants, has rekindled interest in it.

This letter is concerned with the manifestation of the conformal properties of Liou-
ville theory on a Riemann surface possessiggsymmetry. It is shown that the partition
function of the Liouville theory on &y Riemann surface reduces to the correlation
functions of a Liouville theory on a sphere and to the correlation functions of the twist
fields.

The Zy-symmetric Riemann surface&" of genusg=1 are determined by alge-
braic equations of the form

h
yN(z>=iljl (z—o)™, n>1, 1)

i.e.%xg\‘) is an N-sheet covering of a Riemann sphere. The ganud a Zy Riemann
surface

g=(N—-1)(h—2)/2 2

can be calculated via the Riemann—Hurwitz theorem. A Riemann surfaceZyyilym-
metry possessds complex parameters, and therefore the dimension of the moduli space
Mz is

N

29

dim MZN:h_3: m—

1. 3)
Comparing with the dimension of the moduli spaté of a Riemann surface of the
general position

1, g=1

dim M= 3g-3. g>1' 4
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we can conclude that &y Riemann surface does not fill all Riemann surfaces.

Let us consider the Liouville theory in the conformal gauge. The Liouville
Lagrangian density on surfaces can be represented as

1 N
L=7— (9a0p)%+ ne®?+ % Ro, ®)

whereb and u are, respectively, the coupling constant and the cosmological constant.
We fixed the metric@ on a given topological surface with curvatuRe normalized as

1 =~
prp f VoR=2(1-g) (6)

on a genusg surface.

We enumerate thN sheets of & Riemann surfacKéN) with the number$=0, 1,
..., N—1 and we represent each sheet as

h
y(l)(z):wlﬂl (Z—wj)”i/N, (7)
i=

27i/N

wherew=e is theNth root of unity.

Under the transformatio€¥) the Lagrangian density, the energy—momentum tensor,
and the Liouville field €(4(y)), T(¢), and ¢(y), respectively) on &y Riemann
surfaceX{¥ transfer to the branches®(4()(2)), T"(z), and ¢")(2) (1=0, 1, ...,

N—1). Each branch of the Liouville field$("(z) transforms under holomorphic trans-
formations as the logarithm of a conformal factor of the metric

¢(w,0)= ¢ (z,2)- % logle’ (2)[?, (8)
where
Q=b+1/. (9)

On each sheet we have a holomorphic Liouville energy—momentum tensor
TV(2)=—(3¢"(2,2))°+Q#¢"(z,2) (10
with the Liouville central charge
c=1+6Q2 (12)

Let the fields T"(2), ¢("(z,z)) on aN-sheet covering be vector fields @P*.
When the arguments of the field make a circuit around a branch point, the vector fields
are transformed by a monodromy matrix. Monodromy matrices form a representation of
the homotopic groupr,(C P1/ij), and in our case they are simply identical to the
groupZy.

For convenience, we now switch to the basis employed in Ref. 4. The generators of
the monodromy group become diagonal in this basis:
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buo(z E 0 ¥p(z,2),

(12
=> 0 MT0(2).
| =
The “bosonization rules” forT ) in a diagonal basis can be represented as
1 N—1
To=— N SZO Ib(s) b k—s)+ QI P - (13
In particular, the Liouville energy—momentum tensor can be represented as
1 N—1
Toy=— N &¢(0)3¢(0)+Q32¢(0) E Ib(s)0h(—s) (14

and the corresponding central charge is
c=N(1+6Q?). (15)

Expression14) and(15) make obvious the splitting of the initial theory into a Liouville
theory on a sphere with central chaige= 1+ 6Q2N and a free scalar theory of the fields
b (s=1,2,. ,N—1) with the (N—1)st central charge;= 1. Under a holomorphic
transformation of the coordinates the Liouville fieflgy=® and the free fieldsp,
(k#0) transform as

_ _ N
®(0,0)=P(2,2)~ 5 Q loglw’ (2)|%

(16)
Do, 0)=d)(2,2), k#O0.
We now rewrite expressiofi4) in the new notation as
1 1 N—1
T=—Naq>a<b+Qa2q>—N D I dd s - 17)
s#0

In accordance with the properties of monodrdnof vector fields onCP*, we must
determine Liouville vertex operators of two types. The first type are the so-called non-
twisted vertex operators

V[O]<z,z_>=exp{2ad><z,z_>}exp{ 12 a<s>¢<s>(z,z_>] (18)
with dimension
A, p=2a(Q a)+ 2 Qs @(—s) - (19

The physical state space of the Liouville theory is well known and is determined by the
charge®

a=ip+QI/2. (20
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Therefore we obtain as the final expression for the dimension of the nontwisted vertex
operators

Q? N
A: 7+2p2+§§0 (1(3)0{(,3). (21)

The second type are the twisted Liouville vertex fields of the form
Vi(z,2)=exp(2y®(2,2)}o(Z 1) (2]2) . .. o (2ZIN— 1) (22)
with the corresponding dimensibn
Apg=2y(Q—y)+(N?=1)/24N. (23
The dimensions of the twist fields,(z|) are
1((kKl kl) 2
N| [N

AkI:Z , (24)
where the symbofx} denotes the fractional part at

Our aim now is to construct, on the basis of this knowledge, the partition function of
the Liouville theory on the surfaclééN). According to Polyakov’s conjectufesumma-
tion over a smooth metric with inserted vertex operators is equivalent to summation over
a metric with singularities at the points of the inserted vertex operators. Therefore the
partition function of the Liouville theory on a Riemann surface

zg:f D¢ exp[— f %(aa¢)2+ﬂe2b¢+ % RY¢ (25)
can be represented onZg Riemann surface as
zg:j DO ex;{—fi (<9ac1>)2+p,e2b‘1’+g ﬁe9=°c1>}
47N 4
1
><Sl;[0 Do exp{ - J 7N s;o (9(/;(5)(9(;5(3)}
h
x 1 exp2yi®(wr o}oy(@i|Doy(@i[2). . oy (@|N-1), (26)
where
b= gi QT - % (27

To calculate the last partition function, first we integrate over the zero modes of the
Liouville fields ®. After integrating over the zero modes we obtéim variable fields
orthogonal to the zero modés

I'(—s ~ 1 _ R _
Zy=(—p)® (b )chb exp{—fm(&CD)an%Rg_ocb
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h

x(j eZb‘T’)SH exp(2% P (w, ,w_i)}f SI;IO D

1 h
Xexp{— f 7N 52#‘40 0¢(s)<9¢(s)}inl o (wi|1) o (wi]2) . .. o (wiN—1),

(28
where

h
;1 y;=Q—sb. (29)

The last integral expressiofthe correlation functionof the fields o, in Eq. (28) is
defined as

h
11 o(@ilog(@il2). . og(IN=1) ) =I] o= o] #i(detW) "1 (30

whereW is the matrix of periods, angt; forms a basis iH;(X{"),Z) (Ref. 9. More-
over, it is well known that the multipoint correlation functi¢80) reduces to the partition
function of a free scalar theory with Ramond boundary conditi8ns.

The first integral(correlation functioh in Eq. (28) is not a free-field correlation
function, since in the general case the degseis not positive and integral. But i§
assumes integral values-n=0, 1, 2, ..., then the partition functiafy, possesses poles
at > v; with residues equal to the corresponding perturbative integrals

Res Zg((,()l, A ,wh):G(n)(a)]_, C ,(l)h)|2 »=Q-nb’ (31)

2 Yi=Q-nb

whereG(" is a free-field correlation function

Gm(“) D@ep{f (9D) +QRg°c1>] J\/_

><exp{2b<I>(xJ-)}dle-iI:[1 exp{27y;® (o ,w_i)}f sl;[o Déys)

1 h
XeXﬁ{— 4mN f szo a(b(s)a(b(_s)}iﬂl o (@il Dog(wil2). .. o

X (wi[N=1), (32

which is thenth term in the naive expansid@6) for Z in powers ofu. So, the partition
function of the Liouville theory on &y Riemann surface reduces to the Liouville cor-
relation function on a sphere with inserted Liouville vertex operataith chargesy;)
and a correlation function of the twist fiels Therefore the residues of the partition
function of the Liouville theory on & Riemann surface at the pol&sy,=Q—nb are
identical to the correlation function of the free-field theory odaRiemann surface.
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Let us now examine the particular case of a Liouville theory on an elliptical curve,
i.e., N=2, h=4. We rewrite expressiof26) in this particular case as

1 Q .
= - | = 2 2b® . = BHg=0
Z, f Do exp{ f8 (0,D)°+ e+ 7 RI="® D¢

4
i];];[ e27i‘1>(wi ‘wi)Uei(‘Ui 1w_|) (33)

1
X — —_
ex;{ f - dpdg
Then the residue af; will be equivalent to the four-point function

Res Zl(wli s ,(1)4)=G(n)((l)l, s ,(1)4)|2 %,=Q-nb (34)

E Yi=Q-nb

whereG(™ has the form
G()/rl),yz,y3,y4(wl 1 wz 1 (,03 1 (1)4)
h

_ n 1 . n _
:( M) fDCI)effﬁ(ﬁq))hQRg:O@H f \/Eezbq)(xj)dzle‘[ e2yi<I>(wi,wi)
n! j=1 i=1

4
11 oc(wi ). (35)

xf¢ele¢ exp{—%jacﬁﬁqﬁ

Therefore the Liouville partition function on an elliptical curve reduces to a four-
point correlation function on a sphere of Liouville vertex operators and to the partition
function of a free scalar theory, where the integration extends over compactified fields

with Ramond boundary conditions.
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The internal structure of a shock wave front in a gas is studied by
molecular dynamic¢MD) simulation. A new approach to MD shock
simulation is used, which enables one to consider a stationary shock
front at rest and radically improves the quality of simulation. The pro-
files of flow variables and their fluctuations are calculated. The evolu-
tion of the velocity distribution function across the shock layer is cal-
culated and compared with the bimodal distribution. The pair
distribution function in the shock layer is determined. The surface ten-
sion associated with the shock wave is estimated.1997 American
Institute of Physicg.S0021-364(07)00514-§

PACS numbers: 52.35.Tc, 51.10y, 02.70.Ns

The shock wave is a principal element of gas-dynamic flows. Since the changes of

the flow parameters across a shock wave front are uniquely determined by the conserva-
tion laws and do not depend on the internal structure of the front, the shock wave is
considered in gas dynamics as a structureless discontinuity. In the kinetic theory, the
shock wave is treated as a transition layer of finite thickness, and its internal structure is
of particular interest. For the most part, shock-wave structure studies have been per-
formed either in the hydrodynamic approximation(which is valid for weak shocksor
on the basis of the Boltzmann transport equatiwhich holds for low-density gas&s).
The first gas kinetic analysis of strong shock wave structure was carried out in Refs. 4
and 5 using the so-called bimodal approximation. It is assumed that the distribution
function within the wave may be represented as a linear combination of two Maxwellian
distributions corresponding to uniform upstream and downstream flows:

f(v,2)=(1—-a(2))f1(v) + a(D)f(v), (D)

where f;(v) is the Maxwellian distribution with the particle number dengity mass
velocity u;, and temperaturd; (i=1,2). The subscripts 1 and 2 denote the uniform
upstream and downstream conditions, respectively. The distribution furi@jicloes not
satisfy the Boltzmann equation. Various equations have been proposed in the liferature
to determinea(z). A comparison with experimental data shows reasonable accuracy of
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the bimodal approximatioril), but gives no way to decide which of the equations
proposed in the literature yields better results. Note that some of the results concerning
the shock front structure obtained using the Boltzmann equation are in conflict with those
obtained in the framework of the hydrodynamic equations. For example, in the hydrody-
namic approximatiohthe density approaches its limiting valuesandn, exponentially
as|z|—=, whereas the solution of the Boltzmann equation for weak shock \Wave
shows a different asymptotic behavior. It is conceivable that this discrepancy might be
attributed to the fact that only two-particle collisions are taken into account in the
Boltzmann equation.

To calculate the shock front structure in solids, liquids, and dense gases the molecu-
lar dynamics method and the direct Monte Carlo simulation approach have been
employed®'?~1 These simulation studies have several shortcomings, however. In the
majority of MD simulations a plane shock wave is generated by a piston compressing a
fluid which is initially at rest. The resulting shock wave is unsteady. This approach, along
with small number of particles in the simulation box, leads to unduly high level of
nonphysical fluctuation~* As a result, there is no way to calculate the velocity dis-
tribution function within the shock front with sufficient accuracy. In Ref. 14, for example,
qualitative statements as to the presence of anisotropy and non-Maxwellian character of
the velocity distribution inside the shock front are based on calculation of the moments of
the velocity distribution. Notice that the interpretation of the simulation results in Refs.
12-15 and other similar works is usually carried out in terms of hydrodynamic variables,
some of which lose their meaning on a molecular scale.

In this work several physical problems related to the internal structure of shock
waves are solved. First, we calculated local velocity distributions at several points within
the shock front. Second, we found the asymptotic behavior of the hydrodynamic variables
in the shock wave. Third, we calculated an additional pressure resulting from shock front
curvature(the effect similar to the surface tensjoie consider a shock front which is
at rest in a laboratory frame. A special potential configuration is used which accelerates
the gas at one side of the MD cell and decelerates it at the opposite side. As a result, a
stationary shock wave is formed inside the cell, and the level of fluctuations significantly
decreases, as will be shown below.

We describe the interaction of atoms by the Lennard-Jones potential:
U(r)=4e[(a/r)*?— (a/r)®]. We will use the MD units defined in the standard Wsip
terms of the values of ando. The rectangular MD cell, XL, X 2L, has dimensions of
56X 56X 240 units. The total number of particles is 32000. The flow velae{) <O is
directed along thez axis. Periodic boundary conditions are imposed along the three
coordinate axes. The short-range potentiifsandU ~ are located at= + L, and satisfy
the condition that the force8U*/dz=9U /9z=0. Since the accelerating™ and de-
celeratingU ~ potentials have different magnitudes, the particles crossing the boundary
z=*L, change their energy.

To form a uniform upstream flow with given temperatdrgand mass velocity ,,
the Langevin thermostHtis used. The thermostat constitutes a part of the MD cell
(located in the region 160z<<116) in which the atoms are subjected to a Langevin force

FR()=R(t) — B(vi—v16kd), )
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FIG. 1. Density profiles in the shock fronh)Y and mean-square fluctuations of the longitudingl &nd
transverse £) molecular velocity components.

where the subscrigk=X, v, z, the superscripd enumerates the atomg, is the friction
coefficient, andR{(t) is Gaussian random force. To obtain a prescribed temperditure

the parameters of Eq2) must satisfy the conditiodR?)=28T,/At, whereAt is the

time step of the integration. The equations of motion are integrated using the 8th order
Stoermer method. The details of the algorithm are described in Ref. 18. The accuracy of
the calculations may be characterized by the relative amplitude of the fluctuations of the
total energy and center-of-mass position. In our calculations these amplitudes were less
than 0.5%.

Going to the discussion of the results of simulations, we consider a typical case of a
shock wave of moderate intensitjach numbeM =12,/\/5T;~5.4v,) in a gas of
moderate density. The parameters of shock waves at Mach numbers 2.65 and 8.19 are
specified as:

(@ v,=-049, n,=0.0235 T,=0.992,
v,=—0.181, n,=0.0632, T,=2.97;
(b) v,=-150, n,;=0.0235 T,=0.983,
v,=—0.42, n,=0.0837, T,=19.96.

The interatomic distance and the mean free path of atoms in the upstream flow are
of the same order of magnitudd;~3.5 and\;~6.4 in case(b). The parameters of
uniform supersonic and subsonic flow satisfy the Hugoniot equation calculated using the
equation of state data for argon taken from Ref. 19.

The number density profile within the shock front is shown in Fig. 1. The shock
wave thickness defined a®=(n,—n;)/|dn/dz] . is in agreement with experimental
data cited in Ref. 14. As was noted above, in the hydrodynamic approximation the
differencesn(z) —n; andn,—n(z) decrease exponentially 5 — . Analysis based on
the Boltzmann equatidft’! suggests that the above differences are proportional to
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FIG. 2. Variation of the velocity distribution functiorG(z,v,) andGy(z,v,) in the shock front aM =8.19.

exp(—k|lZ2™ with m<1. It follows from the simulation results that=1.01+0.03. This

result can be considered as evidence that the kinetic appgfoaéhnot applicable to the
description of the asymptotic behavior of the flow variabledzhts. It would be

instructive, however, to compute the exponentising a larger MD cell.

The temperature profiles inside the shock front shown in many papers make no
physical sense because the temperature is not defined for nonequilibrium states. The
guantity that is well defined is the mean-square fluctuation of the particle velediigh
is equal to the temperature at equilibriufihe simulation reveals that the fluctuations of
the longitudinal ¢,) and transversev(,vy) velocity components show quite different
behavior(Fig. 1). When moving in the direction from upstream toward downstream, the
fluctuation{(v,—v,)?) first increases rapidly, then passes through a maximum, and ap-
proaches its downstream value from above. The fluctudidh increases more slowly
and monotonically from its upstream to downstream value. To understand this behavior
we note that the transformation of the energy of ordered motion along diés into the
energy of random motion along theaxis requires large-angle scattering, which occurs
when the particle velocity is large. Therefore, this process leads primarily to the genera-
tion of high-energy tails in the distributions of particles ovgrandv,, and the rate of
energy transformation is rather low. The randomization ofzlsemponent of the veloc-
ity is not much connected with the tails of distribution function and has a higher rate.

The evolution of the particle distributions over the velocity components inside the
shock front is shown in Figs. 2 and 3. The distribution functions are defined as

F(Z!UZ):I f(z,v)dv,dvy, G(Z,vx)zf f(z,v)dv,dv,.

The simulation resultédots, subscriptl) are compared with the bimodal distributi¢h
(solid lines, subscriph) for different thin layers normal to theaxis. All the distribution
functions are normalized to unity. As is seen from Fig. 2, the evolution of jhaistri-
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FIG. 3. Variation of the velocity distribution functionky(z,v,) andF,(z,v,) in the shock front aM =8.19.

bution begins with the generation of high-energy tails. Then the change extends into the
region of smallerv,. In the vicinity of the pointv,=0 the distribution remains un-
changed until a new equilibrium state is reached. The bimodal approximation describes
the evolution of the functios(z,v,) to a good accuracy.

The transformation of the, distribution begins in a similar way: first, the high-
energy tail is formed. Then the ne@ownstream distribution is formed due to the
particle flux in velocity space. It is seen from the results of simulation that the width of
the distribution function-(z,v,) within the shock front is greater than its width in the
equilibrium downstream flow. The functiofy(z,v,) calculated using the bimodal ap-
proximation(1) differs little from the functionF4(z,v,) obtained from the MD simula-
tion. Calculations show, however, that the difference decreases with decreasing Mach
number. This fact is inconsistent with the popular point of view that the bimodal distri-
bution affords better approximation at higher Mach numbers, when the shock wave
thickness is small. At Mach numbeks close to unity, the functiong;(v) andf,(v) are
close to each other, and Ed) has correct limit adl — 1. Figures 1, 2, and 3 clarify the
origin of the “temperature maximum” observed in some of the previous studies of shock
wave structure, and show that the bimodal distributibnis close to the real distribution
function in shock waves.

In Fig. 4 the evolution of the pair distribution functid¥(r) (defined similarly to
Ref. 16; herer is the vector in thexy plane across the shock front is shown. In the
upstream flowN(r) exhibits a maximum whose position corresponds to the minimum of
the interparticle potential=2Y6~1.12. This maximum is less pronouncéalt its posi-
tion does not changen the downstream flow, where the temperature is much greater
than the potential minimum depth Accordingly, the average potential energy per par-
ticle is about—0.2 in the upstream region and0.007 in the downstream region.

Within the shock wave front, the velocity distribution function is not spherically
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FIG. 4. The pair distribution function in the upstredfr) and downstreani2) flows, and at the center of the
shock layer(dot9 at M =8.19.

symmetric. The pressure in this case is a symmetric tensor, rather than a scalar. The
definition of this tensor in the general nonequilibrium case is given in Ref. 20. If the
shock layer is planafand normal to thez axis), the pressure has diagonal form:
Pwx=Pyy=P,, P,,=P,, whereP_ andP, are the tangential and normal pressure com-
ponents. The difference between the pressure components at the surface of a macroscopic
body gives rise to the surface tension. A similar effect takes place in a shociéieke.

surface tension coefficient can be calculated using the formalism of Refs. 20 and 22 as

Y= f (Ph—P,dz

Calculating the pressure components from the MD simulation data yields the surface
tension coefficienty=17.38=250 dyne/cm aM =8.19 andy=1.232=17.7 dyne/cm at

M =2.65. These results are in qualitative agreement with the estimates of Ref. 21. Note
that in the case of gases the surface tension is connected with the gas-kinetic pressure,
and the coefficient is roughly proportional to 12— 1).
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