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The reactione*e™ — y7%— yv v is considered. It is shown that this
reaction possesses a clear signature, producing in the resonance region
practically monochromatic photons, which can easily be distinguished
from background bremsstrahlung photons. Since the cross section of
the reaction is proportional to the square of the neutrino mass, such a
reaction can be used as a probe for neutrino mass19@7 American
Institute of Physicg.S0021-364(®7)00115-1

PACS numbers: 13.16.q, 14.60.Pq, 13.65.i

The question of neutrino mass is one of the most important problems facing both
particle physics and cosmology. In particle physics the neutrino mass provides a clue to
understanding the origin of the mass of all particles. In the so-called grand unified
theories, based on the standard electroweak theory, nonzero neutrino masses are expected
on general grounds, since in these theories the strong, electromagnetic, and weak inter-
actions are unified at a high energy scale, and neutrinos acquire masses which are in-
versely proportional to this scale. There are many intriguing hypotheses as to the role of
massive neutrinos in cosmology and astrophysics. The big bang theory predicts the ex-
istence in the universe of a relic neutrino background similar to the cosmic microwave
background radiation. If neutrinos have masses in the range of several to several tens of
electron volts, then they could give a significant contribution to the dark matter in the
universe. In the case of much smaller masses, neutrino oscillations could deplete the flux
of solar electron neutrinos by converting some of them into other neutrino species, thus
permitting solution of the solar neutrino puzzle.

However, until now there is no experimental evidence from direct searches for
nonzero neutrino mass. They set only upper limits on the respective neutrino masses. The
analysis of the endpoint in nuclegrdecay gives the formal upper limit

m(ve)<5.1 eV. (D)

133 0021-3640/97/030133-05$10.00 © 1997 American Institute of Physics 133



/
&) Jr®
/
/

/)
r(p+py) 7(q) Yk

e(») V(ky)

FIG. 1. The Feynman diagram for the proc¢3s

Particle physics limits for the masses of the muon neutrino and tau neutrino come re-
spectively from the measurement of the muon momentum-inu v, decay and from
the kinematical analysis of tau-lepton decay modes:

m(v,)<0.27 MeV(Ref. D), m(v,)<24 MeV (Ref. 2). (2

In this article we consider the possibility of improving the upper limit on the neu-
trino mass from an experimental investigation of the process

ete s yr'—yvv. 3
In the w° decay into neutrino and antineutrino, momentum and angular-momentum con-
servation implies that the helicities of the two final particles must be the same. Because
the probability of a change in helicity is proportional to the neutrino massrtheecay
will occur only in the case of massive neutrin@m/and if lepton number is not con-
served, with an amplitude proportional to the neutrino masse, for example, Refs. 3
and 9. In the following, we shall consider the standard electroweak model minimally
extended to include a nonzero neutrino mass.

Let us calculate the cross section for the reacti®nassuming a nonvanishing
neutrino mass. The Feynman diagram corresponding to the pri@&esshown in Fig. 1.
The amplitude of this process is

gaa' ie2

M=veeylg——— ——
ST (ptpy)? AT,

Eyﬁage*y(p—’—pl)gk&Dﬂ' W\/—unVy 1+75)VV1
(4)

wheree* ? is the polarization vector of the outgoing photds,is the Fermi constanty

is the fine-structure constartt, is the pion decay constari , is the 7-meson propa-
gator. All other notations are indicated in Fig. 1. Standard straightforward calculations
give us the differential cross section

do G?a®m? wsqz\/l_4m2/q2

dw-dz  16m7S [(g2—m2)2+?m?]

(1+ 2%, (5)
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wherew is the photon energy=cosé, 6 is the angle between the electron momentum
and the photon momenturm andm__ are the neutrino and pion mass respectivelg,is

the total energy in the center of mass of the react®n I' is the total pion width,
q°=S— 2\/Sw. As is seen from Eq5), the process3) exhibits resonance behavior: the
cross sectiori5) increases significantly in the resonance regiog?atm2 , leading to the
production of practically monochromatic photons with energy

S
wo= \[5 (1-m2/S), Aw~T'=~7.7eV. (6)

In this case the resonance region gives the dominant contribution to the total cross
section. Carrying out the integration over this region and a trivial integration nver
(|2 =zy, wherez, is the experimental cutoff we obtain

m 2
me
wherem, is the electron mass. We note that in deriving Ef. it was assumed that

S> me in order to be in the resonance region. Therefore, in the special but reasonable
casefl,=30° andS=10m?, we find the following value of the cross section:

o~2Xx10"*(m/m)? cn?. )

m2

3
1-— g) cné, (7

2

Zy
1+2

o~2.4X10 %%z, 3

Of course fory, the cross sectiofB) is completely negligible, but this is not the case for

v,, and especially fow . In the near future a luminosity of about*f@m=2.sec * will

be achieved at accelerators. There are also discussions about the construction of accel-
erators with a luminosity of 8 cm™2.sec ®. For such accelerators we could expect
about 15 events per year due to the reac®nn the case of a tau neutrino mass near the
present experimental limftMoreover, although the cross secti6f is very small, the
signature of the proceg8) is very clear. Photons are produced in reacti®nessentially

at the fixed energy6), and can be therefore easily distinguished from thedéhavior of

the background bremsstrahlung spectrum. Let us compare the (Bswith the predic-

tion for the neutrino counting experiment with a bremsstrahlung photon in the final state:

ete —yZ— yv? 9
The cross section for this process, far from heole, is given by®

do a [(X*3Z214)+(1—x/2)?]

do dz" 3.2 X(1=2) )(1=X)G2VSIN(g5+gR) +2(gy+0a) +2],
(10)

wherex=2w/\/S, gy=2 sir? §y—1/2, ga=—1/2, N=3 is the number of light neutrino
species. Carrying out the integration in Ej0) over|z|< \3/2 andwy,—'<w<wg+T,

we find that the reactiofB) can be seen over the background react®nn the case of

a neutrino massn>10 keV. Even if we choose the wide region of photon energies
Aw/w=<0.01, the proces8) dominates over the proce® for m>15 MeV. Let us note

that it follows from Eqs(7) and(10) that the cross sectidiT) of the reactior(3) depends
weakly on the total energy, while the cross sectibf) grows asy/S, so that the signal/
background ratio decreases with increasing total energy. Therefore the investigation of

135 JETP Lett., Vol. 66, No. 3, 10 Aug. 1997 R. V. Konoplich and R. Mignani 135



process(3) could be carried out at accelerators at low energis:1 GeV, where the
background conditions are more favorable and where also the number of secondary
particles in the final state is small.

The background processes likgée™ — yy, yyy andete™ — 7w%— yy, in spite of
their large cross sections, are not very dangerous because they produce photons with a
completely different signature, and in some of them there are additional photons which
can be detected. The resonance proedss — 7°— yv v produces photons with com-
pletely different kinematical characteristics. The resonance pracess— ym°— yyy
seems more important, but in this case we have three detectable photons with fixed
energies.

In conclusion, in this article we have considered the application of the resonance
reaction (3) to the determination of the neutrino mass. This process possesses three
important features:)lthe cross section is proportional to the square of the neutrino mass;
2) the cross section has a resonant behavipth& photons in reactio(8) are produced
practically monochromatically. Of course there are problems with the lumin@hity to
the small value of the cross sectjoand with the need to have highly monochromatic
electron and positron beams, but these are technical problems which could possibly be
solved in the future.

We should also note that even the search for a neutrino mass in the region 1-50
MeV is useful, first, because it can give an independent confirmation of the upper limit on
the neutrino masg&here are indeed some problems with upper bounds from kinematical
methods; see, e.g., Refl. Becond, even setting the upper bound on the neutrino mass at
1 MeV is important, because it would allow one to rule out or confirm some popular
models(for example, an unstable tau neutrino with lifetime 0.1-100 sec and mass in the
range 1-10 MeV can play an important role within the cold dark matter scenario, per-
mitting agreement between the spectrum of density perturbations and the observed one

In the past, the search for the decays— v v (Refs. 8 and Dand m°— yv v (Ref.
10) have been proposed to probe the neutrino properties. However, the p(8geiss
comparison with these decays, offers a clear signature and could be experimentally easier
to study in spite of its small cross section.
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We calculate the Regge trajectories of the subleading BFKL singulari-
ties and eigenfunctions for the running BFKL pomeron in the color
dipole representation. We obtain a viable BFKL—Regge expansion of
the proton structure functioﬁzp(x,Qz) in terms of several rightmost
BFKL singularities. We find large subleading contributions to
sz(x,Qz) in the HERA kinematical region which explain the lack of
predictive power of GLDAP extrapolations 6f2p(x,Q2) to the region

of smallx. We point out the relation of our early finding of precocious
BFKL asymptotic behavior to the nodal structure of subleading BFKL
eigenfunctions. ©1997 American Institute of Physics.
[S0021-364(®7)00215-9

PACS numbers: 11.55.Jy, 12.40.Nn

Extrapolation of the proton structure function from the accessible regigrantiQ?
to smallx has remained a topical issue ever since the first SLAC experiments on deep
inelastic scatteringDIS). The GLDAP evolutioh has been a standard instrument in these
studies. It was soon realized that GLDAP extrapolations are not unique, and equally good
fits to the largex data did invariably, and wildly, diverge with each other and new
experimental data, when extrapolated beyond the investigated raxg&of an instruc-
tive comparison of the extrapolations of the pre-HERA fits to the proton structure func-
tion with the new data from HERA down to~ 10 ° see Ref. 2. The lack of predictive
power at smalk is not surprising: the GLDAP evolution describes the future for l@dde
starting with assumptions on the parton densities in the %tpne needs to assume
that the whole function ok will give different futures for different pasts.

At very small x, the assumptions of the GLDAP evolution break down, and it is
superseded by the log&l/BFKL evolution® The BFKL evolution is meant to predict the
future at smallx from the past defined as a function @f at a sufficiently smalk,. At
asymptotically smalk the BFKL predictionF,(x,Q?) =F(Q?)x 4", is unique modulo
the total normalization factor. In the BFKL approach, thedependence of the structure
function at moderately smak depends on the spectrum of eigenvalues and on the
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eigenfunctions of the BFKL operator. The purpose of the present%tisdyn evaluation
of the contributions from subleading BFKL singularities for the running BFKL pomeron
in the color dipole formulatioR:’

The BFKL equation for the interaction cross section sectdd,r) of the color
dipole r with the target readgo(&,r)/9é=Ka(&,r) (where é=log(1k)). Here the
kernel K is related to the squared wave function of the color-singlgg state with the
Weizsaker—Williams soft gluon. The gluon fields are calculated with the running QCD
coupling and perturbative gluons are infrared-regularized, imposing a finite propagation
radiusR,=0.2—0.3 fm. The BFKL poleP, corresponds to the Regge-behaving solution
of the BFKL equation,

A
an<§,r>=on<r)equn§>=an<r>(§) E M
where the eigenfunction,(r) and the eigenvaluéntercep} A, are determined from
K& on=Anon(r). 2
The behavior of the eigenfunctionsrat:0 and/orag(r)— 0 was found in Refs. 6 and 7:
1 |t 4
o=l mae=g )

Useful clues come from experience with the solutions of the eigenvalue problem for the
Schralinger equation. First, the leading eigenfunctieg(r), found numerically in Refs.
5-7, is node-free. Consequently, the subleading solutions with eigenfundtjsnd

must have nodes. Second, the asymptotic beh&8janust hold for all eigenfunctions in

the region ofr beyond all nodes. Third, because of the infrared regularizationrtfe)
saturate ar=R;. This suggests that for eigenfunctions withnodes one must try
on(r)=Pn(2)oo(r), where P,(z) is a polynomial of a suitably chosen variable
z~[1/lag(Q?)]”. Then we apply the variational principle and minimize the functional

@%)IJ?

in the space of trial functions with the polynomial prefacky(z). The success of such
an unorthodox variational principle for excited states depends on the trial function
guessed; examples of astonishingly successful applications can be found in Ref. 8.

IC®crn(r)—Anan(r)‘2
ao(r) ‘ @

With the eigenfunctionsr,(r) thus obtained we can calculate the contributions
F(Z“)(Qz) to the proton structure function using the color dipole factoriz8timd can
perform the BFKL—Regge expansion of the proton structure function

Xo|4n

Our principal findings on solutions of the BFKL equation are as follows.

FZp(x,Q2)=; AFM(Q?)

The running BFKL equation gives rise to a series of moving poles in the conplex
plane. The intercepta, (Fig. 1) very closely, to better than 10%, follow the law
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FIG. 1. BFKL eigenvalues.

" (n+1)

(6)

suggested earlier by Lipatov from quasiclassical consideratfoiibe eigenfunctions
found, when plotted a&,(r) = o,(r)/r (Fig. 2), are to a crude approximation, similar to
Lipatov’'s quasi-classical eigenfunctions, which &pér)~cog ¢(r)] for n>1 (Ref. 10.

For a related numerical analysis of the running BFKL equation see Ref. 11. Within our
specific infrared regularization the node @f(r) is located atr =0.05-0.06 fm. With
growingn, the location of the first node moves to a somewhat largand the first nodes
accumulate at~0.1-0.15 fm.

The slopeq,, of the Regge trajectory for the pol&, can be found using the tech-
nique of Refs. 12 and 13 We fing,=0.07—0.06 GeV 2, with a weak dependence on

The structure functionE(Z”)(Qz) for the P, poles are shown in Fig. 3. At larg@?,
far beyond the nodal regiorf5(x,Q?) o (xq/x) [ 1/ag(Q?)]#*n. Since the relevant
variable is a power of the inverse gauge coupling, which varies @ftlvery slowly, the

108 10~ 104 102 1

FIG. 2. BFKL eigenfunctions.
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FIG. 3. Modulus of BFKL structure functions.

nodes oﬂ:(z")(Q2) are spaced by 2—3 orders of magnitude on@escale, and only the
first two of them are in the accessible range@f. The first nodes oF(Z”)(QZ) are
located atQ?~20— 60 Ge\2. Hence, only the leading structure function contributes sig-
nificantly in this region. This explains the precocious BFKL asymptotic behavior for
Q2~60 Ge\? found earlier from the numerical solution of the color-dipole running
BFKL equation**

An interesting finding is that the Born approximation for the dipole cross section,
og(r), gives a very good quantitative description of the proton structure function at
Xo=0.03(Ref. 14. Ther-dependence afg(r) is quite different from that of the leading
eigenfunctionoy(r), and expansion o&g(r) in BFKL eigenfunctions shows that the
contribution of subleading terms witi>0 makes up to~60% of og(r). Consequently,
the Q? dependence of the proton structure functiorxatx, and the subsequent de-
pendence towards smallgrare governed to a large extent by the subleading contribu-
tions F{(Q3).

At small x only Q?<10° Ge\? are accessible. In this range the structure functions
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FIG. 4. Three-pole approximation versus the data of H1, ZEUS and E665.
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FIG. 5. Effective intercept versus H1 determinatién.

with n=3 are hardly distinguishable. Besides, the splitting of intercepts nat3 is
much smaller than fon=0, 1, 2. Hence, the Regge expansi@y can be truncated at
n=2, andF$?(Q?) comprises the contributions of all poles witk=2.

The BFKL equation allows one to determine the intercepts and structure functions
F(Z”)(QZ). In the expansion we puty,=1. Then the overall normalization of eigenfunc-
tions, for instanceg,(r>R;)=0.89 mb, andA;=0.39 andA,=0.33 are two adjustable
parameters which are fixed from the boundary condition=ak,. With the proper al-
lowance for the valend¢2and nonperturbati\}é corrections ta5) we arrive at the three-
pole-approximation, which provides a viable description of the experimentaifdata
wide kinematical rangéFig. 4). Notice that in the pre-nodal region Q<20 Ge\? the
leading and subleading structure functions are very close in shape, and the experimental
data in such a limited range @f? are absolutely insufficient for the determination/qf.

This accounts for the failure of the early GLDAP fits.

The effective pomeron intercept

9 10g F (X, Q)
d log x

eff—

Y

gives an idea of the role of the subleading singularities. The intefcgptalculated with

the experimental kinematic constraints is much smaller thgs 0.4, which is expected

to dominate asymptotically. The agreement of our numerical estimates with the H1
determination’ (Fig. 5) is quite satisfactory.
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The influence of photoexcited carriers on the dynamics of the absorp-
tion spectra of GaAs/AGa _,As multilayer quantum wells is investi-
gated experimentally. It is found that at quasiparticle densities all the
way up to 18 cm™2 the saturation of the excitonic absorption is due to
both a decrease of oscillator strength and broadening of the excitonic
lines. It is shown that in the case of femtosecond resonance laser exci-
tation the decrease of oscillator strength is due to free electron—hole
pairs, while the broadening and energy shift of the excitonic lines are
due to the exciton—exciton interaction. The lifetimes of free electron—
hole pairs and excitons<{65 ps and~410 ps, respectivejyare deter-
mined from the exponential decrease of the change in the oscillator
strength and in the width and energy position of the excitonic lines.
© 1997 American Institute of Physids$0021-364(®7)00315-0

PACS numbers: 73.61.Ey, 71.35.Cc, 78.66.Fd

The saturation of excitonic resonance has been studied extensively for the last 10
years. Initially, when the technology for growing multilayer quantum w@iQWs) had
still not been adequately developed, specimens exhibiting excitonic lines with large in-
homogeneous broadening were employed in the investigations. Since the photoexcited-
carrier density has little effect on inhomogeneous broadening, in the early 4darks
change in excitonic linewidths with increasing quasiparticle density was detected, and the
saturation of excitonic absorption was attributed exclusively to the decrease in oscillator
strengthf. In Refs. 2 and 3 it was concluded on the basis of these results that at room
temperature excitons are at least twice as effective in lowdriag are thermalized free
carriers. However, Schmitt-Rinkt al* predicted theoretically the completely opposite
situation, specifically, that in quasi-two-dimensional media the “cold” electron—hole
plasma should affedt most effectively.

Wake et al® discovered that in high-quality quantum wells with narrow excitonic
absorption lines the broadening can be the sole reason for saturation of the excitonic
absorption right up to photoexcited-carrier densities df: n~ 2. Investigations of the
phase relaxation time in bulk GaAand GaAs quantum welldy the four-wave mixing
method confirmed that broadening of excitonic lines plays the dominant role. Nonethe-
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FIG. 1. Change in shape of the excitonic absorption spectrum as a function of the delay time. The solid line
represents the spectrum of the exciting laser radiation.

less, recent studisiave shown thaf is observed to change even at low photoexcited-
carrier densities and that the higher the quasiparticle density, the more effedtively
influences excitonic absorption.

To determine the role of different excitonic parameters in the change in excitonic
absorption and to determine how effectively free and bound quasipatrticles influence these
parameters, we investigated experimentally the dynamics of the change in the excitonic
absorggtion spectra in GaAs/AGa, /As MQWSs by a method employing pump and probe
beams’

The experimental MQW was grown by molecular-beam epitaxy and consisted of 20
periods of 80-A wide GaAs layers and 100-A wide AlGaAs layers. In all experiments
the specimen was placed in a helium optical cryostat and its temperature was maintained
close to 5 K. The laser source was a tunable titanium—sapphire laser with 120 fs pulses
and a repetition frequency of 76 MHz.

The typical absorption spectra of our experimental sample are displayed in Fig. 1 for
different delay times of the probe beam. The initial exciton density was equal to approxi-
mately 8.6< 10'° cm™2. The spectral position of the exciting laser radiation is shown in
Fig. 1 (solid thin ling. Lines of heavy(1.579 eV} and light (1.595 eV} excitons are
clearly seen in the absorption spectra. In the present letter we shall examine the behavior
of the heavy excitons.

We analyzed the experimental results by the moment analysis meffos.method
does not require knowledge of the exact shape of the absorption spectrum and consists of
defining all excitonic parameters in terms of integrals. If it is assumed that excitonic
absorption is described by an arbitrary symmetric statistical distributidiw), then f
can be expressed in terms of the zeroth moment of this distribution:

f~f a(fw)do. ((H)]

The spectral position of the excitonic resonance is calculated as the normalized first
moment of the distribution (% w)
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FIG. 2. Relative changes in the oscillator strength, the maximum of the absorption coefficient, and the broad-
ening and energy shift of the excitonic absorption line as functions of the delay time.

Els=j hoa(ho)dolf, 2

and the width of the excitonic resonance is described as the normalized centered second
moment

]“2:f (ho—thw)a(fio)dolf. (3)

Now, to investigate the dynamics of the change in all excitonic parameters these mo-
ments must be calculated for each value of the delay timend compared with the
corresponding values of these moments for negativéhe computational results ob-
tained for the data displayed in Fig. 1 are presented in Fig. 2. One can see from Fig. 2 that
saturation of excitonic absorption is due to both a changé &md broadening of the
excitonic line. These parameters exhibit different behavior in time, and to understand
which interaction mechanisms influenteand the broadening and shift of the excitonic
line we also investigated the change in each excitonic parameter as a function of the
particle density for a fixed delay time~20 ps. This time was chosen because all
relaxation processes for both free and bound particles should be completed after this time
has elapsed.

Figure 3 displays the relative changé/f in the oscillator strength and the relative
changeA o/ « in the maximum of the absorption coefficient versus the excitonic line shift
AE/E, normalized to the binding energy. Each point of these curves corresponds to
different values of the photoexcited particle density at the same vadu20 ps. To
describe these results we used the fornfulas

SEIE,=CM5/f s, (4
SEIE,=C¥éala, (5)

whereE,, fis, and a are the experimental values of the binding energy, oscillator
strength, and absorption maximum of the unperturbed excitonic stateCHhdand
C@are proportionality coefficients. From Fig. 3 we obtain€f”=0.20+0.02 and
C(M=0.49+0.06. The value of{®agrees very well with previously obtained restfits
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FIG. 3. Energy shift of the excitonic line in units of the binding energy versus the relative change in oscillator
strength and versus the relative change in the maximum of the absorption coefficient for a fixed delay time
(7=~20 ps) and different electron—hole pair densities.

but differ substantially fromC("). This confirms the incorrectness of the assumption
employed in Ref. 10 that the saturation of the excitonic absorption is determined exclu-
sively by a decrease df Our value ofC(" is the first experimental determination of this
quantity, so that it can be compared only with the results of theoretical calculations.
Using the results of Ref. 4, we find for a real quantum well that in the case when cold
excitons are responsible for the changd ithe proportionality coefficien€(") equals

c)=0.4EP/E,, (6)

exc

and in the case when the cold plasma is responsible
Cl'=0.2E?"/E,, @)

where E(?® is the binding energy of an ideal two-dimensional exciton. It should be
mentioned that in Ref. 4 the influence of the electron—hole plasma was completely
ignored in the calculation of the quasiparticle-density dependence of the magnitude of the
blue shift, which we employed to obtain expressi¢sand(7). As a result of the quite

wide spectrum of the laser radiation, free charge carriers are generated under our experi-
mental conditions. However, their effect on the energy position of the excitonic line is
very small. This effect is expressed as a small deviation of the time dependence of the
blue shift from an exponential for small values ofsee Fig. 2 and leads to an error in

the determination oA E of only several percent. Substituting into expressi@sand(7)

the valueE,~10 meV, we obtain for our MQW{=0.76 andCf)‘;)=0.37. Comparing
these values with the experimental val0€)~0.49, it is easy to conclude that despite
their very low density the free electron—hole pairs have the decisive influence on the
decrease of for an excitonic transition. This result confirms the Schmitt-Rink prediction
that the influence of free carriers drnis much more effective than that of excitchs.

As one can see from Fig. 2, a changef iis observed during the first 120 ps, while
the broadening and shift of the excitonic line, which will be shown below to be due to the
exciton—exciton interaction, continue for another several hundreds of picoseconds. Such
a rapid return off to its initial value is due to the vanishing of the free carriers from the
system of interacting particles. Using an exponential function to describe the behavior of
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FIG. 4. Width of the excitonic absorption line and energy shift of the absorption maximum versus the electron—
hole pair density for constant delay time-20 ps.

f, we were able to measure directly the lifetime of the free electron—hole pairs. It was
found that this time remains practically unchanged right up to electron—hole pair densi-
ties 10 cm~2 and equalsT; o= 65+ 8 ps.

The broadening of an excitonic line as a function of the particle density with a fixed
delay time ¢~ 20 p9 is displayed in Fig. 4triangles. As one can see from the figure,
we obtained a clear linear dependence. This attests to the fact that the exciton—exciton
interaction is responsible for the appearance of broadening. Free electron—hole pairs
would have produced a square-root dependéh@e. describe the behavior of the exci-
tonic linewidth, we employ the relation

I, (n)=T,(0)+ yEpaln,, (8)

wherea, is the Bohr radius of an exciton in our MQW, is the density of the two-
dimensional excitonic gas, ang is a proportionality coefficient. To determirsg, we

shall employ a relation obtained by means of calculations based on a description of
quantum wells as a medium with a fractional dimen&fon

El{¥al® = const, 9

whereE{% andaf® are the binding energy and Bohr radius of an exciton in a medium of
dimensiona. A variational calculatiott also confirms the validity of relatiof9). For our

MQW it was found thaE{¥=E,~10 meV (e~2.3) and therefora{®~59 A. Substi-
tuting ag‘”) for a,, in Eq. (8) and approximating the experimental results, we find that for
our excitation conditiony= 3.1+ 0.4 andl’(0)=1.30* 0.08. We shall now compare this
value to the experimental result obtained in Ref. 14, where the broadening of the exci-
tonic resonance was determined as a function of the particle density in a four-wave
mixing experiment with preexcitationr& — 20 p9 of both free electron—hole pairs and
excitonic states in the specimen. Using relat{®y) we gety=2.8+0.56 for the case of
exciton—exciton scattering from Ref. 14 apeF 21.8+ 3.7 for scattering by free carriers.
Our value of y confirms unequivocally the conjecture that in the case of resonance
excitation the broadening of the excitonic lines is governed by the exciton—exciton in-
teraction.
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Let us now compare the experimental scattering efficiepayith the calculations
performed in Ref. 15. It was found there that the exciton—exciton scattering is described
by the parametery®®=0.41 for an ideal two-dimensional quantum well and by
y(8P)=56.6 for an ideal bulk semiconductor. Our valye 3.1 falls betweeny®® and
yCP) | attesting to the fact that we are dealing with an intermediate quasi-two-dimensional
case.

The energy shifAE of the excitonic line as a function of the photoexcited-carrier
density (r=~20 ps) is displayed in Fig. 4. As expected for the case of exciton—exciton
interaction, a clear linear dependence is observed. The proportionality coefficient be-
tweenAE andn was found to b&C=0.083, while for an ideal two-dimensional quantum
well it should beC=0.24 (Ref. 4. In our opinion, this small discrepancy is due to the
interaction of excitons from neighboring quantum wells, as a result of which the wells
approach the three-dimensional limit and therefore the magnitude of the blue shift de-
creases. It follows from the linear dependencé & on the quasiparticle density that the
characteristic time of the exponential decreas@ Bfshould equal the lifetimd . of
excitonic states. Furthermore, the broadening of the excitonic line also decreases expo-
nentially with the same characteristic tinig ¢ {see Fig. 2 Therefore we have found
that the lifetime of excitonic states 15 ¢x—410+ 14 ps and remains constant right up to
densities of 18! cm™2. The fact thafl 1.exciS constant indicates that the range of variation
of the exciton density employed in our experiment is much smaller than the Mott-
transition density. This justifies using the low-density limit for describing the experimen-
tal results.

In the present work we have distinguished the simultaneous contributions of a
change in oscillator strength and broadening of excitonic lines to the saturation of exci-
tonic absorption and have shown that, despite the low free-carrier density, for femtosec-
ond resonance laser excitation the change in the oscillator strength is due mainly to free
electron—hole pairs, while the broadening and energy shift of the excitonic lines are due
to the exciton—exciton interaction. This shows that at low temperatures free carriers
influence the oscillator strength much more efficiently than do excitons. The lifetimes of
free electron—hole pairs and excitons were determined from the time variation of the
values of the excitonic parametef; =65+ 8 ps andT o,~=410* 14 ps, respectively
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Experimental determination of the rate constant for spin
exchange in collisions of polarized metastable
helium atoms with ground-state cesium atoms

S. P. Dmitriev, N. A. Dovator, and V. A. Kartoshkin®

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences,
194021 St. Petersburg, Russia

(Submitted 16 June 1997
Pis'ma Zh. Ksp. Teor. Fiz66, No. 3, 145—-14810 August 199Y

The rate constant for spin exchange in a system consisting of a meta-
stable helium atom and an alkali-metal atom is determined. An experi-
ment on optical orientation of atoms established that the rate constant
for spin exchange in a collision of a metastab¥&2helium atom with

a cesium atom in the8,,, ground state equals (2:8.8)x 10 ° cnr®

s~ . The rate constant for chemoionization of cesium atoms by meta-
stable helium atoms was determined at the same time to be
(1.0£0.3)x10¢° cm®s . © 1997 American Institute of Physics.
[S0021-364(®7)00415-3

PACS numbers: 34.56s, 82.40.Dm

Investigations of atomic collisions in alkali—helium plasma are of interest not only
for atomic physics but also for applications, for example, in the development of new
types of quantum magnetometér§wo types of processes occur simultaneously in col-
lisions of metastable helium atoms with alkali atoms — inela@iemoionizationand
elastic(spin exchange However, the rate constant for the former process is now well
known (see Refs. 2 and)3whereas the rate constant for spin exchange in collisions of
23S, metastable helium atoms with'S,;, alkali atoms has still not been determined.
This is due to the fact that in experiments with polarized particles, which are ordinarily
employed for measuring the rate constant for spin exchaitge difficult to separate two
simultaneously occurring spin-dependent processes.

In the present work, the rate constant for spin exchange in a collision of a polarized
metastable helium atom with a cesium atom in the ground state was determined experi-
mentally.

In a collision of excited metastable helium atoms in tH&2state with cesium
atoms in the 8S,,, ground state, ionization of the cesium atoms occurs as a result of the
high internal energy of excitation of the metastable helium atd&s19.82 eV), i.e., the
following reactor occurs:

He(23S;,m;) + CS62S,,,,m,) — He(11S,) + Cs™ (21Sy) +e ™ (my). )

The rate of the procesg) is 1/7;;. The reactior(1) is allowed when the total spin of the
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system at the start of the reaction equals the total spin at the end of the rehetiem,
is the projection of the electronic spin of the constituent particle onto a preferred direc-
tion).

The second process occuring simultaneously with chemoionization is spin exchange:
He(2S;,my) + CH6%Sy2,m,) —He(23S; ,m;) + CY6°Sy5,my). 2

Here m;+m,=m;+m;, the total spin of the system, is conserved. The rate of the
process2) is 1/7¢e.

In the present letter we shall study the interaction'S€s atoms with optically
polarized helium atoms in the’g, state. The helium atoms may be aligned or oriented
along a static magnetic fielt,. It can be showhthat the rate of destruction of the
orientation(Sye)* and alignmentQue)** of metastable helium atoms depend on colli-
sional processes of the typ&) and(2) as follows:

Uty = w8F oy =Ned 1/3- Coi+ 1/2- Cop), 3)
Ury=w6f 3y=Ned 1/3- Coi+3/2-Cgo). (4)

Here Ng is the density of cesium atom§.; and C. are the chemoionization and
spin-exchange rate constants, affd, , is the contribution of the processéh and(2)

to the width of the magnetic resonance line for the longitudinal components of the
orientation and alignment of the helium atoms.

As one can see from EqE) and(4), the contribution to the width of the magnetic
resonance line for aligned helium atoms should be different from that of oriented helium
atoms. This difference makes it possible to determine the rate constants of the two
simultaneously occurring processes.

The standard setup for investigating the optical orientation of atoms was employed
in the experiment. Optical orientation of the spin moments of the metastable helium
atoms was achieved with circularly polariZegump light and alignment was achieved
with unpolarized pump lightX=1.08 um) propagating along a magnetic fidi,=35
mOe produced by Helmholtz coils inside a magnetic shield. The pump source was a
helium capillary lamp in which an rf discharge was excited. The metastable state was
filled by exciting an rf discharge in the volume of the absorption chamber contdiHiag
gas P=1torr atT=300 K) and metallic cesium. The gas-discharge chamber was placed
in a thermostat. The working temperature was determined by means of a thermistor glued
onto the coldest part of the absorption chamber. The density of cesium atoms was regu-
lated from 2.7 10'% to 2.5x 10'2 cm™ 2 by varying the temperature over the range 393—
343 K. An amplitude-modulated rf magnetic fieltH;=h sinQtsinwt, where
Q0 /27=250 Hz andw/27 ~100 kHz is the rf frequency, was applied perpendicular to
the magnetic fieldH, in order to excite magnetic resonance in the system of Zeeman
sublevels of the 2S; helium atoms. In the experiment, the char(geé the modulation
frequency() in the intensity of the pump light passing through the absorption chamber
was recorded by scanning the frequeneynear the magnetic resonance frequency
wo=YH, (y/27=2.8 MHz/O¢. For low values of the rf amplituda<0.1 mOe(see
Ref. 6 the magnetic resonance line was nearly Lorentdfan both orientation and
alignment of the helium atomaand the width of the magnetic resonance line depended
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FIG. 1. Magnetic resonance linewidth of orienté?) and aligned(1) metastable helium atoms versus the
density Ncg of ground-state cesium atomsf,, , is the broadening of the magnetic resonance line due to
spin-exchange and chemoionization processes for oriented and aligned atoms.

mainly on relaxational collision processes occurring in the absorption chamber. The
linewidth was determined at one-half the maximum amplitude of the magnetic resonance
signal.

To find the desired spin-exchange rate constant, in the experiment we determined
the incremen®f,, ,, of the magnetic resonance linewidfior both oriented and aligned
helium atomg as the density of cesium atoms increases on heating of the absorption
chamber: 6f o =Af 4(T) —Afg 4(To), where Afy, 5(To) is the linewidth at
T=300 K (~2-2 kH3. To construct the curves aif,, 5 versus the Cs atom density
Ncs, the temperature was converted to the valullgfin accordance with the data given
in Ref. 7.

In the experiment, several series of measurements were performed for the purpose of
determining the dependen@f(Ncg for both orientation and alignment. The data ob-
tained were averaged both within each series and over the whole set of series. An
example of the dependencé$,, 5 (Ncd obtained in one series of experimental mea-
surements is presented in Fig. 1.

As one can see from the figure, the widths of the magnetic resonance lines are
substantially different for orientet®) and aligned(1) atoms® Indeed, it follows from
Egs.(3) and(4) that

(63— 6f) =NcLse. 5)

The value determined from Eg5) is Ci.=(2.8+0.8)x10 ° cm® s~ 1. The value
obtained forC, was used in Eq9.3) and(4) to find the chemoionization rate constant
C¢=(1.0=0.3)x10"° cm® s L. It should be noted that the main error in the present
measurements is due to the error in determining the density of alkali atoms. This error is
caused by both the presence of temperature gradients at the surface of the chamber and
the error in measuring the working temperature of the chamber.
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In conclusion, it should be noted that this is the first time that the spin-exchange rate
constant has been determined, whereas the chemoionization rate constant, without allow-
ance for the statistical factor (1/B.), has been determined several times
((0.44+0.16)x 10" ° cn® s ! (Ref. 2 and (0.45-0.09)x 10 ° cn® s 1). As one can
see from the results presented, our results are in satisfactory agreement with Refs. 2 and

3.
In closing, we thank the Russian Fund for Fundamental Research for supporting this
work (Grant No. 95-02-04116ja

3e-mail: victor@Kkart.ioffe.rssi.ru
bBoth orientation and alignment can appear in the case of pumping by circularly polarized radiation. The

relative degree of alignment in the magnetic resonance signal depends on the emission spectrum of the lamp
and on the thickness of the optical layer in the absorption chamber. In our experiment this quantity did not
exceed 10%.

91t should be noted that the width of the magnetic resonance line of polarized helium atoms also depends on the
rate of diffusion, spin exchange with electrons, and so on. In the present experiment the @/tngereas-
ing temperaturein the width of the magnetic resonance line as a result of these processes did not exceed the

measurement error.
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Nonergodicity and nonequilibrium properties of
asperomagnets

A. B. Surzhenko and Yu. P. Grebenyuk
Institute of Magnetism, Ukrainian National Academy of Sciences, 252142 Kiev, Ukraine

(Submitted 18 June 1997
Pis'ma Zh. Ksp. Teor. Fiz66, No. 3, 149-15310 August 199Y

The nonequilibrium properties of asperomagnetic systems are studied
for the example of the alloy Ni-23 at.% Mn. It is shown that the
appearance of a de Almeida—Thouless phase, characterized by astro-
nomic equilibration times,,,,>10'° s, is preceded by the formation of

a Gabay—Toulouse phase, for whigh, is comparable to experimental
times. © 1997 American Institute of Physics.

[S0021-364(07)00515-X

PACS numbers: 75.50.Cc, 75.40.Cx

The ergodic hypothesis, i.e., the assumption that the Gibbs avérage: is
equivalent to a time averagge. ..);, is a basic postulate of statistical physics. It is
therefore not surprising that nonergodic systems, for wkich };#(. . .);, have been
and continue to be of special interest to investigatd®n the basis of the accumulated
information once can assert that such properties are inherent only to macroscopically
degenerate systems, and the degree of nonergodigityf the systems is determined by
the observation timé,,s, more accurately, by the ratio of the observation and the maxi-
mum timet ., Of a transition from one degenerate state into another. Specifically, spin
glasseqSG9, in which t,,,, reaches astronomical valugs,~ 10" s >t % are ob-
viously nonergodic. This property is widely employed for determining the freezing tem-
perature of spin glasses in a magnetic field-0,* when the basic Edwards—Anderson
order parameteq.,=(S?) is nonzero not only in the SG phase but also in the paramag-
netic (PM) phase?® However, the problem of finding the freezing temperature is most
urgent for asperomagneti@SM) systems, where the SG behavior in t¥ plane is
accompanied bgpontaneousrdering (ns# 0, g.,# 0) of the spins in the orthogond,
direction, even in the absence of an external ffelthe solution of this problem is
ordinarily reduced to obtaining the temperature dependence of the parakg@teiT,t)
from investigations of FC, ZFC curvédn so doing, the error due to the increase in the
effective observation timg,,s on heating is assumed to be quite small, Sigge>tps.
There is no doubt that this inequality is valid below the de Almeida—Thouless crossover
line T<Tat(H),? where strong irreversibilities arise along theaxis. However, near the
Gabay—ToulouséGT) phase line of freezing of th¥Y componentTg(H)=Tar(H),
which is what must actually be determindg,, decreases catastrophically all the way
down to FMR frequenciesThis can radically change the results of FC, ZFC experiments
(tops=1 s). To avoid this error, we used an approach satisfying the requiretygnt
=const to study nonequilibrium ASM systems. In what follows, we make a comparative
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FIG. 1. Thermomagnetic cycle of the alloys Ni—23 at.% Mn: zero-field coolingF—=,-(H=0 Oe,T) (O),
switching on of a magnetic fieltl, and heating —zec(Ho,T) (), cooling in a field —yrc(Ho,T) (O).
Experimental conditiongd,=140 Oe, magnetization-reversal frequency and amplifu€85 Hz andh=0.1
Oe, heating rate=2 K/min. Inset: Realy’(0,T) and imaginaryy”(0,T) components of the ac susceptibility
(f=85Hz,h=0.1 Oe).

analysis of our method and the conventional methd@sd we discuss alternative de-
scriptions of nonergodic systems.

The problem was solved for the particular case of a rapidly quenched alloy Ni—23
at.% Mn, in whose low-temperature phase<{(T,=51.2 K, inset in Fig. 1long-range
ferromagnetidFM) order and the SG coexi&making it possible to identify the phase as
an ASM phase. This latter capability makes the system of Ni—Mn alloys a classic object
for checking theoretical idedsAnother important consideration was the fact that ther-
momagnetic prehistory effects in a sample of roughly similar composition had been
studied by ac methodsin addition to the now-customary dc experiments. The quantity
xzrc(Ho,T) (see Fig. 1, curverelaxes monotonically from one equilibrium value
Xrc(0,T) (O) to anotheryf(Hq,T) (O) during heating. For sufficiently high measuring
fields Hq, this gives rise to additional maxima. Thus two characteristic poir#sT,,
corresponding to a maximum qfr(Ho,T), andT=T_, above whichyz:c= xfc, can
be distinguished on the curvgy(Hq,T). Considering the strong dependence of any
ZFC curve and therefore also ®f,(t) andT_(t) (Fig. 1) on the heating ratd T/dt,23 it
can be asserted that the formal identification of the latter temperatured yyittnd T,
as proposed in Ref. 7, is inadmissible. An objective assessment requires a nonergodicity
criterion that does not depend on the observation time. The use of the tignequired
for the system to reach its equilibrium statey(H,T,t,,,,,0 =0, confers this advantage. To
evaluate it experimentally it is more convenient to introduce a normalized function of the
form

AW 1=cons= [ XZzrc(D) = X2ec(@) V[ X 26c(0) — X 26 (%) 1|, T=const: 1)

which, while retaining the physical meaning of the classical defifitimmAg, is more
universal (GsA=<1).
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FIG. 2. Parameter of nonequilibriuta(Hy,= 140 Oe,T,t) of the alloy Ni—23 at.% Mn represented as a surface
(a) and its topographic projectiofi).

Since the problem of recording the temperature dependek(dg,T,t) instanta-
neously (= const) cannot be solved by direct methods, we employed a method in which
t can be strictly controlled — the study of relaxation curves followed by analysis of the
temperature sectiond(H,,T,t= cons}). For convenience, a valud,=140 Oe was
chosen, which is such that the regions of stromg<({T,,,) and weak T, <T<T.) irre-
versibilities of the longitudinal response of the ASM are approximately equal. The cor-
rectness of the experiments was ensured by adhering to a single thermomagnetic prehis-
tory: The sample was cooled from room temperature to the required valliéncd zero
magnetic field and held under these conditions for @cheliminate any influence of a
different cooling rate Then a magnetic fieldd,=140 Oe was switched on and the
quantity x-r(t) was recorded. Since an equilibrium state was usually not attained over
the finite time of an experiment{4 h), the function(1) was calculated in the approxi-
mation xzec(Ho, T,t—) = x¢c(Ho, T) (Fig. 1.

Let us examine the surfack(H,,T,t) and its topographic projection, which are
displayed in Figs. 2a and 2b, respectively. The small distortions observed at short times
Log(t/s)< 1.5, which are due to the integration constaint s of the output cascade of
the apparatus, on the whole, cannot change the general conclusion that the relaxation
curves are logarithmic. The logarithmic time metric is due to the ultrametric topology of
the phase space of SGs and is a consequence of the anomalously wide and practically
uniform spectral distribution of their relaxation timést is obvious that the desired
quantityt, .« is the upper limit of the width of this spectrum. To calculate it, both the time
sectionsA (t) and temperature sectiongT) ~ 77 (Ref. 4 of the surface\ (H,, T,t) were
used. While the extrapolation of the lineq Log(t,,.0] to zero did not present any
difficulties, in the second case an additional procedure was required — it was necessary
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FIG. 3. Temperature dependence of the titpg(H,=140 Oe,T) for the alloy Ni-23 at.% Mn to reach its
equilibrium state. The points were obtained by extrapolating the tili¢ &nd temperature @) curves
A(Hy,T,tp), the squaresd correspond to the temperature maximax§f(Hy,T) observed with different
magnetization reversal frequenciés 85 and 850 Hz. Inset: Linearized dependerddgi,=140 Oe,T, t,
=cons} (top to bottom: Log{,/s=2,3,4) (O)), obtained by a section of the surface in Fig. 2, and the quantity
A(Hy=140 Oe,T,t# const) @) calculated from the resulfg;-- and xr of the thermomagnetic cycle in Fig.

1.

to find the exponenB that gave the optimal linearization of the curjes(T)]Y2. It is
important that the system of parallel straight liégp to bottom in the inset in Fig. 3

(O): 7=10%, 10°, 10" 5) obtained in the processBE 3.4+ 0.4) is intersectedby the

curve [A(T)]Y# (@) constructed from the results foyr. and x5 (Fig. 1) in the
standard approximationysr(t=0)=xt(H=0,T), xrc(t—2)=xt(Ho,T).>3 This

fact clearly reflects an increase in the effective observation time on heating of the speci-
men in the course of a standard FC, ZFC experiment and the unavoidable error, associ-
ated with this increase, in determining the temperaiige.* Finally, besides the above-
described methods, which yield information mainly about the macroscopic tigpes

the appearance of a weak irreversibility can be judged according to the temperature of the
maximum of the imaginary pan”(Hg,T). It is clearly seen from Fig. 3 that the points

() corresponding to the magnetization-reversal frequentie85 and 850 Hz fit in
reasonably well and supplement helpfully the overall picture of the evolution of the
ASM.

The results obtained give every reason to doubt the validity of the prevailing opinion
that the freezing temperature of a SG decreases as the observationfiimereases.
Indeed, the fact that an equilibrium statg=t,,.,{T) is reached does not at all mean that
the GT phase as such vanishes. Then, even the tempefat(irgy, whether determined
in the course of ZFC, FC measuremér(ts,.=1—10 s) or by ac (to,e=106—10"1s)
or resonance (t,p=10"*?>— 108 s) methods should be regarded not as a phase transi-
tion but only as a boundary separating the equilibritmaT_(t,,9 and nonequilibrium
T<T_(tey States. The latter temperature will coincide with the temperatgseand/or
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Tt only for an appropriate choice of the threshold criterigiyar(T-) for weak/strong
nonergodicity. Unfortunately, then-vector model of a SG does not give any estimates
for this, and very few experiments have been done to study the distribution of the
relaxation times in the SG phase. Essentially the only réshitge been obtained in an
investigation of the dilute SG GgMn, in zero field. Nonetheless, the use of these results
for H#0, T<T,7 is entirely justified, since below the AT line the SG dynamics is
essentially independent of the strength of the magnetic field. This is indicated by the
reasonable agreement between the “universal” valleg(T,)/dLog(w)=2.2x10"3
obtained in a study of the frequency dependence (2.6<kz<1.33 kH2 of the maxi-
mum of x'(H=0,T,) for the alloys Cy_,Mn, (0.0094<x<0.064y and our estimate
[dT_/dLog(tma) 1/ T¢~(—2.00.2)x10 3 (Hy=140 Oe, 16>T>8 K, 107°<t.(S)
<10'9. According to Ref. 8, aT =0.9T o7 ta= 107" s, whence it is possible to recon-
struct the temperaturé,r=17.6 K and a corresponding criterion for strong nonergodic-
ity tar(Ta7)~10® s. As expected, on account of the slow relaxation of
Xzrc(Ho, T<Tgr) (see Fig. 1the valueT,,=18+1 K is a quite good approximation for
Tat- In the caseT ,1<T<Tgy, however, the relaxation processes are much faster. For
example, for 18<t(s)<10* the characteristic slope of the isolinf@sT/dLog(t)]~1.2 K
~—0.024T; (see Fig. 2bis practically constant and is approximately an order of mag-
nitude greater than the same indicator oK Tar. This makes the temperatuiiest
extremely sensitive to the choice of threshalg(T-). However, since the absolute
values oft,.(Tar<T<Tgr) depend on the anisotropy of the experimental object and
can vary from one specimen to anotfi¢here apparently does not exist a universal value
of tg7(T-). Nonetheless, to avoid the error due to different observation times in con-
structing theH —T phase diagrams it is essential to adhere to a single, separately specified
criterion — for our case it is reasonable to chobggT-)=1 s.

In closing, we note that the results of an investigation of asperomagnetism which
were presented above should not be regarded as isolated and unique. They undoubtedly
could be helpful for understanding complicated evolution processes in classical spin
glasses in a magnetic field as well as a wide class of other nonergodic systamguiral,
dipole, vortex glasses and so)on

We thank G. A. Takzefor helpful discussions.
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Resistivity of 2D electrons with  »=1/2 in a zero magnetic
field
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The dependence of the resistivity of 2D electrons with Landau level
filling factor v=1/2 in a zero magnetic field is studied experimentally
as a function of the carrier density. It is found that the ratio of the
resistivity forB=0 andv=1/2 is a linear function of the carrier den-
sity, as predicted by a theory based on the scattering of composite
fermions by spatial fluctuations of the effective static magnetic field.
© 1997 American Institute of Physids$0021-364(®7)00615-4

PACS numbers: 73.40.Hm, 71.70.Di

A new approach for describing the electronic properties of the fractional quantum
Hall effect by means of the Chern—Simon gauge field theory was recently proposed in
Ref. 1. According to this theory, near a Landau filling facter 1/2 electrons are bound
with two magnetic flux quanta and form a new quasipagtiet a composite fermion. For
v=1/2 the external magnetic field is completely compensated and the composite fermi-
ons move in a nonuniform effective magnetic field induced by fluctuations of the impu-
rity potential. In Refs. 1 and 2 the resistivity of composite fermions due to scattering by
fluctuations of the magnetic field was calculated. Assuming that each charged impurity
produces a local fluctuation of the effective magnetic field, it was shown that the scat-
tering of composite fermions by a fluctuating magnetic field predominates over Coulomb
scattering by the same impurities. It was found that the ratio of the resislt&ﬁ)of the
composite fermions to the resistiviBE, of the electrons in a fiel8=0 equals kgds)?,
where kg is the electron Fermi wave number equal tom{2)? N is the electron
density, andis is the distance between uncorrelated charged impurities and 2D electrons.
For the casé&rds>1 it was found to be possible to explain the experimental fact that the
resistivity of composite fermions in a fielB=0 is many times greater than that of
electrons’ However, a detailed comparison of the resistivity of composite fermions with
a theoretical calculation was not made.

In the present work these measurements were performed on samples for which the
resistivity of the electrons and composite fermions could be varied via the gate voltage.
It was found that over more than an order-of-magnitude variation of the resistivity of the
fermions, the ratioRS!/RS, depends linearly on the density, in accordance with the
theoretical predictions.
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FIG. 1. T=200 mK; gate voltage/;=0.1-0.4 V; a —R,(B); the dots represent the resistivity for=1/2;
b —R,,(B).

The specimens consisted of AIGaAs/GaAs heterostructures with a 2D electron gas.
The Hall bridges had dimensions of 8200 wm and were coated with a gold and nickel
gate. The density was varied over the raf@é—1.9x 10'* cm 2. The undoped AlGaAs
region (spacey was 60 nm wide. The mobility varied from 15 to 65/-s. The mea-
surements were performed with an ac current not exceedingA@nd at a frequency of
6.6 Hz in magnetic fields up to 15 T. The temperature was varied from 50 mK up to 1 K.
Two specimens were investigated. The measurement results obtained for one specimen
are presented in detail.

Figure 1 displays typical curves of the diagofal and Hall (b) resistivities versus
the magnetic field for different gate voltagé®-0.4 V). The points give the resistivity
RSF at a Landau-level filling factor=1/2. One can see th&;; decreases with increas-
ing density and magnetic field. Minima at fractional filling factors of 1/3 and 2/3 are
visible. One can also see tHanF increases logarithmically with decreasing temperature
for T<300 mK? It was recently shown that these temperature corrections could be due
to the interaction between the composite fermions in the presence of a scattering
potential® To take account of only th@-independent component of the scattering of
composite fermions, we measured the resistimﬁf for T>200 mK(Fig. 1). ForT=50
mK the minima at 2/3 and 1/3 vanish, and flat plateaus are observed. Nonetheless, the
T-dependent corrections did not exceed 10% of the total resistivity as the temperature
varied from 50 mK to 1 K. Figure 2a shows the low-field part of the magnetoresistivity
for different gate voltages. For clarity, the same dependence is shown on a logarithmic
scale in Fig. 2b. One can see that the resistivityBerO changed by not more than an
order of magnitude, but the Shubnikov—de Haas oscillations arose at the same fields 0.25
T irrespective of densityFig. 2b). The resistivity in a zero magnetic field is determined
by the transport relaxation time, which is more than an order of magnitude greater than
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FIG. 2. R,,(B) nearB=0 on linear(a) and logarithmic(b) scales.

the quantum relaxation time, which determines the amplitude of the Shubnikov oscilla-
tions in a magnetic fielfl.This attests to the long-range character of the impurity poten-
tial. In the case of a short-range impurity the transport and quantum times are equal to
each othef.In contrast to the transport relaxation time, for a long-range impurity poten-
tial the quantum time has been studied comparatively lig the discussion in Ref).7

As the temperature decreased, the resistivity of the electrons in zero magnetic field also
increased logarithmically on account of weak localization effédiowever, since

RS, <h/e?, these corrections were less than 1%.

Figure 3a displays the experimental density dependences of the resistivity of the
electrons(squares and composite fermions for=1/2 (circles. Up to N~1.2x 101
cm 2 a power-law decrease of the resistivity with increasing density is observed for
electrons and for composite fermions witt+ 1/2; this is described to a high degree of
accuracy by the relationst, ~N_ 52 andpSF~ NS %2, respectively. As the carrier density
increases further, in both cases the rate of decrease of the resistivity decreases. We note
that the relationu~ N3 *2 for electrons neaB=0 was also observed earliéFigure 3a
also displays several values of the resistivity for=3/2 (triangles in the range
No=(0.753-1.97X 10™ cm™2. For v=3/2, this density range in the experimental speci-
mens is a transitional range from an integer to a fractional quantum Hall effect and, as
one can see, the dependence of the resistivity in this case is substantially different from
the corresponding dependences for electrons in aliel® and composite fermions with
v=1/2. Figure 3b shows the ratio of the resistivity of the composite fermions to the
resistivity of the electrons as a function of the density; this function is linear up to
Ng~1.2x 10 ecm™2.

Let us now compare the experimental results with theory. In Ref. 1 the resistivity of
electrons withB= 0 (scattering by fluctuations of the Coulomb figkhd the resistivity
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FIG. 3. a — Experimental curves of, (square}sandpfxF (circles versus the electron density. The resistivity
for »=3/2 (triangles. 1, 2, 3 — Curves constructed using Eqg¢l), (2), and (3), respectively, for
Nimp=1.5x 10" cm~2 andds= 40 nm. b — RatigpSy/p¢, (dots — experiment, straight line -5/ pg,~N).

of composite fermions withv=1/2 (scattering by fluctuations of the magnetic fieldas
calculated. The formulas were derived in the Born approximation for electron transport in
a heterojunction, where a spacer separates the two-dimensional carrier gas from the
scattering impurities. The relation

o Ny 1 "
2 Ns 16(keds)®
was obtained for electrorisCorrespondingly, for composite fermions
pCFZE M i 2
™ e? Ns keds

We note thatkz and k¢ differ by a factor of \2, since the electrons are spin-
degenerate, while the composite fermions are spin polarized. Substituting ifilEgad
(2) the expression for the wave number in terms of the electron density, we obtain
precisely the power-law dependences which, as we noted above, describe the experimen-
tal dependences in Fig. 3a. Therefore the theory of Ref. 1 gives the correct functional
description of the experimental curves. To make a quantitative comparison ofgs.
and(2) with experiment it is necessary to obtain more accurate values of the parameters
Nimp and ds in these equations. Since in our case the electron mobility is much lower
than in other specimens with approximately the same spacer thickhiessin be con-
jectured that a large number of residual impurities are present in the spacer which effec-
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tively decrease the spacer thickness. Takifjg,=1.5x 10** cm™2, a fit of Eq.(1) to the
experimental dependence of the resistivity for electrons gives an effective spacer thick-
nessds=40 nm. Figure 3a displays the curves corresponding to Egsand (2) for
Nimp=1.5% 10" cm™2 and ds=40 nm. For these values of the parameters a numerical
discrepancy is observed between E2).and the experimental dependence for composite
fermions.

As we have said, Eqs(l) and (2) were obtained in the Born approximation.
Whereas this approximation is correct for electrons in the entire experimental density
range, for composite fermions it is valid, strictly speaking, only in the lif&>N;y,,

(Ref. 2. A new approach that makes it possible to solve the Boltzmann equation without
using the Boltzmann approximation was developed in Ref. 2. Specifically, the following
relation was obtained for composite fermions nearl/2:

er D 1 = )

P™ @2\ ds expla)K1(a)’

This relation is displayed in Fig. 3a fo;,,,= 1.5 10** cm™ 2 andds=40 nm. Like
Eq. (2), for these values of the parameters E).gives too high a value of the resistivity
of composite fermions, but the quantitative discrepancy with the experimental results is
smaller in this case. The slope of the functi@ differs from that of the experimental
dependence foN < 1.2x 10' cm™2 but equals the experimental slope for higher densi-
ties, i.e., in the region where the discrepancy with the theory of Ref. 1 appears.

In summary, in this study we have investigated experimentally the electron-density
dependence of the resistivity of composite fermions with1/2 and electrons in a field
B=0. A comparison was made with the theories of Refs. 1 and 2. It was shown that for
Ns<Njy, the theory of Ref. 1 gives the correct functional description of the behavior of
the experimental dependences for both electrons and composite fermions. At the same
time, a numerical discrepancy between experiment and the theories of Refs. 1 and 2 is
observed. In the theory of Ref. 1 this discrepancy cannot be eliminated simultaneously
for electrons and composite fermions by adjusting the parameters.
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The changes produced in the magnetic properties and structure of
La,CuQ, 4 (0<x<<0.015) single crystals by doping with oxygen are
investigated by differential magnetic susceptibility and x-ray diffraction
methods. It is found that the appearance of a weak ferromagnetism in
weak fieldsH <50 Oe is accompanied by a lowering of lattice symme-
try as a result of the oxygen ordering. ®97 American Institute of
Physics[S0021-364(®7)00715-9

PACS numbers: 75.50.Cc, 75.40.Cx

In our preceding workwe observed weak ferromagnetigiM) in lightly doped
La,CuQ, ., crystals in fieldsH<50 Oe. At the same time, it is well known that in
stoichiometric LaCuQ, a spontaneous FM moment cannot appear in zero and weak
magnetic fields on account of the difference of the magnetic and crystallographic unit
cells. In Ref. 2 it was determined on the basis of a symmetry analysis that stoichiometric
La,CuQ, possesses a weakly noncollinear antiferromagn@EM) structure. It was
shown that a first-order transition into a weak-FM phase is possible in a high magnetic
field. In a high magnetic field the copper magnetic symmetry increases as a result of spin
flipping and agrees with the crystallographic symmetry, as a result of which a weak
1034, /Cu FM moment directed along theaxis appears.However, lattice matching
can be achieved through a lowering of the symmetry of the crystal lattice by an ordering
of the impurity oxygen along definite positions in the,Cai0, unit cell.

Our objective in the present work is to establish, by measuring the magnetic sus-
ceptibility x,<(T) in a low magnetic field and by x-ray crystallographic analysis, a cor-
relation between the anomalous magnetic properties e€u@y ., single crystals and
the structural changes produced in the crystal lattice by doping with oxygen.

The magnetic susceptibility was measured by a double synchronous detection
method’! During the measurements the specimen was placed in a low ac field
h=hg sin(wt), with hg=3 Oe andf=3 kHz. The temperature was varied in the range
80<T<350 K. X-ray diffraction analysis was performed with an automated DRON-3
diffractometer using Gk, radiation, a special system of collimators, and a LiF mono-
chromator. To suppress the higher-order harmonics the voltage on the x-ray tube was set
at 16 kV, sinceU(N/2)=17.7 kV.

The measurements were performed on the same crystals N1 and N2 as in Ref. 1. As
shown by means of magnetic and resistance measurements and x-ray crystallographic
analysis in Ref. 4 and also by neutron scattering in Ref. 5, the N1-type crystals, grown
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FIG. 1. 8 x(T) of the specimen N1 measured at different times in the course of onelyear, 2 — 4920,
3 — 6048 h. Inset: Correlation of the height of a magnetic peak and the orthorhombic distortionb) x(T)
obtained for specimen N2 at different chill rates.

from a fluxed melt, possess a high degree of perfection, as a result of which the oxygen
mobility is very low. The N2 sample was grown by the floating-zone method. The
crystals grown by this method are structurally less perfect and the mobility of the excess
oxygen in them is higher. In this specimen, phase separation into an AFM insulator and
a metallic phase occurs at temperatufes280 K, and the specimen becomes supercon-
ducting atT.= 30 K. The excess oxygen concentration in the crystals was determined by
x-ray crystallographic analysis according to the lattice parametengasured at room
temperature using the data of Ref. 6. The valggs 0.01 andx,~0.015 were obtained

for c;=13.144(1) andt,=13.1481). The Nel temperatures determined according to
the maxima ofy(Ty) wereTy; =245 K andTy,=235 K. The masses of the specimens
werem;=0.19 andm,=0.14 g.

Our measurements of(T) for lightly doped LaCuQ,. , single crystalsin low
fields 1<H<100 Oe showed the appearance of a residual FM moment directed along the
¢ axis. The value of this moment is0.1% of the weak-FM moment obtained in a high
field in Ref. 3. Analysis of the dependenceéT,H) suggests that the anomaly observed
near Ty is a manifestation of a magnetic phase transition which is distinct from the
well-known magnetic transition to an AFM phase with latent weak ferromagnetism.

While performing the measurements xfT) in the specimen N1, we observed that
the anomaly depends on the time and temperature of low-temperature annealing in a
manner correlated with the change in the lattice parameters. The fact that the
superstoichiometric-oxygen redistribution processes are substantially slowed down in
specimen N1 enabled us to observe the time dependence of the anomaly. Multiday
anneals at temperatures below the tetra—ortho structural transition temperature
T<T1_o=220 °C(Ref. 4 lead to a slow growth of the height of the peak without any
changes inTy or the width of the peak. But annealing for pnl h at T>T+_g is
sufficient to decrease the height of the peak by more than a factor of 2. Figure 1a displays
the change in the anomaly over a 1-yr period for the specimen N1 stored in air. The
height of the magnetic peak correlates with the change in the orthorhombic distortion
a—b with c= const(see inset in Fig. JaAssuming that the change in the anomaly is due
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to the motion of oxygen and using the method of Ref. 8, we obtained from the time
dependence of the height of the peak at different annealing temperatures the values of the
oxygen diffusion activation energy,=0.2 eV. This agrees with the values obtained in
Ref. 9 for the energ¥, for oxygen diffusion in theab plane.

Oxygen moves very easily in the specimen N2. This results in a phase separation
into an oxygen-depleted AFM phase and an oxygen-enriched metallic fhBee this
reason, in contrast to specimen N1, a strong dependence of the anomaly on the rate of
cooling at temperatureB<<295 K exists in specimen N2; this is shown in Fig. 1b. Rapid
chilling suppresses the formation of the metallic phase and increases the AFM volume.
Slow cooling to liquid-nitrogen temperature was conducted at a rate of less than 0.5
K/min. Rapid chilling was accomplished by abruptly immersing a room-temperature
specimen directly into liquid nitrogen. Ideally, quenching should shift the anomaly to a
temperature corresponding T, for the more uniform oxygen distribution with=0.015
(Ty=200 K). But since oxygen becomes mobile at temperatlited80 K ! a partial
phase separation occurs during the measurements. Apparently, this is why the anomaly
acquires a tail in the temperature interval 200K <T\.

As we have already mentioned, in order for a ferromagnetic moment to appear in an
antiferromagnet the symmetry of the magnetic and crystal lattices must match. But the
magnetic lattice of stoichiometric LEuUQ, is primitive and the crystal lattice is base-
centered Abma. Ordering of the impurity oxygen can result in a lowering of the crystal
symmetry fromAbmato primitive, which in turn should result in the appearance of
“superstructural” (forbidden for Abma reflections. Room-temperature x-ray structural
analysis of the specimens N1 and N2 confirmed the change in symmetry accompanying
doping with oxygen. The analysis indicated the appearance20) type reflections
which are characteristic for the primitive orthorhombic Bravais lattice. Figure 2 displays
the (330 reflections for samples N1 and N2. Superstructural reflecti®@8 and (309
destroying theA base-centered structure were found for the crystal N2. The ratio of the
intensities of the superstructural reflections and the main Bragg peaks was of the order of
2X10 °-10 4. Assuming that the broadening of the superstructural reflections is due to
the dimensions of the domains of the new phase, the coherence lengtralmglame and
along thec axis can be estimated for N2 as 200 A and 100 A, respectively, using the
Scherrer formula. At the level of sensitivity of the apparatys1Q '% of the main
Bragg peaks no superstructural reflections were found in the directidr@0f, (0k0),

(00), and @0Q).

In summary, it has been shown in the present letter that the behavior of the anoma-
lies in x(T) measured in a low field is determined not only by the amount of impurity
oxygen but also by the distribution of impurity oxygen in the orthorhombic crystal lattice
of La,CuQy. The following mechanism of oxygen ordering inJGu0, is possible. Two
nonequivalent, primarily with respect to rotation of the octahedra of two neighboring
planes, positions in the unit cell exist in the orthorhombic piadena for nonstoichio-
metric oxygent? In a tetragonal lattice all the oxygen sites are equivalent. Annealing at
temperatures above;_ 4 has the effect that oxygen occupies all possible sites with equal
probability. BelowT;_ such a distribution can become energetically unfavorable, and
oxygen becomes ordered over the lattice by means of diffusion. The redistribution of
oxygen over two sites produces a nonequivalence of the magnetic sublattices as well,
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FIG. 2. X-ray crystallographic reflection830 for the specimens N1 and N2 with different oxygen content.
The profiles were measured in thgq0] direction.

thereby giving rise to an uncompensated moment along tods.

Thus, doping of LaCuQ, crystals with a small amount of oxygen gives rise to a
structural transformation that changes the lattice symmetry from base-centered to primi-
tive orthorhombic. The exact crystallographic group has not yet been determined, but in
our opinion it should satisfy the condition for the existence of ferromagnetism in a low
magnetic field with a spontaneous FM moment directed along tizds. To clarify this
guestion we intend to continue the investigation of the structure by x-ray crystallographic
analysis and neutron scattering.

We thank A. N. Bazhan, E. P. Krasnoperdv,LE Nagaev, and M. B. Tsetlin for
their interest and for valuable remarks. This work was performed as part of Project No.
96019 “Microstratification” of the State Program on High- Superconductors.
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Luminescence of short-lived color centers induced in LiF
crystals by a pulsed microwave discharge

G. M. Batanov, V. A. Ilvanov, M. E. Konyzhev,® and A. A. Letunov
Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia

(Submitted 2 July 1997
Pis'ma Zh. Ksp. Teor. Fiz66, No. 3, 163—16710 August 199Y

A new phenomenon — intense luminescence of noncolored lithium
fluoride (LiF) crystals excited by an electrodeless pulsed microwave
discharge at the prebreakdown stage of development — is observed.
This luminescence consists of the luminescence of short-lived aggre-
gate i and B color centers at room temperature. It is shown that the
density of short-lived color centers induced in the surface layer of LiF
crystals by a microsecond microwave discharge reaches values of
~10"°-10° cm3. © 1997 American Institute of Physics.
[S0021-364(97)00815-3

PACS numbers: 78.55.Fv, 78.60.Ya

INTRODUCTION

At the prebreakdown stage an electrodeless pulsed microwave discharge developing
on the surface of dielectric crystals in vacuum consists of a secondary-emission discharge
(SED) which gives rise to a high density of excitation of a thin surface layer of the
crystals. In the process, an induced electrical conductivity and strong microwave absorp-
tion arise in the layer, giving rise to the formation of a contracted discharge and to
electrical breakdown of dielectric crystals in the microwave radiation fiéll.sequence
of SED pulses acting on the crystals produces an optically dense colored surface layer,
containing a high density of long-lived FyJand F color centers that are stable at room
temperaturé:* To explain the observed phenomena we proposed the concept of accumu-
lation and relaxation of short-lived color centers generated in the surface layer of dielec-
tric crystals during each SEE?® Our objective in the present work was to observe the
short-lived color centers experimentally and to estimate their density in the surface layer
of noncolored and colored LiF crystals according to the spectral and dynamic character-
istics of their SED-induced luminescence.

EXPERIMENTAL CONDITIONS AND PROCEDURE

The microwave dischargéSED) was initiated on the surface of cleaved700x 5
mm LiF crystals grown in air and placed at the maximum of the electric field of g TE
standing wave excited in a 1267 mm rectangular metal waveguide by pulsed micro-
wave radiation from a magnetrofscillation frequencyr=1960 MHz, pulse power
P,=1.65 MW, pulse duratiorr up to 30us, pulse repetition frequendyup to 2 H2.
The layout of the experimental apparatus is presented in Ref. 1. The waveguide was
evacuated with oil-free pumps to a pressure of 4®a. The spectral and dynamic
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FIG. 1. Oscillograms of signals obtained in the investigation of a microwave disct@Ed® (P,=1.65 MW,

7=1.5 us, f=0.1 H2 on the surface of noncolored LiF crystals— Envelope of the incident microwave

radiation pulse2 — electronic current from the region of the microwave dischaBjet — optical lumines-
cence of LiF crystals at wavelengths near 540nm and 6762 nm.

characteristics of the luminescence of the LiF crystals were investigated with a MDR-2
monochromatofwith a 600 lines/mm diffraction gratingand interference light filters.

The optical radiation detectors consisted ol FE9 photomultipliers. The temporal reso-
lution of the detecting apparatus was equal to 50 ns. A relative spectral calibration and an
estimate of the absolute sensitivity of the optical measuring channel of the MDR-2
monochromator and the EE79 photomultipliers in the wavelength 400—700 nm were
performed using a certified SI-8 tungsten ribbon lamp and a helium-neon laser. The
optical absorption spectra of the LiF crystétoth noncolored and colored in the micro-
wave dischargewere recorded with a SF-56 spectrophotometer. The electron current
emitted from the SED region was monitored with a multigrid electrostatic analyzer. The
incident and reflected microwave signals were detected with directional waveguide de-
couplers. All experiments were performed at room temperature.

The spectral measurements were performed using two optical channels. Lumines-
cence in the region 68610 nm was recorded in the firgeference channel with the aid
of a light filter and luminescence in the region 400—700 nm was recorded in the second
(measuring channel using the MDR-2 monochromator with a step of 11 nm and a
resolution of 4 nm. The spectral intensity of the luminescence of the LiF crystals was
determined by dividing the values of the luminescence intensity recorded simultaneously
in the measuring and the reference channels. Averaging was performed over five pulses.
Control measurements showed that the luminescence spectrum remained unchanged over
the period of time required to record it. The procedure employed made it possible to
perform amplitude measurements of the luminescence spectrum of the crystals with a
relative error not exceeding 5%.

EXPERIMENTAL RESULTS AND THEIR INTERPRETATION
Figure 1 displays characteristic oscillograms of the signals. For the noncolored LiF
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FIG. 2. Luminescence spectrum of noncolored LiF crystals excited by a pulsed microwave digStDye
(Po=1.65 MW, 7=1.5 us, f=0.1 H2.

crystals(with stable preradiation/and F color center density less thark10* cm 3

and impurity oxygen color center density not exceedinglD'® cm™2) the dynamics of

the variation of the electron current from SED region is virtually instantaneous with
respect to the dynamics of the variation of the pulse power of the incident microwave
radiation: The observed signals are characterized by sharp leading edges with duration
~0.1 us. In contradistinction to this, the intensity of the luminescence of the crystals
rises and falls with characteristic timesl us. Therefore for the noncolored LiF crystals
only the slow(lagging components of the luminescence are recorded in the wavelength
range 400—700 nm. The luminescence spectrum of the crystals is displayed in Fig. 2. In
the region 400—500 nm a minimum of luminescence is observed near 450 nm and two
wide intense luminescence bands with maxima near 540 nm and 670 nm are observed in
the region 500—700 nm. On the basis of the results obtained in Refhdre the lumi-
nescence spectra of stablg &d F color centers induced in the surface layer of LiF
crystals colored in the microwave discharge were recorded under excitation with laser
radiation we conclude that the radiation bands shown in Fig. 2 with maxima at 540 nm
and 670 nm correspond to the luminescencejoBRd R, centers, respectively. It follows

from the optical absorption spectra of LiF crystals that the density of stgbtné F;
centers induced during the measurement time of the luminescence spét&0#200
discharge pulse@sonce again does not exceedk 10" cm™2 (i.e., a noncolored LiF
crystal remains noncolored after the luminescence spectrum is meagAmezbtimate of

the absolute intensity of the luminescence recorded in our experimemtsart cnf
surface area of the noncolored LiF crystals corresponds to a flux2of 1017 photons/s
emitted into a solid angle of # sr in the luminescence bands of Bnd F centers.
Further estimates show that in the case when LiF crystals are excited by a SED the
density of induced fand i color centers is several orders of magnitude higher than that
of stable preradiation Jand F3* color centers. Therefore we have established that the
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observed luminescence spectrum of noncolored LiF crystals corresponds to the lumines-
cence of induced short-lived,Fand F centers generated in the surface layer of LiF
crystals during each microsecond SED.

The luminescence dynamics of the SED-excited crystals changes substantially after
prolonged coloring of the LiF crystalgising a train of microwave discharge pulsest
wavelengths of 540 and 670 nm there appear, together with slow components of lumi-
nescence, fast componefiisstantaneoyswith characteristic intensity rise and fall times
~0.1 us. After a LiF crystal has been exposed to 60000 microwave discharge pulses
(SED) (Py=1.65 MW, 7=30 us, f =2 Hz, external constant magnetic fi¢igy~ 0.5 kG
the amplitudes of the slow and fast luminescence components become almost equal to
one another. Since the fast luminescence components are due to luminescence of stable
centers and the slow components are due to the luminescence of short-lived centers, we
conclude from the equality of these amplitudes that the density of statdadF color
centergaccumulated in the surface layer of the crystal as a result of prolonged cgloring
is comparable to that of short-liveg Bnd K centersgenerated during each microwave
discharge pulséSED)). The corresponding total density of stableaad K color centers
equals~6x10'° cm™3, calculated according to Smakula’s formuig. (2.47) in Ref. 6
using the optical absorption spectrum of a colored LiF crystal. The optical density of the
LiF crystal in the absorption band with a maximum near 450(absorption by k and
F; center$equals 0.07 and the thickness of the colored layer is estimated to bgM05

We note that after a LiF crystal is exposed to 30000 microwave discharge pulses
(SED) (Pg=1.65 MW, 7=30 us, f=2 Hz, andHy=~0.5 kG the luminescence spec-
trum of a crystal colored in this manner is identical to that of a noncolored crystal to
within the limits of measurement error, and the intensity of the luminescence of the
colored crystal decreases to a level which is 2.5 times lower than the initial luminescence
intensity of the noncolored crystal.

DISCUSSION

When noncolored LiF crystals were excited by x-rays or high-current electron
beams, luminescence of the crystals was observed only in the emission band of impurity
oxygen centers, with a maximum near 440 nm, and the luminescencg and-F
centers was not detected. In the present work, on the contrary, a strong luminescence of
induced short-lived fand K centers was recorded from noncolored LiF crystals excited
by a microwave dischargé€SED) and no luminescence was observed from the impurity
oxygen centers in the region 420—-460 nm. The new phenomenon which we discovered
— intense luminescence of induced short-lived aggregaterfé F; color centers in
noncolored LiF crystals — is due to the fact that short-lived color centers with high
density~ 10'°-10?° cm ™3, which is 3 to 4 orders of magnitude higher than the residual
density of impurity color centers, are generated in the surface layer of crystals excited by
a microwave dischargéSED). Therefore the weak luminescence of stable oxygen centers
is not observed against the background of the strong luminescence of the induced short-
lived F, and K color centers.

A comparison of the estimated specific energy inputs confirms the analysis per-
formed above. Indeed, the excitation of the surface layer of LiF crystals by low-energy
electrons from a microwave dischar¢@ED) with a characteristic electron energy of 1
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keV, electron density ¥ 10'° cm~2, and microwave discharge pulse duration:$ is

characterized by a specific input energy densit$00 J/cni. This is two orders of

magnitude higher than the corresponding vatug J/cn? in the case when LiF crystals
are excited with a 200 keV pulsed electron beam with current density 50%Adnthpulse

duration 5 né.

CONCLUSIONS

1. Intense luminescence of induced short-lived aggregatn@ F; color centers in
a thin surface layer of noncolored LiF crystals excited by a pulsed microwave discharge
(SED) at room temperature was observed.

2. It was shown that a pulsed microwave dischd®eD) developing on the surface
of LiF crystals gives rise to a high excitation density of the surface layer of the crystals.
The total density of the short-lived,and F; color centers generated in the layer reaches
~10"-10° cm 3.
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discussions and consultations and S. M. Satunin for assisting in the computer analysis of
the results.
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Unconventional metallic state in a two-dimensional
system with broken inversion symmetry

V. M. Pudalov
Institute of High-Pressure Physics, 142092 Troitsk, Moscow Region, Russia
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We present a model that explains two phenomena, recently observed in
high-mobility Si-MOS structureq) the strong enhancement of metal-

lic conduction at low temperature$<2 K, and(2) the occurrence of

a metal—insulator transition in the 2D electron system. Both effects are
ascribed to the spin—orbit interaction anomalously enhanced by the
broken inversion symmetry of the confining potential well. 1©97
American Institute of Physic§S0021-364(17)00915-§

PACS numbers: 72.20.Fr, 71.3th

INTRODUCTION

Recently, in experiments with high-mobility Si-MOS structures, a strong drop in
resistivity p(T) has been fourldas the temperature decreases bete® K. This effect is
evidently in disagreement with the conventional interpretation of the one-parameter scal-
ing theory(OPST),? according to which all states in a 2D system at zero magnetic field
should be localized in the limif—0. A subsequent scaling analysis of the temperature
and electric-field dependences of the conductivitgs revealed critical behavior typical
of a metal—insulator transition. Finally, convincing evidence for the existence of ex-
tended states in 2D systems at zero field has been obtained in experiments in magnetic
fields, in studies of the quantum-Hall-effect-to-insulator transitfbfke extended states,
which at high magnetic fields are located at the center of the corresponding Landau
bands, were found to remain in a finite energy range on decreasing field, giving rise to a
mobility edge.

The experimental results thus suggest the existence of a true metallic state and a
metal—insulato(M-I) transition in 2D. These results are in apparent contradiction with
the conventional OPST, and the origin of the metallic state remains puzzling. In this
work, both experimental findings are explained as being a consequence of the spin—orbit
interaction enhanced by the broken inversion symmetry. The suggested model provides a
good agreement with the experimental data on the temperature dependence of the resis-

tivity p(T).

ANALYSIS OF THE EXPERIMENTAL RESULTS

Figure 1 shows a set @f versusT curves typical for the high-mobility samplésit
different electron densities,. At T=2 K, the resistivityp increases slowly as the
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FIG. 1. Typical temperature dependences of the resistivity for a high-mobility sdmlee electron density,
from bottom to top, is equal to 13.69, 12.81, 12.15, 11.50, 10.84, 10.18, 9.53 8.87, 8.21, 7.5510'92m 2
(Refs. 1 and B The solid lines are the results of simulations, as discussed in the text.

temperature decreases; such behavior is characteristic of a weakly localized regime. At
lower temperatureg drops sharply for all curves belonging to the “metallic” range of
densitiesng>n. .

The resistance drop is observed at densities in the rangerfgotim ~1.4n.. The
critical densityn, is sample dependent and is equal t0>91®'° cm™?2 for the sample
shown in Fig. 1. The drop ip(T) diminishes with decreasing sample mobility, and is
almost replaced by a conventional risegrat T—0 in the sample with 8 times lower
mobility, . =5000 cn?/V -s. The latter behavior is consistent with that reported in earlier
studies on low-mobility samples.

EMPIRICAL FIT OF THE DATA
The p(T) curves in Fig. 1 may be fitted well by an empirical dependence which

summarizes the scattering probabilities of two processes:
p(T)=po+py €Xp(—T*/T). (1)

The first term is independent of temperature, while the second one describes a
scattering through an energy gap=kgT*. The curves shown in Fig. 1 by the heavy
continuous lines were obtained using two fitting parameters for each demglyy, and
T*.
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POSSIBLE MICROSCOPIC MECHANISMS

As seen from Fig. 1, the characteristic temperafliteis of the order of 2 K in the
high-mobility samples. Searching for a proper microscopic mechanism, we find two
small energy gaps intrinsic to Si-MOS structuresiat 0: the valley splittingh ,~2.4 K
and the zero-field spin gapy(H=0)~3.6 K®

It seems attractive to link the resistance drop to transitions between the two electron
valleys located close to th& points in the Brillouin zon€é. However, intervalley
“umklapp” scattering would hardly occur, since it requires a combination of reciprocal
lattice vectors of very high order. On the other hand, the phonon-induced intervalley
transition would require participation of high-energy phondfs,~ 10* K, and is there-
fore unlikely at low temperatures. Electron tunneling, as the intervalley transition mecha-
nism, would not lead to a strong temperature dependence of scattering.

SPIN-ORBIT SPLITTING AND INTERACTION EFFECTS

In the one-electron approximation, the spin—orbit interaction is described by the
Hamiltonian’

2

Hso [VV(r)xp]o, 2

 4mac?
where p and o are the momentum and spin operators, correspondingly. For the 2D
electron system in Si, the contribution of the bulk crystal potentiaMi is small

(g*~2), and the lack of inversion symmetry of the triangular confining poteh{al)
plays the major role.

This lifts the spin degeneracy at zero magnetic field and gives rise to a linear term in
the energy spectrum of 2D electrdhs:
2k2
E*(k)=——=*ak. 3)
( 2m*

The corresponding spin gap
A=E*—E~ =2akg, (4)

can be viewed as the difference in energy for electron states with spin directed in the
plane but to the left and right side &, or, equivalently, along and opposite to the
effective magnetic fieldH* ~ (1/m* ¢)[ kg X VU] in the frame tied to electrons moving in

the 2D plane at the Fermi velocity.

We suggest that the empirically determined energy fyapiginates fromA and is
equal topA (wherep~1), whereas the temperature-independent contribution to the
resistivity, po, is related to the spin-independent scattering. The finite quantum relaxation
time 74 and the corresponding level broadenigr, should reduce the effective gap:

kpT* =pAg—Hil7y. 5
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FIG. 2. Level broadenin@’ and relaxation times, as determined from &Fiig. 1) in the vicinity of n.

COMPARISON OF THE MODEL WITH THE EXPERIMENTAL RESULTS

The spin splittingA((H=0)=3.6 K for the same Si-MOS structures was deter-
mined from the magnitude of the quantum oscillations of the chemical poteheat
trapolated to zero field. It is clear from Eq8) and (4), that this value corresponds to

min=—2m* a/#2. With this result we obtainv=1.79x10 °K-cm, and the total en-
ergy spectrum becomes known.

In order to estimate the quantum level broadering?i/ 74, the temperature depen-
dence of the diagonal resistance was measured in the quantum-Hall-effect regime with
the Fermi energy adjusted to the Zeeman energy gap=&t in a field ofH=0.75T. As
a result, we obtained an estimafe=2.8 K, for ng=10.84x 10'%m™? (here we have
assumed Gaussian level broadening and fak® be the full width. Comparing the
model effective energy gafy=pA;—1" with the empirical valuel* =0.96 K obtained
in the fitgatns= 10.84x 10 (the 5th curve from the bottom in Fig),Jwe ultimately find
p=0.46:

The empirical energy gasT* decreases to zeroaf=n,, as seen in Fig. 1. In the
above model, Eq5), this occurs becausé the level broadening increasdssr 1/n, and
(i) the spin splitting,As=2akg, diminishesocni’z. The empirical fitting parametdr
shown versus the electron density in Fig. 2 does indeed increase as the density decreases.
The total fit in Fig. 1 is in surprisingly good agreement with the experimental data,
despite the very simplified character of the above model.

As ng decreases and approaclmegs the resistance drop starts at lower temperatures.
The weak decrease ip(T) noticeable atT>4 K is presumably due to the weak-
localization correctiongp o« —log(T/Ty) (Ref. 10. This effect was ignored in the above
model, and the(T) points corresponding to the negativp/dT were not fitted; these
points are connected by dashed lines in Fig. 1.

Figure 2 shows also two relaxation times;, calculated from the mobility in the
T=0 limit, and 7,=7#/I". It is noteworthy that bothr, and 7, decrease almost linearly
and independently of each other as the density decréasésvith ng>n;) . The mo-
mentum relaxation time,, provides the necessary resistivity vaje h/ e? at the critical
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density3 whereasr, provides an effective spin gap equal to at=n. As a result,r,

decays faster and becomes smaller thawith decreasingys. At the critical density u

is of the order of 0.1 ffVs andI'=5 K, which corresponds te,=0.17x 10" *?s, and
7q=1.5% 10 *?s. The conclusion that the two curveg(ng) and 7,(ng) intersect is

model independent, although the numerical values 6hs) and the intersection point
depend on the model chosen for level broadening. For instance, the intersection occurs at
11.5 or 13 10 cm™ 2 for Gaussian or Lorenzian broadening, respectively.

METAL-INSULATOR TRANSITION AT H=0: SPIN-ORBIT INTERACTION AND
SYMMETRY EFFECTS

Not only does the low-temperature resistance drop depend strongly on the symme-
try, so does the total scaling behavior. The corresponding universality classes of the
symmetry for random systems were established by DySémthe presence of the spin—
orbit (SO) interaction, the orthogonal symmetry of the system is replaced by symplectic
symmetry. Correspondingly, the level-repulsion exponent in the random matrix
statistics! changes fromw=1 to w=4. It appears therefore, that states are less easily
localized in systems with large.

The effect of the spin—orbit interaction on weak localization has been studied both
theoretically and experimentally.For the strong localization regime, there have been
suggestion’s that M-I transition can occur in the presence of a strong SO interaction.
The scaling function in 2D was found to behaves asymptoticallg(&) ~ —a/G in the
high-conductance limiG>1, with a>0 in the orthogonal and<0 in the symplectic
case'* The B function in the symplectic case may thus become positive at sufficiently
large G. As the disorder increases and the conductaBodecreases, all states will be
localized even in the symplectic case. The critical level of disorder and the critical
conductancés, correspond to the point at whigB(G.)=0.

The behavior of the symplectjg(G) function in 2D is qualitatively consistent with
the experimental data in the vicinity of, (see Fig. 1L As the temperature or the broad-
ening increases, the energy relaxation timeappears as a cutoff parameter, and, 1/
may become larger than the inverse spin relaxation time>11/r;. Then the system
would again behave as in the orthogonal symmetry case. The natural measure of the SO
interaction strength is the spin—orbit gAp given by Eqs(4) and(5), and as an estimate
for the disorder we adoptefl 7s~7%/74=1". Thus, one may expect that the M-I transi-
tion would be manifested in those samples for whichT'=1, which is also consistent

with occurrence of the transition in the samples with peak mobility larger than 5000
cm?/V-st®

DISCUSSION

The above model explains why the resistance drop is seen only in low-disorder
samples with larger, values!® The effect is also dependent on the symmetry of the
potential well. This provides a key for testing the driving mechanism. As to other sys-
tems, the zero-field spin gap in GaAs{@b)As is smaller by a factor of 10-100, due to
the smallerg* factor and the much smaller value BJ (Ref. 16. Thus, even in ideal
samples with zero broadening, the resistance drop may occur at temperatures 10—100
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times lower than those for the Si-MOS structures. In accord with this, no signatures of the
resistance drop were revealed in recent measurements on G&@aRd heterojunctions
at temperatures down to 20 miK.

Recently, there have been suggestions on other possible collective mechanisms, such
as Coulomb interactioff spin-triplet pairing:® and non-Fermi-liquid behavidf. How-
ever, the corresponding models are not developed yet to provide a comparison with the
experimental data.

SUMMARY

It seems likely that the recently observed metal—insulator transition in high-mobility
Si-MOS structures is the first experimental manifestation of the spin—orbit-interaction-
induced transition in 2D. The enhancement of the metallic conduction in these samples at
low temperatures fits the same framework. A strong SO interaction energy relative to the
level broadening and broken inversion symmetry are favorable for the 2D metallic state.
The Coulomb interaction in this model provides the small level broadening at density
down ton.. In the recent experimerfts?? the 2D metallic phase was found to be easily
destroyed by an in-plane magnetic field; this is a strong evidence for the spin-related
origin of the 2D metal.
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Redistribution of the hole spectral weight due to long-
range spin correlations in the three-band Hubbard
model
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L. A. Maksimov
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The spectrum of the spin-polaron hole exitation is investigated in the
framework of the three-band model for the Gu@lane in high-
temperature superconductors. The problem is treated taking into ac-
count the coupling of a local polaron with the antiferromagnetic spin
wave withQ= (7, 7). This leads to fundamental changes in the lowest
polaron bande;(k) and to a strong redistribution of the bare electron
filling. © 1997 American Institute of Physics.

[S0021-364(7)01015-3

PACS numbers: 74.20.Mn

In order to understand the nature of high-temperature superconductors it is important
to describe properly the motion of a hole in the Gu@ane®? This motion takes place
against the antiferromagneti&FM) spin background of the copper spins and must be
treated as the correlated motion of a hole coupled to spin excitatéospin polaron
Usually the spin polaron is studied within the frameworks of the t-J nfoaledl the
three-band Hubbard mod&!® In the previous works the spin polaron problem was stud-
ied mainly in the approximation of a small-radius polarf@m analog of a Zang—Rise
polaron. In the present work, for the first time, the long-range order of the AFM back-
ground is taken into account by introducing an additional new spin polaron of infinite
radiis — a bound state of a charge exitation and a spin wave @itl{, 7). We shall
show that the introduction of such a polaron leads to a substantial decrease in the filling
of the lowest band by bare holes. As a result, the area of the Fermi surface strongly
increases and its form becomes more complex.

The effective Hamiltonian of the three-band Hubbard model of the {pléne has
the following form (in the conventional notatiorf®°

A=T+h+3, T=7 > X3

+
R CR+a2,och+ a,,0q9"

R,a1,ay,
0’1,0'2 (1)
- . s Jo s
h=—h > ckiaeCriarbe: I=5 2 SSrig:
R,a,bo R,g
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Here the Cu@ plane is described by a square sublattice with lattice congtamd two

O sites per Cu unit cellR stands for the position vectors of Cu sitést a are the four
vectors of the O sites nearest to Cu skea=*a,,*a,, a,=9(1/2,0),a,=9(0,1/2).

We assum@=1. In Eq.(1) we have adopted the following notatiom:are the nearest-
neighbor vectors for the oxygen sublattigez 2a andd=2b are the nearest and second-
nearest neighbors for the Cu sublattice; the operatorand X“° create a hole with spin
S=1/2 and spin projectiow/2 (o= *1) at the O and Cu sites, respectively, a(f@"z

are the Hubbard projection operators, which are convenient for excluding doubly occu-
pied Cu sites.

The first termT in Eq. (1) describes the effective hole hopping with an amplitude
from O to O sites through the intervening Cu sites, the térmnrresponds to the AFM
interaction between Cu sites, ahdepresents the direct O—O nearest-neighbor hopping.

Let us discuss the hole excitations with s@ift 1/2 and the spin projection/2. We

shall restrict ourselves to a finite number of site operafgys (1<j<12), in each unit
cell R.

In order to treat the hole excitations in the framework of the spin-polaron concept
we introduce for each unit ceR six site operators which describe the local polaron of
small radius:

+ _ 4+ + _ Yo+
AR,U,l(Z)_CR+aX(ay),U7 AR,U,3(4)_0722+1 VXFXUCRJraX,(ay),y'

+ _ Yo + —

AR,a,%)—UFEﬂ YXRYg (g)CR+a 3y = O (2)
.1 «

Ak“"j:J_N ; ¢ RAR ;-

A .j are the Fourier transforms @6, ;.

We might mention that in our previous investigatiorikis basis of local spin-
polaron operators led to the proper description of the important experimentally observed
features of the hole spectrum of the Gu@ane: the extended saddle point and isotropic
band bottom.

In this paper we want to investigate the role of the delocalized spin polarons, which
correspond to the coupling of the local polarons to the AFM spin wave with momentum
Q= (m,), usually called Q-polarons. If the spin subsystem is found in the state with
AFM long-range order, then the average value of the amplit&lg of the spin wave
with q=Q (the Q wave has a macroscopically large value and has properties analogous
to the amplitude of a Bose particle with zero momentum in the superfluid Bose gas. As
a result, for many problems this amplitude can be treated asnamber® Then the
coupling of the Q wave to local electron states does not represent new states but leads, as
mentioned above, to the mixing of the states with momé&ngmdk + Q. This treatment
is usually based on the widely used élibype state of the spin subsystem with two
sublattices.
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But for the S=1/2 spin system the quantum fluctuations are very important and lead
to the spherically symmetric homogeneousNgtate at any small but finite temperature.
Against this background even &t=0 the average valu¢Sy)=0, and the above-
mentioned simple approach for the hybridization of khandk+ Q states fails. In the
homogeneous N state only SpSy) can be treated as a macroscopic quantity. Then the
coupling of local polaron states &, corresponds to new delocalized states. In order to
take these states into account we introduce six additional operators on the basis of Eq.

(2):

Aari = B VKA A= 0D A0S ®

széQRs(gT:N—l; ORRIXIT [ =i+6, i=(1-6).
1

In order to determine the spin polaron spectrentk) of 12 quasiparticle bands we
use the two-time retarded matrix Green'’s functi@g(t,k) for the operatorg\, , ;:

Gi (1K) =(Aki(D]A;(0))=—1O (D ({Ai(1),Ac;(0)}). 4

We solve the system of the equations of motion@y;(w,k) by using the standard
Mori—Zwanzig projection technique and restricting ourselves to the above chosen basis
of operatorg Ay i} from Egs.(2) and(3). Then the Green’s functions and the spectrum
are determined from the equations

(0—DK 1)G=K, detKe(k)—D|=0, (5)

Di (k) =({Bxi AL}, Kij={Ax; aA;,j}% Byi=[Ak,i H]. (6)

The matrix elements oD and K are expressed both through short-range spin-
correlation functions of the Cu subsystem and the long-range-order correlation function
(SoSg)- The Cu spin subsystem is described by $wel1/2 Heisenberg model at=0.

For the value of the correlation functions we use the results of Ref. 9 where this model
was treated in the framework of spherically symmetrical Green’s functions theory. It is
important that we take into account t{&,Sy) is a macroscopic quantity which is equal

to the square of the effective sublattice magnetization:

<SQSQ>:R"mw|<SRSR+Rl>|: M2, ()

Note that the dependence of the spin polaron excitation spectrum on the long-range
correlation functionSySy) appears only on account of treatment of the Q-polaron states
(3). Below we take the following numerical values of the spin correlation functions:
(SRSr+¢) = —0.3521,(SgSg+q) =0.229,(SgSg+29) =0.2, M2=0.0914. The matrix ele-
ments were calculated in the low-hole-doping linmit£ 1, wheren is the total number of
oxygen holes per unit cell. The detailed expressions of matiicesid K will be pub-
lished elsewhere.

As a result the Green’s functions have the form
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o ZiHk
Gi,j(w,k)=|§1 wo—e k) 8

In particular, the value aZn(k) =Z{7); (k) +Z{3,(k) corresponds to the number of
bare oxygen holes with fixed spim and momentunk in the statdk,o) of the lowest
quasiparticle band:;(k). Let us remark that residug ;)(k) satisfies the sum rule
zszgﬁ’i)(k)zl, i=1, 2. This means that in this model the Luttinger theorem does not
hold, and the maximum number of holes per cell is equal to four despite the presence of
twelve bands.

The results of the most interesting, two lowest baagk) ande,(k) for realistic
values of the model parametets=0.27, h=0.4r (all the energy parameters below are
expressed in units af) are presented in Fig. 1a. Also shown in this figure is the spectrum
of the lowest of six bands; (k), calculated in the approximation of the six operat@s
In Fig. 1b the spectrum; (k) is presented by the equal-energy lirg¢k) = const. Let us
mention that the Q-polarons may lead to a rather complex form of the Fermi surface. This
circumstance can give nontrivial behavior of the Hall effect on doping and can even
cause inversion of the Hall constant if the Fermi energy is closs, th) = —4.5.

As is seen from Fig. 1a, the inclusion of the Q-wave qualitatively leads to the
decoupling of the lowest band of the local small polaron excitations,sak) is close
to £4(k). This means that the main features of the lowest-band excitations previously
calculated in the local polaron approximaticare preserved.

The importance of the treatment of the Q-wave polarons may be seen if we discuss
the filling of the lowest band by bare holes. In Fig. 1c the filling of #h€k) andg; (k)
are shown, i.e., the residugg(k) andZ,(k) (the underlined values correspond to local
polaron approximation One can see that the introduction of the Q-polarons leads to a
substantial decrease in the hole filling along the like$/1 andM —N. This redistribution
of the bare hole spectrum weight explains the results of photoemission experiments,
where a “flat band region” is observed along the directdénl’ but not along the line
X—-M. Figure 1d demonstrates that the local polaron con@bptsix operator$2)) leads
to a strong decrease of the filling under the Fermi surface. This implies a violation of the
Luttinger theorem by approximately four timésn analogous effect was found in Ref.
10). But the inclusion of Q-polaron staté¢3) leads to an addition substanntial reduction
of the filling, by approximately 1.5 times. The maximum(k)-band filling is equal to
n=0.22, and the smallness of this value justifies our low-density approximation.

Formula(3) points out that the Q-polarohk*’ﬂ(g) contains a bare hole staté;Qyo.
This means that the residueZ, of the corresponding Green's function
Go(K) =G 7+ Ggg are responsible for the “shadow band” efféct.

We note that the Q-polaron scenario reproduces the substantial decrease in width of
the lowest band with decrease of the AFM consthrt/sually such an effect is obtained
only in the self-consistent Born approximatith.

In conclusion we want to mention that the above-described properties of the spin
polaron are mainly preserved if we suppose that the spin subsystem has no long-range
order but that the spin correlation lendths large. Then, in the matrix elements®fand
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FIG. 1. a: The spectra;(k) ande,(k) calculated for the basi®), (3), and the spectrum,(k) calculated for

the basis(2). The spectra are given along symmetry linEsX-M-N-I" and X-N-X; I'=(0,0);
X=(m,0),(0m), M= (m,m); N=(m/2,m/2). b: Spectrum equal-energy lineg(k) = const. c:Z,,(k) andZ,(k)

are the number of bare holéhe residues of corresponding Green'’s functjdnghe quasiparticle excitations

for the spectrae(k) and g;(k); Zo(Kk) is the residue of the lowest pole (k); for the Green’s function
G111 w,kK)+ Gy, 1{ w,k), which characterize the “shadow band” effect. d: The dependence of the number of
holesn per unit cell on the value of the Fermi surface aBeSg; is the the area of the first Brillouine zone
thick line — for the spectruna(k); dashed line — for the spectrum (k); solid straight line — the case of
noninteracting-particle filling.

K we must replace the long-range correlation functi8gSy) by the following expres-
sion:

|qg§q (SoraSo+q)  Q~1L, L>1. )
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Hopf term in the action for vortices/skyrmions with odd
filling of Landau levels
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A term in the action that is of third order in the derivatives of the
rotation matrix is calculated. A direct diagrammatic method in the limit
of high magnetic fields is used. It is shown that the action contains the
standard Hopf invariant with a coefficient corresponding to fermionic
behavior of vortices/skyrmions. @997 American Institute of Phys-
ics. [S0021-364(107)01115-9

PACS numbers: 12.39.Dc, 71.70.Di

For odd fillings of the Landau leveldaking account of spin splittingthe ground
state of two-dimensional electrons in a high magnetic field is ferromagnetic. Therefore
states with a gradual change in the direction of the average spin in space could possibly
form. This change can be very slow in the case when the Zeeman energy is low compared
with the Coulomb energy; this is the basis for using a gradient expansion. This approach
has been used in many theoretical wotk&These works all employ an approximation in
which the wave functions are assumed to be projected onto a set of functions belonging
to the same fixed Landau level. In Ref. 5 it was shown that this approximation is insuf-
ficient for obtaining an adequate description and calculating the energy of vortices/
skyrmions. In the case when the perturbation theory in the derivatives of the rotation
matrix is valid, it was shown that the formation of such vortices is thermodynamically
favored. A more detailed paper should appeadBTP.

A topological term in the action for skyrmions that is of third order in the derivatives
was calculated in Ref. 6. The calculations were performed in the projected-wave-function
approximation. However, in this approximation the rotation matrix becomes nonlocal and
it is unitary only if some total derivatives are neglected. This could be the reason why the
corresponding terms in the action are of an unconventional form. This work was criti-
cized in the Ref. 7, where an expression with a Hopf invariant in the action is presented.
The coefficient of the Hopf invariant was obtained on the basis of a quasiclassical cal-
culation(probably valid in the limit of a large number of filled Landau leyefsreviously
performed by the authors for another physical system without using the projected-
functions approximation. On the whole, the debate is not over, and it is of interest to find
the topological term in the action directly without using any approximations other than
the assumptions that the ratio of the cyclotron energy to the Coulomb interaction energy
is large and that thg factor is small.

To describe vortices/skyrmions we introduce & 2 rotation matrixU(r,t) that
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transforms electronic spinors to a local spin coordinate sysgtertJ y, where the spinor
x is almost ferromagnetic with one “up” component and the spiids a spinor in the
laboratory coordinate system. In this case the Lagrangian for the spinassumes the

form
L= j

1
#5 [ V= ox e e dra,

dy 1 ou
N AP S v TR 24, fyut— 2
X =~ 5m (—iV=Ag—iU"VU)“+ix"U X d-rdt

where the potential energy is invariant under a local rotation, Apds the vector
potential of a uniform external magnetic field,. We employ a system of units with
h=Hgy=14=1, wherel is the magnetic length.

We assume that the derivatives of the rotation matrix are small, and we treat the
guantities —iU *VU=0's, and —iU " 4,U=Qlo|, where o, are Pauli matrices, as
small perturbations in the Hamiltonian. Thus, we can separate the Hamiltonian into three
parts: (i) an unperturbed part which in the Hartree—Fock approximation has the form

H=>2 X*(—iV—A0)2d2r+fV(r—r’)p(r’)X+(r)X(r)drd2r’+fV(r—r’)

XX () x (M) x5 (D xa(r)d?rd?r’;
(i) a first-order perturbation

1 -
Hi=r [ 2 0oy (-i7-Agxar— [ "ol (1)
and, (iii) a second-order perturbation

H, X [(ONY2=iV- Qo] yd?r. 2

~2m

Here we have introduced the average densjgy and the average value
Xaﬁz(xg(r)xﬁ(r_’)) In \_/vhat follows, we employ a local approximation for the ex-
change energy, introducing the exchange consjant

f V(r—r’)(Xl(r’)xﬁ(r)>XE(r)Xad2rd2r’—*f yx " (Nox(r)d*r
and we neglect the direct interaction. Apparently, the use of this model is unimportant for
final results but it substantially simplifies the calculations.

Let

X xgy=xaxp)°+ 8 xsxp)

where the first term corresponds to a uniform situation neglecting'ali.e., the leading
term in the decomposition of the Hamiltonian; the second term includes all corrections
for the nonuniformity of the rotation matrix. The action with the Hubbard—Stratonovich
field taken into account has the form
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FIG. 1. A wavy line corresponds td, with spatial derivatives. A wavy line with a line through it corresponds
to the part ofH, that contains a time derivative. The dashed line corresponéis té\ solid line denotes the
electronic Green’s function.

S=f)(+

+'yf 5xaﬁxgxad2rdt—%f(xgﬁ+5xaﬁ)(xga+ OX g d2rdt,

1 .
i3 — m(—iV—A0+Q'a.)2—Q{a|+ ¥X0 | xd?rdt

Since in the mean-field approximatiml;:u;)(l;), it is easy to obtain for the action in
the mean-field approximation

SZSO(X,Q)-F% f 5<XZXB>5<XEXa>d2rdt1 3

where the first term corresponds to the acﬁ%z(X;X@O for the spinorgy™ andy in

a uniform field with the nonuniformity of the rotation matrix, i.e., of all thein the
Hamiltonian, taken into account. We shall calculate first the topological terms in the
skrymion effective action generated By. The second term is determined completely by
the electronic Green'’s function, likewise corresponding to the a&jgnand as will be
shown below it does not contain the topological Hopf invariant. To find the effective
action for vortices/skyrmions, an integration must be performed over the fermion field in
the expression for the partition function generated by the a8jpithis is equivalent to

a calculation of the free energy of the electrons in terms of the fidld§or this reason,

the effective action has the well-known for8=i Tr In G, whereG is the electronic
Green’s function in a field)' and the trace is calculated over all variables, including the
time and the spatial coordinates.

In the present letter we shall calculate only the topological Hopf term in action that
contains all three componertls , 2,, and(}, . Therefore we must find the contribution
of four diagramgsee Fig. 1 For the first two diagrams, which are formally second-order
diagrams, we must find the contribution which is of third orde€inThe unperturbed
Green'’s function has the form

Go(r,r' t=t")=—=i(Tx(r,t)x (r',t"))
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do dp o ,
-3 [ 52 R adwe @),

Here T is the time-ordering operator for Fermi operat®sds the index of the Landau
level, and®, are oscillator wave functions in the Landau gauge which we are employ-
ing. The matricegs(w) correspond to a completely fille@ll p) bottom spin sublevel
s=0, and the other spin sublevel and all states wi#h0 are empty:

_ 1+o, l1-o,
9(0)= 3077 =18) T Hw=yrid)’ “
1+o, 1-o,
gs(w): (5)

2 w—Sogt 7110)  2w—Soe—y+id)"

We have introduced the chemical potenjie+ w/2, so that this energy does not appear
in the expressions fay;.

In order for the perturbation theory ' to be valid, the correction8E~ (Q%/m)
to the single-electron energfemust be small compared with the smallest exchange gap
yp~ (€%/1). This results in the strong inequality.>| VA w4 /€%, whereL, is the
size of the vortex core. The core size is determined by the minimum of the sum of the
core Coulomb energy-e?/L and the additional Zeeman energygHpL?2; this gives
L§~e2/(g Hp). Therefore the perturbation theory { is valid if the g factor is suffi-
ciently small.

We obtain to third order inclusively

1
In Go+ H1G0+ H260+ _HlGOH 1GOJF H2GOH 1G0

S=i Tr 5

1
+ 3 H;GoH,GoH 1Go} \

using the standard perturbation theory for the Green’s function and expanding the loga-
rithm. This corresponds to the diagrams in Fig. 1.
We start with the second-order term corresponding to the first diagram in Fig. 1,

1 i iw(?dw | * !
SzzﬁTr 019s01/9s' € ZQt(r’t)q’er(r)(DSp(r)

X[QY (' 1) a + QU (' 1) a1 dg o ()@Y (r)d?r d2rdt.

Here § is an infinitesimal positive quantity. The expressiﬁh(—iV—AO) is written

using the quantitie§), = (—iQ,—Q})/2 andQ' = (i1Q,—Q})/2 and also the Landau-
index raising and lowering  operators 7T+<Dsp= V2(s+1)®g,;, and

7 Dgp= \/2—5(1’571,,)7 respectively. The time derivatives 6F can be neglected in the
above expression, since the Hopf invariant does not contain a term with two time deriva-
tives. The corresponding expression contains three termssaitli =0 and two other
terms withs=1,s'=0 ands=0, s'=1.
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Introducing the new integration variablBs= (r +r')/2 and[»: (r’—r) and expand-
ing in powers ofﬁ, we easily find that

d?rdt

1=— f[lﬂ'v Q'-id'xval-0lvxa'- Q' xmt]
dmy (Z;

1 SR dZrdt 1
+EJ(QtVXQ +Q XVQt) . +ZTI’ 0'|0'|1(TZ

dzrdt

J(—m' V-Qlit+iQ'h. VQ) (6)

The part of the action that corresponds to the second diagram in Fig. 1 is calculated
analogously. The second-order term, which does not appear in the Hopf invariant, can be
dropped, and only terms with one time derivative are important. The general formula is
close to the corresponding formula in the preceding case. We are interested in the terms
corresponding te=1, s'=0 ands=0, s’ =1; all other terms contain extraneous spatial
derivatives. Introducing the new variables of integration(t+t')/2 andr=t’'—t, we
obtain after expanding in powers of

| 90 d2rdt
- a7 oot ] 2w

ooy (1+0,) Q!
2_ 1 Iy +
S5 |Tr—2 J(Q

Using the expressions fél!, andQ' and the identity, Q= 3,0, +2€'™QIQF, where
e'i™ is a completely antisymmetric unit tensor, this relation can be rewritten in the form

) | | d?rdt
S= Q' XV, +2eJmQJQ x QM) o
| I luleY moj dzrdt
2Tro| oo, | (O -VQ, +2e1imgl. 0 Ol) o 7
It is easy to obtain the contribution of the third diagrélfig. 1):
d2rdt
Iy 2 | MY ®)

Y 1#2z

The general expression for the contribution of the last diagram in Fig. 1 has the form
Sy= n'] J Tr019501,9s,01,95,€ '“5J QO (NDE(r)(Qtr™ +01 ")
D, (1) DL, (r)(Q27 +027 ) Dy (1) D ()DL, (1)
xg—idzrdzrldzrzdt.

Only terms withs=s,=0,s;=1 ands=s,=1, s5,=0 are important. All derivatives di
can be neglected. The calculations are similar to the preceding calculations and we obtain
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2

d<rdt
- _ Irs 1l o1
ﬁ —my ;Z Tr g0 (T| JQtQ 1x()'2 o

i
+ZTr O'Z(T|10'|2

S s d?rdt
xfgfnlxs)z :

(€)

v

for terms of the first type and
1 - . ]d%rdt i
Si== HQE [(Q)2-(09?]- > 0i0%Q +—Tr 01010,
I#z 2 4 12

|~ =, d2rdt
Xf 0,010 22— (10

a
for the contribution of the second type.

The sum of all third-order term®)—(10) gives the desired Hopf term in the action.
We shall clarify some results of such a summation. All terms possessing a faatoy)1/(
can be combined together into the total derivative
j[ V. QQ) V><(QQ)]O|2 rdt =0
— | ,
4m7 7z 2w

which gives zero, sinc@' for | #z approach zero exponentially at large distances. The
symmetric differential terms i$} andS3 also combine into a total derivative
(=) d?rdt

TTr o0 O'ZJ' V~(Q|tﬁ'1) 5

:0,

which gives zero for the same reason. The symmetric nondifferential ter@fsand S}
cancel one another, and we obtain the completely antisymmetric expression in the action

i Al s d2rdt 1 Idzrdt '
SgZZTrO'|O'|1O'|2 Qt91XQ| QV Q —elm

2 27 2

Calculating the trace and using the idenfitx Q' =€'Im(QJ x O™, we write the answer in
the form

S=5- 'lmfﬂnlxnmdzrdt——fﬂ'— vV x Q'd?rdt,

where we have introduced the external magnetic field explicitly. We note that the final
expression has all symmetry elements that are characteristic of the exchange interaction:
t—(—t), H—(—H); x=y; and, rotation of the orbital space around the direction of the
magnetic field and rotation of the spin space. Therefore the forig;df dictated by
symmetry considerations, and the other terms consequently vanish.

Returning to the complete equati@d) for the action, we note that the second term
in this equation with the interaction does not possess the required symmetry in the terms
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that could appear in the Hopf invariant, since they necessarily contain(b{nlyith I
#z; this can be easily shown by calculating the correspondifg x ). Therefore the
different terms of the required form must cancel one another, and the Hopf invariant

gives onlyS;. The Hopf invariant can be expressed in term$)oaccording to Ref. 8 in
the form

1 .
H= e'Jmf QIO x QMd?rdt
2(m)?

and therefore
Sy=mH.

This result confirms the expression in Ref. 7 and is different from the answer obtained in
Ref. 6 for the case=0. The latter assertion follows from the following considerations.
The Hopf invariantH assumes arbitrary integer values corresponding to the linking
number between the curvesr,t)= const,|n|=1 for the map ofS; — S,. In this case

Q) approaches zero for large t, since infinity ofR; should correspond to a single point

in order to represerf;. In this case the degree of the map of any sedtisnconst must
equal the degree of the map for oo, and therefore it must equal zero. This means that
the quantitie)' decrease more rapidly tharr 1The expression obtained in Ref. 6 is an
integral of the total spatial derivative and vanishes in this case, in contrast to the Hopf
invariant, which takes on arbitrary integer values. It should also be noted that this ex-
pression does not possess the complete symmetry of the problem.

The result obtained foB, signifies, according to the current point of view, that
vortices/skyrmions correspond to fermiohs.

| thank G. E. Volovik for valuable discussions.
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Properties of a magnetic impurity in a metal

Yu. N. Ovchinnikov,® A. M. Dyugaev,® and P. Fulde
Max-Planck-Institut fu Physik komplexer Systeme, 01187 Dresden, Germany

V. Z. Kresin
Lawrence Berkeley Laboratory, University of California, 94720 California, USA

(Submitted 2 July 1997
Pis’'ma Zh. Kksp. Teor. Fiz66, No. 3, 184—18910 August 199Y

The effect of a polarized conduction-electron cloud back on a magnetic
impurity dissolved in a metal is studied. It is shown that at a tempera-
ture T, much higher than the Kondo temperature the system becomes
unstable against symmetry breaking and that a state @0 is
established. The behavior ¢8,) is derived for all temperatures and
magnetic fields except for a very narrow region arolindnd for very

low temperatures. The minute role of Kondo-type processes in estab-
lishing the symmetry-broken state is pointed out. 1897 American
Institute of Physicg.S0021-364(07)01215-3

PACS numbers: 75.30.Hx, 72.15.Qm

The problem of a magnetic impurity embedded in a sea of conduction electrons is a
well-studied oné* In spite of this, the effect of the induced conduction electron polar-
ization cloud acting back on the impurity has been treated only incompletely, and we
want to reconsider this problem here. The model investigated is that of an impurity
coupled via an exchange interaction to a system of noninteracting conduction electrons.
Both signs of the exchange interaction are considered. It is well known that for an
antiferromagnetic couplingkKondo Hamiltoniam a perturbation expansion leads to dia-
grams which diverge in the low temperature limit. Despite this, as we shall show, the
effect of the polarization cloud back on the impurity leads at a relatively high temperature
T, to an instability of the isotropic state against a symmetry-broken one (8ith# 0.
HereS, is thez-component of the spin of the magnetic impurity. The divergent diagrams
are of little importance for the value df; .

The starting point is a Hamiltonian of the form
H=Ho— > f dr W (N(Vi(r) +Va(r)(S-0))W (1) =Ho+Hin. D

HereH, is the Hamiltonian of the conduction electrons and of a free impurity spin in an
applied external magnetic field, i.e., Hy contains a Zeeman contribution of the form

Hz€=—Ms.H—%o-H. @)

Note that usuallyu,=2pug.
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The quantitied/{(r) andV,(r) represent short-range potentials of the impurity and,
as usualV/,<V;. We shall not consider the ordinary scattering potentiglr) here, but
rather limit ourselves to the magnetic p&fii(r), for which we make the approximation

Va(r)=ga(r). ()
As usual, the? ,(r), ¥} (r) in Eq. (1) are conduction-electron field operators.

Our aim is to calculat€S,). Consider first the case whey=0. The partition
function of the impurity is then given by

sinr{ S+ %)MH/T}
ZO:% S R ZD] @
and
dlnZ, 1 1 1
(SZ>0=Ta(MH)=(S+§ cot}-{ S+ E)MH/T}—EcotHMH/(ZT)), (5)

which is the well-known Brillouin function.
In order to determin€S,) up to second order ig we also need

(T, S(7)-S(0))g=(S5)o+ (S(S+1)—(S)o)costi wH ) — sinh( H| 7)(S,)o,
(T, S(0)(S(7)-S(0)))o=—(cosh uHT) = 1)(S2),

+S(S+1)coshuH7)(S,)o—sinh(wH|7)(SD)o.  (6)
The average$S?), and(S>), are obtained from

T Z XSz)o
2\ o _ 2
<SZ>0_ZO &(MH)Z <SZ>0+T§(/.LH) ’
WS
(Do (S So=T o ™

The following combination will be required below
(T S0)(S(7)-S(0)))0—(SHo(T, S(7)- K(0))o

5<S§>0) ( 5<Sz>o)
T——— | —sinh(uH|7)| T——7].
Ay SRRl T 50
Note that these terms are the ones giving rise to the Kondo effect when a perturbation
expansion is made.

=(—coshuH7)+1) (8)

We also need the Green'’s function of the conduction electrons, whialp=f@ can
be written in the form of a (X2) matrix as

1 1
G(O)(T)=§(G+(T)+G_(T))E+ 5(G+(n)=G_(7) 77, €)
wherer, is the Pauli matrix and

196 JETP Lett., Vol. 66, No. 3, 10 Aug. 1997 Ovchinnikov ef al. 196



1

G.(wpy)= iw,— (ep— e+ uH/2) !

1
wnZZWT(n—FE . (10

In the presence of the exchange interaction, i.e., de#¢0 we must evaluate the
expression

Tr[ e (o= ee/TT, sa%(%)]

(S)=- . (19
with o (1/T) given by
1
0‘(?) =T, e*féndleim(Tl)_ (12)

In order to calculatéS,) to second order ig we first determinés(7) to first order
in g, using

1
TT[ e*(Ho*EFN)/TTT\Pa( 7_1)\1,;(0)0_(?) ]

Gupl(7) =~ 1 (13
]
This gives
G(n) =G -g(SHI(7)7;, (14
where(S,) is the exactexpression for the impurity spin and
1T
|(T):f d7,G(7—71)G(79). (15
0
For the local exchange interacti¢8) considered here
mpe
1(0)=——=A=—N(0)A, (16)
272

whereA is of order unity and depends on the hitherto neglected potantiads usualm

is the electron mass amgk is the Fermi momentum. The effect of the impurity spin
polarization on the electrons as contained in @4¢) was studied in Ref. 2. Here we need
only 1(0) as given by Eq(16). If instead of Eq.(3) a potentialV,(r) with a short but
finite range is used, the functidifr) is replaced by the more general one

1 1T
l(rarlvT): a f dle dgrlG(rIrlvT_ Tl)VZ(rl_ra)G(rlarerl):
0

wherer , is the position of the impurity. The corrections(8,) to orderg? follow from
Eqg. (1), i.e., from the numerator as well as denominator.

The denominator is simply given by the partition function, which to ogfeis
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Z=25 1+ 2(n. —n._ ><sz>——<sz>2|<o

1T 1T
—g2f drlf d7G (71— 72) G~ T (T AS(11) (7)) | - (17)
0 0

The quantities1.. are the densities of spin up and spin down electrons. They are given by

H
n.-=n=x=N( fe

(18

The third term on the right-hand side of E@7) comes from the correction of the
electron Green'’s function. When the numerator of @4q) is similarly evaluated we find

(S)=(So+ afsf,(;<gN(omeH—292|<0><sz>>

T T
—g2f0 A | drG(n=7)G(r= ) (T SLONS(r)S(72))e

—(TAS(7)S(72)))0)- (19

It is important to realize, and in fact has been pointed out before, that the right-hand
sides of Eqs(17) and(19) contain the exact expectation val(,) rather(S,)q. This is
because these terms should be considered as a Hartree-like contribution to the electron
Green'’s function. Some further justification is given below. Note also that the product
G(7)G(— 1) in Eq. (19) consists of a singularity of the for#( ) plus a smooth function
of 7. Therefore, multiplying it by integer powers dfr| yields integrals of order
maxXT,uH} /e- . By making use of Eq(4) we obtain the following result

(S)—(Spo= a<SZ|_>|(;(9N(O)MeH 29%(S,)1(0))

AT - e
+292J'0 drlfo d7G(7)G(— 1) (COS“MHT)—l)(T%)
0
+SinWHT)(Tc9<<§lj§) | (20

The last term yields the Kondo-type corrections. As shown below they are smaller by a
factor of order (ma{T,uH}/e-)In(e-/maxXT,uH}) than the second term on the right-hand
side on that equation. To see this we use @yto obtain

T T
f d71J d7G(7)G(— 7)sinh(uH )
0 0

B dpdp’ 1 [uH d €~ €pr
- J o 2l i oo %]
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H ﬁ f _f !
—cosﬁ('u ) J PP
2T Ja(uH) €p— €pr— ,u,H

T T
f d7'1J d7G(7)G(—7)(cosiuH7)—1)
0 0

_f d3pd3p’{ fp—fp,/ 1 1 )

(2m)® 2T \ep— €p—uH €~ €y
. mH €p— €pr _l ,uH
+| sink? 2T)cot>—< T 5 sin .
(21)

Here f, denotes the Fermi function. Within logarithmic accuracy we can write

p_fp’

€p—€p—puH

d
I(uH)

T T
f dTlf d7G(7)G(— 7)sinh(uH7)
0 0

IO s |
=—[N(0)] —+smh— Inm

% flndrlledTG(T)G(— ) (cosuHm) —1)
0 0

€F
= —Z[N(O)] smhz( ) |I’](W> (22)
When these results are inserted into E2f)) we finally obtain
(S)=(S)o=(gN(0) ueH — 2921 (0)(S,)) 0552,3‘;
€F #SHo
_Zgz[N(O”Z'”(maﬂ.ﬂH>)[Zsmﬁ( )(Tawm)
uH — fuH X Spo
* T*‘Q"”r(T))(Ta(uH))]' 29

One notices that for small fieldd the second term~g?I(0)(S,) is the largest one.
Neglecting for the moment the logarithm term, which is small, we obtairtHfer0 an
instability of the impurity system against a fixed momefs,)#0. With

3 Sold(uH)=3S(S+1)/T the transition temperatur, is given by
(S 1)

T.=—29¢%1(0) (24)

Below that temperature a spontaneous symmetry reduction takes place. The impurity spin
is polarized in a direction which will be determined by the ubiquitous anisotropies.
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It is interesting to determine the associated thermodynamic poténtilirst of all,
it is possible to show that all diagrams with intersectingcrossing lines obtained from
Egs.(11) and(13) are of ordefT/eg and are therefore small. This holds true for any order
in the interaction constarg. Therefore, one may neglect them, and Et@) holds
formally for all orders ing. From that equation one may also conclude that the effect of
the exchange interaction on the spin energy is threefold: it produces a large shift in the
level positions, an additiond!S,)-dependent shift, and a small shift due to processes of
the Kondo type. If these last are neglected, the self-consistency equation for the average
value(S,) is of the form

H—2g%1(0
(S)—B “ gT( NS, | 29

where B(x) is the Brillouin function. This equation holds for all values ldéfand T,
except in a narrow temperature inter\jfﬁL—T|sT§/eF near the transition temperature,
where corrections of the Kondo type become important. Note thatZ8yfollows from
(25) whenH=0.

The correction of the thermodynamic potential dueHig is calculated from
0 _1 H 26
59 5( int) - (26)

Making use of Eq(14), we obtain

o0 )
5_9_29|(0)<Sz> (27)

with (S,)? given by Eq.(25).

In the regimeuH—0 we find for the static magnetic moment near the transition
temperature

5 T\ (S(S+1))?
<sz>2=§(1—T—)—

C

1 (28)
SP+S+ -
2

Here we have used an expansion(8f), in powers of wH/T). When this is inserted
into Eq. (27), we obtain for the change in the thermodynamic potential

5 S(S+1)
2T, 1
‘St

2
This proves that the symmetry-broken soluti@})+ 0 leads to a lowering of the energy
as compared with the symmetry-conserving one.

Q—Qg=-— (Te—T)2 (29

In conclusion, we have shown that at a temperature much higher than the Kondo
temperature the system of a magnetic impurity coupled to conduction electrons becomes
unstable against the formation of a polarized impurity-spin st8¢+0. Kondo-type
corrections to(S,) are generally small but may become important in the immediate
vicinity of the transition temperature. In an isotropic medium the ground state is infinitely
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degenerate with respect to the direction of the spontaneous magnetization. However, in a
real crystal there is always anisotropy, and the ground state will be only finitely degen-
erate. An exponentially small transition probability between these different states will
lead to the appearance of a new scale, which can be considered as the Kondo tempera-
ture.
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The interlayer magnetoresistance of the organic superconductor
k-(BEDT-TTF),CUN(CN),]Br is measured at ambient pressure and
under pressures of up to 12.5 kbar. In addition to the slow
Shubnikov—de Haas oscillations with a frequency=df50 T observed

at P=5 kbar, rapid oscillations attributed to the magnetic breakdown
orbit enveloping an area equal to 100% of the area of the Brillouin zone
are found to emerge abow®= 20 T. The latter oscillations are ob-
served at ambient pressure as well as under pressures of up to 9 kbar.
© 1997 American Institute of Physids0021-364(07)01315-7

PACS numbers: 74.70.Kn, 73.50.Jt

The organic salts«<-(BEDT-TTF),X, where BEDT-TTF stands for histhylene-
dithio)tetrathiafulvalene and XCu(NCS),, CUN(CN),]Cl,_,Br, (0<x<1), and
CUu(CN)[N(CN),] are characterized by a layered crystal structure with the BEDT-TTF
molecules arranged in mutually orthogonal dimers and forming conducting layers alter-
nating with insulating layers of the anions (Refs. 1 and 2 These compounds have
been of high interest in recent years due to the wide range of physical properties
which they exhibit in spite of very similar crystal structures. For example,
x-(BEDT-TTF),Cu(NCS), is a metal at low temperatures and undergoes a superconduct-
ing transition at 9.4 K At the same time, the salt with XCUN(CN),]CI undergoes a
metal-to-insulator transition into an antiferromagnetically ordered state which is sup-
posed to be of the Mott typbA moderate pressurex0.3 kbaj stabilizes the metallic
state, and the compound becomes a superconductoimyitti 2.8 K, the highest among
the known organic superconductdrdts close isostructural analog, the salt with
X=CUN(CN),|Br can be regarded as the one located nearest to the boundary between
the metallic and insulating states: The salt containing hydrogen in the BEDT-TTF mol-
ecules,x-(hg,BEDT-TTF),CUN(CN),|Br exhibits metal-like behavior at low tempera-
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tures, although with highly pronounced electron correlati@e®, e.g., Ref.)5and un-
dergoes a superconducting transition Bt=11.2 K! whereas the deuterated salt,
k-(dg,BEDT-TTF),CUN(CN),Br, is suggested to have a charge gap at the Fermi fevel.

The effect of subtle changes introduced by the substitution of different anions on the
electronic ground state of the-type salts is not understood so far. The band structure
calculations made conventionally in the two-dimensional approximdtien assuming
that the electronic bands are formed by only the BEDT-TTF lgygrge very similar
results for all the three compountis® These results have been thoroughly proved by
numereous studies of the magnetic quantum oscillations in tiNCY), salt (see, e.g.,

Refs. 7 and 9 Recent observatiolsof the Shubnikov—de Haas effect in the metallic
state(under pressujeof the «x-(BEDT-TTF),CU N(CN),]CI confirm the predicted Fermi
surface for this compound. However, neither quantum oscillations nor classical galvano-
magnetic effects which could be directly related to the shape of the Fermi surface have
been found in the JIN(CN),|Br salt at ambient pressure till now. Very weak
Shubnikov—de Haas oscillations have been observed in this compo@rdkbar!!!?

The oscillation parametelisrevealed considerable differences in the Fermi surface with
respect to the Fermi surfaces of the(8CS), and CUN(CN),]|CI salts, in contradiction

with the theoretical predictions. In particular, the frequency of the slow oscillations which
could be attributed to the classical hole orbit at the cylindrical part of the Fermi surface
was found to be a factor of 4 smaller than in the other two compounds. This result
suggests that either the Fermi surface of th¢NTGN), |Br salt deviates strongly from

the predicted orfealready at ambient pressure or it is unusually sensitive to applied
pressure.

In order to get further information about the Fermi surface of
x-(BEDT-TTF),CUN(CN),|Br and its pressure dependence, we have carried out high-
field magnetoresistance measurements on this compound. In this paper we present the
quantum magnetoresistance oscillations of two different frequencies which are attributed
to the Fermi surface cross-sections constituting 100% =add6 of the corresponding
Brillouin zone cross-section area, respectively. The higher frequency oscillations are
found down toP=0 kbar, thus providing the first direct evidence for the well defined
Fermi surface existing at ambient pressure.

The high quality crystal of-(BEDT-TTF),CUN(CN),]Br used for the experiment
was grown electrochemically as described elsewlietée interlayexi.e., perpendicular
to the highly conducting ac plane of the crygtasistance was measured dowte 0.4
K by means of the standard ac method with an excitation current of 10 tu200 he
contact resistance was less than(10while the sample resistance varied fron8 to 35
Q) depending on the pressure applied. A BeCu clamp cell was used to generate quasi-
hydrostatic pressure up to 15 kbar at room temperature, which correspondet?té
kbar at low temperatures. A magnetic field of up to 27 T perpendicular to the ac plane
was provided by the hybrid magnet at the High Magnetic Field Laboratory, MPI-CNRS,
Grenoble.

The main panel of Fig. 1 represents the high-field trace of the magnetoresistance at
ambient pressure anti=0.41 K. Clear oscillations with the frequency of 372980 T
(see the fast Fourier transformation in inset a of Figintlicate the electron orbit ik
space with an area equal to 100% of the cross-sectional area of the Brillouin zone, as
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FIG. 1. High magnetic field fragment of the interlayer magnetoresistance at ambient préssQrél K. Inset
a — fast Fourier spectrum of the oscillations. lnse— field dependence of the interlayer resistancé-a0.41
and 1.2 K.

calculated from the room-temperature crystal parameteith allowance for the thermal
contractiont* This is the first observation of the magnetic quantum oscillations in the
present compound at ambient pressure. The cyclotron mass estimated from the tempera-
ture dependence of the oscillation amplitude is (6045)m,, where m, is the free
electron mass. Thus the oscillations are similar to the magnetic breakdown oscillations
found earlie?*?in the otherx salts, with X=Cu(NCS), and CliN(CN),]ClI.

Figure 2 shows the oscillatory magnetoresistance normalized to the background
resistance at several pressures. Oscillations of two main frequeicjes150 T and
Fz=3900 T (hereafter referred to ag and 8 oscillationg, can generally be resolved, in
agreement with the previous observatioPat9 kbar'? The 8 oscillations correspond to
those found at ambient pressure. Their amplitude gradually goes down with increasing
pressure, vanishing above 10 kbar. The oscillation frequency changes at a rate
d In Fz/dP~3.8X 10 3kbar . This rate is similar to the values obtained for {Bies-
cillations in the salts with XCu(NCS), (Ref. 15 and CUN(CN),]CI (Ref. 10. Since
the B frequency is assumed to measure directly the cross-sectional area of the Brillouin
zone, its pressure dependence is expected to follow the crystal lattice compressibility.

Indeed, the obtained value agrees with the compressibility reported far siadts®6

The a oscillations correspond to situation where the extremal cross section of the
Fermi surface occupies 4% of the area of the Brillouin zone. Their amplitude is some-
what higher than that reported in Ref. 11 and amounts to 1% of the background resistance
at around 25 T. The relatively high oscillation amplitude and the resistance ratio,
R(293 K)/Ry(1.5 K)~50 and 30 at ambient pressure and at 12.5 kbar, respectiRgly (
denotes the normal-state resistance extrapolated from the nonsuperconducting region for
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FIG. 2. Oscillatory part of the magnetoresistance normalized to the resistance background at different pressures.
The curves at 8 and 12.5 kbar are offset for clarity. Inset: fast Fourier spectrum of the oscillations.
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P=0 kbap reflects the good quality of the sample. As the pressure is increased from 5 to
12.5 kbar the frequenc, gradually grows from 143 to 163 T. As to the oscillation
amplitude, it remains nearly unchanged between 8 and 12.5 kbar but becomes signifi-
cantly smaller at 5 kbar. Na oscillations have been observed at ambient pressure within
the magnetic field range investigated.

Turning to the interpretation of the experimental results, we recall that, like in the
other k salts, the Fermi surface a-(BEDT-TTF),CUN(CN),]Br predicted by the band
structure calculatiortss a linear network extended along thg direction and formed by
intercoupled cylinders with their axes parallel to thedirection (i.e., perpendicular to
the crystallographic ac plahand cross-sectional areas equal to that of the Brillouin zone.
Due to the inversion symmetry characteristic of the crystal structure, the lattice potential
is expected to give no gap at the points of intersection between the adjacent cylinders at
the Brillouin zone boundary. The observation of only fhescillations at ambient pres-
sure seems to be consistent with these predictions. Indeed, if the energy gap at the
Brillouin zone boundary is negligibly small, only the orbit over the entire Fermi-surface
cylinder, with an area equal to the cross-sectional area of the Brillouin zone, should
contribute to the oscillations. Such case of the nearly complete magnetic breakdown has
been found in the isostructural compourd BEDT-TTF),l; (Ref. 17. The relatively
small amplitude of the oscillations in comparison with the latter compound may be
attributed to the higher Dingle temperatyiteis estimated to be 2:50.5 K in the present
compound againstp;<1 K in the otherx salt9 and to stronger warping of the Fermi-
surface cylinder. The decrease of the amplitude of@hescillations under pressure and
simulteneous enhancement of theoscillations can be likely explained by structural
changes inducing the gap at the Brillouin zone boundary.
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FIG. 3. Magnetoresistance above 13 T at different pressures.

As it was noted earliet* the « oscillations reveal a considerable deviation of the
Fermi surface from that predicted theoretically, their frequency being a factor of 4 and
the cyclotron mass a factor of 2 smaller than the expected values. The oscillation param-
eters obtained in our experiment have not shown any sharp transition or unusually strong
changes under pressure. Hence we suggest that the specific features characteristic of the
Fermi surface at high pressures remain essentially the same at ambient pressure. A
possible explanation of the observed discrepancy may consist in structural changes which
have been reported by Nogaetial*® The superlattice reflections foundfrcorrespond
to doubling of the high temperature lattice along theirection that should reduce the
original Brillouin zone along thé&, axis and considerably reconstruct the possible elec-
tron orbits. In particular, smaller orbits at the folded hole cylinders are likely to be
formed. The new orbits may give rise to slawoscillations. Besides, other closed orbits
resulting from multiple intersections of the initial Fermi surface cylinder may be ex-
pected. They could give different contributions to the oscillation spectrum depending on
the interband gaps and magnetic field strength. In this connection, the prominent peak at
F~2F, (see the inset in Fig.)2night come from an independent orbit rather than be an
anomalously strong second harmonic of the fundamentiaéquency. Obviously, if the
interband gaps are very smalthich could be if the inversion symmetry survives during
the structural transition the main contribution to the oscillatory resistance should come
from the B orbit enveloping 100% of the Brillouin zone area. This is probably the case
we find atP=0 kbar.

We note that the behavior of the oscillations at low pressures may be considerably
affected by the superconduting transition. As is seen from the field dependence of the
resistance presented in inset b of Fig. 1, signs of superconductivity survive up to fields of
=20 T at ambient pressure. This is even more clearly illustrated by Fig. 3, in which
high-field tracks of the resistance normalized to its values at 27 T are shown for different
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pressures. For the pressu?e-0 kbar the resistance shows an almost linear field depen-
dence with a slope that increases with increasing pressure. At the same time the 0 kbar
curve shows a very steep initial slope and saturates to the normal behavior at fields not
lower than 23 T. A more detailed study is necessary in order to clarify whether it is bulk
superconductivity or fluctuations of the order parameter amplitude which determine the
resistance above 10 T, but both of these factors should obviously strongly suppress the
Shubnikov—de Haas effett.Of course, the slow oscillations which normally start to be
visible from 10-12 T are much more affected by the superconductivity than ar@ the
oscillations arising in fields above 22 T. In principle, this may be another reason why the
a oscillations are not observed at ambient pressure in the investigated field range.

The work was supported in part by the “Human Capital and Mobility Program” of
the European Community and by the Russian Fund for Fundamental Research.
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We propose a model describing the destruction of metals under ul-

trashort intense laser pulses when heated electrons affect the lattice
through the direct electron—phonon interaction. The metal consists of
hot electrons and a cool lattice. The lattice deformation is estimated

immediately after the laser pulse up to the electron temperature relax-
ation time. The hot electrons are described with help of the Boltzmann

and heat conduction equations. We use an equation of motion for the
lattice displacements with the electron force included. Estimates of the

lattice deformation show that the ablation regime can be achieved.

© 1997 American Institute of Physids$0021-364(107)01415-1

PACS numbers: 62.20.Fe, 63.20.Kr

1. It was pointed out in Ref. 1 that an ultrashort UV laser pulst0~**s produces
a nonequilibrium electron gas near a metal surface. Such hot electrons have been ob-
served in experiments on the IR reflectfon, giant electron emissiof? and light
radiatior?~** from metals under subpicosecond laser irradiation. Because the electron
specific heat is much less than the lattice one, these pulses raise the electron temperature
T, considerably higher than the lattice temperatlire The characteristic cooling time of
the electron gas,.~10 ?s is determined by the electron—phonon coupling consfant.
The process of temperature relaxation and the subsequent ablation regime have been
studied recently®

We focus here on the other processes which can take place at times much shorter
than 7., when hot electrons directly affect the lattice expansion through the electron—
phonon interaction. This novel effect is caused by the electron gas contritidépend-
ing on T,) to the elastic constantsound velocity and optical phonon gagnd by the
effective electron force proportional 80T.. This interaction induces the lattice defor-
mation.

The experimental resultdvisualized with the aid of time-resolved x-ray diffraction
synchronized with laser pumping can be explained in the framework of the model de-
scribed below. It was discovered that the laser pumping induces nonstationary increase in
lattice parameters of A@ll) and P{111) single crystals. The measurement of the shift
and intensity variation of Bragg peaks, on the one hand, and observation of the Debye—
Waller factor, on the other, allow one to separate the effects of lattice deformation and
heating. It was shown that the initial elastic deformation gives way to a subsequent
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plastic one. Here we propose a theory of lattice deformation due to direct electron—
phonon interaction.

2. We describe the overheated electron gas in terms of the Boltzmann equation.
When the lattice temperatufig is higher than the Debye temperature, the mean free time
of the electrons is proportional tfrvTi_1~ 10 Ys<7,. Thus the electron gas is nearly
in equilibrium at temperatur&.>T,. For our problem, the system obeys the heat con-
duction equation

dTe
C(Te)—r +V-a=Q—a(Te—T), (D

and the equation for the lattice displacemant

(92Ui &2U|

?_)\iklmm:Gi(Te)v (2)

p

wherec(T,) is the electron heat capacity,is the metal density);, is the tensor of
elastic constants, an@ is the density of the laser energy absorbed by the metal:

Q(z,t)=1()(1-Ryxe ",

whereR is the reflection coefficient. The functidiit) describes the pulse shape. The last
term in Eq.(1) represents the energy flow from nearly equilibrium hot electrons into the
lattice!? The constantr is determined by the electron—lattice relaxatiop; a/c(T,).

The electron heat flow and the driving forceS;(T,) applied to the lattic® are defined

by the electronic partition functiofy(r,t):

d [ 2d%p

Gi:a_xk (ZT)S}\ik(p)fp(r’t)’ ®

where\;, is the deformation potential. The effects of the electron intera¢B8mon the
acoustical phonon spectftas well as on optical phononbave been studied in detail in

our recent papef® The real part of the forcé3) (the corresponding term for optical
phonon was written for the first time in Ref. Liads to renormalization of the lattice
parameters — the sound velocity for acoustical phonons and the optical phonon fre-
quency. The imaginary part results in phonon attenuation due to the electron—phonon
interaction. There are two regimes of phonon damping. The first, ballistic one takes place
when electrons are nearly collisionless and the attenuation comes from the electrons
moving coherently with the phonon. The hydrodynamic regime is realized when the
mean free path of the electrons becomes smaller than the phonon wavelength. As a result,
the attenuation depends strongly on the electron collision rate.

The electronic distribution function in the linearized form

fo(z,t)=f il
p(20)=Fo(Te)+ xp(2.t) 5 - @
obeys the Boltzmann equation
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We write the collision integral in the-approximation because the electron temperature is
much higher than the Debye temperature, and the electron—phonon collisions have to be
elastic. The value averaged over the Fermi surf@erepresents the “in-term” in the
collision integral. Careful consideration shows that this term is unimportant when we are
interested in the thermal conductivity but that it renormalizes the electron—phonon de-
formation potentialA;,— N\ — N\, (see Ref. 1Y,

We assume in the following thaf.<er. This will let us obtain the results in
analytical form. For simplicity we suppose that the metal occupies the half gpage
and that the boundary conditions for the above equations have the form

dTe

Jz

o M
=07 gz

=0. (6)

z=0

The first condition means that the heat flow through the surface vanishes, while the
second one means that no normal stress component is present.

3. For times shorter than the electron—lattice relaxation tinthe lattice tempera-
ture can be considered as equal to the initial temperdigirand the last term in Eq1)
can be omitted. To solve Eq§l)—(5) with boundary conditiong6) we use the even
continuationT4(z,t) and the odd continuation far,(z,t) into the half space<0.

Let us consider here the solution of E¢$)—(5) for the most interesting case when
the times after laser pulse are much longer than the mean free time of the elettrans (
and the mean free path is much less than the skin degdt#g1). Note that the electric
field of the laser was omitted in E¢G) because it is important only for times of order of
mean free time.

The heat flow in Eq(1) is calculated with the Boltzmann equati{®). The thermal
conductivity and the specific heat become proportional to the electron tempefature
Equation(1) turns to be linear irTi, and its solution can be obtained easily with the help
of a Green'’s function.

The electron temperature reads

t ” Q(z'|.t) (z-2')?
T2 z,t)=T2+f dt’f 02 ——————exp ——— |,
el o Jo = Bym(t—t")D 4(t—t")D
where the diffusion coefficier = ru_§ and the temperature coefficient of the electronic
specific healB=c(T,.)/T, are introduced. The functiof¥) is even inz because)(z,t)

was continued into the half spageZ0 in an even manner. Therefore this solution satis-
fies the boundary conditio(6). For the surface=0 Eq.(7) gives

(7)

T2(0,t)=T2+ —f dt'Q(0, t—t")e<’P erfq( \x?Dt'). 8

Now let us consider the equation for lattice displacem&)tsvith the force(3). The
main contribution to the forc&; comes from the local equilibrium partition function —
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the first term in(4), if the conditiont> 7 is valid. Substituting expressigd) into Eq.(3)
and expanding the integral over powersTQf/e up to the second order, we obtain the
force

G =A. (9_1—2 9
i ik (7Xk'
where
1 4

Aiﬁﬁa Thik(p%gﬁ,

andg~\/eg is the dimensionless electron—phonon coupling constant.

To solve the equation of motion of the lattidgq. (2)) with the calculated forc€9)
from hot electrons, we use the continuation described at the beginning of this section. The
functionu, acquires a singularity a&=_0 after the continuation. The singularity contrib-
utes adé(z)/dz term to the second derivativi#u,/dz?. One can use the Fourier trans-
form with respect to the spatial coordinate over all space

—p(w?— k) uy (K, w)= ikAZZTg(k, ) —ips’kC(w), (10

wheres=\,,,/p is the longitudinal sound velocity in the direction. The last term
C(w) has to be determined from the boundary condi{ién

The deformatiordu,/dz given by the solution of Eg.2) can be written as

(eikz_ eiw\Z|/S)e—iwt’ (11)

%_iAZZK(l—R)fdwdk k2U(K)I ()
dz ppB (2m)2 (0+ik2D)(w?—52k2)

whereU (k) = 2«/(k?+ «?) is the Fourier transform with respect toof the laser radia-
tion in the metal, and(w) is the Fourier transform of the pulse shdgg). The second
term in the brackets corresponds to the general solution of the homogeneous e@)ation
and represents the effect of the surface.

The integrand in(11) contains the poles associated with the diffuson and sound-
wave excitations. The sound singularities must be bypassed through the insertion of an
infinitesimal imaginary term ino.

4. The electron temperatuf&) immediately after the pulse takes its maximum on
the surface

Ito(1—R)
B

This result has a simple explanation. For short pulsé§_to<1 time dependence of the
temperature corresponds to the local laser intensity at the point of observation. In the
opposite casex\/Dty>1, the temperature distribution is determined mainly by the dif-
fusion process.

T2 min( x,(Dtg) ~*2).

According to the boundary conditig®), the lattice deformatiofl1) vanishes at the
surfacez=0. Forz+# 0 the second term ifiL1) represents a deformation wave propagat-
ing from the surface into the bulk of the metal. It gives a nonzero contribution only at
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sufficiently small depthg<st~10"7 cm. We see that the maximum deformation takes
place atz~10"‘cm<« 1. It is convenient to perform the integréll) over w, substi-
tuting the Fourier transform(w). We derive the following estimate for the maximum
value of lattice deformation:

du, AZZK(l—R)Jtd,I 'fw L
9T B o t'I(t’) 5 UK

—o0

e isk(t-t") e—kZD(t—t’)

s(s+ikD)  k2D2+s?
~ A, T2 k22 p. (12)

We consider times of the order of the characteristic electron diffusion time
t<(x?D) 1~10 '%s<(sk) ! but less than the period of a sound wave with vavelength
~ kL. Using the estimatd /p~gs®/e2, we get

du sT, 2
i ( | ~9(1-R)Ito(s/ rv2eg)? k. (13)
KTU EE

Here we puts/v~10"2, x~10° cm !, and we arrive at the numerical estimate
du,/dz~10"2g%(T./ef)2.

This result agrees with the experiment of Ref. 14, where a deformation as large as
~10" 2 was observed. Although our estimate was obtainedfet s, it is still correct
qualitatively up toT.~¢&g. Therefore, an ultrashort intense laser pulse can bring about
the destruction and ablation of metals while only the electron component is heated and
the lattice stays cool at a considerably lower temperature.

In conclusion we would like to emphasize two points. First, it follows from @g.
that the driving force for the lattice expansion is proportional tdT./Jz. Because of
the high absorption coefficient of metals in the UV regio<(10° cm™ 1) the tempera-
ture gradient reaches 10° K/cm. Note that the extremely high values of this parameter
(which is a pecularity of metaldeads to the nonequilibrium expansion of the lattice.
Second, the subpicosecond elastic deformation of the lattice, of the order £10 2,
corresponding to an internal pressure of 10—-100 GPa, can provide an effective mecha-
nism for the subsequent laser fracture of metals.
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discussions and comments. The work was supported the by Russian Foundation for Basic
Research, Grant No. 97-02-16044. One of the autliérdV.) also thanks KFA Fors-
chungszentrum, lich, Germany, for a Landau Postdoctoral Scholarship.

1S, 1. Anisimov, A. M. Bonch-Bruevich, M. A. El'yashevicét al., Zh. Tekh. Fiz.36, 1273(1967) [Sov. Phys.
Tech. Phys11, 945(1967)].

2|, G. Fugimoto, J. M. Liu, E. P. Ippeat al, Phys. Rev. Lett53, 1837(1984.

3D. M. Riffe, X. Y. Wang, and M. C. Downer, J. Opt. Soc. Am.1B, 1424(1993.

4J. P. Girardeau-Montaut and C. Girardeau-Montaut, Phys. R&4, B3560(1995.

5S. I. Anisimov, V. A. Benderskii, and G. Farkas, Usp. Fiz. Ndi#2, 185 (1977 [Sov. Phys. Usp20, 467
(1977].

6A. G. Krivenko, J. Kruger, W. Hautegt al, Benchte Bunsengeselsch. Phys. Che).1489(1995.

V. A. Benderskii, Russian Electroche®3, 417 (1997.

8A. G. Krivenko, J. Kruger, W. Hautegt al, Russian Electrochen33, 426 (1997.

9M. B. Agranat, A. A. Benditskii, G. M. Gandel'maet al, JETP Lett.30, 167 (1979.

10\, B. Agranat, S. I. Anisimov, and B. I. Makshantsev, Appl. PhysAB 209 (1988.

212 JETP Lett., Vol. 66, No. 3, 10 Aug. 1997 L. A. Falkovsky and E. G. Mishchenko 212



M. B. Agranat, S. I. Anisimov, and B. I. Makshantsev, Appl. Phys5® 451 (1992.

12M. 1. Kaganov, I. M. Lifshits, and L. V. Tanatarov, ZhkBp. Teor. Fiz31, 232(1957 [Sov. Phys. JETR,
173(1957)].

133, I. Anisimov and B. Rethfeld, Proc. SPEP93 192 (1997).

14p. RentzepisAbstracts of the Second Conference on Modern Trends in Chemical Kjndtessibirsk,
Russia(1995, Vol. 1, p. 142.

15V, M. Kontorovich, Usp. Fiz. Nauk42, 265(1984 [Sov. Phys. Uspl27, 2134(1984)].

16E. G. Mishchenko and L. A. Falkovsky, Zhk&p. Teor. Fiz80, 936 (1995 [JETP107, 531 (1995].

17L. A. Falkovsky and E. G. Mishchenko, Phys. Rev5®B 7239(1995.

Published in English in the original Russian journal. Edited by Steve Torstveit.

213 JETP Lett., Vol. 66, No. 3, 10 Aug. 1997 L. A. Falkovsky and E. G. Mishchenko 213



Semiclassical theory of the Coulomb anomaly

S. Levitov® and A. V. Shytov”

Massachusetts Institute of Technology, Cambridge, MA 02139, USA;

L. D. Landau Institute of Theoretical Physics Russian Academy of Sciences, 117334
Moscow, Russia

(Submitted 12 May 1997; resubmitted 15 July 1997

Pis'ma Zh. EKsp. Teor. Fiz66, No. 3, 200—20510 August 199Y

An effective action approach for the problem of Coulomb blocking of
tunneling is discussed. The method is applied to the strong-coupling
problem arising near zero bias, where perturbation theory diverges. We
find an instanton for the electrodynamics in imaginary time, and ex-
press the anomaly in terms of the exact conductivity of the system
o(w,q) and the exact interaction. @997 American Institute of Phys-
ics. [S0021-364(0©7)01515-9

PACS numbers: 73.23.Hk, 73.40.Gk, 72.15.0m

Suppression of tunneling conductivity near zero hzalled “zero-bias anomalyy’
is known to be a signature of interaction in a system. The anomaly has been studied in
metals and semiconductors since the early 1986&ially, the anomaly was attributed to
the Kondo effect, but it was realized later that a much more common mechanism is the
Coulomb blocking of tunneling. A perturbation theory of this effect was developed by
Altshuler, Aronov, and Leé.They show that in a diffusive conductor the blocking of
tunneling increases at small bias, leading to a singularity in the tunneling conductivity.
The theory has been thoroughly tested experimentally.

In recent years interest has shifted to systems with strong Coulomb effects, such as
disordered metals and semiconductors near a metal—insulator trafiditisrfound that
the Coulomb anomaly is sharply enhanced near the transition, providing a test of electron
correlations. Another important development is due to studies by Askobati of elec-
tron tunneling into a two-dimensional metal in a magnetic frelid.this experiment it is
found that at certain magnetic field the zero-bias anomaly abruptly increases and trans-
forms to a “soft Coulomb gap.” It has been pointed btitat this transition is induced by
disorder. Eisensteiret al. studied systems with higher mobili®y/, where tunneling is
almost entirely blocked below a certain threshold bias. These findings prompted a lot of
theoretical work aimed at relating the tunneling anomaly with microscopic models. Also,
the anomaly has been shown to be particularly interesting in the quantum Hall $ystem.

Below we discuss an effective action thebtiyat treats the anomaly as cooperative
tunneling. We obtain the tunneling exponent in terms of the action of spreading charge
density and express it in terms of the actual conductivifyw,q) of the system. The
treatment is nonperturbative and remains accurate both in the weak and strong coupling
regimes.
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QUALITATIVE DISCUSSION

Tunneling of an electron into a metal involves two steps: traversing the barrier,
followed by spreading within the metal. Typically, the traversal time is very short com-
pared to the spreading time. Accordingly, it is legitimate to separate the tunneling into
single-electron and many-electron steps and to treat them separately. The first contribu-
tion is simply the transmission coefficient of the barrier, constant at small bias. The
second contribution is more interesting, since it is a collective effect involving the motion
of a large number of electrons in order to accomodate the new electron. At low bias the
latter effect completely controls the tunneling rate.

Let us illustrate the effect of charge relaxation on the tunneling rate by using the
example of a two-dimensional conducting pldfieCharge relaxation in a two-
dimensional conductor is a classic electrodynamics problem studied by Maxwell who
gave a solution in terms of a moving image chafbn this problem, a point chargeis
injected into a conducting sheet with conductivity and one is interested in the time-
dependence of the density and potential of spreading charge. Maxwell’s solution is that
the potential within the sheet is given by that of a point chaggeoving along the
normal to the plane at a velocity=2mo. The size of the charge cloud grows as
r(t)~wvt. Let us consider the Coulomb part of the action for the charge:

v e e (t)
S(t)tho I‘(T)dt Iy In % (1)

Semiclassically, the actiofl) must be added to the under-barrier action. The divergence
of (1) att— indicates that at large times the actid® dominates the tunneling rate. We

will see that the spreading time diverges at small bias; e/oV. From that, near zero

bias the tunneling acquires a suppression factor of expf:)S(t,)). The estimatél)
showing that the action diverges at small bias means that the semiclassical treatment is
meaningful even for a well-conducting metal. However, in the diffusive limit the estimate
(1) does not agree with the perturbation theory. We shall see that the reason is that the
main part of the action is Ohmic rather than Coulomb, and that after writing the action
properly the semiclassical method completely recovers the pertubation theory result.

The relevance of the semiclassical picture can be justified by a more general argu-
ment, not involving specific features of 2D relaxation. Let us consider effects caused by
one-electron tunneling into a metal. Since the barrier traversal time is much shorter than
the relaxation time in the metal, while the electron traverses the barrier other electrons
essentially do not move. Thus instantly a large electrostatic potential is formed, due both
to the tunneling electron itself and to the screening hole left behind. At small tBases
the increase of the electrostatic energy by an amount much larger than the bias indicates
that right after the electron transfer the system is found in a classically forbidden state
“under the Coulomb barrier.” In order to accomplish tunneling, the charge still has to
spread over a large area, so that the potential of the charge fluctuation is reduced below
eV. If the conductivity becomes smaller, charge spreading takes a longer time, and thus
the action of the cooperative under-barrier motion becomes much greatef .than

215 JETP Lett., Vol. 66, No. 3, 10 Aug. 1997 S. Levitov and A. V. Shytov 215



THE FORM OF THE ACTION

For the electrodynamics problem the action can be written in terms of the charge and
current densitiep(r,t) andj(r,t). The full action would also contain the electromagnetic
potentials, but in the quasistationary electrodynamics>¢) which we shall always
assume below, the potentials are “slaved” to the charges and can therefore be integrated
out. Also, since the contribution to the spreading charge action mainly arises from large
space and time scales, we assume that the local deviation from equilibrium is small.
Therefore, one can expand the action in powerg(@ft) andj(r,t) and keep only the
quadratic terms. Naturally, the quadratic action must reproduce correctly the classical
electrodynamics equations: Ohm’s law and the continuity equation for the charge.

In fact, this requirement is entirely sufficient to determine the form of the action.
However, it is more instructive to argue in the following way. We are going to use the
action to study the dynamics in imaginary time. Therefore, the action is precisely the one
that appears in the quantum partition function. The latter action expanded up to quadratic
terms in charge and current density must yield the correct Nyquist spectrum of equilib-
rium current fluctuations:

<<gz,qg[—gw,—q>>:0—aﬂ|w|+0aa’DBB’qa’qﬁ" (2)

Here g=j+I5Vp is the external current anD 4 is the tensor of diffusion constants,
related to the conductivity tensor by the Einstein formatae?vD, wherev=dn/du is

the compressibility. Generally, bothandD are functions of the frequency and momen-
tum. For simplicity, in what follows we will assume zero temperature and isotropic
conductivity.

The requirement of matching equilibrium current fluctuations is essentially equiva-
lent to the fluctuation-dissipation theorem. Thus the form of the action is fixed by the
response functions of the system. In imaginary time it reads

012p1P2

1
=_ 4y d4 T e
S 2dexld X2 o1,

where x; ;= (t1,,r12), and d;,=8(t;—t,). The kerneIRt,r is related to the current—
current correlator

(K;,]d)a,B:<<giau),qg€iw,—q>> (4)

given by(2), whereg andD are functions of the Matsubara frequency obtained from the
real frequency functions by the usual analytical continuation. We take the Coulomb
interaction in the second term of the acti@®) as nonretarded, since we are going to
study systems with relatively low conductivity and hence slow charge relaxation.

91Ky, %, F €)

INSTANTON

To evaluate the tunneling rate, we construct an instanton, i.e., a “bounce path” in
imaginary timet>!®* Among bounce paths symmetric in timey(r,t)=p(r,—t),
j(r,t)=—j(r,—t), we shall find the least-action path, which will give a semiclassical
tunneling rate exponent.
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In order to get equations of motion from the variational principle one notes that the
action (3) contains the charge and current densitiesndgpendenvariables, since Eq.
(3) was derived by matching with the equilibrium fluctuations in trand canonical
ensemblewhere charge is not conserved. Therefore, one must supply the étiaith

the charge continuity constraini:+V -j= J(r,t), where
J(r,t)=es(r)(o(t+7)—6(t—1)). 5
The charge sourcg(r,t) describes an electron injectedrat 0, t=— 7, and taken back

att= 7, at the same point. It is assumed that tunneling occurs at one (pujmtrity or a
“hot spot”).

Charge continuity is incorporated in the action by a Lagrange mutiplier:

Stota=S(p,j) + ¢(r,D(p+Vj— (1 1)), (6)

where ¢(r,t) is an independent variable of the problem. For the least action path, the
variation of Sy With respect to infinitesimal changegb, dp, and 6] vanishes(Note

that 5p+ V- 8j=0.) After eliminating ¢ we get the standard equations of electrodynam-
ics:

(i) p+V-j=Jr,t); (i) j+DVp=0(w,q)E;

(il E(r,t>=—vrfdr'p(r',t>U(|r—r'|>. (7)
Equations(7) describe evolution in imaginary time, i.e., charge spreading under the
Coulomb barrier arising from self-interaction.

Then one must solve E¢7) for p andj and compute the actiof8). For a spatially
homogeneous system, using a Fourier transform gives

M)
|w|+Dg?+ a'quq

p(w,q)= ,(0,0)=—iK Y0,q)qUgp(w,q), (8)

whereU is the Coulomb potential form factor. Then the acti@ becomes

1 |j(a))|2 Uq
S(1=3 «% |w|+Dg? ||+ Da’+0q°Ug’

(€)

which depends onr through the Fourier component of the charge source:
Jw)=2ie sinwr.

ACCOMODATION TIME:

Finally, to obtain the total action of the system we subtract the tezivirZrom the
spreading-charge actiasy( ) in order to account for the work performed by the voltage
source:S(7) = Sy(7) —2eVr. This ensures that energy is conserved. Then one optimizes
S(7) in 7

&So( T)/a7'| =1, (V): 2eV. (10)
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The optimal timer,, can be interpreted as the charge accomodation time. By plugging
found from Eq.(10) into the tunneling rate exponent one gets the tunneling conductivity
G(V)=Gge 5=/ The accuracy of this calculation relies on the assumption that the
time 7, is larger than the barrier traversal time. This is true whenever there is an
anomaly: ifr, were~ 7;, thenS(7,)~#, and there would be no tunneling suppression.

A more rigorous way to proceed is to write the equal-point Green’s function
G(t) =Gy(t)e D) whereGy(t)=ry/(t+i0) is the equal-point free electron Green's
function. The tunneling current can be then written as

l=eT Im f G,(t)G,(—t)e'eVidt, (12)

where T is barrier transmission constant, &y, are the Green'’s functions in the leads.
The equivalence of Eq11) and the above proceduf&0) can be established by evalu-
ating the integral11) by the method of steepest decent.

Using (9) and (11) one can study the tunneling anomaly in different systems. In
doing so, while calculating, (V) andS(7, ) it is essential to check the self-consistency
of the assumption that, > ;. For example, this assumption will not be fulfilled in a
clean metal, i.e., in a Fermi liquid without disordeD¢>1). The reason is that the
conductivity of an ideal conductor is(w)=ine’/mw. In this case Eq.(9) gives
So(7)=nh at any7> ¢, and hencer, = 7. This indicates the absence of the anomaly in
a clean metal, a result familiar from the Fermi-liquid picture. On the contrary, for a
one-dimensional metafy(7)~In 7/7, which leads to the power-law anomaly known
from the Luttinger-liquid theory?

COMPARISON WITH PREVIOUS WORK
For a two-dimensional metal with elastic scattering timeand unscreened Cou-
lomb interaction we setl,=27/|q| and o(w,q)=const at|w|,vg|q|<1/7,. Then Eq.
(9) gives
2
S(7)=

87720_|n(7_—7(-)> In( 77902 (ve?)?). (12

From Eq.(10), 7, = (el4m*Vo)In(hovelV). The theory is self-consistent at long times,
T, =Ty, .., ateV=e? o r,. Then the least action is

(13

( eryo(ve?)?
47V

S(V) ¢ I ( ©
= n

8m?0 \4mloVr,
It is interesting to compare this result with the identical double-log dependence derived
by Altshuler, Aronov, and Léeor the correction to the tunneling density of stafege).
The calculatioh assumes thabv is small,| v|<v,, which is the case only for weak
disorder. It was found thatv(e) = — %~ 1v,S(e V=€), whereS(V) is given by(13). The
main difference is that the double Id#3) has to be exponentiated to get the tunneling
density of states, while in Ref. 2 the double log appears as a correction to the density of
states. Within the domain of perturbation theory the two results agree.
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Also, let us mention a connection with the work by Halperin, He, and PlatZman
dealing with the anomaly in the=1/2 quantum Hall state. The effect considered in this
work is a shakeup of low—frequency modes of the system due to the tunneling electron,
assuming that the response function is described by the Chern—Simons Fermi-liquid
theory!® The anomaly was found to have the form:

G(V)~exp(—V,y/V), vo=4w§ﬁ, (14)

whereV<V,, andn is the density. It is interesting to see how this result can be derived
from the effective action. It has been shdwthat the conductivity of the= 1/2 state has
strong spatial dispersionr(k)=A|k|, A=e?/16me/mn. If this form is inserted in the
action (9), one getsS(7)=w+27/A, which leads to the tunneling rat&4).

SOURCE-DRAIN CORRELATION

For tunneling between source and drain, there are separate contributions to the
action due to the relaxation of the electron and hole charges on both sides of the barrier.
If the barrier is thin, the positive and negative charges partially screen the field of each
other, which makes their spreading correlated. In this case the least action is smaller than
the sum of independent contributions of the electrodes, and thus the anomaly is weak-
ened. ForD =2, quantitatively, the effect will be that the voltage dependence of the
second log in Eq(13) saturates aeV=Vy=min[ o;,0,]#/a, wherea is the distance
between the electrodes.

This excitonic correlation effect can be treated straightforwardly by writing the
action(3) for each electrode separately, together with the term describing the interaction
across the barrier. Let us consider an example of two parallel planes with different
conductivities and diffusion constanis;, o5, D4, andD,. It is straightforward to gen-
eralize the above procedure and to find the instanton. The least action is

1 117 1
So(n=52 [ _, | (|o[+Da®)*U(le|+Da?+2q?0)"Y | (19
w,q - -
where we use matrix notation:
D, O o, O U, V
D=1A),z:<lA,u=qq, (16)
0 D, 0 (4] Vq Uq

U =feiq’ﬁ \Y :J—eiqr d?r
d rl ) rZva?
The rows and columns of the matricél6) correspond to the two planes.
To make it simpler to evaluat8,(7), let us assume thaizvlyza>l, a condition
satisfied in almost all experiments. By carrying out matrix inversion and integration we
get

So(r)=aIn at >hleV,, (17)

r
70

219 JETP Lett., Vol. 66, No. 3, 10 Aug. 1997 S. Levitov and A. V. Shytov 219



where

e[l 4moca 1 Axwoa

= — — _t
« 4772 g1 n D2 (o) n Dl ’ (18)
with o=0,05/(0o1+ a5). If the two planes are identical,
eZ
_ 2
a 2772¢7|n 2mecva. (19

Thus atV<V, thel —V curve becomes the power law-V**. The tunneling suppres-
sion in this case is weaker than for the unscreened interaction.

CONCLUSION

The essential feature of the above approach is that it relates the tunneling anomaly
with the actual conductivity of the system. This would allow a comparison with experi-
ment in the situations where there is no accepted model for the conductivity. For ex-
ample, the tunneling current as function of voltage can be taken from experiment and
used directly to findS(7) by means of a Legendre transform. Th&{r) can be analyzed
by using(9) and (11) to extract the frequency and wave-vector dependence of the con-
ductivity.

To summarize, we have argued that the theory of the Coulomb anomaly in the
regime of strong suppression of tunneling is semiclassical. The underlying reason is that
the transfer of one electron across the barrier is controlled by the cooperative motion of
many other electrons. We treat this motion as classical electrodynamics in imaginary
time, for which we construct an effective action and find an instanton path. The instanton
action determines tunneling exponent as function of the bias.
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A method is proposed for constructing the solutions of a nonlinear
Schralinger equation with small corrections arising as a result of the
introduction of arbitrary functions of the time and coordinates into the
operator that dresses the kernel of a log¢gbroblem. © 1997 Ameri-
can Institute of Physic§S0021-364(®7)01615-0

PACS numbers: 03.65.Ge, 11.10.Lm

The nonlinear Schiinger equatiofNSE), which is well-known to be a completely
integrable model, has wide applications in physitts& example, nonlinear optics and
plasma physigs The assertion that the NSE is completely integrable is, generally speak-
ing, incorrect for arbitrary deformations of the NSE, which are often encountered among
equations of mathematical physics. However, there exist classes of deformations which
do not destroy the integrability of the NSE. The discovery and study of these classes is an
important problem. In Ref. 1, for example, a symmetry approach to the investigation of
*asymptotic integrability” of the perturbed NSE was used.

Several new classes of such deformations have been found in the present work. This

was done with the use of the so-calleédproblem?=* which is an implementation of the
dressing methotin which the investigation of nonlinear systems of equations is reduced
by means of dressing operators to the investigation of associated linear sysieicts

are differential and integrodifferential systems in application to local and nonlécal
problems, respectively The construction by the dressing technique of new integrable
systems of equations which are deformations of known integrable models was made

possible by the use, in dressing the kernel of thproblem, of operators with arbitrary
functions®; of the time and coordinatdse., independent variables of nonlinear equa-
tions), which engenders a system of nonlinear equations with variable coefficients that
depend on the function®; (Ref. 6. Dressing of this kind describes, for example, the
resonance interaction of waves in a nonuniform medium. The functigndeing arbi-

trary, can be declared functions of the dependent varialsi@sitiong of a nonlinear
system.

A scheme for constructing weakly deformed integrable models by means of such
dressing is presented below. These models differ from the standard integrable ones in that
they contain corrections, in the form of an infinite series in powers of a small parameter
g, and arbitrary function®; . In addition, these equations are exactly integrable with the

aid of thea_problem, i.e., they possess a class of exact solutions in the form of analyti-
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cally prescribed functions containing a small parameter. This distinguishes them from
other types of perturbed equations whose approximate solutions can be written in the
form of a power series up to the required order in a small parameter. Just as in Ref. 6,
constraints in the form of arbitrary integrodifferenti@h the general cageequations
(constraint equationsan be imposed on the functiods and the dependent variables of

the nonlinear equations. For example, if the functi@nscharacterize a weak nonunifor-
mity of the medium, then the constraint equations reflect the influence of a physical
quantity, represented by the solution of the nonlinear equation, on the nonuniformity. An
important factor is the solvability of these equations with respect to the funciiens
Otherwise the question of constructing the solutions of the nonlinear system of equations
with constraints remains open.

The algorithm, examined below for the example of the NSE, for determining weak
deformations that do not destroy integrability is also applicable to other completely
integrable models which can be handled by the dressing method.

1. We proceed from the Iocai_problem(in what follows, an overbar on a function
denotes complex conjugatipn

17
W(k)=¢(>\)R(X,Y;7\) 1)

with the regular normalization

(10
=10 1

and a kerneR of the form

+ > e, )

o\’

ROX,Y;N) =eKOMRy(\) e KoM, ®

whereK is the dressing operator

N1
)\x+27\2y+k21 "\ 1D, | o, (4)

K(x;N)=i

o3= diag(1-1), N4 is an integer®; are arbitrary functions of the parameterandy,
ande—0 is a small parameter.

Since the NSE is handled by the probleih)—(3) with the dressing operator
K=i\o3x+2iN203y, the problem(1)—(4) formulated in this manner describes a weakly
deformed NSE.

In what follows we assume that the equatidh has a unique solution. This asser-
tion is valid at least for kernels of a definite typeee Ref. 2

We note that the IocaJTprobIem handles the same class of nonlinear equations as
the local Riemann problem. Therefore the technique proposed in Ref. 7 can be used to
construct the solutions of the models described here.
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It is obvious that the function®,, ®,, and®; can be eliminated from the dressing
operation by a gauge transformation of the functigifad) and transformations of the
independent coordinatesandy. We shall return to this question in Sec. 4. Here we shall
examine the dressing operatdrof the general form4).

2. The derivation of the weakly deformed NSE by means of the prolflier(4) is
based on the construction of operattg of the form(see Refs. 2-4

Mkw=§uk;uD‘wa, Dyth=dyih+ haK, Dyh=dyih+ o K,

which are regular in the complex plane of the paramgtesuch that
My yp—0  asN—»,

This means thaM y=0 since it has been assumed that the equdtipmas an unique
solution.

In our case there exist only two independent operaMis They engender an
overdetermined linear system of equations for the funcifon

M,yp=D,y—Uy=09,¥ —U¥=0, ®

M,y=D,y—Wip=09,¥ —W¥ =0,

whereV = ¢ expK),

(10 ({0 % ]

= + + k
U=i\ 0 -1 i c 0 Ik:18 P Vi,

1 q N

W=2m2<0 1 +2iN - +Q+|k§=‘,l ey DV,

: 0 o) (10
Q=2i([¢2,03]—[¢1,03]¥1) =QnstQa, Qns=| —irq ]

r, O 0 1

0 q n-2
(r O):[l/fl,o's], Vi=o03, Vn:7\n7103+go)\kvn,ka n>1.

The coefficientsVy ,, are related with one another by the formulas
n—-2
Vii=Va-10,  Voo=[¢1,03], Vn,o:[lﬂn—l,as]_kgl Viokoth, n>2. (6)

In what follows, we shall use everywhere the reduction
r :a gk: q)k (7)

(i.e., the functionsb, are rea).

The deformed NSE follows from the conditions of compatibility of the linear equa-
tions (5)

U,—W,+[U,W]=0. ®
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Analyzing this condition, we shall take account of the relatigdls We represent the
functionsQg andVy o as power series in the parameter

Qo= 2, £Qy, Vn,OZE "V ok
k=1 k=0

and expand the equatid8) in powers of this parameter. Equating to zero the coefficients
of all powers ofx, we obtain expressions for the functioQg andV, o, in terms of the
complex functiong and the arbitrary function$; and we also obtain for the functian

an equation which has the form of a NSE with a small correction in the form of a power
series in the parameter.

iqy_qxx_ 2q2q_+ k§>:l SkPk:O- 9

The choice of numbens, in Eq. (4) determineQy, V, ok and Py as functions ofj and

D,

3. We set in the equatiod) n,=k, k=1,...,4, andN;=4 and write out the
expressions for the first four corrections of Ef):

P1=2i(20,dxP 1+ qdyP1— i3, Dy), (10
Po=—i(2i0xdx P+ 1005 P2+ qx&y(DZ) +4Q((9X(I)1)2, 11

| S 1 _
P3=—i(OyxxT 40,09+ Zqqu)axq)s_ E(qxx+ 2q2q)(| FyxP3+ ayq)B)

- (8iqxﬁxq)2ﬁxq)l+ 4iq(9xq)2(?qu)1+ ZiqﬁXXQZ(?X(Dl—i_ Zq&yq)z(?xq)l), (12)

1 — 1 — ]
Py=- Eax(qxxx+ 6090y) P4+ Z(QXxx+ 60 90y) (= IxxPs+i (7yq)4)

- (GQanxq)y?xq)l"— 2(qx‘9xx(1)3‘9x(b 1+ GQX‘?xq)ZSaxx(Dl'i” 4q2@x@3‘9x®1
+ q&xx¢3&xx®l+ anxq):%axqu)l_ 2iqxayq)S[?xq)l_ iqayq)S(?qu)l
+ 3qxx( 5X(I)2)2+ quo"xxCDZaxq)Z_ iqx&x(I)ZO"y(I)Z) - 8qaxq)2(&xq)1)2- (13)

The functions®; in the formulas written out above are arbitrary functions of the
parameters andy. Since the equationd) are assumed to have a solution, the explicit
form of g as a function ofb; is known:

q=q(®;). (14)
This fact can be used as follows.

We introduce the constraints

Fi(0,9,9)=0, j=1,...Ny, Np=Nj, (15)

whereN; is the number of functiond; . HereF; is an arbitrary operatdin the general
case, integrodifferential in andy) acting on its arguments. If the functiods charac-
terize the nonuniformity of the medium, then the equati@s reflect the effect of the
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solution g on the degree of nonuniformity. Therefore we have constructed a closed
system of equations on the functiods (i=1,... N,) andq that depends parametri-
cally on the functionsb;, i=N,+1, ... N4, and whose solution reduces to solving the
equationg(15) for the functions®;, i=1, ... N,. The left-hand sides of the equations
(15) (taking account of the relatiofi4)) are arbitrary integrodifferential operators acting
on the functionsb; .

An important particular case are the equatighS) with N,=N,, from which the
functions®; can be expressed explicitly in terms @fand q as:

®;=0,(9,9), j=1,... Ny, (16)

whereO; are arbitrary operators. This means that the nonuniformity of the medium is
completely determined by the “perturbationy which “propagates” in the medium.
That is, the equation§l6) characterize the nonlinear effects of the interaction of the
“perturbation” with the medium. Substituting the functio6) into Egs.(9)—(13) we
obtain a system of equations with constant coefficients for the fundfiowe shall
discuss these equations in greater detail.

The constraint equationé6) determine the structure of the correctioRg. For
example, if equations of the type

(Dj:DJ|k1 k:1,2,...,

whereD; is a linear differential operator in andy with constant coefficients ang are
conserved densities of the NSE, are chosen as constraints, then the e(@)atbgether
with the corrections will be invariant under the gauge transformation

g—qexpif), Im(8)=0. 17

There exist operator®; such that each correctid?, will be scale-invariant with some
scaling weight. A NSE with such corrections appears on passing in the equations of
mathematical physics to the limit of smooth envelop&¥e recall that the polynomial
P(0,9,0,9,,9xx, Axx» - - - ) POSSESSES a scaling weightt if it transforms under the
scaling transformationg=s’u andx=s%¢ (wheres and &, are real constantsccord-

ing to the law

P(qIEQXiaquX!Exr L '):SMP(uvu_augvu_gvuggau_ggv - )

Here we shall not study in detail corrections of any specific type. We shall present
several characteristic examples.

The structure of the correctior$0)—(13) of the perturbed NSE9) that correspond
to the simplest constraints is analyzed below. The analysis takes into consideration the
different behavior of the corrections under gauge and scaling transformations and the
relation between the order of smallnes®f the correctionP,, (P,,~¢") and its scaling
weight M. We shall characterize the latter relation by the paraméter

r.=M,—n.

This characteristic is meaningful if one is considering E3).with two or more correc-
tions P, of different order.
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We recall that in a completely integrable model

q,=NS+ > e 2NS, (19
k>3

(NS, are the higher-order symmetries of the N$liis parameter equals 3 for all correc-
tions: T',=3.

We present several examples.

a d,=qq, D=0, k>1.

P1=4i(a5q+ 2900+ %)
— the correction is scale-invariant and it is invariant under the transformétion

b) ®,=a,(qq)+qq, D=0, k>1.

P1=4i (050 + 2000+ 0% A xxt Aulxd + G0+ 205 0+ 300 Qo 42U
— scale invariance is destroyed;

o) ®,=0,%(qq), ®3=x, andd, =0, k#2,3.

PZZZQ(qqu_+ QXE)a P3= —i(Qyxxt 4qxqq_+ ZQZE)Y

— the scaling weight of the correctid®, is greater than that of the correctiéq: I',=3
andl';=1;

d) ®,=q+q, =0, k>1.
P1=4i(qZ+0x0x—9%q +9%q+q 0y,
— invariance under the transformati¢?) is destroyed;

e d3=x, D=0 (qq), D=0, k#3,4.

P3= =i (Qyxxt 4Qqu_+ 2012@),

q L o o o -
P4: B E(qxxqu F QuxxAxt GQqu q2+ 6q>2<q2+ 12q><q quI)

— herelI';=1 andI',=3.

4. The origin of the corrections considered above can be given a clear interpretation
in terms of weak deformations of commuting fluxes. Indeed, the dressing operator

KNS:i )\§+2)\27]+2 )\kckszk,Z g3, Ck=C0nSt, (19)
k>2

corresponds to a hierarchy of NSEs, whegare the higher-order times of the hierarchy.
We write out the equations for the commuting fluxes in the schematic form

Ug,=U, Up,=Us, U,=NS(U)=NSu), u,=NS(u), k=1,2,...,()
20

whereNS(u) are the ordek symmetries of the NSE:
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Now we apply the infinitesimal transformations

"3 g"k+3

u=q exp —2ig"d,), E=x+g"d,, n:y+7<1>3, T=1t+ c
k

k=1,2,..., (21)

to the equation$20) (here the function®, depend only orx andy; transformations of
the solutionq and variablex are equivalent to transformations of the tin®gsand 6,),
expand in powers of the parametgrand eliminate from the third equation of the system

(20) the derivatives of the functiorggand g with respect to the “higher order timegty, .

It is obvious that this procedure leads back to the equd@pnsince after the transfor-
mation (21) the operatoK g will differ from the operatorK (see Eq.4)) only by the
polynomiali =~ ,\kC,_,t,_,. The latter fact means that to the operakqys there are
associated the same “elongated derivativés,’ and D as for the operatoK, which
determine the form of the nonlinear equation handled by such a dressing procedure.

D,

In this derivation of the equatio{®) all functions®, are equivalent and characterize
the deformation of the corresponding variables in the hierarchy of NSEs. This justifies the
use in Sec. 1 of the dressing operatoof the general forn{4) (see Sec. )L The general
structure of the correctionB, is

k—1
Pn= 2(7) ((NS()) (i dxx Pyt dyPy) + 21 9x(NS(Q)) 9xPo) + F (22

where the functionEnk depend onb;, NS (j#k) and on their derivatives with respect
to x andy.

We note that the solutions constructed in this manner for the equéjotepend
parametrically ort,, k=1,2,....

The REDUCE package of computer codes for analytical calculations was used to
obtain a number of formulas.
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