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The origin of a classical background geometry in the quantum vacuum
inhomogeneous master model is investigated. It is shown that the back-
ground appears at the moment when the horizon size has the order of
the characteristic scale of the inhomogeneity of the universe and that
the local anisotropy can be described by small perturbations19@r
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It is widely recognized that the most realistic models of the early universe have to
contain an inflationary epoct? Such an epoch is known to have energy scales

H=ala~ 10‘5mp| much below the Planck energy, and at these scales the space—time is
believed to have a classical nature. In particular, this is the main basis for the semiclas-
sical description of the early univerge.g., see Ref. 3 and references therditowever,

the quantum boundarfthe moment of origin of a stable classical background geometry

is not so well defined as is commonly believed now. In general the moment when the
space—time acquires a semiclassical nature has to depend on the initial conditions and is
a free parameter in quantum cosmology.

We note that the problem of the origin of a classical background does not coincide
with the problem of the quasi-classical limit in quantum gravity and cosmology. Indeed,
quantum nonlinear inhomogeneous gravitational fields near the singularity has been
shown to be described by stationary statsge also the multidimensional case in Réf. 5
Therefore, there is no difficulty in constructing high-frequency wave packets and consid-
ering the quasi-classical limit, regardless of how close to the singularity the universe is.
However, the background geometry was shown to be absent near the sinditlanitys
out to be hidden under pure quantum fluctuatfong fact the moment of origin of a
background depends upon the particular choice of an initial quantum state and therefore
appears as a free parameter. In the present paper we study the origin of a classical
background in vacuum long-wavelength asymptotic m&dejs-L,,, whereL; and L,
are, respectively, the characteristic scale of the inhomogeneity of the gravitational field
and the horizon sizéwe note that in quantum gravity the horizon size and the scale of
inhomogeneity should be understood to mean the corresponding mean) \aaideshow
that the stable background appears at the moment when the horizon size reaches the scale
of the inhomogeneity;~L,,. Such an estimate remains also valid in the quasi-classical
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limit. In chaotic inflationary scenarié$ this means that the inflationary epoch starts
when the semiclassical approximation is not valid. We consider the ABMowitt—
Deser—Misnerscheme of quantizatidhsince in this case we avoid the problem of the
probabilistic interpretation when considering the matter sources and, besides, this scheme
represents the only rigorous way to treat the case when a part of the universe can
recollapsé’.

Near the singularity the behavior of the long-wavelength inhomogeneous gravita-
tional field can be described in the approximation of deep oscilldtfoas follows. The
metric tensor has the representation in the Kasner-like form

3
ds?=N2dt2—R? >, exp{g?}(/2dx*+Nadt)?, (1)
a=1
where/%(x) are Kasner vectors (det:=1) and we have separated out a slow function
of time, R, which characterizes the absolute value of the metric functit®nand is
specified by initial conditiongsee below. Near the singularity it is convenient to make
use of the following parametrization of the scale functibns:

9*=QaIng; X Q.=1, )

where the anisotropy paramet&g and Ing==q? can be expressed in terms of a new set
of variablesr, y' (i=1,2) as follows:
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whereA? is a constant matrixsee, e.g., Ref.)6 The parametrizatioi3) has the range
y?<1 and—=<7<o% (0<g=<1), and an appropriate choice of the functiBrallows

one to cover by this parametrization all of the classically allowed region of the configu-
ration space.

The evolution(rotation of Kasner vectors is completely determined by the momen-
tum constraints? while the evolution of scale functions is described by the actioa
use Planckian unite, =167 (see Refs. 4)6and fix the gaugé\®=0)

'ZJ{ eRtlfg

whereg?=(3)(1—y?)?P? and the potential teriv =R®g(—°R) (°R is the scalar cur-
vature with the metri¢1)) has the following decomposition

k
V=R*D \AQ7A, (5
A=1

P—

. 27 2_Rh2 -2 3
at+h&t e“" [e“—h°+6e “"V(r,y)]d°xdt, 4

ay (77)

where the coefficients 5 are functions of all the dynamical variabl@nd slow functions

of In g) and characterize the initial degree of inhomogeneity of the gravitational field, and
Tapc— 1+ Qa—Qp—Q., b#c. In the approximation of deep oscillatiogs<1 this po-
tential can be modeled by a set of potential walls
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+OC' O'A<0,

97— 0Lo Q=1 " g

(6)

and is independent of the Kasner vectuts=2 6.,(Q,).

By solving the Hamiltonian constrairti=0 in (4) we define the ADM action
reduced to the physical sector as follows:

-|

whereH spy=—h=* Je?+6 e 2"V is the ADM energy density and plays the role of

time (r=1) which corresponds to the gautyg,py = (3R3vg/H apm)e 2. The sign of
Hapom depends on the initial conditions and is determined from the requirement that
Hapwm is a differentiable function of the coordinatéke positive sign oH spy corre-
sponds to expanding regions of the space

dy
P __HADM

) 3
Y dr d°xdr, 7)

The condition of applicability of the approximatidf) can be written as follows
g2>6e 2V 8

asQ,>6>0 (6<1). Thus, from the condition that the approximation of deep oscilla-
tions (6) breaks down at the momegt~1, one finds that the functioR should be
chosen as followsR*= (£2/6))e?” (whereh =|= )\ ,|), and the inequality8) readsg<1.

The synchronous cosmological time is relatedrtby the equatiordt=NapydT,
from which we find the estimatgg~t/t,, whereto=cL;eL;, L~ 1/\ is a character-
istic scale of the inhomogeneity, is the ADM energy densityg= cons}, andc is a
slow (logarithmig function of time €~1 asg—1). Thus, in the synchronous time the
upper limit of the approximatiof®) is t~t,. We note that from the physical viewpoitgt
corresponds to the moment when the horizon size reaches the characteristic scale of
inhomogeneity, and both terms in the Hamiltonian constréhe kinetic and potential
term9 have the same order.

The physical sector of the configuration spdeariablesy) is a realization of the
Lobachevsky plane and the potential limits the partK ={Q,=0}. Quantization of
this system can be carried out as follows. The ADM density of energy represents a
constant of motion and, therefore, we can define stationary states as solutions to the

eigenvalue problem for the set of Laplace—Beltrami operatd(g)=A(X)+ (3)P(X)
(see Refs. 4 and)5

1
A+kp+ 2P len(y)=0,  ¢ul=0, C)

where the Laplacian operatoA is constructed via the metricﬁlzzhij sy' oy
=r2(4(8y)?/(1—y?)?), r andP are determined through a renormalization procedime
the discrete approximation one can defire(Ax)3, P=1/r2+4k3, so that in the ground
statee;=0). The eigenstateg, are classified by the integer-valued functiofx) and
obey the orthogonality and normalization relations
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(QDnr(Pm):fK¢:(y)¢m(y)DM(y):5nm7 (10

where

1
Duy)=I1 —vhd?y0o, K=II Kx),
and 7 is the volume ofK(x). Thus, an arbitrary solutio¥ to the Schrdinger equation
19, W=HsomV takes the form

V=2 A, exp—iH,m)en(y), (11

where H,= [k,d3x, and theA, are arbitrary constantsS(|A,|?=1) which are to be
specified by initial conditions. The probability distribution for the variabjebas the
standard formP(y,7)=|¥(y,7)|?, which coincides with that in Ref. 5, derived on the
basis of the Newton—Wigner states. The functigm) plays the role of filling numbers
for frozen nonlinear gravitational waves whose wavelengths exceed the horizdihsize
density of excitations for the local anisotrdgy). The eigenstates,, define stationaryin
terms of the anisotropy parametdpgy)) quantum states and, in the caddg>0, de-
scribe an expanding universe with a fixed energy density of the anisotropy.

For an arbitrary quantum stat one can determine the background metds?).
However, such a background is stable and has meaning only when the quantum fluctua-
tions around it are small. In the cage<l the fluctuations well exceed the average
metric, and the background is hidd&mndeed, in this case for the moments of scale
functions one can find the estimdia the same way as in Ref) 5

m-+5
2

<a:“>=<ng?Qi>~Di<m,T>exp( . 12

where the functiorD;(m, ) depends upon the choice of the initial quantum state.

Consider now an arbitrary stationary statgwhich gives the stationary probability
distribution P(y) =| ¢,|2. In this caseD = bkg"z(Li’“’z)n is a constant, where the charac-
teristic scale of inhomogeneityl_f“z)n derives from the momentum constraints and
comes from the uncertainty in the operator ordering. Thus for the intensity of quantum
fluctuations one obtains the express{@i) = ((a?)/(a)?—1)~e~ %%, which is divergent
in the limit g—0 (7— —) and explicitly shows the instability of the average geometry
for g<1. The intensity of quantum fluctuations reaches the oftfefl at the moment
t~(Lf"2)n\/k—n (g~1) when the anisotropy functions can be described by small pertur-
bationsai2= R%(1+Q; Ing+ ...) and theuniverse acquires a quasi-isotropic character.
This moment can be considered as the moment of origin of a stable classical background.

Consider now the case of quasi-classical states. Classical trajectories of this system
have been shown to have a chaotic beha¥iwhich leads to an additional rapid spread-
ing of an arbitrary initial wave packee.g., see Ref. 13 and references therein
arbitrary initial quantum uncertainty increasesM8~ AT geS, whereS=(7— 7o) is the
geodesic path, and quickly reaches the maximum vBlyg~27%(H) (whereTl u is
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the phase volumé& Thus the picture in which the center of the wave packet traces a
classical trajectory remains valid during the peridd=In(I";,.x/ATg). In quantum

theory the minimum valuéI'y~1, and hence one find§ 7,,,~In n wheren is the
average density of excitations corresponding to the en@ry After the periodA 7.4

the functionD;(m, ) in (12) becomes almost constant and we have the situation de-
scribed earlier.

We point out that the period 7,5, can be arbitrary largédepending upon a par-
ticular choice of initial conditions This means that in the problem of a cosmological
collapse the picture in which the universe is a classical object can be valid up to arbi-
trarily small timest<t,;. However, in the cosmological expansion problem the universe
spends an infinite period of timestarting from the singularity, and therefore an arbitrary
initial wave packet will spread over the whole configuration space, and the classical
picture is invalid.

In conclusion we stress that in the presence of matter the quantum evolution of the
inhomogeneous universe requires a separate analysis; however, it is a general fact that the
stable background appears at the moment when the local anisotropy can be regarded as
perturbations.

This research was supported in pédr A. A. K) by the Russian Fund for Funda-
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the subsequent estimates.
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Laser satellites are detected in the emission spectra of magnesium and
aluminum plasmas produced by femtosecond laser pulses. This is made
possible by the realization of picosecond time resolution in a high-
luminosity x-ray spectrograph with a spherically curved mica crystal.
The temporal characteristics of these newly recorded spectral lines
show unequivocally that they are formed as a result of nonlinear pro-
cesses. ©1997 American Institute of Physics.

[S0021-364(®7)00219-3

PACS numbers: 52.50.Jm, 52.25.Nr

Strong oscillating electric and magnetic fields can greatly influence the emission
characteristics of ions. Vinogradov and YuRdwave shown theoretically that new spec-
tral lines, which they called laser satellites, should appear in the emission spectrum of an
ion placed in a strong laser field. The laser satellites are due to a nonlinear interaction of
the radiation with the excited statB$ of the ions, as a result of which the laser photons
h w5 are converted into photortiaw’ and# »” with the frequencies’ = wg«g+ wj3sand
0" = wgxp— wjas, Wherefiwgsp is the difference of the energies of the ion in the states
B* andB (see Fig. 1L These nonlinear processes are possible if the sBftesndB of
the ion possess the same parity. This means that the tranBitienB itself is optically
forbidden.

Thus a laser field with frequenay,,s should produce two new spectral lines around
each parity-forbidden transitio* —B of the ion. These lines have frequencies
wprp* wps and virtually the same intensitiédt should be noted that if the ioB is
multiply charged, then, first, the wavelengths of the emitted laser satellites can lie in the
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FIG. 1. Scheme of the nonlinear interaction of laser photons with multiply charged ions.

x-ray region of the spectrum and, second, the probabilities of the nonlinear processes
become quite high only in ultrahigh laser fieltee below.

Despite the fact that the laser x-ray satellites were predicted more than 20 years ago,
they had not been observed until very recently. This is because their experimental detec-
tion requires: 1 an intense laser pulse with flux density10'® W/cn?, 2) an x-ray
spectrograph with a very good spectral resolutidA \ =5000, and Bthe capability of
recording the emission spectrum of a plasma only during the interaction with the laser
pulse. It is very difficult to satisfy these conditions in the same experiment. For example,
it is quite easy to achieve high laser radiation flux densities10'” W/cn? with a
subpicosecond pulse, but in this case it is very diffi¢elten now to obtain subpicosec-
ond time resolution of the x-ray spectrograph. In the opposite case of a quite long laser
pulse, laser satellites can be detected even without time resolitio® resolution can
actually be replaced by good spatial resolution, since in this case there is enough time
during the laser pulse for the plasma to leave the observation pedponthis requires
quite unique laser setups. We note that recently we were the first to ob3éaser
satellites in the spectra of a titanium plasma by using one such setup — “Janus” — at
the Lawrence Livermore National LaboratofySA). This setup made it possible to
obtain a laser radiation flux density 10'” W/cn? with pulse duration~=120 ps. Some-
what later, laser satellites were also observed in the VUV rénge.

In the present work we recorded laser satellites in the emission spectra of magne-
sium and aluminum plasmas produced by femtosecond laser pulses. This was made
possible by the realization of picosecond time resolution in a high-luminosity x-ray
spectrograph with a spherically curved mica crystal. The temporal characteristics of the
new spectral lines show unequivocally that the lines are formed as a result of the non-
linear processes discussed above.

EXPERIMENTAL ARRANGEMENT

The experiments were performed at the Center for Ultrafast Optical Science at the
University of Michigan.

The x-ray spectra were excited by irradiating solid targets with a 400 fs laser pulse
with energy upa® 2 J at thdundamental frequency\(=1.053xm). A spherically curved
mica crystal R=186 mm) focused the plasma radiation onto the photocathode of a
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FIG. 2. Experimental arrangement for recording time-resolved x-ray spectra of a plasma.

Kentec x-ray camera in a slitless arrangement of a FSSR-1D spectrogespkig. 2°

The spectral resolution of the system in the dynamic regime was not worse than
N AN~5000. The time resolution at the maximum scan rate was equal to 5-7 ps. The
image from the camera screen was intensified with a multichannel plate light amplifier
and recorded with a 12-bit CCD camera; this made possible wavelength referencing of
the images obtained in different shots.

RESULTS AND DISCUSSION

In the present experiment the relative arrangement of the plasma, the spherical
crystal, and the detection system was chosen so as to record the emission spectrum in the
ranges 9.15-9.35 £in second-order reflection from the mica crystahd 6.1-6.23 Ain
third-order reflection In the case of a magnesium plasma this made it possible to ob-
serve the resonance and intercombination lines of the He-like ion Mg Xl and their
dielectronic satellites and, in the case of an aluminum plasma, $6p 1P, —1s? 1S,
line of the He-like ion Al XII. Laser satellites due to the interaction of laser photons with
the 1s2s S, state of the Mg Xl ion and thesbs S, and 1s5d 'D, states of the Al XII
ion should also fall into the indicated detection ranges.

In Ref. 1 it was shown that the intensi® of laser satellites can be estimated
according to the equation

P(chnﬂ'?’):w,/wlasNB*qlast (1)

whereq,,d W/cn?) is the laser radiation flux densitig. (cm™3) is the population of the
excited stateB* of the ion, the frequencies ate’ = wgxg* = w)55, and o is the Raman
scattering cross section, which can be estimated in the approximation of one virtual level
according to the formula

0= 0] w30 + 0kp) Taif pe ] {4 wkpr — Wiad *( Wkp T ®iag) *Wkpwips }, @

where o= (87/3)(e’/mc?)? is the Thomson cross section arfig is the oscillator
strength for the transition—j.

Equation(1) can be rewritten, introducing the probabilify,{( ') of induced tran-
sitions, as

P=ﬁw'NB*A|a5(w’), (3)
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whereApd ') =00/ w;s. When the energyiw’ of the emitted photon falls in the
x-ray range, the probabilities,{ wg+ g+ w59 andA{ wg+g— w9 are practically iden-

tical and therefore both laser satellites should have approximately equal intensities. One
can see from Eq€2) and(3) that the most intense laser satellites are obtained if the state
B* possesses the same multiplicity as the lower I&ef the transition, since then the
oscillator strength$g, andfg«, will correspond to optically allowed transitions.

The interaction of a laser photdinw ,e=9524 cm * with the 1s2s 1S, state of a Mg
Xl ion should give two satellite lines with wavelengthg, ~9.2178 A and\ ,~9.2341
A, since according to the calculations performed in Ref. 7, the energy ofshe 45,
level equals 1.083910" cm™ 1. The probabilitiesA,{ ') of induced transitions can be
estimated from Eqs2) and (3), taking the 52p 'P; state as the levet (see Fig. 1L
Using the data given in Ref. 7 for the energies of the levels and oscillator strengths, we
obtain A Ns1 sp) =~ 1.5X 101%(q),d 10" Wicn?) s™1. For g, 10" Wien? the prob-
abilities Aj,{\ s 52) are higher than the probabilities of collisional de-excitation of the
1s2s 1S, level and the intensities of the laser satellites can be estimated on the basis of
a coronal model. Using the excitation rates of tle2 P, and 1s2s S, levels calcu-
lated in Ref. 8, we obtain for the ratio of the intensities of the laser satellites to the
intensity of the resonance line

[(Ag1s2)/ 1 g= LA (vo(1s®—182s 1Sp) ) vo(1s?—1s2p 1P;))]~0.15, (4)

wherel i is the intensity of the resonance line of the Mg Xl ion gndr) are the rates of
excitation of the $2s 1S, and 1s2p 1P, levels by electron impact from thes2s 1S,

ground state. It is clear from E¢4) that the laser satellites are sufficiently intense to be
detected experimentally. However, it should be underscored that if the laser satellites are
emitted only during the time,¢ of the interaction with the laser pulse, then the standard
spectral lines are emitted during the plasma lifetimgsm, Which is determined by
gasdynamic processes and, as a rule, is much lofigel0-100 timesthan the laser
pulse. In consequence, when spectra are recorded without time resolution the average
intensity of the laser satellites will be determined by the expression

<|32/| R>:<|slll R> = 1/2[< VU'(]-SZ_ 1s2s lSO)>/< VO'(]-SZ_ 1s2p 1P1)>Tlas/7plasm; 5

which for the case of the present experiment give3.01, which does not exceed the
noise level of the spectrograms.

The experimental results presented in Fig. 3 illustrate what we have said above. The
time-integrated emission spectrum of a magnesium plasma in the range 9.15-9.35 A is
displayed in Fig. 3a, and the region of the spectrum near the intercombination line
1s2p 3P;-1s? 1S, corresponding to two different times — during the laser pitseve
1) and immediately after the pulgeurve2) — is shown in Fig. 3b. Figure 3b also shows
a model spectrunfcurve3) constructed in accordance with expresdién It is seen from
Fig. 3a that in the time-integrated spectrum the laser satellites are indeed indistinguish-
able against the background noise in the spectrogram. The laser satellites are similarly
absent after the heating pulse ertdge curve? in Fig. 3b), while during the laser pulse
(curve 1 in Fig. 3b their position and intensity agree very well with the theoretical
estimategcurve 3 in Fig. 3b.
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FIG. 3. g Time-integrated emission spectrum of a femtosecond magnesium laser plas@adiabion from a
magnesium plasma during the laser pul$eand immediately after the pulg@). Curve3 is the result of a
theoretical modeling.

Similar results are also obtained for the laser satellites of #&p1P,;—-1s? 1S,
line of the He-like ion Al XII (see Fig. 4. In this case it is possible to observe four laser
satellites, which are due to the interaction of the laser photons withgbd 1D, state
(lines a,c in Fig. 4 and the k5s 1S, state(lines b,d in Fig. 4. Using once again the
coronal model and the estimates given in Ref. 9 for the excitation rates of the transitions
1s?—1s5l 1L (I=s,p,d), we find that at the plasma temperatilig=200 eV the inten-
sities of these laser satellites should-6.37 times the intensity of the allowed transition
1s5p 1P;—-1s? 1S,;. The model spectrum constructed in this manfuerrve 3 in Fig. 4)
corresponds to the experimental spectrum emitted during the laser(putsel in Fig.
4). We underscore also that no lines are observed at the locations of the laser satellites in
the spectrum emitted by the plasma immediately after the laser (mlsee?2 in Fig. 4).

SinceEg«[cm ] =101/ y4[A] + 1IN o,[ A]/2, the detection of laser satellites pro-
vides a direct method for measuring the excitation energies of the metastable levels of
ions (see Table)l It should be underscored, however, that in the presence of a strong
laser field the levels will be shifted with respect to the levels of an isolated ion on account
of the quadratic Stark effect. For example, for the24 1S, level of the ion Mg XI a
simple estimat® givesAE= —6.6X 10*(q,d10"TW/cn?]) cm™L. For q,s>10° Wicn?
the shift is appreciably larger than the measurement error, and if the position of the level
of an isolated ion is known, then it can be used to estimate the laser radiation flux density
in the plasma. In our case, as follows from a comparison of the experimental results with
the calculation performed in Ref. 7 for an isolated ion by the relativistic perturbation
method allowing for QED corrections, the flux density did not exaggg- 10 Wicn?.
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FIG. 4. @ Emission from an aluminum plasma during the laser pd3eand immediately after the pulg@).
Curve3 is the result of a theoretical modeling.

In summary, the detection of x-ray emission from a plasma with picosecond time
resolution achieved in the present work made it possible to observe laser satellites excited
in a femtosecond laser plasma. The fact that the radiation in the observed spectral lines is
emitted only during the interaction with the heating laser pulse indicates unequivocally
that the lines are produced by the nonlinear interaction of laser photons with the excited
states of multiply charged manganese and aluminum ions. Improvement of the time

TABLE I. Energies of metastable states of the He-like ions Mg Xl and Al XII.

Laser satellites Energy, cm

lon Level Transition Nexps A experiment theory

(125 15— 1% 1S+ wjas 9.2199(11) . .
1s2s lso_ 132 150_ Wlas 92366(11) 10836(3)( 10 1.0839< 10

1s5s ls)_ 152 lSJ+w|aS 61732(8) 7 7
lo5e 16, 18715, T 61813(s) 16183(3)107 1618310

Mg Xl  1s2s 1S, {

Al Xl  1s5s'S, {

(1550 1D,— 182 1S+ wys 6.1712(8)

1.6194 10 1.6192< 10
1s5d 'D,—15? 'Sy~ wy,s  6.1789(8) 6194(3)<10 6192<10

Al Xl 1s5d D, {

Note. The experimental value for an ion in a laser field was determined from the equation
E[cm =101 y4[A] + 1\ ,[ A])/2; the calculation in Ref. 7 was performed for an isolated ion.
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resolution of the x-ray spectrograph and especially increasing the dynamic range of the
detection system will make it possible in the future to investigate weaker, higher-order
nonlinear processés.

The investigation of laser satellites is important for a number of reasons. First, the
observation of laser satellites makes it possible to perform direct measurements of the
excitation energies of the metastable states of ions and it can also be used to measure the
intensities of laser fields in a plasma. Second, since the laser satellites are emitted only
during the interaction with the heating laser pulse, they can be used to produce a source
of ultrashort x-ray pulses. Finally, in analyzing x-ray laser schemes in which the upper
level of the laser transition is metastalffer example, lasers based on Ne- and Ni-like
ions), one must allow for processes that lead to the generation of laser safellites.

We thank I. L. B&gman for helpful discussions. This work was supported in part by
the Russian Fund for Fundamental Research, Grant No. 96-02-16111.
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The influence of the Kondo effect on the state of the crystalline field in
the localized-moment regime is studied. It is shown that the exchange
interaction leads to an anomalous temperature dependence of the inten-
sity of the inelastic magnetic scattering of neutrons. An unconventional
theory is constructed for the magnetoelastic interaction induced by
Kondo scattering. The proposed model is in quantitative agreement
with the results of neutron and thermodynamic investigations of the
compound CeAl. © 1997 American Institute of Physics.
[S0021-364(®7)00319-9
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1. The results of investigatioh$ of the crystalline fieldCFs at rare-earth ions
(REI9) in cerium-based Kondo systems with almost-integral valence show an anomalous
temperature dependence of the CF splittingg. Even more puzzling is the result that
the temperature dependence of the intensities of inelastic magnetic scattering of neutrons
(IMSN) on transitions between the CF levels deviates from the function dictated by the
statistical filling of the CF state€Ce, sLay sNi (Ref. 2 and CeA} (Ref. 1)). The anoma-
lies of the temperature dependence of the IMSN intensity cannot be attributed to a change
in the degree of delocalization of tHeelectrons, since the relative change in valence is
much lower than the relative deviation of the IMSN intensity from the standard depen-
dence.

In the standard approaches, the CF Hamiltohimd the magnetoelastic interaction
Hamiltor* are determined by sets of temperature-independent CF pararfBf&rsind
magnetoelastic interaction paramet{aﬁsz,}. However, when the CF states are formed
under Kondo interaction conditions, an indirect ion—ion exchange interadéads to a
temperature-dependent renormalization of the effective CF pararfiétiirss obvious
that the exchange interaction can give rise to characteristic features in the temperature
dependence of the IMSN intensity and to nonstandard forms of the magnetoelastic inter-
action. In this letter we examine a number of higherto unstudied mechanisms which, as a
result of the exchange interaction and nonstandard types of magnetoelastic interactions
together with the exchange interation in Kondo systems, give rise to anomalies in the
temperature dependence of the IMSN intensity in systems with almost-integral valence.

2. In a crystal the sixfold degeneraEs, state of the C& ion {|\)=|(2\ —7)/2);
A=1,...,8 splits into levels {I'v} with energies E{”) whose wave functions
ITv)=3%_,a} |)\) transform according to theth row of the irreducible representation
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I" of the point grougs ° of the position of the REI. The IMSN intensity corresponding to
the transition I";)—|T'¢) in a polycrystalline material is proportional to the product of the
filing factor Pr.(T)=exp(~ E(F?)/'I')/Er,,exp(—E(FO)/'l') of the initial state and the matrix
element

Bt =2 L Lt 1 a8t (271 (M), (1)

averaged over the Cartesian coordingtes8}=x,y,z (J* is the projection of the mag-
netic moment operatpr The deviation of the temperature dependence of the IMSN
intensity from the law dictated by the statistical filling of the CF levels could be due to a
change in the coefficienfa},} of the wave functions of the statél; »;) and|T';vy). It
should be noted that a change in the coefficigafs,} should also lead to anomalies in
the temperature dependence of the Raman scattering intensities.

3. In a Kondo system with an ideal lattice the state of the REI atOthesite is
described by the sum of the CF Hamiltoniafx<(0)

gO
HCF<0>=§ <M§1 BrOMp)L,,(0) 2

(where(A)nm are the Stevens operatoEsz(j) are operators describing the transformation
|p)—|\) of the state of the ion, and the summation in E2).extends over the operators

C)nm of the point groups® of the position of the REI in an ideal latticand the exchange
HamiltonianH,,(0). The exchange interaction Hamiltoniaf:ighe sum of the interac-
tions with the nearest RElIs at the sitg§; these interactions are characterized by the

constantd (7,s,|R;|), the exchange enhancement factdqiT/Ty ,|R;|) = (In(T/T,))"(RiD
(n<2, T is the Kondo temperaturelue to single-site Kondo scatterifignd the geo-
metric anisotropy factoDj:g(fr,g,ej ,¢j) (0; and ¢; are the angles of the spherical
coordinate system relative to the quantization jaxis

Hex(0) = —; Lo, (0 Y (), &)
P

wm:; T(T/TK,leDg ; 1(7,5,|RNDA(7,5,6; @) Lo0li) (4)

(N e0rs are the states of the “bare{unrenormalizefibasis{|\)}). In the mean field
approximation the operatdf*”(T) is replaced by the numbcéh?“’(T)) obtained from
expression (4) by switching from the operatorlisg(j) to the mean value
S (T L (DIT ") Pro(T).

In the paramagnetic phase the exchange intera¢3oand the CK2) have the same
symmetry®’ Therefore the exchange interaction in the mean field approximation can be

expressed in terms of a renormalization of the CF parameé&rg2): B™(T)=B
+[Ba1'(T).
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The anomalous temperature dependence of the IMSN intensity has a simple expla-
nation in the case of low symmetry, for which the coefficiefas,} of the wave func-
tions of the CF states depend on the values of the CF paranfigtgonal, orthorhombic,
and so on The second trivial mechanism is realized in systems with defects. In such
systems the symmetry of the environment of the REI af thetate is lower than that of
the ideal lattice. Since the CF at the REI is produced by the nearest-neighbor ions of all
the sublattices and the exchange interaction is produced only by the nearest REIs, strictly
speaking, the lowering of the CF symmetry to the graii’(j) as a result of the
imperfection of the lattice near théh site must be distinguished from the lowering of the
symmetry to the grougey"(j) generated at the REI by the exchange interaction. The first
contribution 8B is temperature-independent and the second paB.']’(T) is
temperature-dependent. The final expression for the IMSN intensity must be averaged
over the REI positiong, the local Hamiltonians of which are described by the site-

—_ imp, . ~ imp, .
independent parameterB;(T) and the contributionsEﬁ%F(”b‘Bn’“Onm and E%‘g 0
X[5B?]’(T)©nm that depend on the environment surrounding a given position.

It is possiblé that the mechanisms considered above are responsible for the IMSN
anomalies in CgsLag sNi. The role of the contributions from an ideal lattice and defects
can be distinguished experimentally, for example, by studying samples with different
degrees of imperfection.

4. The above-discussed mechanisms leading to a temperature dependence of the
IMSN intensity are not applicable to perfect crystals of high symmetry, where the wave
functions of the CF states do not depend on the CF parameters. An example of such a
system is CeA, whose symmetry is described by the hexagonal point graug .6This
system exhibits an anomalous temperature dependence of the IMSN intensity, even
though the polycrystalline sample investigated in Ref. 1 was characterized by a high
degree of perfection of the crystallites.

A possible mechanism of the IMSN anomalies is a lowering of the lattice symmetry
on account of the dynamic distortion of the environment of the REIs by elastic modes.
The characteristic time, of slow, low-energy acoustic modés! ¢} is much longer than
the time7,,~7%/A e required for measurement of the inelastic transition between the CF
states. Therefore the maximum of the IMSN peak is determined by the matrix element
(E?f}f)exp, which is an averagéover the distribution functions({e! ¢}) of the elastic

distortions value of the matrix elemerE . ({¢,‘}) calculated in the distortefie, }
configuration of the lattice. The distribution function can be calculated if the parameters

of the Hamiltoniarf+, of the vibrational degrees of freedom and the const{fﬂt’é,} in
the Hamiltonian of the single-ion magnetoelastic interacfity, are knowt®1°

Hme:_; E ElggrE E{{@{"(H (5)
4 ¢

where ffg(@fg) are the distortion functionéspin function$ which form a basis of the
n-dimensional (=1,2,...n) representatiol’ with the possible setg. However, this
calculation is made difficult by the fact that the parameters of the vibrational Hamiltonian
‘H, are unknown and also by the presence of anharmor(iség Ref. 11 for CeA). For
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this reason, making use of the fact that the square modjw(l{szfg}ﬂz of the distribution
function and the matrix eleme@{. ({e, }) are even functions, one can use the theo-

rem of the mean to calculate in the simplest approximation the maximum of the IMSN
peak and to estimatéE%ﬁf}exp as the value ofEffi’}f({efg}) at the position of the

average distortion{| e, ‘[}): (Z1 e=E 1 (({l€,I}).

We note thatin accordance with the experimental situatiom CeAl;) on the basis
of the proposed mechanism the linewidth should be greater than the observed effect of
the renormalization, and the temperature dependence of the width of the inelastic peak
should deviate strongly from the standard fHw.

Since for weak distortions the renormalization of the coefficients of the wave func-
tions is linear in the distortions, the change in the matrix eIemeEtf‘”@f(({le|}>)~|e|.

The order of magnitudge| of the renormalization can be estimated from the meadtired
temperature dependence of the renormalizathan of the elastic moduli in CeAt
le|~[(€)2]Y?~(c)Y%. The estimates show that the standard magnetoelastic
interactiort>*°does not explain the sharp temperature dependence of the IMSN intensity
in CeAls, since in the experimental temperature interval <90 K the renormalization
|Ac/c|~0.1 even with allowance for the background contribution of the lattice
anharmonicity’ Moreover, the standard magnetoelastic interaction likewise does not
make it possible to describe the elastic moduli correctly, since in Ref. 13 a splitting
Aspp_55=18 K, which is much less than the actual vak&0 K, had to be used in order

to reproduce the observed sharp temperature depender¢e of

5. However, since the highly anisotropic exchange interact@nspecific to a
Kondo system is more sensitive to symmetry-breaking lattice deformations than is the the
distortion of the electrostatic field of the nearest-neighbor charges by the stahtfard
magnetoelastic interactiofd), the exchange interaction should make the dominant con-
tribution to the magnetoelastic effects in such systems. As a result of the temperature
dependence of the exchange interaction itself, the magnetoelastic interaction with ex-
change differs in an important way from the interaction in the standard approgghes
The temperature dependences of the computed physical quantities are sharper.

The symmetry of the exchange interaction in the mean field approximation is iden-

tical to that of the CF contribution. Therefore, since {f&'(T)) are numbers, the form

of the magnetoelastic interaction Hamiltonian with the exchange interaction can be writ-
ten down on the basis of the same symmetry considerafiassthe standard Hamilto-
nian: as a sum of terms which are each a scalar invariant formed from elastic functions
and spin operators belonging to the same irreducible representation:

_ =T rep
Hemxe——; g C(Me‘Or,, (6)
where the scalar consta@y(T) are represented in the form of the contraction

¢ §§,<T>=§ R L (YM(T)) (7)
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(ﬁ??,r are the magnetoelastic interaction parametefse effective Hamiltonian(3)

differs from the standard Hamiltonian by the temperature dependence of the factors
EE{,(T), which introduce an additional temperature dependence in all computed quanti-
ties. The exchange-enhancing factdiT/T, |Rj|) due to single-site Kondo scattering is
manifested at temperatures closeTip, and the thermodynamic averaging over the CF
states gives rise to features at temperatiresA-. The problem of calculating the
microscopic parameters can be solved by a first-principles calculation using the methods
of Ref. 14. However, in the case of a hexagonal lattice the main contributions can be
analyzed on the basis of symmetry considerations.

6. The CF states in CeAlare doublet$=3/2), |=1/2), and|*=5/2). Therefore the
“bare” nomenclature{\psors} corresponds to the CF nomenclatyié’ v’} for the
undistorted lattice, and the operalbg(,(j) is diagonal in both representations. For this

reason, in calculating the mean val(l‘ifAP(T» by perturbation theoryi.e., without
performing the self-consistency procediirene must sef’’ v’ =g =0

<Y“’<T>>=§ TTTGIRD 2 2 W RIDDY, 1, (725, 67,95 Pro(T).

r'»' s
tS)
Therefore the constanlégg,(T) can be expressed in terms of the phenomenological
parameters&?,({,(’):
C (M= PriMALLL), 9)
FV

A?,(g,g’)=; T(T/TK1|RJ|)Z z I(T,q,|Rj|)D?€V,VF,V,(T,§,0,-.@j)ﬁ )Z\E'F'
' (10

To calculate the renormalizations of the CF splittings observed in the neutron scat-
tering in CeAf and the IMSN anomalies we confine our attention to the magnetoelastic
interaction with the modese®?,e*? €7,€3}.1° To decrease the number of phenomeno-
logical parameters, we assume tigE*Y)={(|e*?)=(|€*]); (|el])=(|eIy=(l€");
01=ATd A= ATl App; 6,=Ag I A5,=ALJAY,. This gives the following Hamilto-
nian for calculating the renormalization of the position of the peak and the absolute
IMSN intensity:

Hine= [Fa@a"‘ Fy(’;)y](ln(T/TK))n[ P T)+ 1Py T) + 3P T) ], (11
0°=(392-3(3+1)13; OP=(3%)2—(3Y)2+ I*JV+ J¥I*, (12
Fa: - \/§Ag/2<| Ea|>; Fy: AC’y)/2<| Ey|>' (13)

The “bare” values of the energies, which are eigenvalues of the CF Hamiltonian of
the undistorted lattice, were uselli.3,=0 K, E|.1=66 K, andE|.3,=174 K. It
can be concluded from the computational results presented in Fig. 1 that if the Kondo
exchange-enhancement factor is neglected, the temperature dependence of the CF split-
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FIG. 1. Temperature dependence of the splitihig, ,,, (8) and of the IMSN intensity s, .1/, (normalized to
1 at T=0) (b) in CeAl;: in the standard model — dotted line; in the mod#&l)—(13) without the Kondo
enhancement factor=(,=5.84 K,F,=4.67 K, ;=—0.67, 6,=—5.0) — dashed line, and with the Kondo
enhancement factor (I(Ty))" (F,=10.8 K,F,=6.5K, §;=-0.2,0,=—7.0,T¢=0.8 K,n=0.27) — solid
line. The experimental points were taken from Ref. 1.

tings and the IMSN intensity, which is caracterized by a temperature $eale.g, is in
guantitative agreement with the experimental data at temperafagd® K >T,~1 K.

The renormalization of the wave functions by the magnetoelastic interacipn(13)
decreases the IMSN intensity as a result of an increase in the intensity of the quasielastic
component: Instead of the total scattering cross sections which are standard for hexagonal
symmetry in the limitT—0 K, viz., 1 ;&=13/5_.3,=1.0 barn/Ce} 3,,_.1,=1.78 barn/Ce,

I 30_,50=1.12 barn/Ce, the absolute values with E(sl)—(13) taken into account as-
sume the values=1.70 barn/Ce~1.42 barn/Ce, ané=0.78 barn/Ce, respectively. Al-

lowance for the Kondo exchange-enhancement fat¢ai T N Rj|)~ (In(T/T))", which
becomes substantial &= Ty, gives quantitative agreement with experimental data at
lower temperatures as welsee Fig. L It should be noted that, strictly speaking, the
expression obtainédfor ?(T/TK,lRJ—|) in the noncrossing approximatiofNCA) di-
verges asT— T, and is applicable only at temperatures which are quite high compared
with Ty, i.e., in the localized-moment regime. At temperatufesT* =T, Kondo scat-
tering is suppressed by the formation of a strongly correlated state from the spins of the
ground-state doublet of the GE>1®and the problem of the magnetoelastic interaction at
temperature§ <T* requires additional analysis.

7. The proposed mechanism of magnetoelastic renormalization can result in, besides
spectroscopic effects, characteristic features in the temperature dependence of the elastic
moduli and in the linear expansion and magnetostriction coefficients. This mechanism
can also be observed in Kondo systems which are not in the localized-moment regime,
provided that the strongly correlated low-lying states interact strongly with single-site
excitations of the crystal fieltf The magnetoelastic renormalization of the CF should
lead to an unusual absorption line shape, which can be investigated experimentally by
Raman scattering, for example, which has a much higher resolution than the inelastic
neutron scattering technique.
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The results of investigations of the transverse Kerr effect on an array of
thin magnetic strips deposited on a silicon substrate are reported. The
periodic structure of the sample gives rise to diffraction. It is observed
that under certain experimental conditions the magnitude of the effect
measured in diffracted beams is much greater than the maximum value
for a sample with a uniform surface. @997 American Institute of
Physics[S0021-364(®7)00419-3

PACS numbers: 78.20.Ls, 78.20.Jq

We report the results of measurements of the transverse Kerr magnetooptic effect
(TKMOE) for a periodic array of magnetic strips deposited on a nonmagnetic substrate.
The investigation of the physical properties of such structures is unquestionably of inter-
est from both the fundamental and applied standpdiki#hen the sample is illuminated
with a laser beam whose wavelength is several times shorter than the period of the array,
besides the reflected beam, several diffracted beams are observed. Magnetooptic effects
are observed not only in reflected but also in diffracted beaBsch experiments have
been previously performed in order to study magnetization reversal of microscopic mag-
netic particles at a submicron level.

The quality of the experimental samples is especially important in studying magne-
tooptic effects on periodic structures in the optical range. The sample was fabricated by
the following procedure. First, an array of parallel strips of an organic material was
deposited on a flat surface of a single-crystal silicon wafer by means of optical lithogra-
phy. Next a 0.07em-thick amorphous film of the ferromagnetic alloy;5¢was depos-
ited on top of that. A magnetron-type cathodic sputtering apparatus with the following
deposition parameters was used: working @&s pressure 10 Pa, ion current 40 mA, and
substrate temperature 78 K. Then the sample was placed for some time in a medium
consisting of an organic solvent, so that ultimately only an array of magnetic strips with
a period of 3.5um and strip width 0.5.m remained on the 2010 mm silicon substrate.

The surface of the finished sample is shown in Fig. 1. The image was obtained with an
atomic force microscope.
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FIG. 1. Image of a portion of the surface of a sample of an array of magnetic strips deposited on a silicon
substrate. The vertical scale is magnified by a factor of 10. The geometric dimensions are given in the text.

The transverse Kerr magnetooptic effect is observed in the case when the external
magnetic field is perpendicular to the plane of incidence and reflection of the light. The
effect is ordinarily characterized by the relative chaddél in the intensity of the light
reflected from the surface of the sample upon magnetization reversal of the sample. In the
TKMOE measurements the diffraction grating was secured between the poles of an
electromagnet, placed on the turntable of a goniometer in a manner so that the external
magnetic field was parallel to the magnetic strips in the array and perpendicular to the
plane containing the reflected and diffracted beams. A magnetic field of 0.025 T was
sufficient for complete magnetization reversal of the magnetic strips. The goniometer
made it possible to rotate the sample and to move the detector independently in order to
perform measurements with different angles of incidence of the light. Infraced780
nm) and red § =670 nn) laser diodes as well as an argon laser operating in the green
(A=514.5 nm and blue § =488 nm) regions were used as the light source. The light
was polarized in the plane of diffraction. The diffracted light was detected with a pho-
todiode and, after amplification, was analyzed with a personal computer. The measure-
ment error in the magnitude of the Kerr effect did not exceed 5%. The results obtained
for different wavelengths are essentially the same, so that we shall discuss the measure-
ments performed using the most stable, red light source.

We measured experimentally the quantity;,/1,, in the nth-order diffracted beams
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FIG. 2. Transverse Kerr magnetooptic effect measured in the diffracted besms 1,+2,+3) versus the
angle of incidence.

as a function of the angle of incidence of the light. The half sum of the intensities of the
diffracted light measured at the maximum values of the magnetization reversing field is
denoted byl,,. Figure 2 displays the values of the TKMOE for=+1, =2, and+ 3 at
angles of incidence ranging from 0 to 90°. The angular dependence of the effect differs
strongly for different diffracted beams. For each beam there is a maximum at certain
angles of incidence: For the 1st beam the effect reaches its maximum magnitude of
28% at an angle of incidence of 35°. For other beams the maximum effect is smaller but
also significant: 14% for the- 1st beam, 8% for the-2nd beam, and 6% for the 2nd
beam. It should be noted that the maximum possible value of the TKMOE for a continu-
ous FgSi thin film equals only 1.8% with an angle of incidence of 69°. Previous mea-
surements performed on a raised array with a continuous magnetic coating did not show
a Iarg4e enhancement of the TKMOE. The effect reached only 4% in the first diffracted
beam?

Figure 3 shows the angular dependence of the intensjfiesthe diffracted beams,
normalized to the intensity of the incident light. Comparing Figs. 2 and 3, we can see that
the effect increases in the range of angles of incidence, in which the intensity of the
diffracted light is lowest. Furthermore, the TKMOE changes sign when the light intensity
for the £1 diffracted beams has a local minimum. This phenomenon is also observed in
the case of reflection from a uniform surface near the magnetic pseudo-Brewstet angle.

With rare exceptions, the Kerr magnetooptic effects are very weak. For this reason,
a number of methods of enhancement have been proposed for applied purposes: coating
the surface of a magnetic sample with a dielectric filhdepositing a magnetic film on
a nonmagnetic, conducting substriter using complicated multilayer structurgsn
these methods the magnetooptic effects were enhanced by a decrease in the reflectivity of
the samples. Interference cancellation of the reflected light was achieved by choosing
optimal thicknesses of the films and materials employed. We assume that the enhance-
ment of TKMOE by an array of magnetic strips is due to the cancellation between the
light interacting with the surface of the magnetic strips and the light interacting with the

496 JETP Lett., Vol. 66, No. 7, 10 Oct. 1997 Eremenko et al. 496



0 10 20 30 40 50 60 70 80 90
Angle of incidence of the light, deg

FIG. 3. Angular dependence of the normalized light intensity in different diffracted beams.

nonmagnetic substrate. For some angles of incidence, this results in a substantial decrease
in 1, in the diffracted beams. The magnitude of the chaagdg in the intensity of the
diffracted light in this case does not have local minima. Therefore the magnetooptic
effect Al /I, increases substantially. The factors influencing the enhancement of the
Kerr effect are the ratios of the dimensions of the magnetic and nonmagnetic parts of the
surface of the sample. Furthermore, optical diffraction makes it possible to observe the
effect at angles which are inaccessible to standard reflection from a flat sample. Numeri-
cal modeling using a rigorous electromagnetic theory of diffraction can indicate optimal
methods for enhancing Kerr magnetooptic effects on arrays of magneticStrips.

We plan to investigate other Kerr effects on samples of this type.
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Direct observation of ferromagnetic order in
electrochemically oxygenated La ,CuQO,, s
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The magnetic properties of electrochemically oxygenategfCu&), . s

are investigated for different values éf It is found that ferromag-
netism appears after excess oxygen is introduced. It is shown that the
ferromagnetic order vector is directed perpendicular to the Cu—0 plane.
The evolution of the magnetic-field dependence of the magnetization is
investigated as the oxygen index is increased. The results are explained
with allowance for the presence of phase separation in the oxygen-
doped LaCuQ, and the possibility that a redistribution of the excess
oxygen occurs as the degree of doping changes.1987 American
Institute of Physicg.S0021-364(107)00519-7

PACS numbers: 75.50.Cc, 82.4%

It is well known that the compound L&EuUQ, is an antiferromagnet with latent
ferromagnetism. Behavior of the ferromagnetic type is observed in this compound in high
magnetic fields. The existence of ferromagnetic correlations, starting with zero fields, is
indicated in many workésee, for example, Ref)2However, thus far such ferromagnetic
order has never been observed directly. It is conjectured that various disruptions of
stoichiometry can promote the appearance of ferromagnetism. It is of interest to investi-
gate how the magnetic properties are affected by the disruptions of stoichiometry that
engender superconductivity. In the present work we investigated the magnetic properties
of La,CuQy, 5 with different amounts of excess oxygen.

A sample of powdered L&uQ, was prepared by the standard method from a
mixture of nitrates of the corresponding metals. Electrochemical oxygenation was con-
ducted in a NaOH solutioh At the same time, a control sample of AGUO, was im-
mersed in an electrolyte without being connected to a circuit. To change the excess
oxygen content the sample was subjected after oxygenation to successive stepped anneals
in air? The magnetic properties were investigated with a SQUID magnetometer at suc-
cessive stages of treatment of the san{pke Table)l

The temperature dependence of the magnetic susceptibility of the sample at different
stages of heat treatment is displayed in Fig. 1. Superconductivity appears at 40 K imme-
diately after oxygenatiofistate2). Figure 2 displays the results of measurements of the
magnetic field dependence of the magnetization of the sample at different stages of
treatment. In the initial statg of the sample the field dependence of the magnetization
has the form typical for LaCuQ,. After oxygenation the field dependence becomes
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TABLE I. Approximate excess oxygen content as a function of the conditions of treatment of the sample.

Sample No.
1 2 3 4 5
Tieat °C - - 300 400 500
) 0 0.1 0.01 0.005 0

highly nonlinear. The magnetization is observed to increase with heat treatment. Finally,
after a prolonged anneal, which decreases the oxygen index to 4, the form of the curve
becomes similar to the initial stafe

After excess oxygen was introduced, investigation of the behavior of the magneti-
zation as a function of the direction of the magnetic field revealed hysteresis. The hys-
teresis loop at stage (6~0.1) is shown in Fig. 3. We note that at stagjéhe coercive
force is much weaker than at stageand 3 (Fig. 4. Measurements of the temperature
dependence of the remanent magnetizatiom zero magnetic fielcat stage 2 are shown
in Fig. 5.

To investigate the anisotropy of the observed ferromagnetic order, the powdered
sample was subjected to a magnetic orientation procedure in accordance with Ref. 6. The
x-ray crystallographic analysis of such an oriented sample showed thatakes of a
large number of crystallites are directed parallel to one another. Investigation of the
magnetic properties of this sample showed that the remanent magnetization with the
initial field oriented parallel to the axis is two times higher than in the case of a
perpendicular orientation of the field.

Investigation of a control sample which was also subjected to annealing showed that
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FIG. 1. Temperature dependence of the magnetic susceptibiliy5 kOe field T=50 K): 1 — Initial state,
2 — after oxygenation3 — after heat treatment at 300 °@— after heat treatment at 400 °E,— after heat
treatment at 500 °C.
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Initial state,2 — after oxygenation3 — after heat treatment at 300 °@,— after heat treatment at 400 °C,

5 — after heat treatment at 500 °C.

at all stages of treatment it in no way differs from the initial sthte

The behavior of the magnetization as a function of the field, as shown in Fig. 3, is
characteristic for ferromagnetic ordering. It is kndwhat phase separation into enriched
and stoichiometric regions is observed in oxygen-supersaturatgdulCa, s. As was
shown in our previous work, the enriched regions also contain several phases with a
different oxygen conterft.In the present work, we studied the NQR spectra-Bta
nuclei and curves of the superconducting transitions of electrochemically oxygenated
La,CuQy,, s samples. The total fraction of oxygen-enriched phases can be estimated from
the NQR spectra as 80%. At the same time, it follows from magnetic susceptibility
measurements of superconducting transitions that the fraction of the superconducting
phases does not exceed 20%. Therefore not all phases containing additional oxygen are
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FIG. 3. Hysteresis loop for a post-oxygenation state of the safspée?2); T=50 K.
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FIG. 4. Low-field part of the hysteresis loop for staand4, T=50 K.

superconducting. Apparently it is those regions with not very high excess oxygen con-
centration(and, correspondingly, carrier dengityat can be ferromagnetic.

The appearance of ferromagnetic order immediately after oxygenation indicates that
the ferromagnetic ordering is produced by doping. In such a case, a change in the degree
of doping should influence the characteristics of the ferromagnetic order which appears.
Indeed, the behavior of the magnetization as a function of the field is different at different
stages of heat treatment of the samiey. 2). We note that the susceptibility increases
with decreasing oxygen indd¥ig. 1), while the magnetic susceptibility remains virtually
temperature-independent for dl Therefore the increase in the magnetic moment as a
result of heat treatment cannot be due to the appearance of a paramagnetic contribution.
During heat treatment of a sample with large excess oxygen escapes mainly from
regions with the highest excess oxygen content. In the process, these regions pass into a
phase with a low excess oxygen contéfithus, when a sample passes from the sate
(6~0.1) into the stat& (6~0.01), the volume of the ferromagnetic regions increases.

M., 104, emu/g
- N W b O
N
®

4

0 100 200 300
T,K

FIG. 5. Temperature dependence of the remanent magnetization of the sample after oxydstaa&an
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This should increase the magnetization ldéjg. 2. A sample in stage 38~0.01)
already contains only regions with a low excess oxygen content and stoichiometric re-
gions. For this reason, further anneali@nd, correspondingly, a decreasespfcan only
decrease volume of the oxygen-enriched phase.

The observed increase in the magnetic moment with further heat treatment was
caused by a different mechanism. It is known that when excess oxygen is introduced,
carriers appear in the copper—oxygen planes, which destroys magnetic order. In the
course of heat treatment the number of carriers decreases, and, as a result of localization,
this decrease is more rapid than that of the oxygen ifldehe result is that the magnetic
moment increases systematically at the transition from sBatpestage4. Furthermore,
high-temperature heat treatment at stédggparently results in partial annealing of vari-
ous defects, which causes the coercive force to decfEage3d). We note that in Ref. 8
(where hysteresis in the magnetization of undopegOLED, was observed in high fielgls
the width of the loop was also observed to decrease after heat treatment at a high
temperature. Finally, as one can see from Figs. 1 and 2, prolonged annealing at
500 °C, which completely eliminates the excess oxygen, returns the sample into the state
5, which is similar to the initial staté. Therefore there exists an optimal excess oxygen
concentration for ferromagnetism.

The large difference in the values of the remanent magnetization with the magne-
tizing field parallel and perpendicular to tkeaxis allows us to conclude that ferromag-
netic ordering occurs along theaxis of the crystal. It is known that the formation of
such a ferromagnetically ordered phase in@aQ0, in high fields is due to the fact that
in the Neel state the copper spins do not lie precisely in the Cu—O plane but rather are
tilted out of the plane by a small angle. Therefore each Cu—O plane possesses a ferro-
magnetic moment but the total moment with a zero external field equals zero, since the
antiferromagnetic interplanar interaction forces the spins located in neighboring planes to
tilt in opposite directions from one another. When the external field is higher than some
critical value, these total moments in alternate planes become reoriented in a ferromag-
netic mannef. The presence of excess oxygen in a position between the Cu—O planes
leads to such ferromagnetic ordering, which starts already at zero(fiedhysteresis
loop is centered at zero fieldn general, various disruptions of the stoichiometry appar-
ently are capable of inducing ferromagnetic order. The character of the disruption can be
different. For example, in Ref. 9 ferromagnetism was observed in [Nd,CuQ,. In
contrast to excess oxygen, which is intercalated in the interplanar space, the neodymium
ions replace lanthanum. Furthermore, behavior of the ferromagnetic type is observed in
La,CuQ, samples which are subjected to neutron irradiatfomhich produces defects in
the crystal lattice. Therefore despite the different character of the disruptions these
changes in the initial structure apparently all result in a change in the magnetic interaction
between the Cu-0 planes.

We thank G. G. Khaliullin for a helpful discussion.

This work was supported by the Scientific Council on “Superconductivity” of the
State Science and Technical Program “Current topics in condensed-matter physics,”
Project No. 194045.
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Atomic structure and microtopography of interfaces
between crystalline and amorphous phasees in tungsten

A. S. Bakal, I. M. Mikhailovskii, E. V. Sadanov, O. A. Velikodnaya,
and T. |. Mazilova
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The morphology of the interface between crystalline and amorphous
phases in tungsten is investigated at the atomic level. Interfacial inco-
herence and a high degree of localization of imperfections are found. It
is found that in the region near the interface the close-packed crystal-
lographic planes are in register with the paraplanes.1997 American
Institute of Physicg.S0021-364(107)00619-1

PACS numbers: 68.35.Ct, 61.16.Fk

The special physical properties of nanocrystalline and crystalline—amorphous mate-
rials are due to the presence of extended interfaces in them. Specifically, the processes
occurring at an interface between the crystalline and amorphous phases determine to a
large degree the crystallization of the amorphous pksese, for example, Refs. 1 angl 2
However, such interfaces remain virtually unstudied because of specific difficulties of
investigating disordered systems by high-resolution diffraction methods. In the present
work we obtained experimental information on an atomic scale about the atomic structure
and microtopography of interfaces between amorphous and crystalline phases in a
crystalline—amorphous material.

The experiments were performed in a two-chamber field ion microscope with the
samples cooled to liquid-hydrogen temperature. Helium at pressures £10 3 Pa
was used as the imaging gas. The pressure of the active residual gases in the working
chamber of the microscope was equal to 3910 ' Pa. After the acicular tungsten
samples were placed into the microscope, their surface was polished by low-temperature
field evaporatiofuntil an atomically smooth hemispherical tip with a radius of curvature
in the range 15-50 nm was obtained. Amorphization of the microcrystals was performed
directly in the microscope by ultrafast quenching from the liquid pageltage pulses
with amplitudes of 5—30 kV were applied to the acicular samples for local fusing of the
tips. The duration of the pulses at half amplitude was equal to 40—50 ns and the fall time
of the voltage was equal to 10 ns. The amplitude of the voltage depended on the radius
of curvature in a manner such that the electric field strength was 15-25% higher than the
threshold strength for low-temperatufeonactivational evaporation: 5. 16 V/cm.
The ponderomotive forces arising in the process were much stronger than the theoretical
maximum strength of the materfaDbservations in the field microscope—mass anafyzer
showed that the destruction of the sample tips initiates explosive evaporation in the form
of doubly to quadruply ionized atoms. At an ion current density of 8 X 10° A/lcm? at
the sample tips, vacuum breakdown occurs. As a result, the tip point fuses and the radius
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FIG. 1. Field ion microscope imade) and stereo projectiotb) of a crystalline—amorphous tungsten sample.

of the tip increases by an order of magnitude or more. Estimates of the cooling time for
the point of a conical tip show that on account of the appearance of large temperature
gradients, this time is not much greater than the fall time of the voltage pulse. Corre-
spondingly, the cooling rate can reach values 0200 deg/s, which is much higher
than the quench rate during the stabilization of the amorphous state in macroscopic
volumes® Vacuum breakdown is accompanied by intense interelectrode mass transfer
associated with the formation of cathodic and anodic flafisis results in microalloying

of the surface layers, which also promotes stabilization of the amorphous state.

Pulsed fusion and ultrafast quenching transferred some acicular samples into an
amorphous or amorphous—crystalline state. A large fraction of the sampl88%)
retained a crystalline structure. The possibility of observing crystalline and amorphous
phases simultaneously permits determining to a high degree of acc(@aégy the
magnification in an image. This eliminates the difficulties, discussed in Ref. 8, in the
interpretation of field emission images of amorphous metals.

Figure 1 displays an ion-microscope image of the surface of an acicular crystalline—
amorphous sample produced by pulsed high-field treatment. The images of the amor-
phous phase are characterized by the nearly complete absence of regularity in the ar-
rangement of the atoms in the surface layer. In addition, the density of surface atoms that
contribute to the formation of the ion-microscope images of amorphous metal—
nonmetalloid alloys is also observed to decreise.

Analysis of the morphology of the interfaces on a series of micrographs obtained in
the process of field evaporation to a depth of the order &f i showed that the
boundaries at the microscopic level are rough. Microprotrusions 1-5 nm high and 2—-15
nm wide are observe(rig. 1). In a number of samples atomically smooth planar sections
surrounded, as a rule, by microscopically rough regions were observed on the interfaces.
The area of the atomically smooth islands falls within comparatively wide limits:

10-1G nn?.

The exceedingly small width of the interface is noteworthy. The regularity in the
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FIG. 2. Distribution of local concentrations of surface atoms in the amorptiguend crystalling(2) phases.

arrangement of the atoms in the crystalline phase remains right up to the interface. The
configuration of the concentric atomic steps corresponds to the computer images obtained
of ideal single crystals on the basis of a geometric mddéilis attests to the incoherence

of interface between the crystalline and amorphous phasees. In the case of coherent
mating one would expect the existence of a transition layer and the presence of local
distortions of the crystal lattice in the region near the interface. We note that distortions
of atomic paraplanes in regions of coherent mating with an amorphous environment have
been observed both by means of high-resolution electron microttemgd a low-
temperature field ion microscopy!

The displacements of the atoms were determined according to the local deformation
at the boundary of the concentric atomic steps on close-packed atomic faces by means of
indirect magnificatiort? Inelastic displacements up tox8L0"2 nm in magnitude were
observed only near the nucleus of an interface up to one lattice parameter wide. The
arrangement of the near-interface poles and atomic steps of the close-packed faces which
is characteristic for a bcc lattice remained unchanged.

A gquantitative determination of the interfacial width can made by employing the
change occurring in the thickness of the imaged surface layeimage on amorphiza-
tion. Figure 2 shows the local concentration distributions of the surface atoms in the
amorphougcurvel) and crystallingcurve 2) phases. The ratio of the half-widths of the
distributions for the crystalline and amorphous phases equals 2.8. The average density of
the imaged atoms in the crystalline state is 2.2 times higher than that in the amorphous
state. This confirms the conclusion drawn in Ref. 8 that in the amorphous phase the
surface atomic layer participating in the formation of the field emission image is com-
paratively thin. Figure 3 displays the average surface density of atoms as a function of the
distanced to the interface. The negative values refer to the crystalline phase. A practi-
cally jumplike change in the surface density is observed on a section of width 0.3-0.4
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FIG. 3. Surface density of imaged atoms as a function of the disi@ficen the interface. Negative values of
d correspond to the crystalline phase.

nm. Therefore the width of the interface between the crystalline and amorphous phases
can be taken as equal to one lattice parameter, which is much smaller than the width of
the intercrystallite boundariés.

In the cases when crystallographic planes with low Miller indices intersected the
interface at an angle close to 90°, microregions where atoms formed close-packed planar
groups — paraplane$ig. 4 — were observed in the near-interface layer of the amor-

FIG. 4. A region of orientational matching between the crystallograghl®) plane and the corresponding
paraplane in the amorphous phase.
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FIG. 5. Distribution of the subatomic displacements in close-packed planes near an interface.

phous phase. Similar paraplanes have been observed before by éfeatrield iorf
microscopy in three-dimensional regions of metallic glasses. In contrast to the planes in
the crystalline phase, the paraplanes were characterized by the presence of small atomic
displacements. In accordance with the geometric model of the formation of field ion
images>'* the presence of an image of the atoms inside a semicircular step in the
amorphous phase attests to a displacement of the atoms in a direction normal to the
paraplane. The magnitudeh of the displacement is proportional to the difference of the
distances between the atom being analyzed and the pole of the paraplane and the radius
r of the step:Ah=rAr/R, whereR is the radius of curvature of the surface of the
sample. The results of calculations of the atomic displacem&htgperformed on the

basis of an analysis of a series of ion-microscope images are presented in Fig. 5. The
displacementda h can be regarded as a measure of the breakdown in the planarity of the
arrangement of the atoms in the paraplanes in the near-interface regions of the amorphous
phase.

Field evaporation of the samples usually revealed structural nonuniformities of the
interface. Figure 4 displays the ion-microscope image of an interfacial section where a
[110] pole has emerged. The semicircular atomic step or(1hé) face of the crystal is
in register with a paraplane in the amorphous phase at the interface. The fact that no
kinks of the atomic steps at the interface were observed under the ion microscope indi-
cates that the degree of orientational matching between the coherently mated crystallo-
graphic planes and paraplanes is high. Estimates made by the indirect magnification
method show that the relative displacement of the planes and paraplanes does not exceed
2x 10”2 nm. Alternation of the non-mated sections and regions of orientational matching
of the close-packed planes and paraplafég. 4) ordinarily continued as the the sample
was field evaporated to a depth of°2a0* nm.
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In summary, in the present work it was established by means of the high-resolution
methods of field ion microscopy that the interface between the amorphous and crystalline
phases is incoherent and atomically sharp. It was found that the interfaces are structurally
and microtopographically nonuniform. Non-mated sections of the interfaces alternate
with regions where there is an orientational matching of the close-packed crystallo-
graphic planes and paraplanes in the amorphous phase.

This work was supported in part by the Ukrainian State Committee on Problems of
Science and Technologies: Funds for Fundamental Reséaroject 2.3/93Band State
Scientific and Technical PrograniBrojects 5.42.06/040 and 7.02.05/093
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(Submitted 14 July 1997; resubmitted 4 September 1997
Pis'ma Zh. Kksp. Teor. Fiz66, No. 7, 481-48610 October 1997

The size dependence of the crystallization temperalyrand melting
temperaturdl ,, of copper chloride nanocrystals in glasses is studied in
the size rang®, from 1 to 30 nm. Jumps are found in the temperature
dependence df . atR,=13 nm andR,= 1.8 nm, a jump is found in the
temperature dependencef, at R,=2.2 nm, and the supercooling of
the melt is found to vanish in the case of crystallizatioRg& 1.4 nm.

It is conjectured that the jump i, with large R, occurs for a nano-
crystal radius equal to that of a crystalline nucleus in the melt, and the
jumps inT. andT,, for smaller values oR, are due to a change in the
shape(faceting of the nanocrystals. €997 American Institute of
Physics[S0021-364(®7)00719-9

PACS numbers: 64.70.Dv, 61.43.Fs

Supercooling of a crystallizing melt is observed in both macrosystan ultradis-
perse phase@JDPS9.2 In the case of UDPs, supercooling of the melt on crystallization,
AT=T,—T., whereT,, is the melting andTl, the crystallization temperature, almost
always occuré.The supercooling of the melt is due to the work of formation of a surface
of the crystalline nucleus in the melt medium. According to Gibbs, the work of formation
of a nucleus equals

1
W= §0'cms, (1)

whereo ., is the interphase surface tension at the crystal—melt inte(fmeific surface
energy andSis the surface area of a crystalline nucleus formed in the melt. The smallest
stable particle of a solid phase in the melt is called a critical nucleus. According to theory,
o approaches zero @&8—0 (Refs. 3 and #tand AT will decrease correspondingly.
However, experimental d&tashow thatAT approaches zero at some finite particle size.

At least two other effects that can destroy the monotonicity of the size dependence
of T, and T, can also be expected. If the mass of the UDP is equal to or less than the
required mass of a critical nucleus, then the crystal is created with a free surface which
corresponds to a larger surface tensiey® o, and a larger work of formation of the
crystal, which can result in a jump in the magnitude of the supercooling of the UDP melt.
As a result of this, a jump can appear in the depend@&peef (R) atR,=R.,, whereR,,
is the radius of a critical nucleus in the UDP melt. Furthermore, the equilibrium structure
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of small particlegclusterg can chang&.This can also give rise to characteristic features
in the size dependences ©f andT,,.

The present work is devoted to a study of the size dependences of the melting and
crystallization temperatures of UDP patrticles for the example of CuCl nanocrystals dis-
tributed in a glass matrix. The properties of the copper chloride nanocrystals obtained in
glass are quite stable, and the excitonic absorption of CuCl nanocrystals is reliably
detectedfor the Z, , exciton right up to the melting temperature. It is important that at
some energy, in the region of the long-wavelength dropoff of the excitonic band the
light absorption coefficienK (Eo,T) is temperature-independehOn the basis of the
Urbach relatiof and Toyozawa’s work the energyE, can be interpreted as the ground
state of aZ; , exciton, and the absorption &, can be interpreted as a direct optical
transition into this statéwithout phonon participation The energyg, and the exciton—
phonon absorption bands, , and Z3 shift to higher energies as the CuCl nanocrystals
decrease in sizeWhen the nanocrystals melt, the absorptl(E,,T) is observed to
drop off as a result of the vanishing of the crystalline structure and, correspondingly, the
vanishing of the excitonic states. When the UDP melt is cooled, at some temperature
K(Ey,T) is observed to increase up to the previous value as a result of crystallization of
the UDP. The melting and crystallization temperature of CuCl nanocrystals were deter-
mined from the change in the curvk$E,,T) near the corresponding phase transitions.

Glass samples in the form of plates with a continuous distribution of the average
radius of CuCl nanocrystals were obtained by the method of Ref. 5. The third stage of
growth of the UDB%! occurs under these conditions, and in accordance with Ref. 12 the
average radius in the ensemble of UDP patrticles is determined by the treatment time
and temperaturd@ 4

Rgzgatoo exp(—U/KT,), 2
where « is the UDP—glass surface tensiddg and U are, respectively, the diffusion
coefficient and activation energy of formation of the new phase,karsdBoltzmann’s
constant. The UDP forms in the glass in the liquid state, and when the sample is cooled
the UDP crystallizes and copper chloride nanocrystals precipitate. The absorption spectra
and the functionK(E,,T) were measured with a computer-controlled spectroscopic
system. The finished samples were plates 046X mm in cross section and 60 mm long.
Measurements on each section of the glass were performed with an energy-tunable light
probe with a width of 0.1 mm and a height of 2 mm. The endfgyfor each section of
the samplgwith the corresponding sizZR, of the CuCl crystalswas determined by the
method of Refs. 5 and 7.

The typical curves oK(Ey,T) near melting—crystallization phase transitions are
presented in Fig. {curvesl,2). Absorption actually does not change when the sample is
heated from room temperature up to 300 (tGrvel), while from 325 °C up to the point
A the absorption falls off as a result of melting of CuCl nanocrystals and the entire UDP.
When the UDP melt is cooled from the poiAt the absorption of the melt decreases
somewhat, and near 200 °C, at the pditabsorption starts to grow rapidly as a result
of crystallization of UDP and precipitation of CuCl crystals. Absorption does not return
to its previous leve(the segmen€-D) because of the large number of “frozen” defects
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FIG. 1. Absorption coefficienK(E,,T) of CuCl nanocrystalgcurves1,2 — partial melting and its first
derivative dK/dT (curve 3) as a function of temperatur&®,=10.6 nm,E;=3.242 eV;T,, and T, are the
melting and crystallization temperatures of CuCl particles \RthR, .

at the time that the CuCl crystallizes. When the sample is held in a temperature range
somewhat below melting onsébr example, near 275 °\Gabsorption is restored to the
initial level and the experiment is fully repeatal§airve 2). Stopping the temperature at

the moment of meltingpoint A’ on curve2) or at the moment of crystallization stops the
phase transition. The reverse course of K{&,,T) curve in this case already follows a
different level (curve 2, segmentA’—B’). Hence it follows that the course of the
K(Ey,T) curve at the moment of the phase transition is determined mainly by the vari-
ance of the melting and crystallization temperatures in an ensemble of CuCl particles
with a size distributior?

The first derivative oK (Eg,T) is displayed in Fig. Xcurve3). The peaks near 350
and 250 °C show the phase-transition intensitg/dT on melting and crystallization,
respectively. The width of the corresponding peak reflects the varian€g=of(R) or
T,,=f(R) in an ensemble of CuCl particles, and the maximum of the peak determines the
temperaturel ,, and T, at the maximum of the distribution witR=R, .

Figure 2a displays the size dependences of the melting tempefjuteurve 1,
pointg and the crystallization temperatufie. (curves2 and 3, pointg, found in this
manner, for CuCl nanocrystals in glass as a function of the averag®gizEigure 2b
shows the size dependence of the position of the maximum of the excitonic absorption
bandZz, ,=f(R,) of CuCl nanocrystals at 300 kcurve 1) and the position of the exci-
tonic ground stat&,=f(R,) (curve?2) corresponding to the photon energy in the mea-
surement of th& (E,, T) curve. The values dR, for each measured region of the sample
were calculated according to E@) taking account of the treatment time and temperature
T, (t=3 h, T,=500-720 °Q.”

The absolute size scale for nanocrystals WRfr>2 nm was referenced by the
SAXRS method, whose error does not exceed 1%. The accuracy in determining the CuCl
particle radii less than 2 nm by the SAXRS method decreases sharply on account of an
increase in the contribution of nonuniformities of the glass matrix to the scattering of the
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FIG. 2. Melting temperaturd ,(R,) and crystallization temperaturg.(R,) (@ and ground stat&, and
position of the absorption band ofZ , exciton (b) versus the average radius of a CuCl particle in glags. a
Melting temperaturd ,, (curve 1, points — experimentand crystallization temperatufie, (curves2,3, points

— experiment of CuCl nanocrystals; large symbols — control samples with knByn & — T,,,, X — T;

the theoretical curves fdf,, (solid curvel) andT, (solid curves?,3) were taken from Ref. 5;)dPosition of the
absorption band at 300 Kurve 1) and the ground staté, (curve?2) for the Z, , exciton; R, was determined
from T, for each section of the sample using E8) at t=1.08<10* s, A-Dy=1.39x 10 nnt/s, andU
=47x10 2°.

x-rays. For this reason, the sizes obtained for CuCl nanocrystalsRyitess than 2 nm
must be treated as rough estimates.

The general trends in the behaviorf and T, were successfully describedn the
basis of the theoretical dependence Tgf and the empirical dependence fer These
dependences are displayed in Fig.(2alid curvesl-3).

The half-width of the particle size distribution was determined according to the
experimental size dependentg(R) (Fig. 2, curve3) and the curveslK/dT (Fig. 1,
curve3) for nanocrystals withiR,=10.6 nm. It equals 7.5 nm. The experimental width is
1.6 times greater than the theoretical width calculated according to the Livshitz—Slezov
theory? For ensembles of smaller nanocrystals, for example Ripr 2.7 nm, the ex-
perimental half-width of the distribution equals 0.8 nm and the theoretical value equals 1
nm.

A discontinuity is present in the experimental cuVg(R,) at R,=2.2 nm (see
curvel, pointg. Two more discontinuities are seen in the experimental ciyR,) at
R,=13 nm andR,= 1.8 nm. For small size®,<1.4 nm, the curve3$ (R,) andT(R,)
merge. This is due to the vanishing of the supercooling of the UDP melt on crystalliza-
tion.
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FIG. 3. Curves of the phase-transition intengit{(E,,T)/d T for CuCl nanocrystals in glass on meltiig
and crystallizatior(b) near the corresponding jumpsTh, and T, . The nanocrystals decreased in sizefram
2.7 nm(1) to 1.9 nm(9) and B from 2.0 nm(1) to 1.6 nm(10). At R;=2.2 nm — jump in the parametdr,, ;
at R;;=1.8 nm — jump in the parametdr, .

Calibration experiments showed that the form of the cuiiygdR,) andT.(R,) and
the location of the jumps noted in Fig. 2a are not related with any features of the
temperature properties of the glass mattikor this reason, the curves presented in Fig.
2 most likely are explained by the size of the CuCl particles.

The jump I(by 55 K in T, at a 13 nm size — the discontinuity between cur2esd
3 in Fig. 29 is, we believe, related to the size of the critical nucl®gs of the CuCl
crystal formed in the UDP mettThe supercooling\T of the melt and, accordinglyi.
depend on whether or not the UDP mass is greater or less than that required for a critical
CuCl nucleus. Correspondingly, the initial crystal is created inside the melt or with a free
surface, and then the work of formation of the surface is different, and ther&fbris
different.

The presence of the jump (in the size dependendg,(R,) atR,=2.2 nm, Fig. 2a,
curvel) is clearly seen in the size variations of the curves of the melting inted&itgd T
(Fig. 3a. As R, decreases from 2.7 nficurve 1) to 1.9 nm(curve 9), the number of
particles gradually becomes redistributed from the size r&wg&,=2.2 nm, where the
melting point is not lower than 253 °C, into the size rai€R;, where the melting
temperature is 25 K lower. The temperatuifgs— the maximum of the phase transition
intensity for nanocrystals with sizes somewhat greater Bjgand, correspondingly, less
thanR,, — were found by decomposing the cur#s9. These data are presented in Fig.
2a near the jump i ,.

For the jump IlI(in T, Fig. 2a, curve3 at R, =1.8 nm the analogous redistribu-
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tion of the curvesdK/dT with a discontinuity of the average crystallization temperature
T. is shown in Fig. 3b for average siz& ranging from 2.0 nmcurve 1) to 1.6 nm
(curve10). The average size equd®y = 1.8 nm(curve6), for which half of the particle
ensemble has a crystallization temperafiy@o lower than 170 °C and the other half has
a crystallization temperature no higher than 155 °C.

The last jumps could both be due to the change in the equilibrium crystal shape. In
accordance with the theofy, the specific surface energy of a particle decreases with
the particle size. However, Rusanov’s calculatfostsow that for some small sizescan
start to increase on account of an increase of the relative contribution of edges to the
surface energy. In this connection, it is energetically more advantageous for the faceting
of a crystal to change so that the free energy of the crystal does not increase on account
of an increase in the surface energy. As experiments show, in the case of CuCl nano-
crystals the crystal shape changes without a substantial change in the crystalline structure
of the crystal, since in this size range there is no jump in the size dependence of the
position of theZ, , exciton (Fig. 2b, curvesl,?2).

The small shift to smaller sizeR(;, = 1.8 nm of the jump inT relative to the jump
in T, (R;=2.2 nm could possibly be explained by the lower crystallization tempera-
ture, as a result of which a change in the equilibrium faceting becomes advantageous at
smaller sizes.

One other important size effect should be noted in Big— merging of the curves
1 and 3 (Fig. 29 at CuCl nanocrystal sizes less thRg=1.4 nm. The crystallization
temperatureT .(R) follows the curveT,(R) and therefore the supercooling of the melt
vanishesAT=0. Such an effect was predicted in Ref. 1. This effect is explained in Ref.
5 by the vanishing of the surface energy for particles whose size is close to the thickness
of the surface layer of the crystal. The clear manifestation of excitonic absorption and the
presence of the melting—crystallization phase transition attest to the crystalline structure
of such particles. For these particles the size shift of the energy statesof flexciton
increases sharpl§Fig. 2b, curvesl and?2).

In summary, Gibbs’ remark about the possibility of having physical heterogeneity
(UDP) with zero surface energyRef. 3, p. 25% has been completely confirmed. As we
have seen, such a heterogeneity is a special type of crystal whose main property is the
absence of surface energy. This could be due to a rapid exchange between the electronic
subsystems of the atoms in the bulk and at the surface. If this is an activational exchange,
it is possible that it can be frozen at low temperatures. In this case, investigation of such
crystalline formations at low temperatures is very promising. These crystals can be right-
fully called quantum dots or superatofiissince in them there is no difference between
the surface atoms and atoms of the bulk.

We are especially grateful to V. V. Golubkov for measuriRg of the control
samples by the SAXRS method. This work was sponsored by the Russian Fund for
Fundamental Researc¢Brant No. 96-02-16966

3The stopping of the phase transition is explained by the nonmelting or noncrystallization, respectively, of that
part of the ensemble of CuCl particles for which the temperature is higimemelting or lower (on crystal-
lization) than the stopping temperature.

YThe computational parameters were chosen empirically on the basis of the data of Ref. 11. Control samples,
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on which the size of the nanocrystals was determined by small-angle x-ray scat®AK&S) method and
the parameter$,, and T, were measuredlarge squares and crosses on the corresponding clinBswere
prepared at certain randomly selected treatment temperatures. The results confirmed the correctness of the
calculation ofR, from Eq.(2). In the size range 1-3 nm E(®) most likely somewhat overestimates the sizes
because the UDP growth mechanism passes into the second?tage.

9When the heat treatment time of the control sample increased or decreased by a factor of 10, the dependences
Tm(Ra) and T.(R,) and the region of the jumps shifted to lower or higher treatment temperatures, respec-
tively, by more than 15 °C.
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Co/Pd and Co/Pd/CoNi multilayer films: Determination of
the sign and magnitude of the exchange interaction
of ferromagnetic layers separated by palladium layers

R. S. Iskhakov, Zh. M. Moroz, L. A. Chekanova, and N. A. Shepeta

L. V. Kirenski Institute of Physics, Siberian Branch of the Russian Academy, of Sciences,
660036 Krasnoyarsk, Russia

E. E. Shalygina
M. V. Lomonosov Moscow State University, 119899 Moscow, Russia

(Submitted 16 July 1997; resubmitted 4 September 1997
Pis'ma Zh. Ksp. Teor. Fiz66, No. 7, 487—49110 October 1997

It is found that the exchange interaction of C®nm) ferromagnetic
layers via Pd in Co/Pd multilayer films and of @® nm) and CoNi(5

nm) layers via the same nonmagnetic metal in Co/Pd/CoNi films can be
both ferro- and antiferromagnetic. The period of the-A—AF oscil-
lations is of the order of 0.8 nm, and the amplitude of the oscillations
decays as a power-law functiend,?. © 1997 American Institute of
Physics[S0021-364(®7)00819-7

PACS numbers: 75.30.Et, 75.70.Cn

The oscillatory exchange interaction between ferromagnetic layers via a conducting
nonmagnetic-metal interlayer is one of the few quantum effects established experimen-
tally in the last few years. There is a large body of theoretical works, but in many cases
the mechanisms studied in them do not give a satisfactory explanation of the observed
effects. This means that more multilayer objects in which ferromagnetic and antiferro-
magnetic ordering of the individual layers are realized must be studied. Such objects
include Co/Cu, Co/Ru, and Co/Au multilayer filrhs® At present there are no experi-
mental data on the oscillations of the exchange interaction between the Co layers for
Co/Pd and Co/Pt multilayer filnfsWe shall show that the Co/Pd multilayer system
should be added to this list.

Our objective in the present work is to determine the sign and magnitude of the
exchange interaction of Co layers via the Pd layer in Co/Pd multilayer films and the
dependence of this characteristic on the thickness of the nonmagnetic interlayer.

The Co/Pd multilayer films were obtained by chemical deposition of salts of these
metals from an aqueous solution onto a glass substrate. The samples consisted of three
pairs of Co/Pd layers with lattice constasi¢,=5 nm and Pd layer thickness ranging
from 0.5 to 4 nm. Both metals possessed a fcc strudfardetailed description of the
samples is given in Ref.)5

It is well known that the most reliable way to detect antiferromagnetic ordering is to
observe orientational transitions of the spin-flop and spin-flip type. The measured field
strength of a spin-flip transition makes it possible to determine experimentally the mag-

517 0021-3640/97/070517-05$10.00 © 1997 American Institute of Physics 517



04
2
) 1
202t
w
X
w
! | |
0 50 700 H,0e

FIG. 1. Typical magnetization curve¥H)~M(H) of Co(5 nm/Pd multilayer films:dps=1.8 nm(curve 1)
anddps= 1.4 nm(curve?2).

nitude of the antiferromagnetic exchange interaction. For this reason, measurements of
the magnetization curves for Co/Pd multilayer films were performed on a magnetooptic
magnetometer by means of the equatorial Kerr effect. An 80-Hz external ac magnetic
field H was applied perpendicular to the plane of incidence of the light and parallel to the
surface of the sample. The magnetooptic signal was detected in reflection from a micro-
section of diameteb =30 um on the surface. The measurements of the local magneti-
zation curvess(H)~M (H) were performed with a step/2 for a fixed energy of the
incident photon&)

The following results were obtained. It was established that the form of the magne-
tization curvess(H)~M(H) of Co/Pd films depends only on the thickness of the Pd
layer (Fig. 1). Specifically, in-plane magnetization curves which are characteristic for
magnetically soft ferromagnetic materials with a saturation field less than 50 Oe were
observed for some values dfy4, while for other values oflo4 the magnetization of the
Co/Pd multilayer films was observed in the same geometry to increase linearly with the
external magnetic field all the way up to saturation fields above 10Q@s€e Fig. 1
Thus, the magnetization curve¥H)~M (H) were characterized by saturation fields
H¢>100 Oe fordpy=0.7, 1.8, 2.3, 3.6, and 4 nm and bi;<<50 Oe fordp~=1.4, 2.1,

2.7, and 3 nm.

These results point to ferromagnetic and antiferromagnetic ordering of the Co layers
in Co/Pd multilayer films and an oscillatory behavior of the exchange interaction of the
Co layers via Pd as a function of the Pd thickness. The period of EreFA-AF oscilla-
tions was established from the characteristic change in the form of the magnetization
curve (from a magnetically soft to a magnetically hard ferromagnieor Co/Pd it was
found to be equal to 0.8 nm. Assuming the saturation field of the magnetically hard
magnetization curve to be equal to the magnitude of the spin-flip transition field and
using the expressiod:=M cdc,H/4, we obtained for the antiferromagnetic exchange
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FIG. 2. Resonance fields of the high- and low-field peaks versus the Pd layer thickness for Co/Pd/CoNi
multilayer films. The solid lines show the magnitudes of the resonance fields of the Co and CoNi reference
films. Inset: Typical form of the ferromagnetic resonance spectfatrfrequency 9.2 GHzwith the [Co(5
nm)/Pd0.9 nm/CoNi(5 nm)] - 7 film oriented parallel to the external field.

interactionJz=0.6 Oe/cn in the antiferromagnetic ordered Co layers in Co/Pd multi-
layer films.

However, in order to compare with the theoretical dependences, it is necessary to
have measurements of the experimental dependép€ds,) in the entire range of thick-
nesses of the nonmagnetic metal layer. The ferromagnetic exchange inteda¢tap
cannot be determined from the magnetization curves, so that we used a different experi-
mental procedure, employing the ferromagnetic resonéfigir). The FMR method was
used to measure Co/Pd/CoNi multilayer films with Ni conter0 at.% in an individual
layer. The films were also obtained by the method of chemical deposition on glass
substrates. The individual fcc Co and fcc CoNi layers possessed a constant thickness of
5 nm; the thickness of the Pd layer varied from 0 to 4 nm. The total thickness of the
[Co(5 nm)/Pdx)/CoNi(5 nm)] - 7 films varied from 70 to 130 nm, which made it possible
to observe two resonance peaks in the FMR spectatma frequency of 9.2 GHawith
the films oriented parallel to the external figlithe typical form of the FMR spectra is
displayed in the inset in Fig.)2Reference samples whose FMR specivah parallel
orientation) consisted of one resonance peak were prepared; they consisted of single-
layer fcc-Co and fcc-CoNi films 200 nm thick. Comparing the FMR spectra of a
Co/Pd/CoNi multilayer film with the FMR spectra of the reference samples made it
possible to identify the origin of the low-fieldlue to the Co layejsand high-field(due
to the CoNi layerspeaks as well as to record the magnitudes of the resonance fields as
a function of the thickness of the Pd layer. Figure 2 displays the resonance fields of the
individual ferromagnetic layers versus the thickness of the interlayer in these films. It was
assumed that the displacement of the resonance peaks of the CoNi and Co layers in the
Co/Pd/CoNi multilayer films from the values &f, for the reference films is due to the
exchange modification of the internal field strength in individual layers.

Expressions for this exchange modification were obtained using a model of a
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coupled bilayer film system. Since we have used these expressions to determine the
magnitudes of the exchange interaction of the Co and CoNi ferromagnetic layers sepa-
rated by a Pd layer, we shall describe in greater detail the model proposed in Ref. 6. In
Ref. 6 a typical system consisting of two ferromagnetic layers interacting with each other
via an intermediate nonmagnetic layer was studied. The interaction eBgggyer unit

area was written in the forrB,g=—JM,- Mg, whereJ is the magnitude of the inter-
action and the vectorM, and Mg denote the magnetizations in the layérsand B,
respectively. The magnetic layers of thicknedssanddg are separated by a nonmagnetic
layer of thicknessd,. The x—y plane was also the plane of the film. The external
magnetic fieldH, located in they—z plane, makes an angle with the normal to the

film. The microwave fieldh~exp{wt) is directed along thex axis. The angleg, g
determine the orientation of the magnetization in a Cartesian coordinate system. In the
casedpy=dg=d.=d anda= /2 (H is directed along thg axis), Hxet A= Hkett =0,

va= Y= 7, the total energy for the two-layer interacting system is given by

E=[—H-Ma+27M3 co$0,]d+[—H-Mg+27M3 cog g]d—IMA-Mg. (1)

The dispersion relation determined for this system by solving the Landau-Lifshitz equa-
tion in the approximatiotH<47M can be written in the form

(0l y)*— (0l ) [4H-(Mp+ M)+ 87IeMo- Mg+ IZ(M o+ Mg)?]+ 1672H2M - Mg
+1672Je(H-Mp)[Mg-(Ma+Mpg)]+47IZH-(Ma+Mg)(Ma+M3)=0, 2)

where an effective interaction strength parameter divided by the thickness of the
ferromagnetic layer, is used. For large valueglef the roots of this equation correspond

to acoustical and optical oscillations of the magnetization vectors of the ferromagnetic
layersA andB, and for|Jg|—0 this equation has two roots:

(0% y?)=47H-Mp+JeMg-Ma; (0% y?),=47H-Mg+JeMa-Mg. )

These equations describe two resonance curves for regions with different magnetizations
(M, andMg) and with the corrected internal fields.

We assume that the experimental data presented in Fig. 2 are described K3) Egs.
This interpretation was chosen as a result of investigations of the resonanceHfields
a function of the orientation angle of the external field relative to the normal to the
film.

Using the known values of the magnetization of the Co and CoNi layers enabled us
to construct theoretical curves of the resonance fields as a function of the magnitude and
sign of the exchange interaction. Since similar curvesHn,{g) coordinates were al-
ready given in Ref. 6, we do not present them here. Plotting the experimental values of
the resonance fields of two modes, obtained from the FMR spectra for Co/Pd/CoNi
multilayer films(see Fig. 2, along with the theoretical curves made it possible to deter-
mine the functionJg(dpy) . The functiondg(dpy computed in this manner is displayed in
Fig. 3. One can see that the functidg(dpy) is described by the product of an oscillatory
function by some functiori(dpy that decreases with increasidgy.

Therefore the Pd-mediated exchange interaction of the ferromagnetic Co and CoNi
layers can be both ferro- and antiferromagnetic, and the period of Bred=AAF oscil-

520 JETP Lett., Vol. 66, No. 7, 10 Oct. 1997 Iskhakov et al. 520



a1

005} /\
1
8 /\23 B4

o/m \/21 \,/27 3 Md,dnm

Jg ergicm?
o

-005

-01

FIG. 3. Computed interlayer exchange interaction constant in Co/Pd/CoNi multilayer films as a function of the
Pd layer thickness.

lations agrees with the period determined from the characteristic change in the form of
the magnetization curves of the Co/Pd multilayer fil(Rgg. 1). Moreover, the function
Je(dpy calculated from experiment makes it possible to deternfliyeplotting the ex-
perimental quantities in double-logarithmic coordinaté® law of decay of the ampli-
tude of the oscillations with increasing thickness of the Pd layer: It was found Xhat
~(dpd 2.

Let us now summarize. It was established that the exchange interaction of the Co
layers through the Pd layer in Co/Pd multilayer films is of an oscillatory character and
that the amplitude of the oscillations decays as a power-law functigy) (. The small
magnitude of this interaction as compared with Co/Cu multilayer films is noteworthy.

de-mail: riuf@iph.krasnoyarsk.su

bKerr effects linear in the magnetization are determined by the expredgiona,(w)Mg, where the corre-
sponding constants depend only on the waveleriffiquency of the incident light. ThereforeS(H)/ &g
=M(H)/Mg, i.e., 5(H)~M(H).
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Superconducting states with different internal topology are discussed
for the layered highF. materials. If the time inversion symmetry is
broken, the superconductivity is determined not only by the symmetry
of the superconducting state but also by the topology of the ground
state. The latter is determined by the integer-valued momentum-space
topological invariantN. The current carrying boundary between do-
mains with differentN (N,#N,) is considered. The current is pro-
duced by fermion zero modes, the number of which per layer is
2(N,—N;). © 1997 American Institute of Physics.
[S0021-364(97)00919-3

PACS numbers: 74.20.Fg

1. INTRODUCTION

Recently a new phase transition in high-temperature superconductors wa$ ifound
Ni-doped BpSrL,CaCyOg. It occurs at low temperaturd,~ 200 mK, and seems to cor-
respond to the opening of the gap in the superconductor, which is gdptegains lines
of nodeg above the transition. Since a gap usually appears in a superconductor with lines
of nodes if the time inversiorZ) symmetry is violated, this suggests that the spontaneous
breaking of theZ symmetry occurs in the new transition. Such a transition can be caused
by interaction with magnetic impurities.

Some evidence of the additional symmetry breaking with opening of the gap in pure
Bi,Sr,CaCyOg in the presence of a magnetic field was reported in Ref. 2. The complex
order parameted,2_,2+id,, was proposed in Ref. 3 for describing this experiment. The
possibility of broken7 symmetry within the grain boundaries and twin boundaries has
also been discusséd.

Since brokeri7 symmetry is now becoming popular for the high-temperature super-
conductors, we discuss some consequences of the bfakgmmetry in theD =2 spatial
dimensions relevant for layered superconductors. These consequences are similar to those
in thin films of superfluid®He-A and other 2D systems whefEsymmetry is broken.

They are described in terms of the integer-valued topological invariant of the ground
state®>1%which gives rise to chiral edge states on the boundary of superconductor and in
some cases to quantization of Hall conductivity. We discuss here this topological invari-

ant for the layered superconductors.
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2. INTERNATIONAL TOPOLOGICAL INVARIANT

In the BCS model of the high superconductor, the quasiparticle spectrum is
obtained from the Bogoliubov—Nambu Hamiltonian

H=r3€(K)+ 7,01 (K) + A 5(k) = 7-m(K), (2.2

where 7; are the 2<2 Pauli matrices in particle—hole spadejs the 2D vector of the
in-plane linear momentum. In the simplest model

k?—kE
ek)=—-—. A(k)=dy(nf—n))+s;, Ay(k)=2dnny+s;, 2.2

wheren= (n, .ny)=k/|k|. The gap functiom ;(k) describes the original,>_,2+s state

of the highT; superconductor, where the admixture of th&tate comes from the orthor-
hombic deviation of the crystal symmetry from the tetragonal. It is believedsthatless
thand,, so the gap nodes do not disappear in the mixture, but are shifted from their
symmetric positions in the tetragonal crystal.

The functionA,(k) appears in the state with brok@nsymmetry. Thel symmetry
can be broken in two ways: with conservation of the symm@twyith respect to reflec-
tion in (100 crystal axis(cf. Ref. 13, or with conservation of the combined symmetry
Z7. In the Z-symmetric state one had,=0, while in the ZZ-symmetric states,=0.
However, we consider here the more general case, whenZbattd 77 are broken and
one has a mixture dé andid components. Our goal is to show that the properties of the
system aff=0 are determined by the ground state topology rather than by symmetry.

In the energy spectrum of the brok@rsymmetry state, there should appear a gap
A=minE(k)|#0, E?(k)=m?(k)=e?(k)+A2(k)+A%(K). (2.3

There are exceptions from this rule: at certain values of the parameters satisfying the
condition

(31/d1)2+(52/d2)2:1 (24)

the gapA becomes zero at some poimktsThis equation thus determines the surfaces in
the phase space of the parameters d,, s,, d,, which separate the regions of the
gapped superconducting states. On these surfaces the superconductivity is gapless.

The gapped superconducting states on different sides of the surface of gapless su-
perconductivity have the same symmetry. But these states are different in terms of the
internal topology, determined by the topological invariant of the ground tate:

m .
,  m=m/|m|. (2.5

>1 (2.6
and
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2
<1. 2.7

s,\% (s
N=2 signd,d,), if |—=| +|—
142/, dz d]_
The sign ofN is determined by the relative sign of real and imaginary components of the
d-wave order parameter. The transition between states with different integer-valued in-
variant N occurs via the gapless intermediate stegee similar phenomena in the thin
films of 3He-A, where theZ symmetry is also brokéf).

In general the order parameter is more complicated; moreover, the system of inter-
acting fermions cannot be described by an effective Hamiltonian of the(B/fe The
topological invariant of the ground state nevertheless exists, but it is expressed in terms
of the Green’s function&®

3. CHIRAL EDGE STATES IN DOMAIN WALLS

Because of the 2-fold degeneracy of thesymmetry-broken states, there can be
domain walls: surfaces in real space separating domains with opposite pahty Qf
the degenerate superconducting states have opposite valde8etause of the jump of
N across the domain wall, the wall must contain fermion zero modes. These are the
gapless branchéds(k), wherek is the linear momentum along the wall; they cross zero
energy ask| varies. These fermion zero modes correspond to the chiral gapless edge
states in the quantum hall effgsee Ref. 9 for th@-wave pairing irPHe-A film and Ref.
3 for the pured-wave case witls; =s,=0). Close to zero energy the spectrum of #tle
mode is linear:

Ea( kH):Ca( kH_ Ka)- (3.1

There is an index theorem which determines the algebraic numbéthe fermion
zero modes, i.e., the number of modes crossing zero with positive slope, minus the
number of modes with negative slope,

v=, signc,. (3.2
a

According to the index theorem the numbeper CuQ layer for a wall separating the
superconducting states witth=N,; andN=N, is

If one considers the boundary between superconductor and insulator, the inlaoant
the insulating side should be put to zero.

The fermion zero modes in the domain wall have the same origin as the fermion
zero modes in spectrum of the Caroli-de Gennes—Matricon bound states in the vortex
core, where theZ symmetry is also brokelf. In the latter case the chiral fermions are
orbiting around the vortex axis, which corresponds to the motion along the closed domain
boundary:® For a circular domain wall of radiuR the edge state have an angular
momentumQ=KkR, and from Eq.(3.1) one obtains the spectrum of the low-energy
bound states in terms of the angular moment@m

Ea(Q)=wa(Q—Qa). (3.4
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Here w,=c, /R is the angular velocity of the rotation along the closed trajectory. This
equation represents the general spectrum of fermions bound to the vortex core Refs.
14-16. The number of fermion zero modes in the vortex core which have branches
E.(Q) that cross zero energy as functions @Qf is also determined by the index
theorem®’

v=2 sigh w,= 2N, (3.5

a

but nowN is the winding number of the vortex.

4. CURRENT CARRYING BY EDGE STATES

The breaking of thel symmetry leads to a ground-state current carried by the
occupied negative energy states in the domain wall. The topological characteristics of the
fermionic chargecurreny accumulated by the general texturedide-A, whereT sym-
metry is broken, was discussed in Ref. 18. In our case the current is concentrated within
the domain wall, and this current along the closed wall gives rise to an angular momen-
tum of the domain. The magnitude of the angular momentum can vary because of the
fermionic charge accumulated by the superconducting state. This accumulation occurs
due to spectral flow in the fermion zero modsse Ref. 1h

If the superconducting state is axisymmetric and has no additional breaking of
spatial parity, the angular momentum of superconductor per electron is quantized at

T=0:L,= 3&N. This angular momentum does not depend on details of the gap structure
and is determined only by the topological invaridhtin our simple model the axisym-
metric state with nonzerdbl=2 occurs ifs;=s,=0 andd;=d,. However, when one
deforms the superconducting state from the axisymmetric to the relevant one, the mo-
mentumL, will be substantially modified by the deformation if a spectral flow takes
place during such a deformatidnBut typically L, remains of the same order.

One can estimate the change of the edge current under the deformation of the
superconducting state from the most symmetric one. The mass current along the domain
wall changes in the following way:

e
- 2 o
AJM_Bﬂ-ﬁza“ ks signc,. 4.1
This gives the following change of the electric current
A e k2
Je—m . E signc,. 4.2

The Eq.(4.1) is obtained from the following consideration. The change in the
current is caused by the spectral flow which takes place during the change of the system
parametersg;,s,,d;,d,). If dn, is the number of levels on theth branch which cross
zero energy under the deformation of the state, the variation of the current is

8Iy=> Kaon,, (4.3
a
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since each level, when it crosses zero, carries a momekygumith it. On the other hand
the variation of the number of levels is the variation of the momentum divided by the
phase space volumenz :

5na=5—ka signc,. (4.9
27h
This gives
aJM=i > 5(k3) signc,. (4.5
8mh G a

An extra 1/2 is introduced to compensate for the duplication of degrees of freedom when
both particle and hole states are considered in the Bogoliubov description i2.Ex.
Equation(4.5) leads to Eq(4.1).

In some special cases one Has=0 and the change in the edge current becomes
zero. This may happen if the spatial parftyis not violated and for special orientations
of the domain wall. In general case the momentum for which the energy is zero has a
finite value, which is typically of the order &f- . There are can be special orientations of
the wall for whichk,= £kg. In this case one obtains the quantized response of the
current to the chemical potentiagl: 6J.=evdéul/dnh (Ref. 9. However, this is not a
general result. In generaIJe~evk§/47rhm if v=2, signc,#0.

We have described different classes of superconductivity in,Chl@hes with bro-
ken time inversion symmetry. The superconducting states may have the same symmetry
but differ in their topological properties. The superconducting states are described by the
integer-valued momentum-space topological invaridntThe boundary separating do-
mains with differentN (N,# N;) contains fermion zero modes, the number of which is
determined byN,— N;. These fermions are current-carrying and produce nonzero current
along the domain wall in the ground statesNif# N;.

The magnitude of the edge current is usually of the ordeafkﬁMwﬁm. It is large
compared to the magnitude obtained by Laugl$iee Eq.(21) of Ref. 3, who consid-
ered the purad-wave case, which hal=2. Laughlin’s result can be obtained if one
takesk?/2m= A in Eq. (4.2, whereA is the gap in the spectrum in E(2.3). However,
there are no grounds for making such an identification.

The domain-wall fermions are also important in particle physics. For example the
chiral fermions in our 3-1 dimensions can be reproduced by zero modes bound to a
domain wall in 41 dimensiong®

This work was supported by the Russian Fund for Fundamental Research, Grant
96-02-16072.
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We study InP quantum dots which are prepared by strain induced self-
assembly on GaAs substrates with a GalnP buffer layer using a near
field scanning optical microscope operating at near liquid He bath tem-
peratures in the collection mode. Single quantum dots are identified
spatially and spectrally due to their photoluminescence spectrum. Se-
ries of luminescence lines due to single dots of different sizes are
discussed in terms of dot height and width fluctuations. 1€97
American Institute of Physic§S0021-364(®7)01019-0

PACS numbers: 73.61.Ey, 73.20.Dx, 07.79.Fc, 61.16.Ch

In recent years near-field scanning optical microsc@p$OM) has proven to be a

very useful tool for the investigation of quantum-sized semiconductor structures because
it provides optical spectroscopy with a spatial resolution on the order of the size of the
quantum structures themsel/e4. The main factors limiting the spatial and spectral
resolution are, e.g., the penetration depth of light in semiconductors and the carrier
diffusion, which are on a scale of hundreds of nanometers. The last effect is especially
critical for the investigation of quantum structures in the case of nonresonant excitation
of the barrier material. Both problems are especially troublesome for NSOMs operating
in the illumination mode. We show that it is possible to overcome these problems using
a NSOM which is operated in the collection mode.

The scanning head, as illustrated in Fig. 1, was placed inside a standard variable
temperature helium cryostat and cooled by a helium gas flow. Experiments can be per-
formed at sample temperatures near liquid-helium temperature. The fiber tip used for this
experiment was fabricated with a fiber pulling setup and was coated with a 100 nm
aluminum layer. Tip apertures below 100 nm in diameter have been realized. The scan-
ning process is done with a piezo scanning head and controlled with a shear force
feedback via laser 1, which is guided through the cryostat windows and crosses the fiber
tip. Both the laser diode and the photodiode are installed outside of the cryostat. For
excitation of the carriers, an Arlaser operating at 514 nm is focused by a lens system
through one cryostat window at the position of the fiber tip on the sample. The excitation
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FIG. 1. Experimental setup of the collection-mode near-field optical microscope inside a He cryostat.

power can be varied up to 100 W/énThe photoluminescend®L) spectruml (X,y,\)
collected with the fiber tip at positidr,y] is dispersed with a 0.3 m monochromator and
detected by a liquid-nitrogen-cooled Si-CCD camera.

By detecting the PL with this collection mode setup only photons from carriers
recombining below the tip are collected, and so the spatial and spectral resolution of the
PL signal depends primarily on the quality of the tip. Tadaal3 and Flacket al* have
demonstrated investigations of quantum dot structures with a NSOM in the illumination
mode. However, for this mode the diffusion of optically excited carriers limits the spatial
resolution®>~°In the present setup using a collection mode, diffusion effects are involved
in the population of the dot by electron—hole pairs. The spatial resolution, however, is
determined entirely by the collection of the luminescence in the near field mode.

The samples were grown on semi-insulat{it§0 GaAs substrates in a conventional
MBE system using GaP as thg Source. For further details about thg $durce see Ref.
11. After removal of the oxide, a 400 nm thick GaAs buffer is grown under a beam
equivalent pressure of>410 ® Torr at a substrate temperature of 580°C. Then the
deposition is interrupted to change from As-rich to P-rich growth conditions. The depo-
sition sequence includes 200 nm of dadng 5P, followed by 3.0 monolayeréviL) of
InP. The InP islands are finally overgrown by a 50 nm thick &ga, 5P layer. This layer
sequence is grown at 470°C substrate temperature and undgrbaabh equivalent
pressure of & 10 ® Torr. The surface of the Gagdny s/ layer shows a 21 recon-
struction in reflection high-energy electron diffractid®fHEED). We use a growth rate of
1 ML/s for Gg 4¢dng 54 and 0.5 ML/s for InP. The composition of the Gdng 54 layers
is determined by double-crystairay diffraction(DCXR). The InP quantum dots grown
with this procedure have approximately a diameter of 18 nm and a height of 2.4 nm, as
indicated by TEM studie¥?
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FIG. 2. a—Photoluminescence spectrum detected with the fiber tip at a fixed position on the sample in the far
field (z=\). b—PL spectrum in the near-field regime<(\), T=10 K.

To test the spectral resolution of the system, PL spectra were recorded at fixed
sample positions. For the far-field case, which means that the tip-to-sample diztiance
significantly larger than the wavelengthof the light, the PL of a relatively large number
of QDs is observed. Since the size of these QDs varies statistically around a mean value,
a Gaussian shaped PL signal is seen in the spedffign 23. When the tip is placed in
the near field regimez<\) sharp emission lines of single QDs with intensities well
above the noise level are observed, as shown in Fig. 2b. The minimum spectral lin-
ewidths of the luminescence spikes are around 1 meV, which is approximately the spec-

tral resolution. The energy of these emission lines depends on the p¢sitigrat which
the spectra are recorded.

Because the sample was overgrown with a 50 nm thick.ga, 5P layer, no spatial
variations can be seen with AFM and STM techniques. The overgrowth layer also limits
the spatial resolution for detection of the spectra to the scale of the layer thickness, since

photons from carriers recombining inside the quantum dots are emitted isotropically
50 nm beneath the surface.

A typical data set is displayed in Fig. 3. The plot consists of 76 spectra, each of
which was taken with an integration time of 30 s, and for every spectrum the sample was
moved about 26 nm along thedirection. The intensity is scaled such that bright areas in
the energy-versug-position image in Fig. 3 correspond to a large number of photon

counts in the PL spectrum. Spectra at fixed sample positiens, ,x,,X; are displayed
in Fig. 4b.
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FIG. 3. PL recorded in the near field regime during a linescan irxttigection atT=10 K.

One observes that single emission lines far above the noise level appear and disap-
pear as the tip is scanned along thalirection. These lines, which arise from single
quantum dots, exist over distances in the range of 100 to 300 nm. The linescan in Fig. 3
is accompanied by a blue shift of the single dot emission lines of about 10 meV. If the
scanning direction is reversed, we see an exactly corresponding red shift. Measurements
of the temperature dependence and excitation-intensity dependence of the PL were made
at single positions on this sample, and according to these results we attribute this energy
shift to local heating effects of the sample by the fiber tip, which is placed in the laser
beam focus in close proximity to the sample. However other effects like the deformation
of the quantum dot band structure by the strong electric field due to the close proximity
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FIG. 4. a—Linecut across an observed dot algh@s indicated in Fig. 3. b—Several linecuts of Fig. 3, shown
at different positionsy, X5, Xs.

of the fiber tip to the quantum dot in the laser focus could also play an important role.

A linecut along a typical emission line is shown in Fig. 4a. The FWHM along the
x-direction of this plot indicates a spatial resolution of about 100 nm. The density of the
guantum dots can be determined by the average number of peaks in the PL spectra
recorded in the near field. We observe at the average about 5 peaks, therefore the dot
density is 50Q4m? for a spatial resolution of 100 nm as determined in the linescan. This
valueggrees very well with previous measurements done with cross sectional TEM and
AFM.

As shown in Fig. 4b, the near-field emission lines of a dot are characterized by two
different energy separations. First, a typical spacing between single dot transition peaks
on the order of 5 meV occurs frequently in the spectra. In addition, we observe also a
much larger spacing of about 50 meV in many spe(ttg., bottom and center traces in
Fig. 4b. We attribute the luminescence lines with smaller energy separation to dots with
slightly different diameters, whereas the larger spacing between the luminescence lines
may be due to height variations of the approximately disk-shaped dots. By using a
guantum dot model based on electron and hole effective masses/afy=0.079 and
M,/ my=0.150 for the strained InP and with conduction and valence band discontinui-
ties of 676 meV and 70 meV, respectively, we obtain for a one-monolayer height fluc-
tuation a shift of the emission peak of about 50 meV. Within this model the smaller
energy spacing corresponds to changes of the dot diameter of about 10 percent. Both
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values are consistent with TEM and AFM studfesf size fluctuations in self-assembled
dots prior to overgrowth. In addition, some of the observed single-dot transition lines
might be due to ground and excited state recombination in a given dot. This is also
indicated by the similar spatial extent and blue shift of some of the transition streaks in
the linescan(Fig. 3). Due to the small dot size the calculated energy spacing between
allowed transitions in the ground state and the first excited states of 40 meV is larger than
the observed separation of most of the peaks. This may indicate contributions of forbid-
den transitions in the quantum dots, which could be promoted, e.g., by shape anisotropies
of the dots or local electric fields.

In summary, we have studied single InP dot emission lines with a NSOM operating
in the collection mode. Carrier diffusion and light penetration effects, which limit the
resolution of spatially resolved spectroscopy in illumination mode setups, can be largely
eliminated by operating the NSOM in the collection mode. By using the combined spatial
and spectral resolution of our system we are able to distinguish dots with varying height
from dots with variations of the lateral diameter.
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Anomalous behavior of the structural parameters of
YBa,Cu,0Og4 single crystals at the transition to
the superconducting state

V. N. Molchanov® and V. I. Simonov
Institute of Crystallography, Russian Academy of Sciences, 117333 Moscow, Russia

M. K. Blomberg and M. Yu. Merisalo
Department of Physics, Helsinki University, FIN-00014, Helsinki

(Submitted 9 September 1997
Pis'ma Zh. Ksp. Teor. Fiz66, No. 7, 502—50610 October 1997

High-precision x-ray crystallographic studies of Yfa,,Og single
crystals T.=70 K) are performed at eight temperatures in the interval
20-295 K. It is found that a number of structural parameters exhibit
anomalous behavior near the superconducting transition of the crystal.
A characteristic effect near the phase transition is the displacement of
the O1 bridge atom that joins the Cul atom of the cuprate chain to the
Cu2 atom of the cuprate plane. The shift of this oxygen toward the Cu2
atom is indicative of a change in the Cu2-01 chemical bond and of
charge transfer to the cuprate plane in the process of the transition of
the crystal to the superconducting state. 1897 American Institute of
Physics[S0021-364(®7)01119-5

PACS numbers: 61.50.Ks, 74.72.Bk

Because isomorphic substitutions, disordering, and twinning do not occur in high-
quality YBaCu,Oq single crystaldY phase 124 such crystals are very attractive for
performing high-precision structural investigations at temperatures below and above the
superconducting transition. The behavior of the structural parameters near the phase
transition is of special interest. Much of the structural work on 124 compounds has been
done on powder samplég,and there are only a few publications on single crystéls.
Anomalies in the behavior of the structural parameters near the phase transition, as a rule,
are not observed in the neutron diffraction and x-ray investigations performed on pow-
ders, though there are indications of the presence of such anorhale. have per-
formed complete x-ray crystallographic investigations of a YBaOg single crystal
(T.=70 K) with the dimensions 0.2230.153x 0.032 mm at temperatures of 20, 53, 59,

65, 77, 89, 95, and 295 K. The crystal is orthorhombic, its symmetry space group is
Ammm Z=2, the unit cell parameters at room temperature a+3.840{7), b
=3.87047), andc=27.225(3) A. The structural parameters were refined at all tempera-
tures by a full-matrix version of the least-squares method using 613 independent struc-
tural amplitudes. In the process, 36 parameters were refined. The final discrepancy factors
between the experimental structural amplitudes and the amplitudes calculated using re-
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FIG. 1. Model of the atomic structure of the high-superconductor YB#&ZLu,Os.

fined models were in the range 1.1-1.5% at all temperatures; this attests to the reliability
of the results obtained. A model of the atomic structure of the compound 124 is repro-
duced in Fig. 1.

Figure 2 shows the temperature dependence of the unit cell parameters of a
YBa,Cu,05 single crystal. Of course, the behavior of the cell volume does not exhibit
any anomalies near the phase-transition temperature. The “stiffness” of the parbmeter
is due to the fact that double cuprate chains extend along this direction in the structure.
The behavior of thec axis reflects the decrease in the temperature derivative of the
interlayer distances at the superconducting transition of the crystal. The anomaly in the
behavior of thea axis neafT, is due to the change occurring in the interatomic spacing
as a result of strengthening of the chemical bond between the Cu2 and O2 atoms in the
cuprate plane. Comparing the behavior of the parameteasd b, we can see that the
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FIG. 2. Unit cell parameters, b, c, andV of a YBaCu,Og single crystal,T,=70 K, as a function of
temperature.

degree of orthorhombic distortion of the structure increases at the superconducting tran-
sition of the crystal.

A detailed analysis of the behavior of the structural parameters at the superconduct-
ing transition of the crystal will be published later in a lengthier paper. Here, in Fig. 3, we
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FIG. 3. Positions of the basal oxygen atoms O1, 02, O3, and O4 as a function of temperature GuyBa
crystals along the axis perpendicular to the structural layers.

present as an example the temperature dependences afdberdinates of the basal
oxygen atoms. The behavior of these coordinates in relative units characterizes the dis-
placement of the oxygen atoms in a direction perpendicular to the layers of the structure.
One can see from the dependences presented that in the process of the phase transition
the O1 bridge oxygen shifts toward the Cu2 atom of the cuprate plane. This shift is a
measure of the change in the electronic structure of the compound and of the charge
transfer through the bridge O1 atom to the cuprate plane. The O2 and O3 atoms of the
cuprate plane behave in a different manner. The result of this behavior is that in the
superconducting state these oxygen atoms form a more regular square environment
around a Cu2 atom. The coordinate of the O4 atom of the cuprate chain remains
practically unchanged in the entire temperature interval 20—295 K. The displacements of
the cations in the experimental temperature range are appreciable but much smaller than
those of the oxygens.

Turning now to an analysis of the interatomic distances, which are determined by
the chemical bonds between the atoms in the structure, the pyramidal @oQps,
whose bases form the cuprate plane, undergo the largest changes near a superconducting
phase transition of the crystal. Figure 4 displays the structure of a; Quap and its
coupling via the O1 bridge oxygen to the Cy€quares from the double cuprate chains.
The plots in this figure indicate the behavior of the interatomic distances Cul-01, O1-
02, and O1-03 near a phase transition. Along the curve of the variation of the Cu2-01
distance constructed from our data we show two points which were published in Ref. 3.
These points were obtained from neutron powder diffraction data. They fall near our
curve, which was constructed from the x-ray diffraction data for a single crystal. The
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decrease in the distance between the Cu2 and O1 atoms near the phase transition occurs
by a shift of both atoms towards each other. The copper and oxygen displacements are in
the ratio 1:3. The interatomic distance Cu2—01 is characterized by a sharp minimum near
the phase transition. As was mentioned in the analysis of teordinates of the O2 and

03 atoms of the cuprate plane, their displacements immediately after the phase transition
are directed in opposite directions. Whereas, to a first approximation, the O2 atom shifts
synchronously with the O1 atom, so that the O1-02 distance is virtually independent of
the temperature, the O3 atom moves toward the O1 atom after the phase transition. The
plots of the temperature dependence of the O1-02 and O1-03 distances demonstrate
this difference in the behavior of the O2 and O3 atoms.

The presence of a minimum on the curve of the temperature dependence of the
Cu2-01 distance near a phase transition was also detected previously. Similar minima in
the distance between the copper and the apical oxygen @tooar case Ojlwere noted
in Ref. 6 (19949 for the TLBa,CaCyOg structure, T,=110 K, and in Ref. 711996 for
the compound TBa,CaCu;0,o, T.=118 K. The corresponding curves are reproduced
in Fig. 5 according to the data from the works cited. The fact that near the superconduct-
ing transition in the crystal the behavior of the bond between the copper atom of the
cuprate plane with the apical oxygen is identical in three different Righuperconduc-
tors — the Y phase 124 and the Tl phases 2212 and 2223 — shows that this effect is of
a general nature. It is natural to attribute the shortening of the Cu—O bond in the process
of the superconducting phase transition of the crystal to charge transfer from the reservoir
layers of the structure into the superconducting cuprate layers via the bridge oxygen
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atoms. The structures of the three superconductors listed above are characterized by the
fact that they contain Cu{groups with shorter Cu—0 distances in the cuprate plane and
a longer Cu-0 distance to the apical oxygdahn—Teller effe¢t
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Single-electron transistor effect in a two-terminal
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A peculiarity of the single-electron transistor effect makes it possible to
observe this effect even in structures lacking a gate electrode alto-
gether. The proposed method can be useful for experimental study of
charging effects in structures with an extremely small central island
confined between tunnel barriefke an =1 nm quantum dot or a
macromolecule probed with a tunneling microscopehere it is im-
possible to provide a gate electrode for control of the tunnel current.
© 1997 American Institute of Physids$0021-364(07)01219-X

PACS numbers: 85.30.Pq, 07.79.Cz

By definition, a device called a “transistor” should have three terminals. One of
them(the gaté is meant to control the current flowing between the other two. The same
can be said for the case of a single-electron trans{8E&iT). The main objective of this
paper is to prove that just two terminals are sufficient for studying the SET effect in
experiment, provided that the voltages applied to these two are held in a special way.
Thus in the particular case of the SET, the transistor effE€} can be studied in systems
which are not transistor devices. Although this simplification may be of no immediate use
for the electronics industry, it is of importance for basic physical experiment. Here
interesting and physically rich mesoscopic systems can be prepared artifioragjyown
naturally? But the nanometer size of these systems makes fabrication of the gate another
challenging problentif it is feasible at all.

We illustrate the main idea using as an example the semi-classical “orthodox”
approximatiori for the description of the SET dynamics of systems with a purely tunnel
conductivity between metallic electrodes. In the closing section we argue that the same
two-terminal method is much more generally applicable.

Consider the charge-quantized double-barrier structure in Fig. 1, which is called a
SET. The total chargee confined on the central island is a good macroscopically
observable quantum number provided teAtC>kgT and Ry >7%/e?=4.1 K2, where
C=Cy+C;+C,+Cy. Traditionally a gate with a capacitive couplig, is present and
allows for modulation of the current flowing between termindisandV,. The modu-
lation is due to the change in charge induced on the central island by a change in the gate
voltageVy. This is the conventional TE.

The gate may be absent from a particular structure. In Fig. 1 this case is indicated by
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FIG. 1. Charge-quantized double-barrier structure. Junctions with tunnel resisiyncasd capacitances, ,
are shown as boxes. The self-capacita@geof the central island is shown as a capacitor connected to a point
with zero potential. The gate with capacitive coupli@g may be absent from the system.

the dashed lines around the gate. Here we can get the same modulation effect by making
use of a “hidden” gate, which is the self-capacitaricgof the central island. For this we
introduce a common backgroundy added to both voltageg, andV, simultaneously.

We will see that by changing the voltaget is possible to observe the same TE, and for
structures on the nanometer scale the efficiency of ¢h@ontrol is approximately the
same as would be expected for the best possible conventional gate.

Thus we are going to exploit an unusual feature of the SET. When it has éagate
looks like a 3-terminal structuyet in fact has 4 terminals. The effective fourth terminal
is an infinitely remote point traditionally viewed as having zero potential. When a SET
does not have a regular gaf@nd looks like a 2-terminal structureit is effectively a
3-terminal device, and it is still possible to observe the TE, this time with a special
voltage setup.

EFFECTIVE ADDITIONAL GATE

The total chargene confined on the central islandee Fig. 1 determines its elec-
trostatic potentialp(n):

en+qb:C¢(n)_C1V1_C2V2_Cng. (1)

Hereq, is a background charggj,/C is the contribution to the potential of the central
island from charged contaminants present in the vicinity of the island.

Equation(1) implicitly uses a “fourth terminal.” The infinitely remote point used in
the definition of the self-capacitarfces assumed to be at zero potential. The natural
choice (employed in Eq(1)) is to have zero potential on an isolated uncharged body.
This choice fixes the gauge. The zero point of the potential is no longer arbitrary, and the
value of the potentialand not just of the potential differencacquires absolute meaning.

In other words, the self-interaction of the central islaimieasured by the self-
capacitance paramelds equivalent to interaction with a dedicated point of fixed poten-
tial. The most natural choice for such a point is at infiéyd the natural choice for the
fixed potential value is zejoSo the existence of this self-interaction is equivalent to the
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fact that our system has a very special point with fixed potential. This special point can
be regarded as a “hidden” voltage terminal in our system. We will see that the voltage
parameter—uv applied to both current terminals is measured relative to precisely this
hidden terminal. This can be alternatively regarded as applying a voftagd¢o the
hidden terminal, which will imitate one additionalvoltage-driven gate.

ORTHODOX APPROXIMATION

The free-energy costs of increasing Y or decreasing {) the initial numbem of
electrons on the central island due to a single-electron tunneling esean-1) in
junction 1 or 2 are:

FiAn)=F—F;=*e[p(n+1/2)]FeV,,= = (e/C)(qp=e/2
+entCyVy+CiV+C,V,—CVy ). )

whereFf2<O (>0) corresponds to an energetically favoratlafavorablg event. The
dissipation of this energy is part of the tunneling event and distinguishes macroscopic
tunneling(considered hejdrom textbook quantum mechanical tunneling. For a giken

the tunneling rates in each junction are expre3ssd

-Fi, 1
e’Ry, 1—exdF1J/(ksT)]

A statistical distributionp(n) of charge states is established when the external
voltages are constant. The currdntthrough tunneli in the direction fromV, to V,
equals

Lo n)= 3)

ll,z=re; p(N)[T1An)—T1 ], (4)

where sum goes over afl for which p(n)>0. Kirchhoff's law, 1;=1,, holds in the
steady state and demands that the distribupén) should not change in time. More
precisely, simultaneous detailed-balance equatisheuld hold for alln:

p(MI*(n)=p(n+1)I' " (n+1), (5

with I'*(n)=I"7 (n)+ '3 (n). For any fixed combination of paramet&s, C,, C;, C,,

R1, Ry, V1, Vo, Vg, O, andT, using Eq.(2) and (3), we can solve Eqs(5) for the
statistical distributiorp(n). We can then calculate the currérftom Eq.(4) as a function
of these parameters.

PERIODIC MODULATION OF THE CURRENT
Consider the one-to-one mappifig,, V,} < {v, V}:

Vi=V-vu, V,=—v, (6)

so thatV;—V,=V always. In experiment this means that the voltaygsandV, are
generatedaccording to Eq(6)) by an operational amplifier or computer starting from
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FIG. 2. Single-electron transistor effect. Curréntlefined by Eq(4), versus the partial polarizatian defined
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=0.05e/C, C,=0.7C, C,=0.1C, R,/R;=10,R=R; +R;.

two independently controlled paramete¥s:andv. By changingv independently oV
and other parameters of the system, we hope to reproduce the TE when the gate is absent

completely Cy=0).
After applying transformatiori6) to Eq. (2), we get:

FiAn)==(e/C)(xel2+K, V+en+q), (7)
with K;=—(Co+C4+C,), K,=Cy, and partial polarization
q=qpt Cng-l-(Co-l-Cg)v, (8

recall that the four expressioﬁiz(n) determine the probabilitigs(n), currentl, and all
other measurable values.

An essential feature of Eq7) is that bothq andn enter all four formstz(n) in
exactly the same combinati@n+qg. As long as all other parameters of the system are
kept constant, the simultaneous substitutions

{q—q+e, n—n-1} (9

leave the combinatioen+ q invariant. So the whole set @Ffz(n), Ffz(n), andp(n)]
for all n is covariant with the shif9). From Eq.(4) we see that the currehtremains
invariant under the chand®). And this just means that the current is periodta. 2) in
g with a period
Aperiod™ €- (10)
Note thatk; andK, in Eq. (7) are always different. They even have different sign.
Therefore, there can be no periodicityVh

In traditional (3-termina) experiments a monotonic changecpis achieved through
a change of the gate voltagg . The resulting current modulation with a period
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Vg period= €/ Cq (11)
is known as the single-electron TE.

Alternatively, the same effect can be obtained if the parametsichanged with all
the other parameters held constant. From Eg)sand(10) we see that in this case current
is modulated with a period

U period™ e/(CO+Cg)- (12

If both parametery/, andv are changed simultaneously, the current is modulated
with the period(10).

TWO-TERMINAL DEVICE

From Eqgs.(7) and (8) it is clear that the pair§Cqy, V4} and{Cy+Cgq, v} play
similar roles in SET dynamics. This means that if the system under study lacks @gate
completely C4=0), one can still study the TE experimentally, but now with the param-
eter Cy as the effective gate, the parameteras the effective gate voltage, and the
modulation period peioq given by Eq.(12).

It can often happen that an interesting two-terminal double-barrier striidsire
fabricated in a way which precludes placing a nearby gate with a sufficiently Gyge
Indeed, in demonstrating periodic modulation of the tunnel current one usually needs to
restrict the voltages to the ranyg <1V, just to preserve the mechanical and electrical
stability of the systems under study. Larger voltages may cause redistribution of the
surrounding charged contaminafithanging the background chargg) and trigger pro-
cesses such as electromigration. To heygeiq<1 V, we needCy>0.1 aF. This is hard
to achieve for a central island of small dimensions. If a central island has a nadius
=1 nm, asin Refs.1and 2, and a gate is separated from it by a distatien the gate
capacitance can be estimated @Fseﬁsowrzld. To getCy<0.1 aF, the separation
should bed>2 nm (with e.4=10). It is very hard to make or find that narrow a sepa-
ration which is not short-circuited and is not a tunnel junction. Recall that the typical
thickness of a tunnel barrier is about 1 nm.

This challenging goal was achieved in Ref. 2 by a complicated and unpredictable
method of gate fabrication. The authors began with lithographic deposition of a gold gate
having a highly branched form. The gate was isolated from the conducting substrate.
Then they covered the structure with a Langmuir film, containing conducting cluster
molecules with radius=1 nm. Somevery few) of the clusters happened to lie on the
substrate within a distana@®>2 nm from the gate. Such clusters were sought out with a
scanning tunneling microscope and were then used as the central island of a SET
(substrate—cluster—microscope)tiphis SET was successfully modulated by the gate at
room temperature. An estimate according to 8d) gaveCy=0.2 aF.

The self-capacitance of a central island with radiassl nm can be estimated as
Co=gesieor =0.1 aF. And Eq(12) givesvpeior=1 V. In real systems the current leads
can screen off some of the environment from the central island, thus redGgitaad
increasingu periog- However, estimates made for known practical setups always gave a
reduction ofC, by a factor of less than 10. Thus from E42) we can expect a value
Uperio=0.3 V for the same structure. This means that the authors of Ref. 2 might have
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demonstrate@ modulation with a period12) at the same room temperature, even with-
out fabricating a complicated gate or searching for a cluster molecule which had acci-
dentally stuck at an appropriate position.

Consider a SET with a quantum dot as the central istabde to spatial quantiza-
tion of the wave function of an electron confined on the central island, the total capaci-
tanceC is no longer constant but depends on the chargevoltages, temperature, and
the bulk and surface properties of the environnfdBiit even with variableC, the energy
cost of tunneling depends on the polarization of the central island, and this polarization
can be achieved by changing the voltagen a two-terminal device. Thus charge quan-
tization in a quantum-dot SET can be controlled by this effective gate.

Other mechanisms of electron transpdike co-tunneling or thermal activation
above the trapping barrf8rmay contribute to the current. In either case the current is
periodically modulated with respect to the polarization of the central island, which in turn
can be achieved by changing eithéy or v.

A similar method can be used to control current through charge-quantized chains of
tunnel junctions, in particular, through self-selecting chains of granules in disordered
systems.

Helpful discussions with F. Ahlers, Y. Nakamura, S. Oda, E. Soldatov, and A. Zorin
are gratefully acknowledged. This work was supported in part by the Russian Fund for
Fundamental Research and the Russian Program for Future Nanoelectronic Devices.
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ERRATA

Erratum: Semiclassical theory of the Coulomb
anomaly [JETP Lett. 66, No. 3, 214-221 (10 August
1997)]
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