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A theoretical model is proposed for describing the accelerated diffusion of boron and phosphorus
impurity in silicon during high-temperature implantation. The model takes into account the
production and diffusion of impurities and point defects and the formation and decomposition of
defect–impurity pairs. The formation of dislocations and an increase~decrease! of their
size during bombardment is taken into account. Dislocations are sinks for defects and impurities.
The computed profiles are compared with existing data. It is shown that dislocations play
an important role as trapping centers. Oscillatory behavior of the impurity profile was observed
near the surface; this behavior is due to impurity implantation and diffusion processes
occurring simultaneously. ©1997 American Institute of Physics.@S1063-7826~97!00104-X#

High-temperature implantation is being developed for
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the purpose of suppressing the accumulation of defects
decreasing the temperature and duration of subsequent
ments. Under ‘‘hot irradiation’’ conditions the formation o
defects is determined by the ratio of their rates of introd
tion and annealing as well as the appearance of struc
imperfections in the form of dislocations. The implantati
of an impurity under these conditions is accompanied
radiation-accelerated diffusion and precipitation of the imp
rity on dislocations.

The first experiments on hot irradiation were perform
in Refs. 1 and 2 with target temperaturesT56002700 °C.
The results for a wide temperature range 600–1100 °C
presented in Refs. 3 and 4. Accurate theoretical calculat
of the impurity profiles, reproducing the conditions of h
irradiation, have still not been performed. We note only
empirical model proposed in Ref. 5, where the diffusion c
efficient is given phenomenologically as a function of t
coordinate.

In this paper we present a theoretical model that ta
into account the multicomponent character of the diffus
of an impurity in silicon, chemical reactions between t
components, the possibility of trapping of impurities a
point defects on dislocations, and the increase in the dislo
tion density and the dislocation loop sizes with the irrad
tion dose. The results are compared with experimental d
and other models.

1. MODEL

The proposed model is an elaboration of the mode
Refs. 6 and 7, where the problem of radiation-accelera
diffusion of boron during high-temperature treatment o
silicon target with protons was solved.8,9

According to modern ideas~see, for example, Refs. 1
and 11!, the diffusion of impurity boron or phosphorus o
curs with the aid of the diffusion of pairs~defect–impurity!
and chemical decomposition and formation reactions
tween components — a point defectd, an impurity atom
Mi at a site of the silicon lattice, and a pairPi ~defect–
impurity! — according to the scheme

321 Semiconductors 31 (4), April 1997 1063-7826/97/04
nd
at-

-
ral

y
-

re
ns

e
-

s
n

a-
-
ta

n
d

-

k2

where i51 and 2;M1 is an impurity boron atom;P1 is a
defect–boron pair;M2 is an impurity phosphorus atom, an
P2 is a defect–phosphorus pair. The reaction~1! describes
the formation and decomposition of pairs. The constants
the forward and backward reactions~1! were estimated ac
cording to the formulas

k1~T!54pDd~T!r 0j1

and

k2~T!5~t1!
21exp~2e3 /kBT!,

wherer 0 is the impurity-atom–defect interaction radius,Dd

is the diffusion coefficient of defects,e3 is the binding en-
ergy of a pair, andt1 is a rate factor~the number of bond-
breaking attempts per unit time!. We took into consideration
in addition the possibility of trapping of an impurity and
point defect on a dislocation

d1disl.⇒
k3

d.disl.,

Pi1disl.⇒
k4

Mi2disl. ~2!

The constants in the reactions~2! were determined by the
relations

k3~T,x!52pDdRdis~x!j2 /r 0 ,

k4~T,x!52pDpRdis~x!j3 /r 0 ,

whereRdis(x) is the radius of the dislocation loops;Dp is the
diffusion coefficient of pairsP1 with boron atoms orP2 with
phosphorus atoms, respectively; and,j1 , j2 , andj3 are at-
tachment coefficients. High-temperature ion bombardm
gives rise to a high supersaturation of point defects ab
their equilibrium densities at a given temperature.~This dif-
ference between the equilibrium and nonequilibrium den
ties can reach two to four orders of magnitude for boron a
phosphorus, respectively.! They decrease via several cha
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on dislocations, and production of new dislocations. This
indicated by the experimental data of Refs. 3 and 4. A
result of ion bombardment, the impurity atoms are arran
either at the sites of the silicon lattice~the impurity atoms do
not diffuse because of the high energy barrier! or they form
pairs ~which do diffuse!. In the most general case it woul
also be necessary to take into account all charge states i
system, which greatly increases the dimension of the pr
lem but does not lead to any qualitatively new results. F
this reason, we can write the following system of equatio
for the densitiesCs andCp of impurities occupying lattice
sites and in pairs, respectively:

]Cd

]t
5

]

]x SDd

]Cd

]x D1gd2~Cd2C0!/td2k1CdCs

1k2Cp2k3CdCdis, ~3!

]Cp

]t
5

]

]x SDp

]Cp

]x D1jgp1k1CdCs2k2Cp2k4CpCdis,

~4!

dCs

dt
5~12j!gp2k1CdCs1k2Cp , ~5!

]Cdis

]t
52b1~2b1Cdis2g1dis~x!!, ~6!

]Ccom

]t
5k4CpCdis, ~7!

dRdis
dt

5Dda1~T!~Cd2C0!2g1~T!DSiCSi , ~8!

whereCd , C
0, Cp , Cs , Ccom, Cdis, andCSi are the density

of point defects and their equilibrium density at the targ
temperature and the density of pairs~mobile components!,
concentration of stationary site impurity atoms, impurity
oms trapped on dislocations, the dislocation density, and
density of silicon atoms in an ideal lattice;DSi is the self-
diffusion coefficient of silicon atoms;gd(x), gp(x), and
gdis(x) are the rates of generation of defects, impurities, a
dislocations

gd~x!5~2/p!1/2I 0Ei /~Efs rd!exp@2 „~x2r d!/s rd …
2#,

gp~x!5~2/p!1/2I 0 /s rpexp@2 „~x2r p!/s rp …
2#,

gdis~x!5~2/p!1/2I 0 /sdisexp@2 „~x2r d!/sdis …
2#,

whereI 0 is the beam current,r d is the position of the maxi-
mum of the elastic losses,s rd is the width of the elastic-
losses peak,sdis is the width of the peak in the rate of gen
eration of the dislocation density,Ei are the total inelastic
energy losses,Ef is the threshold formation energy of a Fre
kel’ pair in silicon, r p is the position of the maximum of th
generation rate of impurity atoms, ands rp is the variance in
the generation rate of impurity atoms.

The boundary conditions for the system of equatio
presented above are

Cd~x50,t !50, Cd~x5L,t !5C0,
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Cd~x5L,t !50.

The initial conditions for the system of equations are

Cd~x,t50!5C0, Cp~x,t50!50, Ccom~x,t50!50,

Rdis~x,t50!5R0 , Cdis~x,t50!5Cdis
0 .

2. METHOD FOR CALCULATING AND ESTIMATING
THE PARAMETERS

The system of equations~3!–~8! was solved numerically
by an implicit scheme. The time derivatives were appro
mated to first-order accuracy. The time step was chosen s
to increase in time with incrementdtn/dtn2151.1. A con-
servative scheme on a nonuniform grid of second-order
curacy was used to approximate the spatial derivatives.
nonlinear system of equations was solved successively
the sweep method using the solution from the preceding
eration. The computational accuracy was no worse t
0.1%.

The following considerations were used to estimate
parametersk1 ,k2 , td , Dd , Dp , C

0,gd , gp ,ddis, b1 , a1 ,
and g1 . The Arrhenius law was assumed for the diffusio
coefficientsDd andDp . The activation energy was assume
to be 1.7–1.9 eV for interstices12,13 and 1.2–1.5 eV for
vacancies.11,14,15For this reason, just as in Ref. 6, the valu
1.5 eV was used to estimateDd . The preexponential facto
Dd0 was calculated from the condition that near the melt
point Dd is close to 431024 cm2/s.16 Since the pair diffu-
sion coefficientDp is not an impurity diffusion coefficient
and it cannot be estimated experimentally, it was assum
that the pair diffusion coefficient must be close in order
magnitude to the defect diffusion coefficientDp;Dd . To
calculate the pair decay constantk2 , the values
t1

21.1022f 0 ~where f 0.1013 s21 is the characteristic
atomic vibrational frequency! were used. The pair binding
energies were assumed to be 1.1 eV for boron and 1.4 eV
phosphorus.15,17 The experimental values18 td.1027 s and
b1.1021 s21 were used for the defect lifetimetd and the
dislocation velocityb1 ; the interaction radius was assume
to be r 0.1.231027 cm. The equilibrium density of poin
defects was calculated according to the formu
C0.531025•e2Ef /kT, whereEf53.6 eV is the formation
energy of point defects.15,17The parameters for the function
gd , gp , andgdis are presented in Table I. The tables pr
sented in Ref. 19 were used to calculate them.

3. COMPUTATIONAL RESULTS AND DISCUSSION

The calculations were performed for implantation of b
ron with energy 45 keV and phosphorus with energy 1
keV and beam current densityI 051026 A/cm2 in a silicon
target heated up to temperatureT5900 °C.

Several models employed in the literature for predicti
the impurity profile in the case of implantation into a heat
target are compared in Fig. 1.
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Model 1 is

TABLE I.
Impurity r d, cm s rd, cm r p, cm s rp, cm Ei , keV Ef , eV sdis, cm

Boron 1.066631025 5.331026 1.47031025 5.07031023 13.6 20.0 231025

Phosphorous 0.8931025 4.8631025 1.24531025 4.6231026 48.8 20.0 1025
described by the diffusion equation~4!,
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where the constants are assumed to be zero. The value o
diffusion coefficient was taken from the experimental data
Ref. 3.

Model 2 is described in Ref. 5. It is based on prescrib
phenomenologically the diffusion coefficient by an expone
tial function of depth

Di~x!5Di0 exp~2x/Lid!, ~9!

where the indexi denotes the boron (i51) and phosphorus
( i52) impurities. The parametersDi0 and Lid were taken
from Ref. 5.

Model 3 is the above-described model in the compl
formulation~3!–~8!. Here the smoothed experimental data
Ref. 3 are presented. As one can see from the figure,
behavior of an impurity cannot be described in a wide ran
of distances by a single diffusion equation. Radiatio
accelerated diffusion plays an important role~compare
curve 4 for D58310212 cm2/s and curve 3 for
D52310215 cm2/s in Fig. 1; Ref. 20!. The use of the co-
efficientDi(x) in the form~9! somewhat improves the agre
ment with experiment but it does not reproduce the exp
mental data deep in the substrate. Only the model~1!–~8!,
proposed above, makes it possible to describe satisfact
the impurity distribution profile not only near a peak but al
deep in the substrate.

FIG. 1. Phosphorus impurity density profile for different models. Do
1015 cm22. 1 — Experimental data;2 — model 3; 3 — model 1,
D52310215 cm2/s; 4— model 1,D58310212 cm2/s; 5— model 2.
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on dislocation sinks is very small~less than 1%! and there-
fore dislocations have virtually no effect on the formation
the impurity density profile. In the case boron, taking a
count of the trapping of boron on dislocations determines
impurity density at large distances from the position of t
maximum of the impurity distribution profile. In the case
a high dislocation density the diffusion impurity flux de
creases substantially, since some boron atoms are trappe
these dislocations.

The numerical results obtained for boron and ph
phorus using the model described above are presente
Figs. 2–6.

After a short timet51023 s ~which is much longer than
the lifetimetd of point defects! a stationary distribution pro-
file of point defects is established in the system. It is det
mined by the lifetimetd and generation rategd(x) of de-
fects. The presence of diffusion results in broadening of
profile by the amountl d5(Ddtd)

1/2. This stationary distri-
bution of the defect profile starts to change when a su
ciently high dislocation density accumulates in the syste
The defect lifetime will then be determined not by th
vacancy–interstice recombination time but rather by
travel time of a defect to the nearest dislocation

td2
215k3Cdis52pDdRdis~x!j2•Cdis/r 0 .

:
FIG. 2. Phosphorus pair density for different irradiation doses, cm22: 1—
1013, 2— 1014, 3— 1015.
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This instant of time occurs when the dislocation density b
comes of the order of 1010 cm22 and higher, and the radius
of the dislocation loops becomes 1025 cm and larger.

The profiles of pairs~defect–impurity! and interstitial
impurity phosphorus atoms, respectively, are presented
Figs. 2 and 3 for different values of the irradiation dose. Fo
short irradiation times, the impurity distribution profile re-
produces the rate distribution profilegp(x) of the atoms in-
troduced into the volume. This distribution has a maximum

FIG. 3. Site phosphorus impurity density for different irradiation dose
cm22: 1— 1013; 2— 1014; 3— 1015.

FIG. 4. Boron impurity concentration profile for different irradiation doses
cm22: 1,18 — 231014; 2,28 — 531014; 3,38 — 1015; 4,48 — 331015;
1–4— experimental data;18–48 — computational results.
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at the pointr p and its amplitude increases with the dos
Next, the position of the peak in the pair profile shifts in th
direction of the surface and is broadened because of dif
sion. Pair diffusion occurs in both directions away from th
point r p , the pairs decompose, and the density of interstit
atom increases near the surface. Because of the reaction~1!,
the pair density will then beging to increase. As a result, t
peak shifts toward the surface.

,

,

FIG. 5. Phosphorus impurity concentration profile for different irradiatio
doses, cm22: 1,18 — 1014; 2,28 — 331014; 3,38 — 1015; 4,48 — 1016;
1–4— experimental data;18–48 — computational results.

FIG. 6. Radius of dislocation loops in the case of irradiation of silicon wi
boron for different doses, cm22: 1— 1013, 2— 1014, 3— 1015.
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son, for high doses, the pair distribution profile has a ma
mum at the surface.

In the case of interstitial impurity~Fig. 3!, in addition to
a peak near ther p , a new impurity peak arises in time ne
the surface. The peak itself shifts in time into the volume
the target to a depth of the order of (Dp•k2

21)1/2, where pair
decomposition occurs. As a result, the profile can exhibit
oscillatory behavior as a function of the coordinate, simi
to the behavior observed in Ref. 4.

The coordinate dependence of the dislocation loop
dius is shown in Fig. 6 for different boron irradiation dose
As one can see, for low doses~less than 1013 cm22) the
distribution of radii as a function of the coordinate is unifor
and corresponds to the initial value of the radius~of the order
of 30 Å!. As the dose increases further, the peak with
maximum at the pointr d starts to grow, and for a dose of th
order of 1015 cm22 a second peak appears nearl d1r d . Its
appearance is due to the deformation of the point-defect
file. A powerful absorber of point defects appears near
first peak, and the supersaturation with defects on the ‘‘ta
of the point-defect generation functiongd(x) is different
from zero.

We note that to obtain good agreement w
experiments,3,4 we employed an impurity attachment coef
cient at a dislocation of the order of 1 in the case of bo
and 1025 for phosphorus. Therefore, boron is trapped
structural imperfections more easily than phosphorus.
pair diffusion coefficient for phosphorus was an order
magnitude lower than for boron. The absence of oscillati
in the experimental impurity profile5 is explained by the fac
that their amplitude apparently turned out to be small and
Ref. 5 only smoothed curves were presented. The ampli
of the oscillations can be decreased by using the param
of the problemgdis,a1 , andk4 . In this case, however, unre
fined basic experimental profiles must be available.
325 Semiconductors 31 (4), April 1997
i-

f

n
r

-
.

a

o-
e
’’

n

e
f
s

n
de
ers

for many useful discussions of the problem and its resu
We also thank A. V. Bibik and I. I. Gadiyak for assistance
preparing the manuscript.

1B. L. Crowder and J. M. Fairfield, J. Electrochem. Soc.117, 363 ~1970!.
2J. W. Mayer, L. Eriksson, and J. A. Davis,Ion Implantation in Semicon-
ductors, Academic Press, N. Y.~1970!.

3G. A. Kachurin, I. E. Tyschenko, and A. P. Mazhirin, Nucl. Instrum
Meth. B 43, 535 ~1989!.

4G. A. Kachurin, I. E. Tyschenko, and L. I. Fedina, Nuc. 1. Instrum. Me
B 68, 323 ~1992!.

5L. N. Aleksandrov, T. V. Bondareva, G. A. Kachurin, and I. E. T
schenko, Fiz. Tekh. Poluprovodn.25, 227 ~1991! @Sov. Phys. Semicond.
25, 137 ~1991!#.

6G. A. Kachurin, G. V. Gadiyak, V. I. Shatrov, and I. E. Tyschenko, F
Tekh. Poluprovodn.26, 1978 ~1992! @Sov. Phys. Semicond.26, 1111
~1992!#.

7G. V. Gadiyak and D. E. Blaginin, COMPEL12, 407 ~1993!.
8P. Baruch, Inst. Phys. Conf. Ser.31, 126 ~1977!.
9V. V. Kozlovski� and V. N. Lomasov, Zh. Tekh. Fiz.54, 1157 ~1984!
@Sov. Phys. Tech. Phys.29, 658 ~1984!#.

10Hiroyuki Kinoshita and Dim-Lee Kwong, IEDM Tech. Dig, 165~1992!.
11D. Mathiot and J. C. Pfister, J. Appl. Phys.55, 3518~1984!.
12W. Wijarakula, J. Appl. Phys.67, 7624~1990!.
13H. U. Jager, T. Feudel, and S. Ulbricht, Phys. St. Sol. A116, 571 ~1989!.
14B. J. Masters and E. F. Gorvey, J. Appl. Phys.49, 2717~1978!.
15R. B. Fair in Proc. Mater. Res. Soc. Symp.,35, Energy Beam-Solid Inter-
actions and Transient Thermal Processing, edited by D. K. Biegelsen,
G. A. Rozgonyi, C. V. Shank~N. Y., 1985!.

16V. V. Voronkov, J. Cryst. Growth59, 7624~1982!.
17C. S. Nichols, C. C. Van de Walle, and G. Pantelides, Phys. Rev. B40,
5484 ~1989!.

18I. E. Tychenko, Author’s Abstract of Candidate’s Dissertation, Institute
Semiconductor Physics, Siberian Branch of the Russian Academy of
ences, Novosibirsk~1992!.

19A. F. Burenkov, F. F. Komarov, M. A. Kumakhov, and M. M. Temkin
Spatial Distribution of the Energy Released in a Cascade of Atomic C
lisions in Solids@in Russian#, Énergoatomizdat, Moscow~1985!.
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Effect of electron and neutron bombardment on the orange luminescence spectra of not

me
specially doped and copper-doped cadmium sulfide single crystals
G. E. Davidyuk, V. S. Manzhara, N. S. Bogdanyuk, A. P. Shavarova,
and V. V. Bulatetski 

Lesi Ukrainki Volynski� State University, 263009 Lutsk, Ukraine
~Submitted March 20, 1996; accepted for publication April 24, 1996!
Fiz. Tekh. Poluprovodn.31, 390–392~April 1997!

CdS single crystals which were not specially doped and which were doped with copper
(NCu51018 cm23) have been investigated. It is concluded on the basis of an analysis of the dose
dependences of the orange luminescence intensity (lM5605 nm! of ‘‘pure’’ and doped
samples upon bombardment by electrons withE51.2 MeV and by fast reactor neutrons that the
centers responsible for this luminescence are complex in nature. They consist of interstitial
cadmium atoms and oxygen atoms. Electron bombardment of CdS:Cu single crystals results in the
formation of new centers which are responsible for luminescence withlM5570 and 545 nm.
© 1997 American Institute of Physics.@S1063-7826~97!00204-4#

In Ref. 1 it was shown that interstitial cadmium ions TheO-luminescence intensity in pure samples and so
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(Cdi) play a large role in the formation of orange lumine
cence centers (lM5605 nm! in CdS single crystals. How
ever, being shallow donors, they cannot be luminesce
centers.2 For this reason, different authors3–6 propose com-
plex models of O-luminescence centers with the participa
of Cdi :

~Cdi
12VCd

2 !, ~Cdi
12 CuCd

2 !, ~Cdi
12AgCd

2 !.

In Ref. 7 it is concluded on the basis of an investigati
of the symmetry ofO centers that the photoluminescen
centers are trimers which consist of interstitial copper or
ver atoms and deep acceptors. Therefore, the nature o
O-luminescence centers in CdS has by no means been e
lished, and the methods of radiation physics may be hel
in clarifying it. Such methods make it possible to introdu
characteristic lattice defects in a controlled manner at co
paratively low temperatures and to study their interact
with one another and with different impurities.

In our work we investigated CdS single crystals whi
were not specially doped and which were doped with cop
(NCu51018 cm23). The synthesis conditions of the materi
studied are described in Refs. 8–11. Bombardment with
MeV electrons was performed in a linear accelerator;
irradiation temperature did not exceed 20 °C. Neutron bo
bardment was performed in a vertical channel of a nuc
reactor in specially evacuated quartz cells with a cadm
filter. The average energy of the fast reactor neutrons
E52 MeV. The temperature during irradiation did not e
ceed 70 °C.

The spectral characteristics and dose dependences o
O-luminescence intensity of cadmium sulfide single cryst
were investigated. Before and after irradiation wide lumin
cence bands~Fig. 1! with l5605 nm~peak I! were observed
in the ‘‘pure’’ and doped single crystals. The form of th
luminescence and its excitation spectra, as well as the po
ization characteristics did not change after irradiation, wh
suggests that theO centers formed by radiation are identic
to theO centers before irradiation.
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doped crystals, in which the initial orange luminescence
very weak, increases with the irradiation dose~Fig. 2!. In
CdS:Cu single crystals in whichO luminescence dominates
the intensity of the luminescence decreases with irradiat
This case is illustrated in Fig. 1.

The nonlinearity and saturation of the dose depende
of theO radiation~Fig. 2! and the decrease in the lumine
cence intensity forF.331017 electrons/cm2 attest to the
complicated nature of theO centers. Furthermore, the lowe
rate of introduction of orange-luminescence centers
CdS:Cu single crystals~Fig. 2, curve2!, and in some doped
samples the decrease in theO luminescence with irradiation
dose, apparently suggest that Cu atoms are not constitu
of O centers (LM5605 nm!.

If it is assumed, as done in many works,1–6 that intersti-
tial cadmium atoms are responsible for theO luminescence,
then the dose dependence of theO radiation can be ex-
plained by the formation of complexes of radiation-produc
Cdi with atoms of some uncontrollable impurity, which is a
effective sink for Cdi and is present in both the pure an
doped samples. Oxygen atoms can play the role of such
impurity. In many technological works,12–14 oxygen, which
is present in the lattice of CdS single crystals, is conside
to be responsible for theO luminescence. In pure sample
with a very low initial Cdi density, most oxygen atoms ar
free and, interacting with Cdi , they formO centers. For this
reason, at the initial moment of irradiation the highest rate
introduction of orange-luminescence centers is observe
these crystals~Fig. 2, curve1!. At high doses, a large frac
tion of the oxygen atoms is trapped by radiation-produc
Cdi ~saturation of the sinks occurs! and the rate of introduc-
tion of O centers decreases. Further irradiati
(F.331017 electrons/cm2) with a nearly constant concen
tration of O centers results in the formation of other radiat
and nonradiative recombination centers, which redistrib
among themselves a substantial fraction of the recombina
flux,8 decreasing the intensity of theO luminescence.

It is well known15 that when cadmium sulfide singl
crystals are doped with copper, the density of Cdi , which

32626-03$10.00 © 1997 American Institute of Physics
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can be trapped by oxygen atoms, increases. This explain
high O-luminescence intensity in the initial doped crysta
and the low rate of introduction ofO centers when the crys
tals are irradiated as compared with the pure samples~Fig.
2!. In some CdS:Cu single crystals with a dominantO emis-
sion band, all oxygen atoms are apparently saturated
Cdi and their irradiation leads at the outset~for the reasons
examined above! to a decrease in the intensity of the oran
luminescence~Fig. 1!.

It should be noted that the radiation-produc
O-luminescence centers (lM5605 nm! are thermally stable
and essentially do not anneal up to temperatures 250 °C~Fig.
3!.

Polarization measurements showed that theO-band lu-
minescence (l5605 nm! of CdS single crystals satisfies th
condition uP(0°)u5uP(90°)u(uP(0°)u and uP(90°)u are the

FIG. 1. Luminescence spectra of CdS:Cu single crystals (T577 K! before
~1! and after irradiation by electrons withE51.2 MeV and dose
F5231017 cm22 ~2, 3!, 2 — before annealing,3 — after annealing at
t5150 °C ~10 min!.

FIG. 2. Relative intensity of thelM5605-nm orange luminescence of Cd
~1! and CdS:Cu~2! single crystals versus the dose of the electronic irrad
tion with E51.2 MeV (T577 K!.
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degrees of polarization corresponding to the maxima in
polarization diagram!, characteristic for isotropic center
which could consist of distributed donor–acceptor pairs. T
valuesPsp520.03 (Psp is the degree of spontaneous pola
ization! andP(0°)5P(90°)520.04 agree with the value
obtained in Ref. 7 in an investigation of not specially dop
CdS samples. The inequalityuP(0°)u Þu P(90°)u holds on
the high-energy section of the orange band of CdS:Cu sin
crystals. This attests to the anisotropy of the centers resp
sible for the radiation in this region.

In doped crystals, besides thelM5605-nm band~peak
I!, there is probably also a band withlM5570 nm~due to
anisotropic centers, peak II!, which is more noticeable afte
irradiation and especially after the irradiated samples are
nealed~Fig. 1!. Irradiation of the doped crystals also resu
in the appearance of a weak yellow-green band w
lM5545 nm~peak III!, whose intensity increases somewh
after annealing~Fig.1!. It should be noted that we observe
the formation of a band with a maximum located near
(LM5537 nm! upon annealing (t.100 °C! samples bom-
barded by electrons without any special doping.9

Neutron bombardment of CdS and CdS:Cu single cr
tals always resulted in almost complete vanishing of the
ange luminescence, irrespective of the initialO-radiation in-
tensity, although other luminescence lines were clea
identified.

As is well known,16 when cadmium sulfide single crys
tals are irradiated with fast neutrons, clusters of defe
which are good sinks for impurity atoms, are formed. App
ently, they are also good sinks for oxygen atoms, decrea
their density in the volume of the crystal and, correspon
ingly, the O-luminescence intensity.

In summary, the dose dependences of
O-luminescence intensity in CdS and CdS:Cu single crys
upon electron and neutron bombardment can be explaine
assuming that complexes consisting of interstitial cadmi
atoms and an uncontrollable impurity, whose role can
played by oxygen atoms, are responsible for theO centers.

1B. A. Kulp, Phys. Rev.125, 1865~1962!.
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-

FIG. 3. Effect of isochronous annealing on the intensity of t
lM5605-nm orange luminescence of CdS~1! and CdS:Cu~2! single crys-
tals irradiated by electrons withE51.2 MeV and doseF5231017 cm22.
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Effect of lateral transport of photoinduced charge carriers in a heterostructure

ure
with a two-dimensional electron gas
V. A. Sablikov1) and O. A. Ryabushkin

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 141120 Fryazino, Russia

S. V. Polyakov

Institute of Mathematical Modeling, Russian Academy of Sciences, 125047 Moscow, Russia
~Submitted November 13, 1995; accepted for publication May 20, 1996!
Fiz. Tekh. Poluprovodn.31, 393–399~April 1997!

It is shown that the nonequilibrium charge carriers produced by a local optical disturbance of the
heterostructure with a two-dimensional electron gas are transported in the plane of the
structure over an extremely large distance from the excitation location, which greatly exceeds the
diffusion length in the bulk. The effect is attributable to the fact that the photogenerated
electrons and holes are separated by the built-in electric field of the heterojunction to opposite
edges of the buffer layer, where they are transported along parallel planes. The distance
over which the nonequilibrium carrier density spreads reaches large values because of 1! the high
conductivity of two-dimensional electrons, 2! the barrier for electron–hole recombination,
and 3! hole drift in the electric field produced by the charge of nonequilibrium carriers in the plane
of the structure. ©1997 American Institute of Physics.@S1063-7826~97!00304-9#

1. The effects produced by optical action on semicon- 2. Let us consider a GaAs/AlGaAs-type heterostruct
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ductor structures~such as photoluminescence and photo
flection! are extremely important as a physical basis
contact-free methods of investigation of these structures.
dinarily, attention is focused on uniform illumination. How
ever, interest in local optical action on a heterostructure,
example, by a focused laser beam, has increased in re
years.1–6 This interest stems from the development
contact-free methods of diagnostics with spatial scann
and new physical phenomena which appear under lo
illumination conditions. One of the most interesting pheno
ena is that the effect of optical action is observed over
tremely large distances from the excitation location in
plane of the heterostructure. For example, in Ref. 7 it w
determined that when part of the surface of a selectiv
doped heterostructure is illuminated, the effect of the illum
nation, measured according to the reflection of a probe l
beam, was observed in a shadow at a distance of up to 3
As it turned out, this effect arises in the presence of a h
electron mobility. The effect has still not been explained,
it is the basis for applications in the contact-free determi
tion of the mobility or conductivity of a two-dimensiona
electron gas~2DEG!.

In this paper we propose a mechanism for this pheno
enon. The mechanism is that the photogenerated elect
and holes are separated by the built-in electric field of
heterojunction to opposite surfaces of the buffer layer a
being separated, they are transported in the plane of the
erostructure. The nonequilibrium carriers are transpor
over large distances because of the long lifetime of the se
rated electrons and holes and because of the high mobilit
the 2DEG. The lateral transport length depends on the m
nitude of the band bending of the heterostructure, temp
ture, density of surface states, and rate of surface reco
nation on the buffer layer surface near which the holes mo
It can reach several centimeters in magnitude.
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illuminated with a beam of light which is absorbed mainly
the buffer layer consisting of a narrow-gap material. T
geometry and energy diagram of the structure are show
Fig. 1. The electrons and holes generated by the light in
buffer layer are separated by the built-in electric field of t
heterojunction, as shown in Fig. 1. The electrons enter
2DEG layer and the holes are compressed by the fi
against the opposite surface of the buffer layer, which
ordinarily separated from the substrate by a superlat
layer. In this manner, a nonequilibrium potential differen
V(r ), which depends on the coordinater in the plane of the
heterostructure (V→0 asr→`), arises between the edges
the buffer layer. This gives rise to a photoinduced elec
field that possesses a component in the plane of the he
structure. This tangential fieldEt is maximum near the back
surface of the buffer layer and minimum in the 2DEG lay
because of the high conductivity of the layer. The fieldEi

causes the holes to drift along the back surface in a direc
away from the light spot. If the conductivity of the 2DEG
sufficiently high, hole transport is accompanied by a chan
in the surface charge density of the 2DEG that locally co
pensates for the nonequilibrium hole charge. In other wo
together with the holes, the charge of their mirror image
also transported. In this case, the lateral transport of the e
trons and holes is limited only by recombination, which
impeded by the presence of a potential barrier which
creases away from the light spot. Of course, in-plane cha
carrier transport arises not only because of the drift in
photoinduced tangential field, but also because of diffusi
The ratio of the drift and diffusion fluxes depends on t
densityDp of the nonequilibrium holes, since the drift flu
depends nonlinearly onDp ~roughly speaking, quadratically!
because the tangential field increases withDp. For this rea-
son, for a high light intensity~which under real conditions is
quite weak in absolute magnitude! the drift flux predomi-

32929-06$10.00 © 1997 American Institute of Physics
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i.e., the Debye length, which for the indicated densities is of
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nates over the diffusion flux. Diffusion becomes dominan
low densityDp.

2.1. A complete quantitative description of the effect is
difficult problem, which includes the equations governi
the transport of the photoinduced charge carriers in
across the buffer layer, the Poisson equation for the elec
field, and the equation governing the transport of electron
the 2DEG layer, taking into account, in general, the chan
in the shape of the well that localizes the electrons. In
present paper we employ a simplified model, which make
possible to demonstrate lateral transport under close to
perimental conditions and to establish its basic laws.

We assume that the conductivity of the 2DEG is high,
that under illumination of the structure the layer of tw
dimensional~2D! electrons remains an equipotential. W
also take into account the fact that the thicknessd of the
buffer layer is small compared with the characteristic late
transport distances. In this case, it is sufficient to follow o
the hole transport, since the electrons are transported in
2DEG layer and locally compensate for the nonequilibriu
hole charge. The disturbanceDns of the 2DEG density can
be assumed small, even if the disturbance of the hole den
is large. Indeed, the nonequilibrium hole density should
assumed large, if it is comparable to the impurity density
the buffer layer. Ordinarily, these are acceptors with den
NA.101421015 cm23. If Dp.NA near the back surface o
the buffer layer, where the hole density is highest, then
total number of nonequilibrium holes per unit area of t
buffer layer isDps;NAlD , wherel D is the distance at which
the holes are concentrated at the back boundary of the la

FIG. 1. Geometry of the structure and the charge distribution in it un
illumination and the flux lines of the photoinduced electric field.
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the order of 10 cm, so thatDps is of the order of
109–1010 cm23. Because of the electrical neutrality
Dns5Dps ; i.e., Dns is much less than the typical 2DEG
density, which is of the order of 1012 cm22. In the calcula-
tion we assume that the light intensity is moderately high,
that Dp,NA and the perturbation of the 2DEG density
negligible. The photoinduced voltage can then be mu
greater thankBT/e (kB is Boltzmann’s constant, andT is the
temperature!.

A further simplification of the problem involves th
thicknessd of the buffer layer. In reality, the layer is 0.5–
mm thick. This is much greater than the thickness of t
2DEG layer but much less than the lateral transport distan
of interest to us. Since light absorption and the distribution
nonequilibrium electrons and holes by the built-in field of t
heterojunction occurs over the entire thicknessd, in studying
carrier transport in a direction transverse to the buffer la
we ignore the thickness of the 2DEG layer and treat it as
equipotential surface on which surface recombination
curs: Holes recombine with 2D electrons directly and v
surface states. The fact that we disregard the thickness o
2DEG layer also means that the electron and hole tunne
lengths under the heterojunction barrier are small compa
with d. This makes it possible to use local densities to d
scribe carrier transport, though in so doing the interband
combination coefficient can depend on the electric field a
result of tunneling effects. However, this effect is small f
the degree of modulation of the electric field considered
the present work. Nonetheless, for generality, we draw a
tinction between the interband recombination coefficientB in
the volume of the buffer layer, where the field is weak, a
the hole–2D-electron interband recombination coeffici
Bs .

The fact that the thickness of the buffer layer is sm
compared with the characteristic lateral transport distan
makes it possible to separate the ‘‘fast’’ motion of char
carriers in a direction transverse to the layer and the ‘‘slo
motion in the plane of the layer. In addition, the standa
quasiequilibrium approximation can be used to describe
rier transport in a direction transverse to the layer~i.e., it can
be assumed that the Fermi quasilevels of the electrons
holes do not depend on the transverse coordinate!. The cal-
culations show that this approximation holds well~since
there is no straight-through current flowing in the layer!, but
only at sufficiently high temperatures. The quasiequilibriu
condition breaks down at low temperatures.

Our analysis is therefore restricted to fairly high tem
peratures and low light intensities. Specific estimates are
sented below.

2.2. For simplicity, we shall examine a one-dimension
geometry of lateral carrier transport in thex direction in the
plane of the structure. This corresponds to a light beam in
form of a strip perpendicular to this direction.

In the stationary state, hole transport in the buffer lay
is described by the equation

1

e S ] j px
]x

1
] j py
]y D5G~x,y!2B~np2ni

2!. ~1!

r
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recombination mechanism. The following notation
adopted:ni is the intrinsic carrier density,G(x,y) is the rate
of optical generation of carriers

G~x,y!5
aI 0~x!

hn
e2ay,

I 0 is the light intensity,hn is the photon energy, anda is the
absorption coefficient of light. The hole current densityj p is
a sum of the drift and diffusion currents. At the boundar
of the buffer layerj py is determined by surface recombin
tion. At the boundary with the 2DEG

~1/e! j py~x,y'0!52Bsns@p~x,0!2p0~x,0!#

2S1@p~x,0!2p0~x,0!#,

whereBs is the hole–2D-electron recombination coefficie
S1 is the rate of recombination via surface states, a
p0(x, 0) is the equilibrium hole density at the boundary w
the 2DEG. The hole current at the opposite boundary of
buffer layer (y5d) is determined by recombination via su
face states~for simplicity, monoenergetic!

~1/e! j py~x,d!5cpntp~x,d!2cp~Nl2nl !p1 , ~2!

whereNt is the density of surface states,ne is the electron
occupancy of the surface states,cp is the hole trapping coef
ficient, p1'Nn exp(2«l /kBT) is the Shockley–Read facto
for thermal activation of holes into the valence band,« l is the
energy of traps above the top of the valence band, andNn is
the effective density of states in the valence band. Assum
for simplicity that under nonequilibrium conditions the su
face states are almost completely filled with holes, we
write Eq. ~2! in the form

~1/e! j py~x,d!5S2
np2ni

2

p1pT
,

where S2 5cnnt is the surface recombination rat
pT5p11n1cn /cp , andcn andn1 are the trapping coefficien
and Shockley–Read factor for electrons.

The equation~1! can be simplified, if it is assumed tha
the desired quantities~the carrier density and the field! vary
much more rapidly in a direction perpendicular to the lay
than along the layer. In this case it can be assumed th
quasiequilibrium state is established in a direction perp
dicular to the buffer layer, i.e., the hole and electron Fe
quasilevels do not depend ony. We can then express th
hole density in terms of the potentialf(x, y) in the buffer
layer, measured from the planey50,

p~x,y!5p~x,d!exp$e@f~x,d!2f~x,y!#/~kBT!%, ~3!

where p(x, d) is the hole density at the bottom~back!
boundary of the buffer layery5d. Since the electron gas i
nondegenerate in virtually the entire buffer layer, we ha
for the electron density the analogous expression

n~x,y!5n~x,0!exp$ef~x,y!/~kBT!% ~4!

with the difference that the densityn(x, 0) is low and is
virtually independent ofx. It can be assumed thatn(x, 0)
' Nc , whereNc is the effective density of states in the co
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n(x, y), we neglect the photoinduced potential difference
the 2DEG layer, which is completely justified, since o
analysis is limited by low light intensities.

The equation governing hole transport in the plane of
layer can be obtained by integrating Eq.~1! over dy from
y50 to y5d and using Eqs.~3! and ~4!. For the quantities
averaged over the thickness of the layer we therefore ha

d

dx S mpExp2Dp

dp̄

dxD5Ḡ~x!2
B

dE0
d

dy~np2ni
2!

2
1

ed
@ j py~x,d!2 j py~x,0!#,

wheremp andDp are the mobility and diffusion coefficien
of the holes. The densityp̄(x) averaged over the layer can b
expressed in terms of the hole density at the back surfac
the buffer layerp(x, d) [ p(x)

p̄~x!5bp~x!,

whereb depends on the distribution of the potential over t
coordinatey near the back surface of the buffer layer. F
simplicity, we assume that the spatial charge of the hete
junction is distributed over the entire buffer layer, who
thickness is much greater than the Debye len
l D5AekBT/(4pe2NA), wheree is the permittivity. Then the
space charge density near the back boundary equals app
mately 2eNA and the solution of Poisson’s equation, t
gether with Eq.~3! givesb' l D /d. The quantityExp can be
replaced byExp̄, interpretingEx as the field near the bac
surface of the buffer layer wherep(y) is largest. We find the
field Ex as the derivative2dV/dx, using the formula for a
flat capacitor, one plate of which is the 2DEG and the ot
is the layer of thickness of the order ofl D at the back surface
where the photoinduced positive charge is concentrated
find V(x). Taking into account the charge due to the fr
carriers and the carriers localized in surface states, we ob

V~x!'
4ped

e Fbp~x!d1Nt

p~x!

p~x!1pT
G . ~5!

The potentialf(x,d) appearing in Eq.~3! is V02V(x),
whereV0 is the height of the barrier without illumination
~see Fig. 2!.

As a result, we obtain the following equation forp(x) in
the dimensionless form:

d

dj H F11 p̃ S 11
Ng

~ p̃1g!2
D Gdp̃dj J

52G̃~j!1S 11
s

p̃1g
D p̃ expF p̃1

Np̃

p̃1g
G , ~6!

where p̃5p/p* , p*5NAlD
2 /(bd2), N5Nl /(bdp* ),

g5pT /p* , j5x/ l , l5AbDpt,

s5
S2Nc

p* ~BNcd1Bsns1S1!
,

t5
d exp~eV0 /kBT!

BNcd1Bsns1S1
, G̃5

I 0~x!t

hnp* d
~12e2ad!.
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The equation~6! is presented in a simplified form for th
case where the densityp(x) is much greater than the the
modynamically equilibrium hole densityp0(d) at the back
boundary of the buffer layer.

3. The nonequilibrium hole density distribution in th
plane of the heterostructure, obtained by solving Eq.~6! nu-
merically for GaAs at temperature 200 K, is presented in F
3. The figure also shows for comparison the light intens
distribution employed in the calculation and it displays t
distributionp(x) in the case where hole drift in the photoin
duced field is neglected. As one can see, in-plane ca
transport is connected with both drift and diffusion of t
holes.

FIG. 2. Energy diagram of a heterostructure under illumination~solid line!
and far from the light beam~dashed line!.

FIG. 3. Nonequilibrium carrier density distributionp in the plane of
the heterostructure~1 — total lateral transport effect and2 — transport
due to diffusion!. Dashed line — light intensity distribution. Paramete
I 051021 W/cm2, T5200 K, S15S2510 cm/s, Nt5109 cm23, V0

50.225 V.
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The contribution of the drift mechanism as compar
with the diffusion mechanism is determined by the quan
p@11Ng( p̃1g)22# on the left-hand side of Eq.~6!. This
quantity depends on both the nonequilibrium carrier den
and the density of surface states and their energy position
one can see, this quantity can reach large values asp̃ in-
creases. In the limit of low densitiesp, i.e., for low light
intensity or far from the light beam, drift transport becom
unimportant and the asymptotic behavior is reached in
limit x→`: p.exp@(2x/e)(11s/g)1/2#. Therefore, the char-
acteristic length is of the order ofl (11s/g)21/2. If p̃ is not
small ~in Fig. 3, as the light beam is approached!, the depen-
dence ofp on x is determined by the change in the barri
height e@V02V(x)#, on which the effective lifetime de-
pends, and by the increase in the role of drift.

As the temperature decreases, carrier transport in
plane of the heterostructure strongly intensifies as a resu
a decrease in the probability of recombination of electro
and holes separated by the barrier. The distribution ofp(x)
and of the photoinduced voltage are shown in Figs. 4 an
for different temperatures for the case in which the level
the surface states lies 0.5 eV above the valence band.

FIG. 4. Nonequilibrium hole density distributionp at temperatureT, K:
1 — 200, 2 — 250, 3 — 300. The parametersI 0 , S1 ,S2 , andNt are the
same as in Fig. 3. Dashed line — light intensity distribution.

FIG. 5. Distribution of the photoinduced voltageV. The labels1–3 and the
computational parameters are the same as in Fig. 4.
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lifetime of the photoinduced carriers will then be 4.8, 1.0
and 0.44 ms forT5200, 250, and 300 K, respectively.

The effect of the density of surface states and their p
sition in energy on lateral carrier transport is determined
the charge accumulated on them, which decreases the he
of the recombination barrier and increases the tangen
field, and directly by recombination via surface states. I
creasingNl , « l , and the surface recombination rateS2 de-
creases the transport length~Figs. 6 and 7!. The surface re-
combination rateS1 at the heteroboundary with the 2DEG
has a much weaker influence on the effect because at
boundary the recombination of holes with the 2DEG is qui
strong.

The following values were used in all numerical calcu
lations: NA5531014 cm23, d50.8 mm, a5104 cm21,
Bs5B52310210(300/T)3/2 cm3/s, and ns51012 cm22.
The carrier mobility and effective density of states were ca
culated according to Ref. 8. The barrier heighteV0 in the
equilibrium state was calculated taking into account th
charge of the free electrons and the ionized acceptors~for

FIG. 6. Nonequilibrium hole density distributionp for different densities of
surface states and surface recombination rates on the back surface o
buffer layer withT5200 K, « t5500 meV, I 051021 W/cm22. 1 — No
surface state; the values of the parametersNt , cm

22, andS15S2 , cm/s:
2— 109 and 10, 3 — 1010 and 100.

FIG. 7. Nonequilibrium hole density distributionp for different energies
« t of surface states above the bottom of the valence band.Nt5109 cm22,
S15S2510 cm/s, T5200 K, I 051021 W/cm2; « t , meV: 1 — 200,
2— 300,3— 500. Dashed line — light intensity distribution.

333 Semiconductors 31 (4), April 1997
,

-
y
ght
al
-

his
e

l-

e

entire buffer layer (d, l D(2eVc /kBT) , Vc is the contact
potential difference between the strongly doped wide-g
semiconductor and the volume of the buffer semiconduc
provided that it is thick!:

eV0
kBT

'
1

2 S dl D 2A2D 21 ln
Nc

NA
.

As one can see, the height of the recombination barrier
pends on the thickness and the doping of the buffer lay
IncreasingV0 , for example, by increasingd, results in a
strong increase in the lateral transport length.

4. In the model examined above, the lateral transp
length is an exponential function of the quantityeV0 /kBT,
which characterizes the separation of the photoinduced e
trons and holes. However, a more detailed analysis sh
that this result is valid only ifeV0 /kBT does not exceed a
value which depends on the light intensity. The point is th
increasingeV0 /kBT, for example, by decreasing the tem
perature, at fixed light intensity results in breakdown of qu
siequilibrium in the carrier density distribution in a directio
transverse to the buffer layer, which made it possible to
tain Eq.~6! without the potentialf(x, y). To show this and
clarify the consequences of a breakdown of quasiequi
rium, let us examine the carrier density distribution in a
rection transverse to the buffer layer under uniform illum
nation. The electron density distribution satisfies t
equation

d

dy S mnn
df

dy
1Dn

dn

dyD5R~n,p!2G~y!, ~7!

wheremn andDn are the electron mobility and electron di
fusion coefficient, andR(n, p) is the recombination rate
Integrating Eq.~7! over y, we obtain

n5H n~0!1
1

Dn
E
0

y

dy8e2
ef~y8!
kBT E

0

y8
dy9@R~n,p!

2G~y9!#J eef~y!
kBT . ~8!

Here the second term in braces is the deviation from a q
siequilibrium distribution. If it is estimated by using the qu
siequilibrium distributionsn andp, then the relative contri-
bution of the deviation from quasiequilibrium increases w
y, and near the back boundary of the buffer layer it is

dn

n
.

I 0l D
hnn~0!Dnd

exp~eVB /kBT!, ~9!

whereVB5V02V is the barrier height in the presence
illumination, andV is the photoinduced potential differenc
which can be estimated from Eq.~5!. The estimate~9! was
obtained for the case in which there is no surface recom
nation. As one can see, aseV0 /kBT increases, the deviation
from quasiequilibrium grows exponentially, and the result
the breakdown of quasiequilibrium is that the densityn de-
creases much more slowly with increasingy. This is shown
quantitatively in Fig. 8, which illustrates the results of th

the
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zen photoconductivity,9 and it is especially close to the ex-
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numerical calculation ofn(y) and p(y), obtained without
assuming quasiequilibrium for conditions under which qua
siequilibrium breaks down.

Therefore, the model examined in the present paper
valid at sufficiently high temperatures and low light intensi-
ties, whendn/n!1. In addition, the lower the light intensity,
the lower the temperatures at which quasiequilibrium break
down. For example, the estimate~9!, calculated into taking
account the fact that the photovoltageV depends onI 0 ,
shows that for I 051021 W/cm2 quasiequilibrium breaks
down atT'195 K, and ifI 051023 W/cm2, then quasiequi-
librium breaks down atT'130 K ~in these calculations it
was assumed thatNA5531014 cm23 andd50.8mm). This
conclusion can be generalized by taking into account th
surface recombination. This gives more complex formulas
but the qualitative results remain the same.

Let us now examine how the breakdown of quasiequ
librium influences lateral transport. As one can see from Fig
8, as a result of the breakdown of quasiequilibrium, the ele
tron density increases strongly near the back surface of t
buffer layer as compared with the quasiequilibrium distribu
tion. Similarly, the hole density increases near the front su
face of the buffer. As a result, the recombination rate in
creases strongly near the two boundaries of the buffer laye
and this sets a limit on the lateral transport. A more detaile
investigation of lateral transport under such conditions wil
be made in a separate work.

5. In the present paper we have accordingly proposed
mechanism of lateral transport of photoinduced charge car
ers in heterostructures with a 2DEG and we have develop
a model of this effect which is valid at sufficiently low tem-
peratures and low light intensities, which are close to th
conditions under which lateral transport is observed exper
mentally. The lateral transport intensifies at lower tempera
tures, but a more complicated calculation is required in orde
to describe it quantitatively for experimentally acceptable
light intensities.

The effect studied is similar to the phenomenon of fro

FIG. 8. Electron density distributionn and hole density distributionp in a
direction transverse to the buffer layer under uniform illumination. The dis
tribution was obtained by solving simultaneously the carrier transport equ
tions and the Poisson equation without using the assumption of quasieq
librium. l 051023 W/cm22, NA51015 cm23, T5200 K. Dashed lines —
nonequilibrium density distributionsn0 andp0 .
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periments performed by S. M. Ryvkin and D. V. Tarkhin.
Lateral transport of nonequilibrium charge carriers in the s
face layers of semiconductors has been known since
1970s.11 In Ref. 12 it was investigated in connection with th
determination of the maximum achievable spatial contras
photoinduced etching of semiconductors. In Ref. 13 the
eral transport effect was used to explain the character
features of the photoconductivity spectra of Si/GaAs hete
junctions.

The lateral transport in selectively doped heterostr
tures can be investigated experimentally by performing m
surements of the photoreflection response~as in Refs. 7 and
14! with spatial separation of the exciting and probe bea
or according to the photoluminescence, also measured
cally with a displacement relative to the exciting beam.14 In
this case, the photoreflection response is determined ma
by the electric field in the buffer layer, i.e., the nonequili
rium charge of the free carriers and the carriers localized
surface states, and the photoluminescence makes it pos
to follow the nonequilibrium density of free charge carrie
To use this effect for the purpose of contact-free diagnos
of transistor structures~of the NEMT type!, additional inves-
tigations of the dependence of the transport distance on
conductivity of the 2DEG must be performed.

This work was supported by the Russian Ministry
Science as part of the program ‘‘Physics of solid-state na
structures’’ ~Project No. 1-037!, the International Science
Foundation~Grant RL-7300!, and the Russian Fund for Fun
damental Research~Grant 96-02-18476a!.
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The electrical conductivity of polycrystalline SnO 2(Cu) films and their sensitivity

g

to hydrogen sulfide
B. A. Akimov,1) A. V. Albul, A. M. Gas’kov, V. Yu. Il’in, M. N. Rumyantseva,
and L. I. Ryabova

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia

M. Labeau

National Polytechnical Institute, Grenoble, France
~Submitted February 26, 1996; accepted for publication May 22, 1996!
Fiz. Tekh. Poluprovodn.31, 400–404~April 1997!

The effect of doping with copper on the sensor properties and the electrical conductivity of
polycrystalline SnO2(Cu) films has been investigated. It has been found that at room temperature
the residual conductivity is observed after the films are exposed to H2S. This made it
possible to determine the character of the low-temperature conductivity of the films for different
degrees of saturation with hydrogen sulfide. A comparison of the obtained data with the
results of layerwise elemental analysis suggested a model that explains the mechanism of the gas
sensitivity of SnO2(Cu) to hydrogen sulfide. In contrast to the mechanisms, which are
associated with the work done by the surface and which are standard for gas sensors, in the
present case the change in the conductivity is due to the chemical reaction of the electrically active
copper with sulfur in the entire volume of the film. This reaction determines the selectivity
and high sensitivity of SnO2(Cu) to H2S. © 1997 American Institute of Physics.
@S1063-7826~97!00404-3#

Tin dioxide films are widely used as relatively simple interest. We intended to clarify the possibility of applyin
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resistance sensors for detecting toxic gases in
atmosphere.1 However, such gas sensors are quite com
cated structures from the standpoint of investigating
mechanism of the processes which are induced by a ch
in the composition of the gas medium. The sensitive elem
of such a sensor consists of a polycrystalline semicondu
film. The most important characteristics of the structure a
whole ~selectivity, speed of operation, sensitivity, stabilit
and others! are determined not only by the film thicknes
grain size, and type of dopants, but also by the subst
material with transitional layers, as well as contacts wh
contribute to the change in the electrical conductivity.

One way to modify the properties of a sensor is to do
its sensitive element — a polycrystalline film. As determined
in Refs. 2–4, for two-phase ceramic samples SnO215%
CuO and somewhat later for uniphase doped polycrystal
SnO2(Cu) films,

5 copper increases the sensitivity to hydr
gen sulfide, while the sensitivity to other gases, such as
or ethyl alcohol vapors, is suppressed. In the case of cer
ics, the increase in sensitivity is attributed to the remova
p-CuO–n-SnO2 interblock barriers as a result of formatio
of a phase of high-conductivity copper sulfide.3,4 In the uni-
phase doped films, one of the factors which determine
increase in sensitivity could be a substantial increase in
resistanceR of the initial SnO2 films accompanying the in
troduction of copper. On the other hand, the selective se
tivity with respect to hydrogen sulfide is evidently a cons
quence of the special chemical mechanisms of the interac
of doped films with a gaseous medium.

Our objective in the present work was to study t
mechanisms of the gas sensitivity and selectivity
SnO2(Cu) films with respect to H2S, which is of general
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low-temperature methods, ordinarily used to investigate d
ordered and polycrystalline semiconductors, to sensor st
tures, which, as a rule, operate at high temperatures~up to
500–600 K!. The implementation of our schemes depend
on the extent to which it is possible to saturate a film w
hydrogen sulfide at the working temperatures and main
such a quasiequilibrium state when the structure is coo
Solid-state memory effects of this kind make it possible
investigate objects in which, by analogy to doping, the co
tent of the sorbed elements can be varied continuously.
results presented below show the extent to which this can
done for SnO2(Cu).

Since in very high-resistivity SnO2(Cu) films, the sub-
strate and contacts can have a large effect on the condu
process,6 we studied films with the same copper content b
deposited on different substrates. In choosing the synth
conditions, we allowed for the fact that the optimal level
doping with copper, from the standpoint of increasing t
gas sensitivity, equals 1 at. % Cu.5

The investigations of the temperature dependences o
conductivity of structures with different degrees of exposu
to H2S were supplemented by an analysis of the eleme
composition of the films.

1. MEASUREMENT METHOD. EXPERIMENTAL SAMPLES

Films with a dopant were synthesized by the method
aerosol pyrolysis.7,8 A 0.20-M solution of tin dibutyldiac-
etate in acetylacetone and a 0.05-M solution of copper t
luoroacetylacetonate in butanol were used as precurs
These solutions were mixed in the ratio@Cu#/~@Cu#1@Sn#!
5 1%. Dried air was used as the carrier gas. Films w

33535-05$10.00 © 1997 American Institute of Physics



thickness rangin

TABLE I. Characteristics of the experimental films.
Sample No.
Cu concentration,

at. % Substrate type R, V(T5273 K) Ea , meV
Film thickness,

mm

1 - Si1SiO2 5.43104 - 1.5
2 - 99 6.93103 - 1.5
3 1 99 8.83106 130 1
4 1 Si1Ta2O5

~Amorphous! 2.23106 130 1.3

5 1 MgO 1.13107 130 1.5
6 1 Si1Ta2O5

~Crystalline! 1.43107 130 1.5
g from 1 to 1.5mm were deposited on a
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^100& single-crystal Si or MgO substrates. A JSM-35~JEOL!
scanning electron microscope was used to determine
thickness of the films on sheared surfaces. When Si was
as the substrate material, an insulating transitional layer
first formed on its surface. To this end, either the subst
was oxidized in air at a temperature of 1000 °C for 24 h
crystalline or amorphous Ta2O5 was deposited. The substra
temperature was maintained constant atT5773 K during the
growth process. The phase composition and microstruc
of the films were studied by the method of x-ray diffractio
on a Siemens diffractometer. Only the SnO2 phase~cassiter-
ite! was found; a copper-containing phase was not found
the films. The elemental composition of the films was det
mined by local x-ray spectral analysis~Cameca-SX50!. The
average SnO2 grain sizes, 5–7 nm, were estimated from t
broadenings of the x-ray diffraction reflections.

A quantitative analysis of the composition of the ma
components and dopant, as well as layerwise analysis
the thickness of the films were performed by secondary-m
spectrometry of neutral particles~SNMS! on a INA-3 spec-
trometer~Leybold! with a resolution of 5 nm in thicknes
and analyzed surface area of 4 mm2.

The measurements of the electrical resistance of
films were performed in the temperature range 77–523 K
a regime with a stabilized voltageU51 V applied to the
current contacts of the film.

The films had an area of 435 mm2. Special attention
was given to the contacts. The procedural requirements w
that the contacts had to operate at high and low temperatu
Four types of contacts were investigated in order to work
the procedures: contacts deposited with the aid of silver p
directly on the film surface; contacts deposited with the sa
paste on gold deposited beforehand on the contact area
dium contacts~more accurately, the alloy 95 wt. % In1 4
wt. % Ag 1 1 wt. % Au! soldered on the film surface; an
indium contacts soldered on the gold layer. The meas
ments of the current-voltage characteristics and tempera
dependences of the conductivity showed that the data
tained for films with contacts of the second type differ su
stantially from the results for films with contacts obtained
the three other types. This is evidently due to the fact t
according to the data of Ref. 9, gold produces a Scho
barrier ton-SnO2, and soldering of such wires with indium
does not damage the gold layer. In this case, contact
nomena make a large contribution to the conductivity of
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Ref. 5, in the slope of the low-temperature curv
logR5f(1/T) for SnO2(Cu) samples with increasing coppe
doping level is often due to the increase in the Schot
barrier on the gold contacts under conditions when the Fe
level decreases as a result of an increase in the degre
compensation. It should be noted that gold contacts are p
erable from the standpoint of obtaining the highest gas s
sitivity. However, ohmic contacts were required in order
study the processes occurring in the film itself. In this co
nection, we performed all measurements, with the excep
of specially stipulated cases, using ohmic contacts obtai
by depositing silver paste. After the paste was deposited,
samples were heated to a temperature of 423 K. Appare
the heating procedure caused the gold layer to dissolve,
for this reason the data obtained with silver contacts dep
ited on a gold interlayer and directly on the film are identic

A special metal chamber, which screened the sam
virtually completely from background radiations, was us
to perform measurements at temperatures below room t
perature. A different chamber was used to determine the
sensitivity at temperatures of 290–550 K. The sample w
mounted on a sapphire substrate, which was secured
foamed quartz support containing a nichrome wire hea
The chamber could be filled with air or a mixture of air wi
hydrogen sulfide. This mixture could be produced in a se
rate vessel and blown through the chamber or produced
rectly in the chamber by placing in it a Teflon cell containin
liquid hydrogen sulfide. The permeability of the cell walls
H2S is limited. The measurements were performed w
H2S partial pressures up to 1000 ppm.

2. EXPERIMENTAL RESULTS

The temperature dependences of the relative resista
R/R273 of the films, whereR273 is the resistance atT5273 K
~see Table I!, at temperaturesT,300 K are presented in
Fig. 1. For the doped films 3–6, the curve
log(R/R273)5 f (1/T) virtually coincide ~the curves for
samples 4 and 5 are shown in the figure!, irrespective of the
type of substrate. For the film 3, the curve obtained with g
contacts is presented for comparison.

A preliminary estimate of the gas sensitivit
S5(sG2sair)/sair, wheresG is the conductivity of the film
in the presence of hydrogen sulfide, andsair is the conduc-
tivity in air, was made with the aid of a series of measu
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ments which are illustrated in Fig. 2. First, the conductivi
s was measured for a sample heated from room tempera
to 520 K and then cooled in air~transition between the points
1→2 in Fig. 2!. The sample was then placed in a hydroge
sulfide atmosphere atT5300 K; in the process the conduc
tivity of the film increased somewhat~point 3!. Next, the
sample was heated to the same temperature~transition3→4!
in the presence of H2S. The sample was then again placed
air ~point 6!, heated~transition6→7!, and cooled~transition
7→8!. The cycles of the first heating and last cooling in a
after measurements in the presence of hydrogen sulfide
reproduced. However, all other dependences remain n
equilibrium dependences, since the conductivity varies ve
slowly under the action of hydrogen sulfide. The time for on
heating–cooling cycle was equal to about 40 min. The d
for sample 6, in which a maximum difference between t
values ofsair andsG was observed, are shown in Fig. 2. Fo
all other films, including undoped films, the qualitativ
change of the conductivity in the cycle described is simila

FIG. 1. Temperature dependences of the relative resistanceR/R273. The
numbers on the curves correspond to the number of the sample in Tab

FIG. 2. Variation of the conductivity in successive heating and cooli
cycles of film 6 in air and in a mixture of air and hydrogen sulfide~see
explanation in the text!.
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However, the maximum values ofS, which can be formally
determined from the nonequilibrium data, are found to
more than an order of magnitude lower for the undoped fil
than for the doped films. It should be noted that the resid
conductivity after the films are exposed in an active gase
medium with a SnO2-based sensitive element is by no mea
observed in all cases.10

The long-time relaxation of the conductivity to the initia
value for SnO2(Cu) films after exposure in a mixture of a
and H2S makes it possible to monitor the change in the lo
temperature dependencesR(T) with changing degree o
saturation of the sample with hydrogen sulfide. Figure
shows the temperature dependences of the resistance fo
3, which were measured before~curve1! and after~curves2
and3! the film was exposed in H2S. Curve2 was obtained
after a heating–cooling cycle in the presence of H2S in the
temperature range from 300 to 500 K and subsequent h
ing of the film in air at room temperature for one day. Cur
3 was obtained immediately after the samples were held
35 min in the presence of hydrogen sulfide at room tempe
ture. During the heating–cooling cycling of the films, th
curvesR(T), which gradually approach curve2 in form, are
obtained immediately after the curve3 is measured. For
comparison, Fig. 3 also shows the temperature depend
of R for the undoped film 1~curve4!.

The kinetics of the variation of the sensitivityS in time
t for the doped film 6 and the undoped film 2 at differe
temperatures are shown in Figs. 4 and 5, respectively. D
ing the first 10 min, the sample was held in a mixture of
and hydrogen sulfide, after which the atmosphere w
changed to air. We see from Fig. 4 that the kinetics of
process for the SnO2(Cu) film 6 changes substantially wit
the temperature. For example, the increase in sensitivit
slowest atT5373 K, and as relaxation to the equilibrium
state in air occurs,S(t) asymptotically approaches a valu
much different from zero: The residual conductivity ph
nomenon is observed. An increase in temperature initia
not only accelerates the relaxation process, but also incre
the sensitivity at each fixed moment in time. AtT.450 K

I.

FIG. 3. Temperature dependences of the resistance of film 3 before~1! and
after~2, 3! exposure to a mixture of air and hydrogen sulfide and also for
undoped film 1~4!.
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the data for a fixed cycling process are highly reproducibl
and the conductivity relaxation becomes nearly exponenti
At T5483 K a saturation section is observed in the curv
S(t); S reaches its maximum value compared with data fo
other temperatures. But, in contrast to the kinetic depe
dences fors at lower temperatures, the maximum value o
s gradually decreases from cycle to cycle. Each next in
crease in temperature decreases the sensitivity of the fi
The sensitivity is more than an order-of-magnitude lower i
an undoped film, and its value decreases monotonically w
increasing temperature.

3. DISCUSSION

Analysis of the low-temperature curves logR5f(1/T)
for the films investigated shows that in contrast to the un
doped samples, a linear section characterized by an acti
tion energyEa5130 meV is observed in all doped films with
silver contacts. The relationR;exp(Ea /kT) was used to de-
termineEa . The value ofEa is virtually identical in order of
magnitude to the energy level of an oxygen vacancy.9 In
contrast to the type of contact, the type of substrate has
appreciable effect on the character of the temperature dep
dences of the resistance. Therefore, the introduction of co

FIG. 4. Kinetics of the variation of the sensitivityS of the SnO2(Cu) film 6
with exposure to a mixture of air and hydrogen sulfide and to air. The valu
of the temperature are given in K.

FIG. 5. Kinetics of the variation of SnO2 film 2 and with exposure to a
mixture of air and hydrogen sulfide and to air. The temperature values a
given in K.
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the compensation, which allows us to see the activation
charge carriers from the level of an oxygen vacancy.

Exposure to hydrogen sulfide substantially changes
character of the low-temperature dependences of the re
tance of doped films. It is justified to attribute these chan
to a change in the composition of the experimental fil
after exposure to H2S. As determined in Ref. 5, in the cas
of layerwise SNMS analysis of the same films the coppe
distributed uniformly over the volume of the film. Afte
holding in hydrogen sulfide the presence of quite uniform
distributed sulfur, whose concentration increases with
creasing exposure time to H2S, is observed in the entire vol
ume of the copper-doped films. It is important to note that
undoped SnO2, after holding in an atmosphere containin
hydrogen sulfide, the sulfur is observed only at the surfa
Therefore, it can be assumed that the presence of sulfu
SnO2(Cu) is due to the chemical interaction of sulfur wi
copper accompanied by the formation of a compound wh
exact chemical composition cannot yet be identified. T
assumption is confirmed by the fact that the temperature
pendences of the resistance of the films after exposur
hydrogen sulfide approach the dependences characteris
undoped SnO2; i.e., the concentration of electrically activ
copper in the case of an interaction with hydrogen sulfi
decreases and the film is decompensated.

The fact that in SnO2(Cu) films the sensitivity to hydro-
gen sulfide is due to processes occurring in the entire volu
of the film and in undoped SnO2 films the sensitivity is due
only to processes occurring at the surface of the film co
lead to a large difference in the value ofS for the structure
studied. An attempt to calculate the instantaneous relaxa
time t5Ds/u]s/]tu in the temperature range 423–453 K
where the kinetic curves are closest to being exponen
was made in order to make quantitative assessments o
kinetic processes. However, even in this temperature ra
the calculation oft is complicated by the fact that to dete
mine Ds5s2s0 for the dropoff curve andDs5s2smax

for the growth curve ofS in an atmosphere containing hy
drogen sulfide, it is necessary to know accurately the ini
and final values of the conductivitiess0 andsmax. Even a
comparatively small variation of these values results in
large change in the computed values oft. Nonetheless, it is
possible to judge from the data obtained the order of mag
tude oft ~5–20 min! and to show that even for kinetic de
pendencesS(t) closest to exponential,t is not a constant
throughout the entire time interval of variation ofS. Com-
paring the characteristic features of the gas sensitivity w
respect to H2S for undoped and copper-doped SnO2 films
suggests that in the first case the change in the conduct
is characteristic of the entire volume of the film, while in th
second case all processes proceed on the surface.
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Characteristic features of the accumulation of vacancy- and interstitial-type radiation

ents
defects in dislocation-free silicon with different oxygen contents
I. I. Kolkovski 

Belorussian State University, 220064 Minsk, Belarus

V. V. Luk’yanitsa

Belorussian State Medical Institute, 220116 Minsk, Belarus
~Submitted March 20, 1996; accepted for publication May 22, 1996!
Fiz. Tekh. Poluprovodn.31, 405–409~April 1997!

The formation of the main radiation defects in silicon (A andE centers,Ci2Cs andCi2Oi

complexes! in dislocation-free crystals and crystals with a low dislocation density
(ND.13104 cm22) have been investigated as a function of the oxygen densityNO. The
characteristic features of the accumulation and annealing of radiation defects observed in
dislocation-free silicon are interpreted taking into account the presence of interstitial inclusions in
the volume of such crystals. It has been determined that the gettering properties of the
inclusions depend in a complicated manner on the oxygen concentration and are most obvious
whenNO.331016 cm23. © 1997 American Institute of Physics.@S1063-7826~97!00504-8#
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The efficiency of the formation of radiation defec
~RDs! in silicon depends on the content of not only dopan
but also background impurities, primarily oxygen, which is
constituent of RDs of the vacancy type (A centers! and the
interstitial type~complexes Ci 2 Oi), in the crystals.1–3 In
addition to oxygen, the effect of not previously monitor
factors on the RD accumulation has been obser
recently.4–7 Analysis of available data shows that in order
gain a deeper understanding of radiation defect forma
processes in silicon, it is necessary to study the effec
structural imperfections, which appear as a result of the
sence of growth dislocations and the presence of oxygen
purity at definite concentrations.

We have accordingly performed a comparative study
the processes leading to the accumulation of the main RD
dislocation-free and low-dislocation-density silicon cryst
as a function of the oxygen content in the crystals.

2. EXPERIMENTAL PROCEDURE

The study was performed onn- and p-type silicon
single crystals with no dislocations and with a low d
location density (ND.13104 cm22) with resistivity
r.100V•cm, grown by zone melting method in vacuum
an argon atmosphere, as well as by pulling from melt follo
ing Czochralski. The oxygen and carbon background im
rity contents were determined from infrared~IR! absorption
on;5-mm-thick plates cut from different parts of the ingo
The degree of structural perfection of the crystals w
checked by the metallographic method after selective etch
of the surface. Samples with dimensions
123232.5 mm with approximately the same carbon dens
(NC.231016 cm23) and different oxygen content
(NO<1310162131018 cm23) were employed for the ex
periments. The samples were irradiated with60Co g rays at
temperatureTirr.50 °C and 15-min isochronous annealin
was conducted in the temperature rangeTann5502450 °C.
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performed at different stages of irradiation and subsequ
annealing of the temperature dependences of the condu
ity, Hall coefficient, and charge carrier lifetime, measured
the method of conductivity modulation in a point conta
The temperatures dependences of the Hall coefficient w
analyzed according to the electroneutrality equation by
least-squares method or differential method.8 The RD forma-
tion rates (h5N/F) were found on the linear sections of th
curves of the defect densityN versus the irradiation fluxF
by averaging the data onh obtained on five samples.

3. EXPERIMENTAL RESULTS AND DISCUSSION

It was determined from an analysis of the temperat
dependences of the Hall coefficient of the irradiated samp
and data on the annealing of the defects formed that in
investigated crystals irradiation produces both vacancy-
interstitial-type radiation defects. Vacancies of the first ty
areA andE centers, which contribute levelsEc20.18 eV
and Ec20.42 eV, respectively, in the band gap and t
interstitial-type RDs are the complexes^interstitial carbon&–
^site carbon& ~Ci2 Cs , levelsEc20.16 eV and;Ev10.1
eV! and ^interstitial carbon&–^interstitial oxygen& ~Ci2 Oi ,
level;Ev10.35 eV!.1–3Under the conditions of our experi
ments the defects mentioned above form in apprecia
quantities and the other defects form in negligible sm
quantities.

Figure 1 shows the rate of formation of vacancy-ty
~Fig. 1a! and interstitial-type~Fig. 1b! RDs versus the oxy-
gen concentration in crystals with no dislocations and wit
low dislocation density. One can see that in all crystals st
ied the rates of formation ofA centers and Ci2Oi complexes
tend to increase with increasing oxygen concentration an
the same time the rates of formation ofE centers and Ci2
Cscomplexes decreases. A detailed analysis of the data
sented makes it possible to identify the following charact

34040-04$10.00 © 1997 American Institute of Physics



FIG. 1. Formation rates of radiation defects of the vacancy~a! and interstitial~b! types versus oxygen density. Crystals:1–4— dislocation free,18–48 —
low-dislocation density. Defects:1, 18 — E centers,2, 28 — A centers,3, 38 — Ci2Cscomplexes,4, 48 — Ci2Oi complexes.
istic features of the accumulation of RDs in the dislocation-
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1! The values ofh are different~especially for low den-

sitiesNO) for vacancy RDs in dislocation-free silicon and
silicon with a low density of dislocations;

2! the variance in the values ofh from ingot to ingot in
the dislocation-free crystals is large compared with the lo
dislocation-density crystals;

3! the total rate of formation of RDs does not rema
constant in the dislocation-free crystal as the oxygen den
changes.

The observed behavior of the dependenceh5 f (NO) in
the materials investigated can be explained qualitatively
the basis of the theory of quasichemical reactions betw
primary RDs~vacancies and interstitial atoms! generated in
the volume of the crystal and uniformly distributed impu
ties ~oxygen, phosphorus, carbon!. Since the main sinks fo
vacancies are phosphorus and oxygen atoms, the relative
mation efficiency ofA andE centers is proportional to th
ratio of the oxygen and phosphorus densities. For this rea
as the oxygen density in the crystal increases,A centers will
be introduced in greater numbers and the efficiency of in
duction ofE centers will decrease.

The situation is similar for the interstitial channel of d
fect formation, when the radiation-generated characteri
interstitial atoms (I ) displace carbon atoms from the lattic
sites~Cs1I→ Ci). Since Oi also acts as a sink for Ci , to-
gether with Cs ,

3 the relative efficiency of formation o
Ci2 Oi and Ci2Cs complexes is determined by the comp
tition with respect to the capture of Ci between interstitial
oxygen atoms and site carbon: Oi1 Ci→ Ci2 Oi , Cs1
Ci→ Ci2 Cs . As a result, asNO increases, the efficiency o
formation of Ci2 Oi complexes increases and that of Ci2
Cs complexes, conversely, decreases.

In the quantitative analysis, the experimental data~Fig.
1! were compared with the results of calculations perform
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describing in the stationary approximation the accumulat
of A andE centers at the initial stages of irradiation:9

H NA5sVNSiF¸VONO/~¸VONO1¸VPNP!,

NE5sVNSiF¸VPNP/~¸VONO1¸VPNP!,

NV5sVNSiF/~¸VONO1¸VPNP!, ~1!

wheresV is the effective cross section for the formation
vacancies and silicon as a result ofg irradiation,NSi and
NP are the densities of silicon and phosphorus atoms,NA and
NE are the densities ofA andE centers,NV is the stationary
density of vacancies,̧VO and¸VP are the vacancy–oxyge
and vacancy–phosphorous interaction constants, andF is
theg-ray flux.

A similar system of equations, in whichsV , NV , NP,
¸VO, and¸VP were replaced bysCi

, NCs
, NCi

, ¸CiOi
, and

¸CiCs
, respectively~the types of defects are indicated in th

subscripts!, was used to describe the accumulation
interstitial-type RDs~Ci2Oi ; and Ci2 Cs).

It was found that the results of calculation~dot-dashed
lines! are in satisfactory agreement with the experiment i
wide range of variation of the oxygen concentration for t
following values of the phenomenological paramete
sV59310226 cm22, ¸VP/¸VO5135, and ¸CiOi

/¸CiCs
53

and only for slightly dislocated crystals.
We note in this connection that the method, which

well known in the literature10 and employed in practice, fo
determining low densities of oxygen~not observed by IR
absorption! in n-silicon crystals based on measurements
the formation rates ofA andE centers is, in general, correc
only for low-dislocation-density crystals. It has not be
ruled out, however, that the application of this method wi
out regard for the structural perfection of the crystal can g
oxygen densities which are too low@at the level
(<1013 cm23 ~Ref. 11!#. In the different low-dislocation-
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density crystals which we investigated and which were
e
m
e
v

low

to
th
ng
m
is

e
th
a
in
io
a

se
ur
in
o
ith
o

b
ra
be
er
e
nc
ie
D

cu
a
n

e
i

nd
z

o

th
tri

si

et
g

and
ari-

e of
the

ons
ble

n-
in
ts to
or-

en-
pe

.

ue
e-

m

-
in-
of

the
ar

et:
grown by the method of zone melting in vacuum, the oxyg
density determined from the measured values of the for
tion rate hE of E centers using as a calibration curv
hE5 f (NO) calculated with the parameters indicated abo
was in the rangeNO58310142531015 cm23, which
agrees with the data of Refs. 12 and 13.

A similar approach can also be used to determine
oxygen densities in crystals.

In the case of dislocation-free crystals it is impossible
describe satisfactorily in the model considered here
change in the RD formation rates in the experimental ra
of oxygen densities. This probably stems from the assu
tion made in the calculations that the impurity distribution
uniform and~or! that only point trapping centers~oxygen,
phosphorus, and carbon! of primary RDs are present. Th
fact that in the experimental dislocation-free crystals
charge carrier mobility at liquid-nitrogen temperatures is,
a rule, lower than in the low-dislocation-density crystals
dicates the presence of complicated structural imperfect
in the bulk. These imperfections, as suggested in Refs. 7
14, impurity–defect clusters~IDCs! which form during
growth of dislocation-free crystals, are not removed by
lective etching, and consist of interstitial-type inclusions s
rounded by an atmosphere of background impurities. Tak
into account this circumstance, the features observed ab
in the accumulation of RDs in dislocation-free crystals w
different oxygen density can be explained on the basis
model-based ideas developed in Refs. 7 and 14–16.

Under the action of the deformation fields produced
the clusters, the irradiation-induced free vacancies mig
toward the clusters. The effect of vacancy redistribution
tween the crystal matrix and interstitial-type IDCs is det
mined by the gettering properties of the latter. As the oxyg
content in the crystal increases, this effect will weaken, si
the oxygen atoms, which are effective sinks for vacanc
decrease their mean-free path length. The presence of I
is therefore most obvious in dislocation-free crystals with
low oxygen concentration (NO,1015 cm23) and it gives
rise to a sharp decrease in the rate of formation ofE centers
in the crystal matrix. In contrast, vacancy-type defects ac
mulate more efficiently in the region of IDCs. Since the loc
density of oxygen atoms in IDCs is high, the predomina
formation is that ofA centers. Their formation ratehA , just
as in the matrix, is determined by the ratio of the oxyg
density and the density of other vacancy sinks localized
the IDCs ~phosphorus atoms, other impurities, a
inclusion–matrix interfaces, where annihilation and ‘‘free
ing’’ of trapped vacancies are possible16!. As a result, it is
quite sensitive to the structure and impurity composition
IDCs.

Thus, the first of the above-noted features is due to
redistribution of free vacancies between the crystal ma
and IDCs. As a result, the ratiohE /hA in dislocation-free
crystals changes compared with the low-dislocation den
crystals.

Changing the conditions of crystal growth~growth rate,
temperature gradient on the axis, growth atmosphere,!
changes the density of the IDCs which are formed, chan
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their gettering properties, and changes the composition
density of the impurity atmosphere. For this reason, the v
ance ofhE , hA , andhE /hA ~second feature!, which is ob-
served in the dislocation-free crystals, is a consequenc
the differences in their structural perfection as a result of
fact that the growth conditions are not identical.

Since the elastic stress fields produced by the inclusi
are anisotropic, a qualitatively similar picture is also possi
for interstitial-type defects.

The third of the above-noted features, which is co
nected with the fact that the total rate of formation of RDs
dislocation-free crystals does not remain constant, attes
the fact that in IDCs not all vacancies participate in the f
mation of electrically active defects. TheNO-dependence of
the parameterF5(hc2he)/hc ~where hc5hA

c1hE
c and

he5hA
e1hE

e are, respectively, the computed and experim
tally determined total rates of formation of vacancy-ty
RDs with fixed oxygen density!, which reflects the fraction
of ‘‘unreacted’’ ~trapped IDCs! vacancies, is shown in Fig. 2
As one can see, asNO increases from 1015 cm23 to
1018 cm23, F at first increases, reaching a maximum val
for NO5331016 cm23 ~point B), and then decreases, b
coming atNO51018 cm23 three times smaller~pointC) than
at the initial oxygen densityNO51015 cm23 ~point A).

The most likely reason for the increase inF with in-
creasing oxygen density in the interval fro
NO<1015 cm23 to NO.331016 cm23 is an increase in the
volume and~or! density of IDCs, which formed during crys
tallization, and thereby also the inclusion–crystal matrix
terface area, which increases the capability of trapping
free vacancies. Moreover, with an increase inNO, so-called
nuclei, whose interaction with the vacancies results in
formation of electrically inactive complexes, can form ne
the IDCs.

FIG. 2. FractionF of ‘‘unreacted’’ vacancies versus oxygen density. Ins
Annealing of recombination centers.
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For oxygen densitiesNO.331017 cm23, the gradient
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of the magnitude of the elastic fields which are produced
IDCs in the crystal matrix decreases as a result of the acc
modation of clusters and the presence of high densitie
point sources~oxygen atoms! whose elastic stress fields a
of the same sign as those of IDCs in the crystal matrix. A
result, the effect of vacancy redistribution between the cr
tal matrix and the IDCs becomes weaker and therefore
creases for vacancies trapped by IDCs.

The data on the annealing of recombination centers
irradiated dislocation-free material~see the inset in Fig. 2
the curvesA, B, andC correspond to the pointsA, B, and
C on the curve ofF versusNO) attest to the effect of oxygen
on the gettering properties of IDCs. It is obvious that t
change in the fraction of unannealed recombination cen
f t5(t212t0

21)/(tF
212t0

21) ~t0, tf, and t are the life-
times of the nonequilibrium charge carries before irradiati
after irradiation, and at different stages of annealing! with
increasing annealed temperatureTann depends onNO and
correlates with the dependenceF5 f (NO). The curveA is
similar to the curve off t versusTann for the vacuum, low-
dislocation-density,n-silicon,14 with the exception of the
peak nearTann53002400 °C, which, in our opinion, indi-
cates the presence of IDCs in the crystals. The curveB is
characteristic of crystals with oxygen densi
NO.331016 cm23, where the gettering properties of IDC
are most pronounced. The extremely nonmonotonic form
this curve attests to the fact that the fraction of vacanc
trapped by IDCs, all of which by no means participate n
IDCs in the formation ofA centers, increases; some of the
are ‘‘frozen’’ in the composition of less-stable electrical
neutral complexes or enter a quasistable state on the inc
ing inclusion–̂crystal matrix& boundary. Freeing of vacan
cies by some method starts atTann.100 °C and is accompa
nied by additional formation~maxima in f t) and subsequen
decomposition ~minima in f t) of a number of new
recombination-active defects.

Curve C shows that although IDCs are present in t
crystal, their gettering properties are weaker than in the p
ceding case~curve C is more even and passes below t
peaks on curvesB andA).

In conclusion, we note that the results which we o
tained give us a reason to believe that one of the main fac
responsible for the variance of the ratio¸VP/¸VO in the range
from 10 to 250, observed by different authors,4,10,17–19is the
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dislocation-density crystals, of impurity-defect cluste
whose gettering properties are determined by the gro
conditions.

4. CONCLUSIONS

Accordingly, the observed characteristic features of
formation of RDs in dislocation-free silicon with differen
oxygen contents are due to the presence of interstitial-t
impurity–defect clusters in the crystals. The elastic fields
these clusters give rise to a redistribution and trapping of
radiation-generated vacancies. It was found that the gette
properties of the impurity-defect clusters depend nonmo
tonically on the oxygen density, reaching maximum stren
at NO.1310162131017 cm23.
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Solid solution In xGa12xAsySbzP12y2z : A new material for infrared optoelectronics.

cing
I. Thermodynamic analysis of the conditions for obtaining solid solutions, isoperiodic
to InAs and GaSb substrates, by liquid-phase epitaxy

N. A. Charykov, A. M. Litvak, M. P. Mikha lova, K. D. Moiseev, and Yu. P. Yakovlev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted May 14, 1996; accepted for publication May 22, 1996!
Fiz. Tekh. Poluprovodn.31, 410–415~April 1997!

The diagrams of melt–solid solution~fusibility curves! and solid solution~I!–solid solution~II !
~surfaces of spinodal decomposition of solid solutions! phase equilibria in the five-
component system In–Ga–As–Sb–P~the solid solutions are isoperiodic to the GaSb and InAs
substrates! are calculated. The concentration ranges of the isovalent substitution solid
solutions InxGa12xAsySbzP12y2z, which are accessible for synthesis by liquid-phase epitaxy, are
calculated. ©1997 American Institute of Physics.@S1063-7826~97!00604-2#
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InAs- and GaSb-based multicomponent III–V solid s
lutions, ternary~InAsSb, InGaAs! and quaternary~GaIn-
AsSb, InAsSbP, GaAlAsSb!, are now widely used for pro
ducing optoelectronic devices~lasers,1–4 light-emitting
diodes5 and photodiodes6,7! for the spectral range 2–5mm at
300 K. The quaternary solid solutions, which are isoperio
to InAs and GaSb substrates, have an important advan
over the ternary solid solutions, since they make it poss
to vary the band gap of the material while maintaining t
lattice period.8 At the same time, these solutions have t
drawback that a large range of compositions cannot be
tained by liquid-phase epitaxy~LPE! because of limitations
with respect to the region of immiscibility of the solid solu
tions ~i.e., region of their spinodal decomposition! and the
condition of molecularity of the melt.9 For example, the solid
solution InxGa12xAsySb12y can be grown on a GaS
substrate, which is strictly isoperiodic to the latter, only
the range 0,x,0.29; the composition is close to GaS
~which corresponds toEg in the range 0.72–0.50 eV! or to
InAs (1.x.0.74, Eg>0.3020.24 eV!.10,11 The solid
solutions InxAsySbzP12x2y/InAs, which are widely used
as cover layers in long-wavelength lasers, also have a
ited composition range accessible for synthesis by L
0,12x2y,0.38.12 These fundamental thermodynam
limitations prevent the production of optoelectronic devic
for discrete wavelengths in the entire range 2–5mm on the
basis of only one III–V material by the LPE method. Th
methods of molecular-beam and gas-phase epitaxy, wi
employed in the last few years, make it possible to level
appreciably the effect of the two limitations and to expa
the accessible composition range of the solid solutions. H
ever, the simplicity and relative low cost of LPE are ve
attractive for fabricating optoelectronic devices. The need
integrate lasers and photodiodes into GaAs- and Si-ba
electronic schemes has led to the appearance of an e
series of studies on the growth of multicomponent III–
solutions on these substrates. However, as a result of
large difference in the lattice periods of the GaAs substr
and solid solutions based on GaSb, InAs, InSb, etc., syn
sis by the LPE method has still not led to substantial posi
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five-component solid solution InxGa12xAsySbzP12y2z ,
which makes it possible to grow isoperiodic materials of t
same qualitative composition on four substrates imme
ately: GaSb, InAs, InP, and GaAs. In this paper we report
results of a thermodynamic analysis of the conditions of L
synthesis of solid solutions isoperiodic to the first two su
strates.

Our objective in this study was to determine the follow
ing:

1! The regions of existence of solid solutions corr
sponding to the five-component system, which are isop
odic to InAs and GaSb substrates and are stable with res
to spinodal decomposition;

2! the regions of possible preparation of solid solutio
by the LPE method, bounded by the so-called ‘‘condition
molecularity of the melt,’’ which corresponds to equal tot
concentrations of III and V components in the melt;13 and

3! the effective region of one of the above-listed limit
tions, and thus the composition range which is accessible
synthesis by the LPE method, and the two-phase equilibr
temperatures.

To solve such problems it is first necessary to hav
thermodynamic description of the coexisting phases — m
and isovalent substitution solid solution. We shall discu
these phases in greater detail.

Model of the melt.To describe the standard chemic
potentials of the components of the melt In, Ga, As, Sb
and the melted compounds InAs, GaAs, InSb, GaSb, I
and GaP~as well as the solid compounds — see below!, we
employed the published data on the standard heats and
tropies of formationDH298

0 andS0, isobaric specific heats in
the liquid and solid statesCp

l andCp
s , and the melting tem-

peratures and entropiesTf andDSf . These data are presente
in Table I. Here it should be noted that the data on the st
dard thermodynamic functions are completely reliable for
components and compounds~except GaP!.

According to the few published data for GaP, mainly
the values ofDSf and other functions, the latter differ b
amounts of up to 10–20 rel. %.

We employed to the EFLCP model to describe the

34444-06$10.00 © 1997 American Institute of Physics



cess thermodyn

TABLE I. Thermodynamic functions of the components and compounds in the system In–Ga–As–Sb–P.
amic functions of the melt components (g i

Substance DH298
0 , kJ S0, J/K Cp

l , J/K Cp
s5a1b•T, J/K Tf , K DSf , J/K

In 2242.8 57.9 31.4 24.310.0105•T 430 7.6
Ga 2288.8 42.7 28.2 23.910.0105•T 303 18.5
As 2288.8 35.2 23.0 21.910.0093•T 1090 18.4
P 2317.0 25.0 20.7 19.710.0151•T 870 8.0
Sb 2285.6 45.7 29.8 23.110.0071•T 903 22.7
InSb 2537.0 86.5 67.2 50.010.0110•T 797 60.1
InAs 2589.4 75.8 67.0 44.810.0148•T 1210 60.8
InP 598.0 62.4 62.8 44.910.0169•T 1333 58.8
GaSb 2596.4 76.4 63.0 49.010.0125•T 985 66.4
GaAs 2658.6 64.2 67.0 47.410.0070•T 1513 69.7
GaP 2681.8 52.3 56.1 43.910.0070•T 1738 74.2
d
,

m

d

m
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,
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h-
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h
ds,
the

in
— activity coefficients!. This model was previously use
successfully to describe III–V systems~see, for example
Refs. 14–16!.

The basic equation of the EFLCP model for syste
with an arbitrary numbern of components~in our case
n55) has the following form:16

RT ln g i5(
jÞ i

n

a i j xj
21(

jÞ i

n

(
kÞ i

n

~a i j1a ik2a jk!xjxk

1~2xi21/2!(
jÞ i

n

b i j xj
21(

jÞ i

n

(
kÞ i

n

xjxk

3@~xj2xk!bk j1xj~b i j1b ik!1~122xj !C i jk .

~1!

HereR is the gas constant,T is the temperature~in K!, xi is
the molar fraction of thei th component of the melt, an
a i j ,b i j , andC i jk are model parameters. The parametera i j

is twice the change in the Gibbs free energy which acco
panies the formation of one mole of the liquid compou
i j from one mole of the liquid componentsi and j , without
regard for the contribution of the entropy of ideal mixing.
is calculated from the data in Table I~Ref. 16!:

a i j52~m i j
0l2m i

0l2m j
0l1RT ln 4!, ~2!

wherem i
0l andm i j

0l are the standard chemical potentials of t
components~i ! and compounds (i j ). The parametersb i j and
C i jk are the differences in the free energies of formation
the compoundsi i j , i j j , and i jk , respectively. Since suc
compounds are not formed in III–V systems, we found th
from the data on the fusibility curves of the correspond
binary, quasibinary, and ternary subsystems of the In–G
As–Sb–P system~just as the parametersa InGa,bAsP,aAsP,
andaSbP). These parameters are presented in Table II.

We can calculate the chemical potentialsm i j
l of all six

III–V compounds in the melt~InAs, GaAs, InP, GaP, InSb
and GasB! from the data on the standard and excess ther
dynamic functions of the melt components:

m i j
l 5m i j

0l1RT@ ln~xixj !1 ln~g ig j !#. ~3!

Model of the solid solution.As components of the qua
ternary common solid solution InxGa12xAsySbzP12y2z , we
shall study the III–V compounds InAs, GaAs, InP, Ga
GaSb, and InSb. The concentrations of two components
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pend on the concentrations of the other four, since the eq
tion of chemical equilibrium for a phase of variable comp
sition — solid solution — holds:2

Fm InAs
s 1mGaP

s 5mGaAs
s 1m InP

s ,

m InSb
s 1mGaP

s 5m InP
s 1mGaSb

s ,
~4!

wherem i j
s is the chemical potential of the compoundi j in the

solid phase. Equations~4! are a consequence of the establis
ment of equilibrium in reactions proceeding in the so
phase:

F InAs1GaP⇔GaAs1InP,

InSb1GaP⇔GaSb1InP.
~5!

We consider first the formation of a solid solution whic
is strictly isoperiodic to the chosen substrate. In other wor
the lattice periods of the solid solution and substrate are
same or, according to Vegard’s rule,

TABLE II. Nonideality parameters of coexisting liquid and solid phases
the system In–Ga–As–P.P5a1b•T.

Parameter a, kJ b, J/K

a InGa 214.0 20.9
aAsP 29.0 -
aAsSb 24.6 21.0
aSbP 73.5 -
b InAs 39.2 241.0
bGaAs 39.0 239.0
bGaSb 21.0 220.0
b InSb 56.0 2100.0
b InP 27.6 280.0
bGaP 2105 -
C InGaAs5C InGaP 33.6 250.0
C InAsP5CGaAsP 60.0 -
C InAsSb5CGaAsSb 2127.0 100.0
C InSbP5CGaSbP 263.0 -
2a InAsGaAs

s 5.7 20.9
2a InPGaP

s 18.8 -
2a InAsInP

s 2.5 -
2aGaAsGaP

s 3.8 -
2aGaAsGaSb

s 1.4 27.3
2a InAsInSb

s 21.0 -
2a InSbInP

s 47.0 -
2aGaSbGaP

s 73.9 -
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1aInSbyInySb1aGaSbyGaySb, ~6!

wherea is the lattice constant of the substrate at 300 K,ai j is
the lattice constant of the compoundi j at 300 K ~6.058 for
InAs, 5.653 for GaAs, 5.451 for GaP! and yi is the atomic
fraction in the III~V! sublattice:

yIn1yGa5yAs1yP1ySb51. ~7!

To describe the excess thermodynamic functions of
components of the solid solutions — the activity coefficie
g i j
is of the compoundsi j in the molar fraction scale, we em

ployed the well-known model of quasiregular solid solution
For example, the activity coefficients of InAs satisfy

RT ln g InAs
is 5yGa

2 a InGa
s 1yP

2aAsP
s 1ySb

2 aAsAb
s 1yPySb~aAsP

s

1aAsSb
s 2aPSb

s !, ~8!

where

F a InGa
s 5a InPGaP

s yP1a InAsGaAs
s yAs1a InSbGaSb

s ySb,

aAsP
s 5a InAsInP

s yIn1aGaAsGaP
s yGa,

aAsSb
s 5a InAsInSb

s yIn1aGaAsGaSb
s yGa,

aPSb
s 5a InSbInP

s yIn1aGaSbGaP
s yGa.

~9!

In using Eqs.~8! and ~9! to estimate the lattice nonidealit
parametersa i jk j

s (a i j ik
s ), we employed an approximation for

mula obtained in Ref. 17; the solid phase parameters wh
we used are presented in Table II.

In calculating the phase equilibria with the formation
solid solutions which are not isoperiodic to the substrate,
took into account the contribution of the energies of the e
tic stresses associated with the compression–stretching o
III–V bonds in the solid solution to the chemical potentia

RT ln g i j5RT ln g i j
is1Ei j

def, ~10!

where

Ei j
def5C0r@~a2asub!

212~a2asub!~ai j2a!#/asub
2 . ~11!

Hereasub is the lattice constant of the substrate, andC0r is a
constant which, in general, depends on the temperature
type of III–V compound (i j ), and the substrate orientatio
Disregarding the relatively weak dependence on the first
parameters, we assumeC0r 5 4200 kJ/mole for the~100!
orientation and 3000 kJ/mole for the~111! orientation.17

Therefore, to calculate the chemical potentialsm i j
s of the

III–V compounds in the solid solution, we have

m i j
s 5m i j

0s1RT ln yiyj1RT ln g i j1d i j
mut, ~12!

wherem i j
0s is the standard chemical potential of the co

poundij in the solid solution, andd i j
mut is the contribution of

a standard variation of the Gibbs free energy of the reac
~5! to the chemical potential of the compoundij . We intro-
duce the functions
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F d2
reac5mGaSb

0s 1m InP
0s 2mGaP

0s 2m InSb
0s ,

d3
reac5d1

reac2d2
reac,

~13!

F d1
def5EInP

def1EGaAs
def 2EInAs

def 2EGaP
def ,

d2
def5EInP

def1EGaSb
def 2EInSb

def 2EGaP
def ,

d3
def5d1

def2d2
def.

~14!

For the solid solution InGaAsSbP we then have

F d InSb
mut5yGayP~2d2

reac1d2
def!1yGayAs~2d1

reac1d1
def!,

dGaP
mut5yInySb~2d2

reac2d2
def!1yInyAs~2d3

reac1d3
def!,

d InAs
mut 5yGaySb~d1

reac2d1
def!1yGayP~d3

reac2d3
def!,

~15!

etc.

Conditions of phase equilibrium.Therefore, to determine
the composition of the coexisting liquid and solid phases i
sufficient to solve any four~or six! equations of phase equ
librium:

3
m InAs
l 5m InAs

s ,

m InP
l 5m InP

s ,

m InSb
l 5m InSb

s ,

mGaSb
l 5mGaSb

s ,

mGaAs
l 5mGaAs

s ,

mGaP
l 5mGaP

s .

~16!

Any fifth equation will be a linear combination of the firs
four equations and can be eliminated from the system.
system~16! can be solved for four unknown variables from
for example, the following set: xGa, xAs , xP,
xSb, yGa, yAs , ySb, T (xIn512xGa2xAs2xP2xSb,
yIn 512yGa,yP512yAs2ySb). Therefore we have the fol
lowing possibility: 1! Fix T, yGa, yAs and the condition of
isoperiodicity of some substrate, for example, InAs, and fi
ySbandyP in accordance with Eq.~6! and the composition of
the liquid phasexGa, xAs , xP, andxSb in accordance with the
system of equations~16! @the functionsEi j

def and ddef will
then be equal to zero in accordance with Eqs.~11! and~14!#;
2! fix xGa, xAs , xP, andxSb and find in accordance with th
system~6! the liquidus temperatureT and the composition of
the solid solutionyGa, yAs , andySb ~the functionsFi j

def and
d i
ref become nonvanishing!.
Limitations on the preparation of solid solutions.Let us

examine first the limitations on obtaining the solid solutio
InGaAsSbP/GaSb~InAs!. According to the analysis in Ref
13, there are two independent limitations on the region
existence of such solid solutions: with respect to the ‘‘co
dition of molecularity of the melt,’’ which becomes wide
with increasing temperature, and with respect to spino
decomposition of the solid solutions, which becomes n
rower with increasing temperature.
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Limitation with respect to the ‘‘condition of molecularit
of the melt.’’According to Ref. 13, this condition comes in
play when a melt can be prepared exclusively from the III
compounds~InAs, InP, InSb, GaAs, GaSb, and GaP! without
additions of the components~In, Ga, As, Sb, P!:

xIn1xGa5xAs1xP1xSb51/2. ~17!

The computational data for the compositions of the melts
equilibrium with the solid solutions which are isoperiodic
GaSb~InAs! substrates, are presented in Figs. 1 and 2 for
temperatures 500, 550, and 600 °C. The data~here and be-
low! are presented in the coordinatesyIn2yP. These two
independent variables of the composition of the solid so
tion are sufficient to determine it completely, since the co
dition of isoperiodicity to some substrate@Eq. ~6!# and the
normalization equations@Eqs. ~7!# hold. It is evident from
the figures that the region of limitation shrinks very strong
as the temperature decreases and ceases to be determin
temperatures below 550 °C. We note that the same se
solid solutions can also be obtained from a melt w
xAs1xP1xSb.1/2 at the same temperatures. This fact, ho
ever, is apparently of no practical importance, since P and
have a large partial pressure even for values such
xAs1xP1xSb.0.520.6, which makes epitaxial synthes
virtually uncontrollable.

Limitation with respect to the spinodal decomposition
solid solutions.This limitation arises in connection with th
fact that the phase of the homogeneous solid solution ca
unstable. The boundary of stability of the solid solution
determined by the following equation~the solid solution is
not formed and does not decompose on the substrate!:2

FIG. 1. Concentration dependences of the limitations with respect to
condition of molecularity of the melt~solid line! and with respect to spin-
odal decomposition of the solid solution~dashed lines! for the solid solu-
tions InxGa12xAsySbzP12y2z , isoperiodic to an InAs substrate, for the fo
lowing temperatures, °C:1— 500,2— 550,3— 600.
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UGGaGa* GGaAs* GGaP*

GAsGa* GAsAs* GAsP*

GPGa* GPAs* GPP*
U50, ~18!

whereGi j*5]2G* /]yi]yj , G* is the part of the average mo
lar Gibbs free energy of the solid solution, whose seco
derivatives with respect to the variable compositions
nonvanishing:

G*5RT@yInyAs ln~yInyAs!1yGayAs ln~yGayAs!

1yInyP ln~yInyP!1yGayP ln~yGayP!

1yInySb ln~yInySb!1yGaySb ln~yGaySb!#

1@yInyAsm InAs
0s 1yInyPm InP

0s 1yInySbm InSb
0s

1yGayAsmGaAs
0s 1yGayPmGaP

0s 1yGaySbmGaSb
0s #

1yInyGa@a InAsGaAs
s yAs1a InPGaP

s yP1a InSbGaSb
s ySb#

1yAsyP@a InAsInP
s yIn1aGaAsGaP

s yGa#

1yAsySb@a InAsInSb
s yIn1aGaAsGaSb

s yGa#

1ySbyP@a InSbInP
s yIn1aGaSbGaP

s yGa#. ~19!

If the solid solution decomposes on the substrate, then in
~18! G* should be replaced byG** , which is determined by
Eqs.~10–~12!:

G** 5G*1yInyAsEInAs
def 1yGayAsEGaAs

def 1yInyPEInP
def

1yGayPEGaP
def 1yInySbEInSb

def 1yGaySbEGaSb
def . ~20!

eFIG. 2. Concentration dependences of the limitations with respect to
condition of molecularity of the melt~solid line! and with respect to spin-
odal decomposition of the solid solution~dashed lines! for the solid solu-
tions InxGa12xAsySbzP12y2z , isoperiodic to a GaSb substrate, for the fo
lowing temperatures, °C:1— 500,2— 550,3— 600.
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its minors belonging to the main diagonal are nonpositiv
Then, for the solid solution to be stable, it is necessary
@in addition to the requirement that the determinant~18! be
positive# the following system of six inequalities be satisfie
simultaneously:

UGii* Gi j*

Gji* Gj j*
U.0F i5Ga, j5As,

i5Ga, j5P,

i5As, j5 P.

~21!

Gii*.0F i5Ga,

i5As,

i5 P.

~22!

It should be noted that the region of instability~or decay! of
solid solutions whenEi j

def is taken into account is narrowe
than when it is disregarded; i.e., the substrate ‘‘stabilize
the decaying solid solutions.

Instead of calculating the elementsGi j* in an explicit
form, we employed a finite-difference approximation, for e
ample,

GGaAs* >@G* ~yGa1D,yAs1D,yP!

1G* ~yGa,yAs ,yP!2G* ~yGa1D,yAs ,yP!

2G* ~yGa,yAs1D,yP!#/D
2 ~23!

etc. HereD is the numerical differentiation step, correspon
ing to D51029 arb. units.

The computational results for the limitation with respe
to the spinodal decomposition of the solid solutio
InGaAsSbP/GaSb~InAs! and LPE temperatures of 500, 55
and 600 °C are presented in Figs. 1 and 2. It is obvious fr
the figure that this region of limitations deforms with in
creasing temperature~shrinks!, though much more slowly
than the region of the limitation with respect to the conditi
of molecularity of the melt.

General limitation on obtaining solid solutions.We
showed elsewhere18 that in studying quaternary system
there arises a critical point corresponding to the intersec
of both limitations. This point shows the extremely hig
~low! concentration of a component that can in principle
obtained in the solid solution isoperiodic with a given su
strate for any temperature, and it also determines the t
perature of the two-phase equilibrium. In our case the sys
possesses one more degree of freedom, and the collecti
points of intersection of the two limitations determines in t
most general case a monovariant polythermal curve. The
ferent extremal compositions of the solid solutions theref
correspond to different LPE temperatures~see Figs. 1 and 2!.
The general composition regions accessible to synthesi
the LPE method are presented in Fig. 3. Specifically, i
obvious from the figure that at relatively low temperatur
the region of accessible compositions is determined by
limitation with respect to spinodal decomposition of so
solutions, and for relatively high temperatures it is det
mined by both limitations. Therefore, we have determin
the range of compositions of five-component solid solutio
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in the system In–Ga–As–Sb–P, which are isoperiodic
InAs and GaSb substrates and which can in principle be
tained by the LPE method.

In summary, in the present paper we have 1! examined
the conditions for obtaining five-component solid solutio
InGaAsSbP, which are isoperiodic to InAs and GaSb,
LPE in the entire range of compositions; 2! calculated the
fusibility curves of the system In–Ga–As–Sb–P in the cr
tallization field of the solid solutions and the curves of t
solid ~I!–solid~II ! phase equilibria; and 3! determined the
effective regions of the limitations on LPE synthesis of t
indicated solutions at a given temperature and determi
the ranges of the compositions of the solutions which
accessible in principle for synthesis by the LPE method.

In a future paper we shall present computational res
for a series of electrical parameters of the five-compon
solutions studied in the system In–Ga–As–Sb–P: band g
electron affinity, and spin-orbit splitting energy as well as t
possible energy band diagrams of the solid soluti
substrate.
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Interband magnetooptic absorption line shape in bismuth

dau
S. V. Brovko, A. A. Za tsev, K. G. Ivanov, and O. V. Kondakov

St. Petersburg State University of Technology and Design, 191065 St. Petersburg, Russia
~Submitted May 13, 1996; accepted for publication June 3, 1996!
Fiz. Tekh. Poluprovodn.31, 416–419~April 1997!

The results of an investigation of the transmission of a symmetric bismuth stripline atT580 K
at the laser wavelengthl510.6mm in magnetic fields up toB58 T are reported. A set
of parameters is obtained for the energy spectrum of theL electrons of bismuth by modeling the
shape of the experimental curve on the basis of a modified Baraff model. The values of the
parameters in the McClure–Choi model are found from an analysis of the field positions of the
maxima of the mageto-optic oscillations. ©1997 American Institute of Physics.
@S1063-7826~97!00704-7#

We have investigated the transmission of 10.6-mm ra- associated with optical interband transitions on the Lan

ar
ld

b
ri-
4
n
e

axi-
in
ula-
er-

ff

th
of
bi
e
n

d,
ne

the
of
nt.

03
diation by a waveguide line, assembled from two squ
halves of a bismuth single crystal, in pulsed magnetic fie
Such a system1 is called a symmetric stripline~SSL!. The
optical surfaces of the single crystals were prepared
chemical polishing. The ratio of the resistivity of the expe
mental samples at room temperature to the resistivity at
K was greater than 400. The transmission of the SSL i
magnetic field atT580 K is oscillatory; the oscillations ar

FIG. 1. Transmission of a stripline as a function of the magnitude of
magnetic fieldB directed along the binary axis of the crystal lattice
bismuth. The distance between the two mirror-symmetric halves of the
muth single crystal isDz525 mm; the relaxation time associated with th
width of a Landau level ist5431023 s; the dimensionless wave vector i
the direction of the external magnetic field isj5hkz /(«mB* )

1/252, where
\ is Planck’s constant,kz is the wave vector parallel to the magnetic fiel
«5Eg/2, andmB* is the effective mass along the magnetic field. Solid li
— calculation, dots — experiment.
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e
s.
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.2
a

levels of the valence and conduction bands. To extract m
mum information from the data obtained and to analyze
greater detail the physics of the observed effects, a calc
tion of the lineshape of the magneto-optic spectrum was p
formed.

The modeling was performed in a modified Bara
model.2 The transmission coefficient

e

s-

FIG. 2. Transmission of a stripline as a function of the magnitude of
magnetic fieldB directed along the binary axis of the crystal lattice
bismuth in fields up to 1 T. Solid line — calculation, dots — experime
The values of the parametersDz , t, andj are the same as in Fig. 1.

35050-04$10.00 © 1997 American Institute of Physics
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5

$sinh@a08~B!D#/a08~B!1sin@a09~B!D#/a09~B!%

$sinh@a08~0!D#/a08~0!1sin@a09~0!D#/a09~0!%

3H F @a08~0!#21a09~0!

qy81qy9
G11J

3
qy8

Re@k0
2/qy~0!#

e2L[qy9~B!2qy9~0!] , ~1!

whereD is the gap width between two mirror-symmetr
halves of the single crystal,a08(B) anda09(B) are the real and
imaginary parts ofa0 for some value of the magnetic fiel
B, a056Aqy22k0

2, qy5(qy8 , qy9) is the complex wave vec
tor of the electromagnetic wave,k05v/c, v is the angular
frequency of the electromagnetic wave,c is the speed of
light in vacuum, andL is the length of the experimenta
crystal, was found by solving the dispersion relation nume
cally for a wave propagating in the gap between two mirr
symmetric halves of the single crystals,

C2S a21a0tanh
a0D

2 D S a0L1tanha0D2 2k0
2B1D

2C1S a11a0tanh
a0D

2 D S a0L2tanha0D2 2k0
2B2D50, ~2!

where Cn5k0
2@«xxTn2«xy(k0

2«xy2 ianqy)#, Tn5k0
2 2«yy

1an
2 , Ln5anBn1 iqyAn , Bn5(k0

2«yz 2 ianqy)Sn
2k0

4«xx«yx , Sn5k0
2«xx2qy

2an
2 , and An5SnTn 2k0

4«xy«yx

(n51,2).

FIG. 3. Transmission of a stripline as a function of the magnitude of
magnetic fieldB directed at an angle of 1° from the bisectrix axis in t
basal plane. Solid line — calculation, dots — experiment. The values of
parametersDz , t, andj are the same as in Figs. 1 and 2.

351 Semiconductors 31 (4), April 1997
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Equation~2! was obtained by solving a system of Ma
well’s equations with boundary conditions. The compl
roots with positive real partsa1 anda2 are found from Eq.
~2!.

The experimental and computed values of the transm
sion coefficient of the SSL for the magnetic field direct
parallel to the binary axis of the crystal lattice of bismuth a
shown in Figs. 1 and 2. The spectra were normalized to
transmission intensity in a zero magnetic field. Up to
oscillations corresponding to interband transitions on Lan
levels with numberj>1 were observed with the orientatio
employed. To fit the computed curve to the experimen
curve, it was necessary to introduce constant values of
complex lattice permittivity in directions parallel («yy) and
perpendicular («xx5«zz) to the magnetic field. The gap
width was assumed to be2 Eg515.6 meV.

Agreement between the experimental and theoret
curves was achieved by using visual monitoring and an
tomatic parametric Nelder–Mead method. The small
crease in the effectiveness of lineshape fit to the experim
tal lineshape by this method is explained by the difference
the behavior of the experimental and theoretical curves
the initial section of the magnetic fields. Transitions fro
levels j>19, which were not observed in the experime
make a large contribution to the low-frequency permittiv
in fields up to 0.3 T. When the number of working Land
levels is increased up toN5150 ~Fig. 1 and 2!, the model
curve shifts upward and approaches the experimental cu

In the model considered it was found to be impossible
eliminate the discrepancy in the behavior of the curves

e

e

FIG. 4. Transmission of a stripline as a function of the magnitude of
magnetic fieldB directed at an angle of 11.5° from the trigonal axis
bisectrix–trigonal plane. Solid line — calculation, dots — experiment. T
values of the parametersDz , t, andj are the same as in Figs. 1—3.
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fields ranging fro

TABLE I. Parameters of the energy spectrum of theL electrons of bismuth at 80 K, calculated from the line-
shape in a modified Baraff model.

ron

352 Semicond
Effective-mass
tensor components m150.00174 m250.1330 m350.0041 m450.0147

Orientation of the magnetic field relative to the axes.

1° from the bisectrix axis 11.5° from the trigonal axis
Parameter C1 in the binary-bisectrix plane in the trigonal-bisectrix plane

mcA* 1.81431022 2.09931023 6.29231023

Eg/mcA* 0.86 7.43 2.49
mcB* 2.39131023 4.00231023 1.55831022

Eg/mcB* 6.52 3.90 1.00
mcC* 2.39131023 4.23831023 1.55831022

Eg/mcC* 6.52 3.68 1.00

Note: The values of the cyclotron massesmcA* , mcB* , andmcC* corresponding to sectionsA, B, andC of the
electronic ellipsoids and the componentsmi of the effective-mass tensor are given in units of the free-elect
mass;Eg is in eV; C1 is the binary axis.
m 2 to 2.8 T~Fig. 1!, as well as the some-
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what different behavior of the rise and fall of the magne
optic oscillations in fields below 1 T. The agreement b
tween the experiment and the calculations is improved w
the misorientation of the crystal from the magnetic field
about 0.5°, which is unavoidable in the experiment, in
binary-bisectrix plane is taken into account.

The experimental and computed magneto-optic spe
with the magnetic field tilted by 1° from the bisectrix in th
binary-bisectrix plane are shown in Fig. 3. This causes
appearance of three series of oscillations with compara
amplitudes, which leads to beats. In the binary direct
there are no beats, because the difference in the period
the oscillations due to the light and heavy electrons.

Modeling of the shape of the experimental curve leads
equal values of the relaxation time in the binary and bisec
directions and to different values of the lattice permittivit
This indicates a relatively independent existence of e
tronic subsystems associated with each constant-en
quasiellipsoid.

The results of the modeling of the lineshape of t
magneto-optic spectrum, when the magnetic field made
the bisectrix-trigonal plane an angle of 11.5° with the trig
TABLE II. Parameters of the energy spectrum of tL
positions of the maxima of the oscillations in a mag
-
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about the structure of isoenergetic surfaces, in the exp
ment intense oscillations are observed from the light cyc
tron mass and less intense and split oscillations are obse
from the two heavier cyclotron masses. The splitting co
be due either to the small~of the order of 1°) disorientation
of the crystal relative to the bisectrix–trigonal plane or t
presence of spin splitting of the Landau levels. Quantitat
estimates show that the contributions of both effects are
proximately equal. A final conclusion can be drawn from
analysis of the lineshape of the experimental curve on
basis of the McClure–Choi model of the energy spectrum
which the nonmirror nature of the bands is taken into
count and the spin-parameter tensor of the valence and
duction bands is introduced.

The parameters of the energy spectrum of theL elec-
trons were obtained from a description of the line sha
~Table I!. Parameters which are similar and, as one can
from Table II, close in value were determined from the e
perimental data on the positions with respect to the field
the maxima of the oscillations on the basis of the McClur
Choi dispersion relation. Comparison with the data obtain
from the oscillation effects3 at liquid-helium temperature
heelectrons of bismuth at 80 K, calculated from the
netic field in the McClure–Choi model and according to

ses

352vko et al.
Ref. 3 at 4.2 K.

Temperature Q11 Q22 Q33 a22v a22
c

80 K 0.429 0.030 0.327 1.1 0.60
4.2 K ~Ref. 3! 0.454 0.034 0.034 1.0 0.63

Orientation of the magnetic field relative to the axes.

1° from the bisectrix axis 11.5° from the trigonal axis

Parameter C1 in the binary-bisectrix plane in the trigonal-bisectrix plane

Eg/mcA* – 7.59 2.45
Eg/mcB* 6.52 3.93 –
Eg/mcC* 6.52 3.71 –

Note:The values of the parametersQii andaii
n,c are given in the atomic system of units, the cyclotron mas

mcA* , mcB* , andmcC* are given in units of the free-electron mass,Eg is in eV, andC1 is the binary axis.
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~Table II! shows that the parameters are temperature-
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tures of the experiment which were listed above make it
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dependent.
The application of the SSL method and the use o

comparatively high quantum energy and pulsed magn
fields made it possible to obtain oscillations associated w
interband optical transitions on Landau levels. A number
experimentally observed features are explained on the b
of the description of the lineshape. The band parameter
bismuth at 80 K were calculated. Comparison with exist
data obtained from oscillation effects at 4.2 K shows that
parameters are temperature-dependent. The charactistic
353 Semiconductors 31 (4), April 1997
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possible to investigate not only bismuth but also the so
solutions Bi12x–Sbx and narrow-gap semiconductors.

1O. V. Konadkov and K. G. Ivanov, Fiz. Tverd. Tela~Leningrad! 32, 290
~1990! @Sov. Phys. Solid State32, 164 ~1990!#.

2M. P. Vecchi, J. R. Pereira, and M. S. Dresselhaus, Phys. Rev. B14, 298
~1976!.

3N. B. Brant, G. I. Golysheva, Nguen Min Thu, M. V. Sudakov, K. N
Kashirin, and Ya. G. Ponamarev, Fiz. Nizk. Temp.13, 1209~1987! @Sov.
J. Low Temp. Phys.13, 683 ~1987!#.

Translated by M. E. Alferieff
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Intense photoluminescence of porous layers of SiC films grown on silicon substrates

ns.
A. M. Danishevski , V. B. Shuman, E. G. Guk, and A. Yu. Rogachev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted June 3, 1996; accepted for publication June 5, 1996!
Fiz. Tekh. Poluprovodn.31, 420–424~April 1997!

Luminescing porous layers have been prepared on SiC films grown on silicon substrates. The
intensity of the photoluminescence increases very strongly as a result of electrolytic
oxidation of porous layers. The spectrum of the pulsed photoluminescence consists of a series of
overlapping bands from 1.8 to 3.3 eV. Investigations of the initial SiC films showed that
they are nonstoichiometric and strongly disordered. Nonetheless, the intensity of the
photoluminescence of the oxidized porous layers is much higher than can be obtained from
correspondingly treated SiC crystals or crystalline films. ©1997 American Institute of Physics.
@S1063-7826~97!00804-1#

Different electrochemical methods for preparing porousthickness but also with respect to the deposition conditio
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SiC layers based on SiC crystals and crystalline films gro
on 6H-SiC substrates and investigations of their structu
phonon spectra and photoluminescence spectra~PL! were re-
ported in Refs. 1–8. Specifically, in Refs. 7 and 8 it w
hypothesized that the main luminescence arises from sur
layers of shallow voids, where electrochemical etch
causes breaking of interlayer bonds in the structure of
6H-SiC crystal and thin shells of voids, consisting of fine
dispersed cubic phase SiC, form. The conclusion that a c
phase is present in the porous layer was drawn on the b
of the Raman scattering spectra, and it was later confirm
by direct electron-microscopic observations. The characte
the PL spectrum in this case is determined by quantum-
effects in a finely dispersed cubic SiC phase. The intensit
the PL of the porous layer increased by up to a factor
200–300 compared with the initial intensity at 300 K, but t
maximum in the continuous PL spectra was located, a
rule,2–6 in the region 2.4–2.5 eV, which for the 6H-SiC crys-
tals on which the porous layers were formed corresponds
region of PL with participation of defects, which is why i
Ref. 5 the intense luminescence was explained as lumi
cence associated with a sharply increased concentratio
defects in the porous layer. In the pulsed time-resolved
spectra,8 the maximum of the wide PL band shifted to 2
eV, and a structure of the band was clearly observed.
gether with other factors, this confirms the mechanism p
posed in Refs. 7 and 8.

This paper reports the results of experiments perform
on SiC films obtained by chemical deposition from the g
phase~CVD! on a 76-mm-diam silicon substrate.9 X-ray
measurements showed that these films were not sin
crystalline and that they consisted of disordered regions
than 10mm in size. The initial films exhibited virtually no
PL.

To determine the band gap and hence the polytype
the given SiC films~their silicon substrate was etched off!,
the transmission spectra were measured near the band
The curves (ahn)0.55 f (hn), wherea is the absorption co-
efficient, which were obtained on two films of differen
thickness (d53.5 and 2.15mm), are shown in Fig. 1. It
should be noted, however, that the films differed not only

354 Semiconductors 31 (4), April 1997 1063-7826/97/04
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It is evident from the figure that these curves can be appr
mated quite well by two straight lines with different slope
from which the characteristic energy gaps near the indir
absorption edge can be easily determined. They turned o
be ;1.88 eV for sample Sh49 and;1.76 eV for sample
Sh65. Such small, even for cubic SiC, energy gaps can
explained only by the fact that the films not only are strong
disordered, but they are also nonstoichiometric. This con
sion is confirmed to some extent by the fact that with el
trochemical etching and oxidation, performed in order to p
pare porous luminescing layer, the etching and oxidat
processes were much more rapid on the films than on the
crystals or crystalline films.

The Raman scattering measurements~the silicon sub-
strate of the films was etched off! confirmed the presence o
silicon nanocrystallites~513 and 517 cm21 bands! in the film
studied and also the presence of silicon–carbon bonds w
do not correspond to stoichiometry~532 cm21 band!.10 The
weak 791 and 955-cm21 bands and the 971-cm21 band,
which are relatively close to the LO photon energy
6C-SiC, were observed in the Raman spectra for the ini
Sh65 film. For sample Sh49 three partially overlapping we
bands were also observed near the indicated energy —
928, and 955 cm21. A very weak TO phonon band at 79
cm21 was also recorded.

The infrared~IR! reflection spectra measured on the in
tial films ~Figs. 2 and 3! nonetheless showed the presence
a phonon structure characteristic of silicon carbide. For
same sample Sh49, the dropoff of the reflection band n
the TO phonon is not rapid enough and has an additio
weak band near 860 cm21. Figures 2 and 3 also show the I
reflection spectra from porous and specially oxidized por
layers. We see that when the porous layer is formed, the
reflection spectra of the films change relatively little. How
ever, the oxidation of the surface results in very lar
changes in the structure of these spectra. The reflection b
edge corresponding to the LO phonon frequency seemin
‘‘collapses’’ and bands appear near 1080–1100 cm21. Fig-
ure 3 shows for comparison the IR reflection spectrum~curve
4! from a thick ~0.5mm) thermal~obtained at 1100 °C! ox-
ide on silicon. A band is present there at;1130 cm21.

35454-05$10.00 © 1997 American Institute of Physics



FIG. 1. Edge absorption spectra of the initial experimental SiC films freed of silicon substrates: a — Sample Sh49,d53.5 mm; b — sample Sh65,
d52.15mm.
It thus follows that the bands 1080–1100 cm21 noted above

o-

After a porous layer was produced on the Sh49 and Sh65
e
K
ro-

r

on the experimental SiC films~spectra3 and4 in Fig. 2 and
spectrum3 in Fig. 3! probably correspond to a nonstoichi
metric oxide, often denoted as SiOx .

FIG. 2. IR reflection spectra of Sh65 films:1 — Initial sample;2 — film
after anodic etching;3— porous film oxidized electrochemically in a wate
solution of HCl for 4 min;4— porous film oxidized for 8 min.

355 Semiconductors 31 (4), April 1997
films ~anodic etching in a standard water-alcohol mixtur
with HF!, virtually no luminescence of the samples at 300
was observed in an investigation in a luminescence mic

FIG. 3. IR reflection spectra of Sh49 films:1 — Initial sample;2 — film
after production of a porous layer;3— porous film oxidized for 6 min;4—
reflection spectrum of thermal oxide SiO2 on silicon.

355Danishevski  et al.
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scope~Lyumam R-2!. However, it did arise after even a brie
~1–2 min! electrolytic oxidation of the samples~in a water
solution of hydrochloric acid! was performed in order to pas
sivate the surface of the porous layer, and it intensified
preciably with increasing oxidation time.1! It was noted that
the surface of the porous layer has a granular structure,
the most intense luminescence was observed from g
boundaries~twins! of size in the range 10–15mm. Its inten-
sity was much higher than that of the porous layers obtai
on SiC crystals or crystalline films, and its brightness a
proached that of the best samples of porous silicon. In c
trast to the luminescence observed for silicon, the lumin
cence was of a white-blue color.

Under the action of intense ultraviolet~UV! radiation
from a pulsed laser, the PL of the obtained layers degra
very slowly to a definite value, if a sufficiently dense oxid
could be obtained. The quantitative measurements of the
degradation rate were performed at temperatureT590 K and
excitation by radiation from a pulsed nitrogen laser with ph

FIG. 4. PL degradation characteristics.1, 2— Sh65 films, oxidation for 8
min ~1! and 4 min~2!; 3, 4— Sh49 films, oxidation for 6 min~3! and 7 min
~4!.
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etition frequencyf550 s , and intensity;10 W/cm .
Figure 4 shows the curves of the PL intensity near the sp
tral maximum of the band measured at the moment co
sponding to the maximum of the PL pulse. The maximum
intensities are scaled here to a single value in order to c
pare the PL degradation rates with different durations of
oxidation of the samples.

As the electrochemical oxidation time increased, the
intensity increased substantially within certain limits and t
rate of degradation of the PL under the action of the UV la
radiation decreased substantially. For sample Sh49 wit
large energy gap~a more stoichiometric film!, the rate of
degradation under the same oxidation conditions was lo
and the PL was weaker than for the Sh65 sample.

The increase in the intensity of the PL from the poro
layer with a denser and more stoichiometric oxide is d
naturally, to the decrease in the surface recombination r
The PL degradation rate is determined by the rate of incre
of the density of states in the band gap of the semicondu
at its boundary with the oxide under the action of the U
laser radiation. Processes of this kind have been stu
many times for a Si–SiO2 boundary.

11,12Different models of
defect formation were proposed. They all attribute this p
cess in one way or another to the presence of hydrogen
the boundary and the destruction of the silicon–hydrog
bonds by the UV radiation. On all films which we invest
gated, after the production of the porous layer the band
the silicon–hydrogen bonds (;2070 cm21) were also ob-
served in the Raman spectra. It can be assumed, there
that the processes leading to the production of defects
the interface in our samples are largely similar to those
vestigated on Si–SiO2 structures.

Figure 5 shows the pulsed time-resolved PL spectra
tained atT590 K with excitation by nitrogen laser pulses
times corresponding to maximum luminescence. The exc
tion intensity is;106 W/cm2. To decrease the manifestatio
of nonstationary degradation effects in the spectra, before
measurements were preformed the samples were irrad
with laser radiation for a period of time required to reach
FIG. 5. Pulsed time-resolved PL spectra. a — Sh65 films, oxidation time 8 min~1! and 4 min~2!. b — Sh49 films, oxidation times 6 min~3!, 7 min ~4!, and
9 min ~5!; the spectrum 5 was obtained with a three times lower excitation intensity than the spectra1–4.
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approximately stationary section of the degradation charac-
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teristic. This time was equal to 40 min for sample Sh49 a
15 min for sample Sh65.

Figure 5a shows two PL spectra obtained from poro
layers~Sh65! with different oxidation times~4 and 8 min!. A
number of wide, partially overlapping bands, encompass
the region from red to near-UV radiation (;3.5 eV!, is ob-
served in the spectra. Figure 5b shows two PL spectra~3, 4!
for the Sh49 layers with different oxidation times~6 and 7
min!; the spectra were obtained under conditions similar
those of spectrum 5 measured with a three times lower e
tation intensity. In the latter case, the oxidation time w
equal to 9 min.2! The radiation of these layers is weaker, a
its maxima are localized near 2.5–2.95 eV. The UV lum
nescence ‘‘tails’’ are also present here, but compared w
the maximum values they are weaker than for spectra1 and
2 ~Fig. 5a!. It is interesting that despite the fact that th
spectra shown here are different, most features appearin
them coincide in energy. This fact and the presence of vi
and UV sections of the PL spectrum attest quite convincin
to the fact that quantum-well effects have a determining
fluence on the character of the radiative recombination
these porous layers.

The possible assumption that the UV radiation of t
oxide, which coats the porous surface of the layers, cont
utes to the UV section of the spectrum is refuted by the f
that as the oxidation time increases, the intensity of the
diation of the layer increases in almost the entire spec
range. The small asymmetry of the curves3, 4, and5 and the
rise of the short-wavelength wing of the PL band with i
creasing oxidation time in Fig. 5b are, in our opinion, due
the fact that when the thicker oxide is formed, the ‘‘bridge
between the pores become smaller and the observed beh
of the spectra can be explained by the influence of quant
well effects.

The different broadening of the spectra in the sho
wavelength direction and the different PL intensities
samples Sh65 and Sh49 are explained in our opinion pri
rily by the fact that when the porous layer is produced,
etch processes in these samples do not occur in the s
manner. The more nonstoichiometric sample Sh65 proba
dissolves more strongly. It acquires a more extended sur
and smaller bridges between the voids, which is what de
mines the parameters of the PL. Apparently, the oxidat
processes on samples Sh65 and Sh49 also occur at a diff
rate. As a result, a denser oxide can arise on sample S
under the same conditions and with the same oxida
times.

Figure 6 shows the characteristics of the dropoff of
PL pulses measured under the same conditions as in
spectra presented above. The figure also presents for c
parison a similar curve for the scattering laser light, m
sured under the same conditions, in order to show the t
poral resolution of the recording system. One can see tha
the measured time interval these curves of the PL and
scattered light are virtually identical. Such short drop
times of the PL pulses and high luminescence intensity in
cate the twin character of the radiative recombination, wh
also confirms the model of volume recombination in sm
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isolated crystallites or bridges between voids, but is har
characteristic of the oxide radiation.

In conclusion, we note that in our study we found
promising and technologically simple system, in which ve
intense PL with a very wide spectrum was obtained. It w
shown that from the standpoint of the radiative characte
tics it has advantages over both porous silicon and por
silicon carbide obtained on single-crystalline SiC and can
prepared by different technological techniques. Since
films are deposited on standard silicon substrates, in the
where efficient electroluminescence is obtained we will ha
sources formed in the regimes of planar silicon technolo
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measurements on one of the initial samples, and V. E. C
nokov for a discussion and support.
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1!
Oxidation was also conducted on porous layers prepared on the bas
6H-SiC single-crystalline films, but in this case it was much less effecti

2!
The presence of an oxide leads to stresses in the film, and under lo
oxidation periods the film separates from the substrate and crumbles
cause of its brittleness.
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FIG. 6. Temporal characteristics of the dropoff of the PL pulses.1, 2 —
Sh65 films, oxidation times 8 min~1! and 4 min ~2!. 3 — Sh49 film,
oxidation time 7 min.4 — characteristics of the dropoff of the scattere
laser radiation pulse.
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Injection enhancement of photocurrent in polycrystalline silicon p1–n–n1 structures

of
R. Aliev

Institute of Electronics, Uzbekistan Academy of Sciences, 700143 Tashkent, Uzbekistan
~Submitted February 20, 1996; accepted for publication June 7, 1996!
Fiz. Tekh. Poluprovodn.31, 425–426~April 1997!

Injection enhancement of photocurrent in structures of thep1–n–n1 type fabricated on the basis
of films of polycrystalline silicon grown on commercial silicon substrates has been
investigated. The questions of obtaining injection photodetectors and other bistable elements with
the aid ofa-irradiation and heat treatment are discussed. ©1997 American Institute of
Physics.@S1063-7826~97!00904-6#

In contrast to single-crystalline semiconductors, in poly-This ensures at mechanism of injection enhancement
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crystalline semiconductors the electrical properties can
additionally controlled by varying the grain orientation, gra
size, and the electronic states at intergrain bounda
~IGBs!.1 The changes produced in the electronic states
IGBs during high-temperature operations give rise to the
pearance of aS-shaped current-voltage characteristic~IVC!
under forward biases (U.0) in polycrystalline silicon struc-
tures with ap–n junction.2 In Ref. 2 it was assumed that it i
possible to fabricate injection devices with aS-shaped IVC
on the basis of such structures.

The objective of this work is to check this possibili
experimentally for the example of polycrystalline silico
p1–n–n1 based photodetectors with internal current e
hancement. Thep1–n–n1 structures were obtained by th
technology described in Ref. 2, which proposes the use
diffusion or ion implantation.

Structures with a diffusedp–n junction, which have a
switch-on voltageUd0<1.2 V in the forward direction, were
illuminated with white light on the junction side and the IV
were measured in the forward and reverse directions at
bient temperature;30 °C. The samples were photosensiti
on the section of the IVCU,Ud0 in the forward direction.
Virtually no injection enhancement of the photocurrent w
observed.

The experiments performed on structures with ap–n
junction obtained by ion doping showed similar results o
after heat-treatment at 800 °C for>60 min. Although the
switch-on voltage in such structures is almost quadrupled
heat treatment,3 the photocurrent gain does not exce
1.5–2. The maximum photosensitivity in the forward bi
direction is achieved with heat treatments of 90–120 min

These results confirm that the appearance of
S-shaped IVC is associated with the shunting of thep–n
junction by ann1channel along a IGB in accordance wi
the model proposed in Refs. 2 and 3 . However, stable
S-shaped IVCs are not a sufficient condition for injecti
enhancement of current. According to Ref. 4 , this also re-
quires modulation of the conductivity of then base of the
structure, which is possible only if the resistance of the b
is high and the thicknessd is much greater than the diffusio
lengthL of the current carriers,d@L.

Another way to achieve injection enhancement of c
rent is to dope the base with impurities, such as Au, Zn,
Hg, which give deep energy levels in the band gap of silic
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current~see Ref. 4!.
We employed irradiation of the experimental structur

with a continuous flux ofa particles with energyE55 MeV
and flux densityj51072108 cm22

•s21.
As the experiments show, the IVC of the structur

changes sharply as the thea-irradiation doseD increases. A
gradual decrease of the dark forward current in the reg
U,Ud0 is accompanied by a rapid increase of the da
switch-on voltageUd0 ~see Table I!. This attests to the fac
that compensation conditions are reached in the base. Fi
1 shows the forward branches of the IVC of a 535-mm2

sample irradiated witha-particles with a dose of 1012

cm23. The branches were measured in the absence of
mination~curve1! and with illumination with power density
P0.100 mW/cm2 ~curve 2!. The photosensitivity of the
structure increases withUd0 ~see Table I!. Therefore, the
photocurrent gain, defined asM5I ph/I 0 — the ratio of the
photocurrentI ph5I2I d (I is the total current, andI d is the
dark current! for 0,U,Ud0 to the photocurrentI 0 with a
small reverse voltageU.0, increases. The increase inM
with an increase inU can be expressed by the approxima
Miller relation for avalanche multiplication of photocurrent5

FIG. 1. I–V characteristic of an unilluminated~1! and white light-
illuminated ~2! polycrystalline silicon pnn structure. The sectionsA andB
correspond to nonswitched-on and switched-on states of a bistable IVC

35959-02$10.00 © 1997 American Institute of Physics



M5@12~U/

TABLE I. Basic parameters of one of the experimentalp1–n–n1 structures and their variation undera
irradiation.

360 Semicond
l 0, mA M ~maximum I 0, mA I d0, mA
D, cm23 (U,0! values! (U50.3 V! (U5Ud0) Ud0, V Uph0/Ud0,%

0 3.0 1 0.06 – – –
109 2.9 2 0.04 0.45 0.9 10
1010 2.4 12 0.14 200 – –
1011 1.7 80 0.035 5.8 6 15
1012 0.7 230 0.01 80 45 45
1013 0.34 235 0.005 88 58 48
Ud0!
n#21.
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The exponentn in the experimental structures is relative
small and equals 0.01–0.02, which distinguishes the st
tures sharply from avalanche photodiodes, wheren>1.

Illumination of the structure decreases the switch-
voltage fromUd0 to some valueUph0; here the difference
Ud02Uph0 increases with increasing illumination intensit
For the structure whose IVC is shown in Fig. 1,Ud0545.5 V
andUph0523.8 V. There exists a critical illumination den
sity, i.e., a photogeneration levelGcr , at which aS photodi-
ode transforms from the initial stateA into a switched-on
stateB. When the illumination is removed, the structure r
mains stable in the switched-on regime. The structure ca
switched back into the stateA only by decreasing the voltag
to some threshold value or lower,U<U th . For the structures
investigated the threshold voltage is 0.6–0.8 V. The criti
illumination density is 200–250 mW/cm2 for a-irradiated
structures withUd0.40250 V. In other words, these struc
tures are so-called ‘‘bistable elements’’ which are control
by either voltage or illumination.

To confirm the mechanism of the process which lead
the effects described above and which is based on the sh
ing of ap–n junction along IGBs2 and on the compensatio
in the volume of the base, we subjected the structure
thermal annealing in regimes which remove t
a-irradiation-induced radiation defects. Thermal anneal
~TA! was conducted atT51002800 °C for 60 min in
vacuum. It was shown that as the TA temperature increa
from 100 to 400 °C,Ud0 gradually decreases on the avera
uctors 31 (4), April 1997
c-
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switch-on currentI d0. A further increase of the TA tempera
ture in the range 400–600 °C results in a sharp, almos
order of magnitude, decrease ofI d0 with a nonuniform varia-
tion of Ud0, right up to an increase inUd0 to 33 V at
T5600 °C. Thermal annealing atT5800 °C completely re-
stores the initial IVC withUd0 .1.2 V. In other words, the
defects produced bya irradiation, which put then base into
a compensated state, can be destroyed completely by TA
the one hand, this confirms the mechanism suggested fo
process and, on the other, it illustrates the high reproduc
ity of the technology for obtaining structures with
S-shaped IVC.

In summary, there exists a real possibility of fabricati
injection photodetectors with a gain of.250 on the basis of
a polycrystalline p1–n–n1 structure on low-resistanc
metallurgical-silicon substrates. These structures can be
as bistable elements, a photoswitch, and a photoresisto
well as an integral part of a phototransistor with one inje
tion junction.

1V. K. Georgiev, L. I. Popova, L. E. Polyak, and L. K. Fionov, Noverkh
nost’. Fizika, Khimiya, Mekhanika, No. 9, 5~1990!.

2M. S. Saidov, B. M. Abdurakhmanov, R. Aliev, and A. S. Saidov, F
Tekh. Poluprovodn.30, 128 ~1996! @Semiconductors30, 74 ~1996!#.

3R. Aliev, B. M. Abdurakhmanov, and R. R. Bilylov, Interface Sci.~1996!.
4I. M. Vikulin and V. I. Stafeev,Physics of Semiconductor Devices@in
Russian#, Sov. radio, Moscow~1980!.

5S. M. Szy,Physics of Semicondcutor Devices, Wiley, N. Y., 1969.
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Particle scattering times on one-dimensional potential barriers

e-
N. L. Chuprikov

Siberian Physicotechnical Institute at Tomsk State University, 634050 Tomsk, Russia
~Submitted March 21, 1996; accepted for publication June 13, 1996!
Fiz. Tekh. Poluprovodn.31, 427–431~April 1997!

The tunneling times for particles whose initial state is described by wave packets of a general
form is determined on the basis of a packet analysis. It is shown that the unphysical
nature of the results obtained previously by numerical modeling of the motion of wave packets
in one-dimensional structures is due to the incorrect interpretation of the packet formalism.
Wave-packet tunneling times observed in a numerical experiment are not at all the particle-
tunneling times. ©1997 American Institute of Physics.@S1063-7826~97!01004-1#
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In this paper we estimate the time-dependent parame
of electron tunneling in semiconductor heterostructures.
present, there is no clear unequivocal solution of this pr
lem even in its simplest formulation — for tunneling of on
particle in one-dimensional systems. A study of the dyna
ics of Gaussian wave packets~GWPs!1–7 gave such unusua
results that their interpretation still elicits serious dispute7

For example, it was found for square opaque barriers tha
maximum of the transmitted packet can move away from
right-hand boundary of the barrier before the maximum
the incident packet reaches the left-hand boundary of
barrier.

Therefore, in packet analysis there is a serious prob
of correctly transferring the properties of wave packets t
particle. It must be acknowledged that this problem for wa
packets of a general form remains unsolved. The result
Refs. 1 and 2 are valid only for wave packets which a
infinitely narrow ink space. In the general case, as noted
the review in Ref. 7, packet analysis leaves much room
disagreements. Alternative approaches, whose authors r
packet analysis for studying particle tunneling, are theref
widely used at present. Without going into the details
these approaches~see Ref. 8 and also the reviews in Refs
and 7!, we note only that their development also encount
serious difficulties.

In the present paper we solve the problem of determ
ing the temporal parameters of particle tunneling on the b
of the transfer matrix method.9,10 It is shown that the un-
physical nature of the results of packet analysis occurs
result of an incorrect interpretation of the quantum mech
ics: The wave-packet tunneling times observed in numer
modeling are by no means the particle-tunneling times.
this paper, analytical expressions are obtained for the tun
ing parameters of particles whose initial states are descr
by arbitrary wave packets. In the concluding section
compare our approach to the method of Ref. 3 where w
packets of a general form are also studied.

2. WAVE PACKETS

Let an electron be incident from the left side on a sta
potential barrier located in the interval@a, b], a.0. The
particle is free to the left and right of the barrier. We wri
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dependent Schrodinger equation on the basis of the trans
matrix method.9,10 To the left of the barrier the solution is
superposition of the incident and reflected waves

C left5@exp~ ikx!1w ref~k!exp~2 ikx!#exp@2 iE~k!t/\#,
~1a!

where

w ref~k!5AR~k!exp@ i ~J2F12ka2p/2!#.

For x>b the solution is the transmitted wave

C right5w tr~k!exp@ i ~kx2E~k!t/\!#, ~1b!

where

w tr~k!5AT~k!exp@ i ~J2kd!#.

HereR512T, d5b2a, E(k)5\2k2/2m, m is the particle
mass,t is the time, and the transmission coefficientT and the
phase parametersJ and F are functions ofk. Recurrence
relations for calculating these quantities and their derivati
with respect to energy are given in Refs. 9 and 10.

Together with Eqs.~1a! and ~1b!, the solutions of the
Schrödinger equation are also the functions

C left~x,t !5
1

2p È
`

@C inc~k,t !1C ref~k,t !#

3exp~ ikx!dk for x<a, ~2a!

where

C inc~k,t !5cA~k!exp@2 iE~k!t/\#,

C ref~k,t !5cA~2k!w ref~2k!exp@2 iE~k!t/\#;

C right~x,t !5
1

2p È
`

C tr~k,t !exp~ ikx!dk for x>b.

~2b!

Here

C tr~k,t !5cA~k!w tr~k!exp@2 iE~k!t/\#.

Here it should be kept in mind thatT(k) is an even function
of k, J(k) and F(k) are odd functions ofk, A(k) is a
complex-valued square-integrable function, andc is a nor-
malization constant.

36161-05$10.00 © 1997 American Institute of Physics
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tion of wave packets in the extrabarrier regions:~2a! is a
superposition of the incident wave packet~index ‘‘inc’’ !,
whose center~‘‘of mass’’! at timet50 is located at the poin
x50, and a reflected packet~index ‘‘ref’’ ! and~2b! describes
the transmitted wave packet~index ‘‘tr’’ !.

Since the tunneling parameters of the individual wav
depend onk, it is more convenient to analyze the dynami
of the wave packets in thek representation. In this case, it
impossible to obtain analytically the wave function in thek
representation. However, it is easy to show that
asymptotic behavior of the packets~i.e., at sufficiently early
and sufficiently late times, when the packets have not
interacted or have already interacted with the barrier! is de-
scribed in the k representation by the function
C inc(k,t),C ref(k,t), andC tr(k, t) @see Eqs.~2a! and ~2b!#.
Of course, we must assume in this case that initially
distancea from the wave packet to the left boundary of th
barrier is quite large. We write the conditions that each of
three packets lies in its ‘‘own’’x region in the form

E
2`

a

uC left~x,t !u2dx5 È`

uC inc~k,t !u2dk51

for sufficiently early times and

E
2`

a

uC left~x,t !u2dx5 È`

uC ref~k,t !u2dk5R̄,

E
b

`

uC right~x,t !u2dx5 È`

uC tr~k,t !u2dk5T̄

for sufficiently long times.
It is obvious thatT̄ and R̄ are simply the transmissio

and reflection coefficients of the wave packet, respectiv
Using the expressions~2a! and ~2b!, it is easy to show that

T̄5^T~k!& inc ; R̄5^R~k!& inc .

Here and below, the average value^Q̂(k)& inc for an operator
Q̂ referring to the incident wave packet is determined by
expression

^Q̂& inc5
^C incuQ̂uC inc&

^C incuC inc&

~the average values of an operatorQ̂ for the transmitted and
reflected wave packets are determined similarly!.

3. TRANSMISSION AND REFLECTION TIMES OF WAVE
PACKETS

To determine the temporal parameters of the tunne
of wave packets, we shall determine the positions of
centers of the wave packets for all scattering channels. S
the coordinate operatorx5 i •d/dk, we have

^x̂& inc~ t !5m21\k0t, ~3!

^x̂& tr~ t !5m21\^k& trt1d2^J8& tr , ~4!

^x̂& ref~ t !52m21\^2k& reft12a1^J82F8& ref . ~5!
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k andk05^k& inc .
Let the pointZi be located at a distanceL1 (L1,a) from

the left boundary of the barrier and let the pointZ2 be lo-
cated at a distanceL2 from the right boundary. Since ou
approach is of an asymptotic character, we must assume
the distancesL1 andL2 are large. We shall find the passag
time for the segmentZ1Z2 as well as the time required fo
the packet center to pass from the pointZ1 to the barrier and
return ~reflection time!.

Let t1 and t2 be times such that

^x̂& inc~ t1!5a2L1 ;^x̂& tr~ t2!5b1L2 . ~6!

Using Eqs.~3!, ~4!, and ~6!, we can then write the passag
time Dt tun (Dt tun5t22t1) for the section of interest in the
form

Dt tun5
m

\ F ^J8& tr1L2
^k& tr

1
L1
k0

1aS 1

^k& tr
2

1

k0
D G . ~7!

For the reflected packet, lett1 and t3 be times such tha

^x̂& inc~ t1!5^x̂& ref~ t3!5a2L1 . ~8!

It follows from Eqs.~3!, ~5!, and~8! that the reflection time
Dt ref (Dt ref5t32t1) is given by

Dt ref5
m

\ F ^J82F8& ref1L1
^2k& ref

1
L1
k0

1aS 1

^2k& ref
2

1

k0
D G .

~9!

We note that the relations~7! and ~9! contain terms
which are proportional toa, on account of which the tempo
ral characteristics of the wave packet have unusual pro
ties. For example, if̂k& tr.k0 , then by increasinga the time
Dt tun can be made negative and arbitrarily large in modul
For the reflected packet this happens when^2k& tr.k0 ~as
will be clear from what follows@see Eq.~12!#, for each par-
ticle only one of these inequalities is satisfied!. In both cases
the centers of the transmitted and reflected packets m
move away from the barrier before the maximum of the
cident packet reaches it. In addition, this lead time can
arbitrarily large, depending on the value ofa.

Here it is important to underscore that this effect do
not vanish for wave packets with arbitrarily small but fini
width in k space~such packets were studied in Ref. 1!. By
increasing the parametera, the expressiona(^k& tr

212k0
21) in

this case can be made arbitrarily large in modulus.
In this connection, one could cast doubt on the valid

of the expressions~7! and~9!. However, as has already bee
noted, this unusual behavior of the wave packets is ind
observed in the numerical modeling.1–7 The questions arise
not with the behavior itself of the wave packets.~With time
a wave packet spreads, and whatever the value ofa is, the
center of the transmitted packet will appear on the other s
of the barrier no earlier than the moment at which the lead
edge of the incident packet reaches the left boundary of
barrier. ‘‘Extra particles’’ cannot appear beyond the barri
since the normalization of the wave function holds at ea
moment in time.! The problem lies in how to relate a give
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particle. Since the question is of fundamental importance,
shall discuss it in greater detail.

4. CHANGE IN THE AVERAGE MOMENTUM OF A WAVE
PACKET AND IN THE MOMENTUM OF A PARTICLE DURING
TUNNELING

We note that the unusual behavior of wave pack
stems from the fact that the average values ofk in the two
scattering channels are individually different fromk0 . For
example, for the GWPA(k)5exp@2l0

2(k2k0)
2#, wherel 0 is

the width of the GWP inx space at zero time, andk0 is the
average value of the wave number, it is easy to show th

^k& tr5k01
^T8& inc
4l 0

2^T& inc
, ~10!

^2k& ref5k01
^R8& inc
4l 0

2^R& inc
. ~11!

In the case of wide GWPs the expressions~10! and~11! are
identical ~asymptotically! to the expressions~4.13! and
~4.14! of Ref. 6, respectively.

Setting

^k& tr5k01dktr , ^2k& ref5k01dkref ,

we write the relations~10! and ~11! in the form

T̄dktr52R̄dkref5
^T8& inc
4l 0

2 . ~12!

Here we took into account thatR852T8.
It is helpful to write the first equation in~12! in the form

of a ‘‘conservation law’’ for the average wave number

T̄^k& tr1R̄^2k& ref5k0 . ~13!

The relation~13! reflects the fact that the average values
the particle momentum are identical in the initial and fin
states~the final state is a superposition of the transmitted a
reflected packets!. However, we can see that the average m
menta of the transmitted and reflected packets are indiv
ally different from\k0 . For example, for a GWP this differ
ence vanishes only in the limitl 0→`. This property of the
wave packets also appears, at first glance, to be at vari
with common sense: The momentum of a particle should
change as the particle passes through a stationary pote
barrier. It can be shown, however, that a more accurate
terpretation of the packet formalism can remove all con
dictions which arise in it.

5. THE NEED TO SEPARATE THE TUNNELING AND
REFLECTING COMPONENTS FROM THE INCIDENT WAVE
PACKET

Indeed, according to the standard interpretation, in
problem at hand quantum mechanics describes statistica
series~strictly speaking, infinite! of experiments~measure-
ments! in which the particle is incident on a potential barri
from the left side and then either passes through the ba
or is reflected from it. The incident wave packet describ
the entire series of measurements, and the transmitted
reflected packets separately describe only part of them.

363 Semiconductors 31 (4), April 1997
e

s

f
l
d
-
u-

ce
ot
tial
n-
-

e
a

ier
s
nd
is

pointless to compare separately the positions of the cen
of the transmitted and reflected wave packets with the p
tion of the center of the incident packet. The latter can
compared only with a superposition of the reflected a
transmitted packets. In this case, the initial and final sta
describe the same collection of measurements. If, howe
we wish to study the two scattering channels separately, t
in determining the transmission~reflection! time of a particle
only the collection of measurements in which the particle h
successively tunneled~reflected! need be taken into accoun
In other words, we must separate~if it is possible to do so!
from the incident wave packet two components that desc
the incident particle in both series of measurements se
rately. We can then compare with these packets the posit
of the centers of the transmitted and reflected packets.

One of the main conditions which the desired pack
must satisfy is that the transition from the initial into a fin
state must occur for each channel separately~i.e. in each
series of measurements! with the ‘‘number of particles’’ be-
ing conserved.

We write the incident wave packet in the form

C inc~k,t !5C inc
tr 1C inc

ref1C inc
int ,

where

C inc
tr 5AT~k!C inc~k,t !, ~14!

C inc
ref5AR~k!C inc~k,t !, ~15!

C inc
int5@ i2AT~k!2AR~k!#C inc~k,t !. ~16!

It is easy to verify that the functionsC inc
tr andC inc

ref satisfy the
relations

^C inc
tr uC inc

tr &1^C inc
refuC inc

ref&5^C incuC inc&. ~17!

^C inc
tr uC inc

tr &5^C truC tr&,^C inc
refuc inc

ref&5^C refuC ref&; ~18!

^k& inc
tr 5^k& tr ;^k& inc

ref5^2k& ref . ~19!

^x̂& inc
tr ~ t !5m21\^k& inc

tr
•t; ~20!

^x̂& inc
ref~ t !5m21\^2k& inc

ref
•t. ~21!

We see that the contributions containingC inc
int and the inter-

ference terms do not enter into the relation~17!. Therefore
the entire set of measurements indeed separates into two
The relations~18! give a basis for the assumption that in th
series of measurements in which the particle passes thro
the barrier the state of the particle before scattering is
scribed by the functionC inc

tr (k, t). In the other series, in
which a particle is reflected, the state of the particle is
scribed by the functionC inc

ref(k, t). In both cases, the scatte
ing of the particle occurs with conservation of the number
particles@see Eq.~18!# and momentum@see Eq.~19!#. Ac-
cording to the initial formulation of the problem, the tw
particles are initially located at the pointx50 @see Eqs.~20!
and ~21!#.

Taking the relation~13! into account, it is easy to show
that

T̄^k& inc
tr 1R̄^k& inc

ref5k0 . ~22!
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In other words, the average values ofk in both scattering
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We note that the above-described procedure for divid

the incident wave packet into two components, which
scribe an incident particle in both series of measureme
separately, is not unique. It is easily verified that the relati
~17!–~20! remain unchanged ifC inc

tr is multiplied by
exp@iw1(k2k0)# and C inc

ref by exp@iw2(k2k0)#, wherew1(k)
and w2(k) are arbitrary odd real functions. In the case
hand, however, this nonuniqueness is not important, sinc
what follows we shall employ only the relations~17!–~22! to
determine the particle-tunneling times.

6. PARTICLE TRANSMISSION AND REFLECTION TIMES

On this basis, we determine the transmission timet tun
for the sectionZ1Z2 for the particle as the difference of th
times t2 and t1 which satisfy the equations

^x̂& inc
tr ~ t1!5a2L1 ; ^x̂& tr~ t2!5b1L2 . ~23!

It thus follows that

t tun~L1 ,L2!5
m

\^k& tr
@^J8& tr1L11L2#. ~24!

We shall define the time required by the particle to leave
point Z1 , reflect from the barrier, and return to the initi
point, i.e., the reflection time,t ref , as the differencet32t1 in
the times for which

^x̂& inc
ref~ t1!5^x̂& ref~ t3!5a2L1 . ~25!

It is easy to show that

t ref~L1!5
m

\^2k& ref
@^J82F8& ref12L1#. ~26!

We note that the expressions~24! and ~26!, which are
asymptotically exact for large values ofL1 and L2 contain
contributions from the barrier regiont tun

(0) @t tun
(0)5t tun(0, 0)]

andt ref
(2) @t ref

(2)5t ref(0)#. These are the desired transmissi
and reflection times for a particle in the barrier region.

Here it is very important to keep in mind that expre
sions~24! and ~26! become meaningless ifL150 or L250.
The temporal characteristics defined above therefore by
means describe measurements in which probes are locate
the barrier boundaries. Incidentally, this arrangement of
probes in itself is meaningless, since it is impossible to id
tify, because of interference, the centers~or, in a special case
the maxima! of the packets. The conditions for interferen
not to influence the measurements and the conditions for
model to be applicable are virtually identical: The distanc
to the pointsZ1 andZ2 , where the probes are located, mu
be sufficiently large. Therefore, to determine experimenta
for example, the barrier transmission time, it is first nec
sary to measure the timet tun(L1 , L2) and then subtract from
it the transmission times of the sections (a2L1 ,a) and (b,
b1L2), where the particle is free. It is assumed that
average velocities of the particles on the free sections h
already been determined separately for both scattering c
nels.
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that for waves incident on the barrier from the right, t
phaseF changes sign and the transmission coefficient a
phaseJ do not depend on the direction of motion of th
incident wave. Taking this circumstance into account, it
easy to show that the reflection timet ref

(1) for a particle inci-
dent on the barrier from the right is determined by the e
pression

t ref
~1 !5

m^J81F8& ref
\^2k& ref

. ~27!

It follows from the recurrence relations for the tunneling p
rameters of the wave~see Ref. 10! that for barriers which are
symmetric with respect to the center of the barrier sect
F8[0. In this case the particle reflection time does not d
pend on the side from which the particle is incident on t
barrier,t ref

(0)5t ref
(2)5t ref

(1) .
It is easy to verify that for wave packets which are su

ficiently narrow ink space the tunneling times determine
here are equal to the ‘‘phase’’ times~see Ref. 10!.

7. OTHER APPROACHES IN PACKET ANALYSIS

Here it is very important to compare our results wi
those of Ref. 3. Both cases concern packet analysis for
ticles described by arbitrary wave packets. However, ther
a fundamental difference between the two approaches. In
approach, the determination of the tunneling times is ba
on calculations of the average values of the operatorx̂. At
the same time, in Ref. 3 averaging of the operatorû, where
û5 in21x̂ andn5\k/m, was actually used.

This procedure, in our view, has two serious drawbac
The first one is connected with the fact that this operato
non-Hermitian.@Here it would be better to employ the co
responding Hermitianized operator~tempus!, which was
studied in Ref. 11.# The other, more serious, drawback is th
the average value of the square of the operatorû ~and the
Hermitianized operator! and therefore the variance of th
quantity in a state which is described by a GWP are infin
But if the variance of a physical quantity in some state
infinite, then its average value~though in itself finite! be-
comes physically meaningless in this state.

The unfounded use of the operatorû ~rather thanx̂) in
determining the temporal parameters of tunneling leads
our view, to another error as well.

The so-called dwell timetd of a particle in the barrier
region is quite widely used in the literature~see Refs. 6 and
7! to describe both scattering channels together. Someti
~see, for example, Ref. 4! this quantity is written as the av
erage value of the tunneling times in both scattering chan

td5T̄u tun1R̄u ref , ~28!

where u tun is the tunneling time, andu ref is the reflection
time.

Doubts as to the validity of such averaging with resp
to both scattering channels were stated earlier in Refs. 6
7. However, a clear answer to the question of the validity
the expression~28! was not given. This equation, in ou
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view, in general, is incorrect, because it implicitly assumes
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ith
the validity of averaging the operatorû, which plays in this
case the role of the ‘‘time operator.’’ We have shown th
even for a GWP this operation becomes meaningless.

In our approach there arises a different relation for
temporal parameters which relates both scattering chan
Indeed, it is easy to verify that

^J8& inc[T̄^J8& tr1R̄^J8& ref . ~29!

Using expressions~24!, ~26!, ~27!, and~29! and assum-
ing that

^J8& inc5n0td , ~30!

we write this identity in the form

td5T̄t tun
~0! ^n& tr

na
1R̄t̄ ref

^2n& ref
n0

, ~31!

wheret̄5 1
2(t ref

(2)1t ref
(1)), andn05m21\k0 .

As we can see, the relation~31! is different from Eq.
~28!. It assumes the same form as the relation~28!

td5T~k0!t tun
~0!1R~k0!t ref

~0! ~32!

only in a special case, for a GWP which is infinitely narro
in k space and for symmetric barriers. In this case the vel
365 Semiconductors 31 (4), April 1997
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Therefore, if a tunneling time describing both scatteri
channels simultaneously is introduced, then this must
done, in our view, according to the expressions~30! and
~31!.

In conclusion, we note that in a future work we sha
investigate numerically with the aid of the expressions o
tained above the tunneling parameters of different pack
Specifically, the properties of Gaussian wave packets w
different degrees of localization inx space will be studied.
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Transverse stability of an impact-ionization front in a Si p12n2n1 structure
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The transverse stability of an impact-ionization front in a large-area siliconp12n2n1 structure
is studied. An analytical model allowing for simultaneous motion of the ionization front
and displacement of the majority carriers from the nondepleted part of then base is proposed.
The stability of a planar front is investigated, the growth increments are calculated, and
the physical mechanisms of instability are indicated. A criterion is formulated for quasistable
propagation of a wave. ©1997 American Institute of Physics.@S1063-7826~97!01104-6#
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The excitation of an impact-ionization wave is a uniqu
with respect to its rate, and at the same time very unive
‘‘nonoptical’’ mechanism for modulating the conductivity o
a semiconductor structure — diode, transistor,
thyristor.1–4 In a recent report5 we showed that the propaga
tion of a wave in a large-areap12n2n1 junction is accom-
panied by an increase in the transverse perturbations o
position of the front. Long-wavelength~with respect to the
base lengthW) modes, whose buildup time is close to th
time over which the ionization front~IF! traverses its own
length, play the dominant role. The development of an ins
bility can result in the formation of local switching channe
with characteristic transverse sizeW. The nonuniform dy-
namics of the impact-ionization front, including a stage
formation of local switching channels, was described in R
6. The transverse instability of the IF is a fundamental fac
limiting the possibility of diode structures which ar
switched with the aid of an impact-ionization wave.

This paper continues the theoretical investigations of
stability of impact-ionization fronts.5–8 It considers the prob-
lem of the stability of the front in the most important case
which an undepleted quasilinear region is present in thn
base. The propagation of the IF in such a structure is acc
panied by the displacement of carriers from the quasineu
region. As a result, the dynamics and stability of the
should be studied together with the motion of the bound
between the space-charge region and the quasineutral re
An analytical model of the propagation of an impac
ionization wave in a Si-p12n2n1 structure is proposed an
its transverse stability is analyzed.

2. DESCRIPTION OF THE MODEL

We assume that initially the impact-ionization wa
propagates uniformly over the entire area of the device.
studied a structure whose base contains, at least initially
undepleted region, i.e. the conditionW.@2««0u/qNd#

1/2 is
satisfied~hereu is the voltage applied to the structure,Nd is
the density of donors in then base,q is the electron charge
« is the permittivity of the semiconductor, and« is the per-
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long-base structure, in contrast to the similar TRAPAT
diode4 structures, in which the depleted region occupies
entiren base.5

Three regions can be distinguished in then base~Fig. 1!;
a neutral plasma region~NR!; a space-charge region~SCR!,
including a completely depleted region, the IF itself, and
space-charge layer behind the front; and, a region of de
plasma behind the front. The characteristic carrier densi
for the case of a Si diode are presented in the caption in
1. We assume below that the ionization coefficients are
same for electrons and holes and we use a step approx
tion for the impact-ionization coefficient as a function of th
electric-field intensityE: a(E)5a0H(E2Ea), whereH is
the unit step ~Heaviside! function, Ea is the impact-
ionization threshold, anda0 is a model parameter, which
represents the saturated value of the impact-ionization c
ficient. We disregard the impact ionization in the NR. T
field in the region of the dense plasma behind the fron
assumed to be weak and the distribution of the field in
SCR is assumed to be trapezoidal.

The position of the IFxf(y, z), together with the posi-
tion d(y,x) of the boundary between the SCR and the N
completely determine the distribution of the fieldE(x, t) in
a given section of the structure (y5 const,z5 const!. The
equations of motion for the variablesxf(y, z) and d(y,z)
have the form

]xf
]t

5
1

t f
l f~u,x,d!, ~1!

]d

]t
52nn~E0~u,x,d!!, ~2!

where

t f5
1

ans
ln

N

n0
, N5

a0««0Ea

q
,

nn~E!5
mnE

11E/Es
.
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Herens is the unsaturated carrier velocity,N is the density of
the nonequilibrium electron-hole plasma behind the IF,n0 is
the carrier density in the SCR in front of the IF
Es5ns /mn'33103 V/cm is the characteristic field in which
the drift velocity saturates, andmn51500 V•cm2/s is the
weak-field electron mobility. A direct calculation shows th
the sizel f of the ionization region and the fieldE0 in the
quasineutral region are given by the expressions

l f5
««0
qNd

S u

W2xf
2EaD1

1

2 SW2xf2
d2

W2xf
D . ~3!

E05
u

W2x2 f
2

qNd

2««0

~W2xf2d!2

w2xf
. ~4!

Equation ~1! describes the propagation of the IF in
model proposed in Refs. 6 and 8. The derivation of t
equation6,8 depends on two universal laws of propagation
impact-ionization waves and streamers:9 The front velocity
v f is proportional to the sizel f of the impact-ionization re-
gion; the displacement timet f of the electric field out of the
ionization region is determined by the transport time of
space charge associated with the front through this regio

The velocity of the boundary of the NR equals the v
locity of the electrons displaced to then1 emitter. The mi-
nority carriers~holes! are then extracted into the SCR. Th
density p of the minority carriers is low compared wit
Nd . As a result, their contribution to the space charge in
SCR is very small. In Eq.~2! an approximation of the veloc
ity vn(E) is used — the carrier velocity as a function of th
electric field strength in Si proposed in Ref. 10.

FIG. 1. Diagram of the electric field distributionE(x,t) and carrier densities
n andp in the base of ap1 2 n 2 n1 structure during the propagation of a
impact-ionization wave. The typical values of the densities a
N5101721018 cm23, Nd51014 cm23, pi5106 cm24.
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u5V~ t !2qNdRSK dxfdt L , ~5!

which relates the average~over the area! velocity of the front
with the voltage on the structure@V(t) is the source voltage
R is the load resistance, andS is the area of the structure#. In
Eq. ~5! the relation of the current densityj in a given section
of the structure with the velocity of the front is taken in
account:6 j5qNdn f . This closed system of equations com
pletely describes the dynamics of a planar IF and an IF tha
perturbed by long-wavelength (l.W) fluctuations. The con-
dition that the total current is continuous along thex direc-
tion holds automatically for Eqs.~1!–~4!.

3. DYNAMICS OF A PLANAR IONIZATION FRONT

In the present case of a long-base structure, the o
dimensional dynamics of the IF exhibits several characte
tic features which have no analogs for structures such
TRAPATT diodes. Two new phenomena can be dist
guished: retardation of the IF as a result of a redistribution
voltage between the SCR and the NR, whose most extr
manifestation is stopping of the wave, and avalanche bre
down of the NR. We shall give only a brief description
these effects, which is necessary for further understandin
the results of the stability analysis.

1. Retardation of theIF. Differentiating Eqs.~1! and~2!
with respect to time shows that the sign of the acceleration
the IF is determined by the sign of the right side of t
expression

S t f1qNdRS
] l f
]u D dn f

dt
5

] l f
]u

dV~ t !

dt
1
dnn2d̃n f

W2xf
, ~6!

where

d̃52~W2xf !
] l f
]xf

5~W2xf !2
««0Emax

qNd
,

] l f
]u

.0.

The meaning of the quantitiesd̃ andEmax is clear from Fig.
1. For sufficiently largeW, the quantitiesd and d̃ are close
to one another, whilev f can be several times greater tha
vn . As a result, forV(t)5 const the velocity of the IF de
creases as the front propagates, and it is possible for
wave to stop. The physical mechanism of the stopping of
wave is connected with the fact that the growth of the fie
occurring in the NR during the motion of the IF results in
voltage drop across the SCR.

2. Breakdown of the quasineutral region.Sincen f.ns
andnn,ns , the IF always overtakes the receding bounda
of the quasineutral region. The SCR decreases in size an
field in the NR increases. The impact-ionization thresh
can be reached before the majority carriers are comple
removed from then base, as a result of which avalanch
breakdown of the NR ceases. In the simplest case when
current in the external circuit is fixed,n f5 const, and the
carrier velocity in the NR equals the saturated valuens , the
condition that the IF traverses the entiren base beforeE0

reachesEa can be represented in the form

:
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On this basis it follows that wave breakdown in the in
tial form, similar to that occurring in a TRAPATT diode
does not occur in a diode structure with a sufficiently lo
base. For low velocitiesn f the IF can stop and for high
velocities breakdown of NR can occur.

4. TRANSVERSE STABILITY OF A PLANAR IONIZATION
FRONT

1. Basic equation.Let us consider the stability of a pla
nar IF which propagates with a prescribed law of variation
V(t), with respect to transverse perturbationsdxf(r ,t) and
dd(r , t), whose wavelength is greater than the size of
ionization region and the thickness of the structure:l.W,
l f . The fact that long-wavelength disturbances play a do
nant role was substantiated in Refs. 5 and 8. We assume
the average values~over the area! ^dxf(r ,t)& and ^dd(r ,t)&
equal zero. As a result, the perturbations do not interact w
the external circuit.

Linearizing the equations of motion of the perturbed s
tem gives a system of equations which can be represen
using specific relations~3! and~4! for l f andE0 , in compact
form

t f
]dxf
]t

5
] l f
]xf

dxf1
] l f
]d

dd,

td
]dd

]t
52S ] l f

]xf
11D dxf2S ] l f

]d
11D dd, ~8!

where

td5
««0
qNd

S ]nn
]E0

D 21

,

] l f
]xf

52
d̃

W2xf
,

] l f
]d

52
d

W2xf
.

Equations~8! include the characteristic timest f and
td . The first time is the time over which the front travers
its own lengtht f5tM(mEa ln(N/n0)/ns) and depends on th
Maxwellian relaxation timetM in the dense plasma behin
the ionization front (mEa ln(N/n0)/ns)'102. The quantity
td5tm(11E0 /Es)

2 is related to the Maxwellian relaxatio
time tm in the NR by a factor that determines how clo
E0 is to Es . In all casestd.t f . In the limit nn→ns the
stronger conditiontd@t f holds.

The characteristic equation has the form

l21bl1c50, b5
1

td
S ] l f

]d
11D2

1

t f

] l f
]xf

,

c5
1

t ftd
S ] l f

]d
2

] l f
]xf

D . ~9!

In the case where the carrier velocity is a monotonic funct
of the field, the free term is always negative:

c52
1

t f

]nn
]E0

E0

W2xf
,0.
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As a result, the roots of Eq.~9! are real and have differen
signsl1.0 andl2,0. Therefore, the instability occurs fo
all propagation regimes of the front. It follows from Eqs.~5!
that the growing mode (l1.0) corresponds to a displace
ment of the front as a whole:dxf.0, dd,0. The decaying
mode (l2,0) corresponds to a change in the size of SC
(dxf.0, dd.0).

Since the intervalW traversed by the front is bounded,
conclusion about the instability of the front can be drawn
practice only ifl1W/n f . The quantityl1 depends strongly
on the profile of the field in the wave. Two cases correspo
ing to different instability mechanisms can be distinguish

2. Weak and strong instability of the front.Assuming
that the ratiot f /td is small, we represent the positive root
the characteristic equation in the form

l15
1

td

d2d̃

d̃
, d̃.0, ~10!

l152
1

t f

d̃

W2xf
, d̃,0. ~11!

Here the growth increments are expressed in terms of
characteristic timest f andtd and the geometric paramete
of the profile of the field in the wave. The range of applic
bility of these expressions does not include the neighborh
of the valued̃50. The dependence ofl1 on the parameter
d̃/d is shown in Fig. 2. It is clear from expressions~10! and
~11! and Fig. 1 that regions of weak (l;td

21) and strong
(l;t f

21) instability can be distinguished in this problem.
Weak instability occurs for profiles possessing an e

tended neutral region (d̃.0). Its physical mechanism is as
sociated with the positive relation between the electron
parture velocity rate and the fieldE0 . An increase in the field

FIG. 2. Growth incrementl1 of an inhomogeneous perturbation versus t
dimensionless parameterd̃/d ~1!. The dot-dashed lines 2 and 3 are dete
mined by the relations~10! and ~11!, respectively. Curve4 corresponds to
the case of saturated carrier velocity in the neutral regionnn5ns . In the
parameternn /ns,d̃/d,1 the IF moves with retardation.

368A. M. Minarski  and P. B. Rodin



E0 at a fixed voltage results in a more rapid motion of the
th
ge
th
I

as
r-
-

ef
tia

e
i
rc
q

th
ta

i
il
r
he
a
t,
un
ar
wn

g,
o
y

te

e
p

ilit
a
al

stages of front propagation. However, in practice, it is nec-
ch
ront
the
tely
th
bil-
ary.
ap-

fi-
IF
f
able

-
e
in
:

the

e
e
use
this
ffi-
l-

u-
or

e
-
Eqs.

un-
e-
uded
ing
ng

-
.
al
NR boundary. As a result of the decrease in the length of
boundary, it also results in a redistribution of the volta
between the NR and the SCR. The relative increase in
voltage across the SCR also increases the velocity of the
Therefore, the development of instability in the present c
is determined mainly by carrier drift in the NR. This dete
mines the large~corresponding totd) characteristic develop
ment times of the perturbation. In semiconductors with
nonmonotonic field dependence of the drift velocity this
fect is absent in the range of fields where the differen
mobility is negative.

To estimate correctly the role of the above-describ
mechanism, it should be noted that the weak instability
realized, as a rule, for fronts which with a constant sou
voltageV(t) move with retardation. Indeed, according to E
~6!, the front slows down ifd̃/d.nn /n f ~see Fig. 2!. Insta-
bility development in this case means not acceleration of
leading sections but rather only a decrease in the their re
dation rate.

The condition of strong instability isd̃,0. Its mecha-
nism is associated with acceleration of the IF itself and
completely analogous to the mechanism described for sim
TRAPATT diode structures in Ref. 5. Indeed, fo
] l f /]x.0 a local forward displacement of a section of t
wave with a prescribed voltage on the device results in
increase in the sizel f of the ionization region. As a resul
the velocity of the leading section increases and the non
formity intensifies. The characteristic times in this case
equal to the time over which the front traverses its o
length.

As the flat front propagates, the parameterd̃/d de-
creases, varying in the interval (1,2`). The system then
passes through a phase of weak instability and enters a
gion of strong instability. At the final stage of switchin
when the majority carriers are completely displaced out
the base (d̃,0, d50), the growth increment is described b
the expression

l15
1

t f

E~x f !2E~W!

2E~W!
, ~12!

which wass obtained previously in Ref. 5.
In the case where the carrier velocity in the NR satura

nn5ns , the characteristic timetd→`. Equation~11! then
becomes exact,l250 for d̃.0. The conditiond̃.0, or

««0Emax

qNd
.W2xf , ~13!

then becomes the criterion for stability of a planar front. W
note the clear geometric meaning of this criterion: The slo
of the line connecting the points (Emax, xf) and (0,W) must
be less thanqNd /««0 .

5. DISCUSSION OF THE RESULTS AND COMPARISON
WITH EXPERIMENT

The foregoing analysis shows that transverse instab
is an internal property of the dynamics of an IF in
Sip1 2 n 2 n1 structure and occurs for all regimes and in
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essary to distinguish weak instability of the wave, whi
occurs in the presence of an extended neutral region in f
of the SCR, and strong instability, which corresponds to
case of a short neutral region and the case of a comple
depletedn base. As a result of the long characteristic grow
times of the perturbation that correspond to a weak insta
ity of the front, this mechanism ca be regarded as second
This circumstance makes the results of the present work
plicable to GaAs diodes as well. The condition~13! is a
criterion for quasistable propagation of the front. It is signi
cant that this criterion necessarily breaks down as the
approaches then1 emitter. As a result, the final stage o
propagation of the IF always contains a transversely unst
phase.

The criterion~13! is closely related to the empirical cri
terion of malfunction-free operation of silicon diod
peakers,2,11which require the presence of a neutral region
then-base at the initial moment of the wave propagation

W.S 2««0u

qNd
D 1/2. ~14!

Breakdown of the criterion~14! in the case of Si diodes
results in local thermal damage.2,11 Local switching of GaAs
diodes, observed in Ref. 12, apparently is attributable to
same cause.

The condition~13! gives a theoretical justification for th
criterion ~14!. This condition ensures quasistability of th
initial phase of wave propagation. At the same time, beca
of the presence of a transversely unstable final phase,
empirical reliability criterion cannot be regarded as a su
cient condition for uniformity of the modulation of the vo
ume of the structure after switching.

We now turn to the results of the one-dimensional n
merical modeling of IF propagation, performed in Ref. 13 f
a Si structure with the parametersW5200 mm and
Nd51014 cm23. According to the computational results, th
switching time is 600 ps.13 Estimates of the growth incre
ments of the transverse perturbation, made according to
~10! and~11! for the electric field profilesE(x, t) obtained in
Ref. 13 , show that the motion of a planar IF becomes
stable even att5200 ps. A clear transition also occurs b
tween the stable and unstable phases. It can be concl
from this analysis that one-dimensional numerical model
is unsuitable for quantitative description of the switchi
process.
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Deep level transient spectroscopy under conditions of current-carrier exchange

between two allowed bands

A. A. Lebedev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted June 28, 1996; accepted for publication July 8, 1996!
Fiz. Tekh. Poluprovodn.31, 437–440~April 1997!

Some characteristic features of deep level transient spectroscopy~DLTS! spectra of deep levels
which effectively exchange current carriers with both allowed bands are studied. It is
shown that the maxima of the peaks shift very little on the temperature scale, but analysis of the
spectra by the conventional methods leads to errors in the determination of the parameters
of the deep levels~ionization energies, capture cross sections!. Several methods for determining
these parameters more accurately are proposed and a numerical example of such an
analysis of DLTS spectra is presented. ©1997 American Institute of Physics.
@S1063-7826~97!01204-0#
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capacitance relaxation~ICR!, thermally stimulated capaci
tance~TSC!, nonstationary deep-level transient spectrosco
~NDLCS or DLTS in the foreign literature! — and other
methods have been widely used in recent years to determ
the density and parameters of deep levels~DLs! in
semiconductors.1–6 These methods are based on measu
ments of the charge-exchange kinetics of DLs in the spa
charge layer~SCR! with a reverse bias on the diode. I
studying charge relaxation on DLs, exchange of current c
riers ~CCs! between the DLs and only one allowed band
ordinarily taken into account, since it is assumed that
interaction with the other band is weak because of the la
difference in the ionization energiesEn andEp of the DLs or
the electron and hole capture cross sectionssn and sp ,
respectively.3 This approach is justified in most cases, but
some DLs located near the center of the band gap it is
always correct. Specifically, in Si many DLs have been d
covered near the center of the band gap.7 In this paper we
examine the characteristic features of the thermal relaxa
of the capacitance in the case where the DLs interact with
two allowed bands and we present methods for determin
the parameters of the DLs in this case.

1. KINETICS OF CHARGE EXCHANGE BETWEEN DEEP
LEVELS

For definiteness, we shall study a diode with a sh
asymmetric p12n junction or Schottky barrier~SB! in
n-type material. In the calculations below we assume that
DL possesses a fixed ionization energy and generation
CTs through excited states does not play a large role.3,8 The
kinetics of charge exchange on DLs in the dark in the par
the SCR, where under reverse bias the density of free
can be neglected (n'p'0), is described by the equation

dm

dt
5ep~M2m!2enm, ~1!

where
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en5cnNcexpS 2
En

kTD[cnn1 ~2b!

are the rates of thermal generation of electrons from the
lence band to DLs and from the DLs into the conducti
band, respectively;Nn andNc are the effective densities o
states in the valence and conduction bands, respectiv
cn5nesn and cp5nnsp are the electron and hole trappin
rates in DLs, respectively;neandnn are the thermal veloci-
ties of the electrons and holes, respectively; and,M andm
are the total density of DLs and the electron density in
DLs, respectively.

The solution of Eq.~1! with m05dM at t50 has the
form

m~ t !

M

ep
en1ep

1S d2
ep

en1ep
DexpS 2

t

uc
D , ~3!

whereuc
215ec5en1ep . It follows from Eq. ~3! that under

conditions when CCs are exchanged with the two allow
bands, charge exchange occurs according to an expone
law with a time constantuc , but ec is the sum of exponen
tials of the reciprocal of the temperature with different exp
nents and pre-exponential factors, and the Arrhenius
ln u5f(1/T) is linear only in the case where the DL lie
exactly at the center of the band gap (En5Ep). As calcula-
tions show, however, whenuc is measured in a limited rang
of temperaturesT, this dependence can be easily appro
mated by a straight line with activation energyEa that falls
betweenEn andEp . Figure 1~curve1! is a computed ex-
ample of the function loguc5f(1/T) for a level with the
parametersEn50.5 eV, Ep50.6 eV, cnNc51012 s21, and
cpNn51014s21. We see that the points fall well on a straig
line with activation energyEa50.545 eV. Methods for de-
terminingEn andEp more accurately will be examined be
low.

The limiting charge exchange on DLs (t@uc), as fol-
lows from Eqs.~2! and ~3!, is

37171-04$10.00 © 1997 American Institute of Physics
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expSEg22En

kT D . ~4!

Here use was made of the fact that the band gap
Eg5En1Ep . It follows from Eq. ~4! that under standard
conditions the filling of the DLs in the SCR depends on t
ratio cn /cp , En , andEp . If sn andsp are of the same orde
of magnitude, then the DLs lying above the center of
band gap (En,Eg/2) will be empty and the levels locate
below the center of the band gap (En.Eg/2) will be com-
pletely filled with electrons, irrespective of the initial fillin
of the DLs, the type of base conductivity, and the type
level — donor or acceptor.3–9

2. INITIAL CHARGE EXCHANGE BETWEEN DEEP LEVELS

Charge exchange between DLs can be initiated by s
eral methods: 1 — decreasing the reverse biasV1 to 0 ~drop-
ping the voltage!; 2 — partial dropping of the voltage from
V1 to V2,V1 ; 3 — injection from the samep–n junction;
4 — base-side illumination of the diode with light that
absorbed (hn.Eg); 5 — injection from the emitter in a
triode structure; and other methods. In the case of cha
exchange by methods 4 and 5, complete removal of all e
trons from the DLs is possible with a reverse bias. Withou
reverse bias the two methods are similar to injection from
p–n junction and are therefore not considered here.

When the voltage is dropped, an equilibrium filling
the DLsm0 /M5n0 /(n01n1), wheren0 is the equilibrium
electron density in the conduction band, is established in
quasineutral region of the diode. If the DL lies near t
Fermi level and in some temperature rangeep.en , then it is
possible that in the SCR the DL is not emptied of electro
but rather is filled from the valence band, i.e.,m0,mst . This
will result in a change in sign of the capacitance relaxati
This situation is not studied in the present paper, and i
assumed below thatn0@n1 . If n0@M , then the DL is filled
with electrons according to an exponential law with tim
constantup5(cnn0)

21everywhere except in the transition
layer near the boundary of thep–n junction with the

FIG. 1. Computed Arrhenius curves forec ~1!, en ~2!, and the function
dF/d(1/T) ~3! for the example presented in the text.

372 Semiconductors 31 (4), April 1997
is

e

f

v-

ge
c-
a
a

e

s

.
is

and we shall assume in the calculations below that the reg
of incomplete filling of the DL is taken into account and th
duration of the filling pulse ist f@up . Thend51. The kinet-
ics of filling of the DL with a drop of the voltage is an
additional method for measurings in the absence of an elec
tric field.

In the case of injection from ap–n junction, the distri-
bution of the injected CCs isDp5Dn;exp(2X/LD), where
LD is the diffusion length. In the calculations below we sh
assume that the injection level is high (Dn@n0) and the
width of the SCRW!LD for the reverse bias employed
Then the initial filling of the DL will be

d5
cn

cn1cp
[

1

11l
,

where l5cp /cn . This filling can change when the direc
bias is changed to a reverse bias. First of all, when the v
age is switched, at the SCR boundary, which moves into
volume of the base,Dp'0 and electrons are trapped. If th
boundary of the SCR moves relatively slowly~compared
with up), then an appreciable change in the degree of fill
of DL is possible. Second, holes which accumulated in
base under direct bias pass through the SCR and ca
trapped in the DL.11 Such charge transfer at the DL is su
stantial at high direct-current densities and long lifetime
nonequilibrium CCs in the diode base. These factors all p
duce some uncertainty in the initial filling of the DL in th
case of injection from ap–n junction.

3. DETERMINATION OF THE PARAMETERS OF DEEP
LEVELS

Charge exchange on DLs results in relaxation of the
pacitance of the structure. In the calculations below we s
assume that the shallow and deep impurities are distribu
uniformly in the crystal and that the base resistanceR is
small (v2R2C2!1, wherev is the angular frequency of th
measuring signal! and the structure can be assumed to
one-dimensional.

Let us examine the DLTS spectra in the case of a l
density of DLs (M!N, whereN is the density of shallow
donors! or when measurements are performed in
constant-capacitance regime. ThenDC(t) or DV(t);m(t).
When CCs are exchanged with the two allowed bands,
amplitude factorA1 which depends onT will appear in the
DLTS spectra. If the initial charge transfer is produced
dropping the voltage, thend51 and

A15
en

en1ep
5

1

11
cpNn

cnNc
exp S 2

Ep2En

kT D
[

1

11lb expS 2
DE

kT D , ~5!

whereDE5Ep2En, andb5Nn /Nc .
The temperature dependence ofA1 is shown in Fig. 2

~curves1–7! in dimensionless coordinates for several valu
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of lb. From the character of the dependenceA1(T) a con-
clusion can be drawn about the energy position of the D
A1 increases withT, if the DL lies below the center of the
band gap (En.Ep), and it drops for the opposite relatio
En,Ep , since uDE/kTu→0 asT increases. The values o
A1 for the example considered above fall on the curve6 in
Fig. 2. It is also obvious from the figure that appreciab
capacitance relaxation occurs only for a certain ratio ofDE
andl. Estimates show that even for a small displacemen
the DL from the center of the band gap, the trapping cr
sections for CCs on the DL must differ by several orders
magnitude in order for an appreciable exchange of CCs w
both allowed bands to occur.

As numerical calculations showed, the amplitude fac
has virtually no effect on the form of the DLTS peak and t
position of its maximum. Typical displacements of the ma
mum are in the range 1–5 K. This makes it possible to
termineuc by the standard method.3–6 It can be determined
more accurately from the intersection of the DLTS curves12

To determineEn andEp separately, we shall make us
of the circumstance thatA1uc5en . We can then calculate
En from the Arrhenius relation foren , and Ep5Eg2En .
The Arrhenius curve for the values ofen(T) obtained in this
manner is shown in Fig. 1~curve2!. It follows that the ac-
tivation energy in this case is 0.505 eV and corresponds,
high degree of accuracy, to the value ofEn which is incor-
porated in the calculation. The cross sections for trapping
CCs can be calculated ifN andM are known. As shown
above,M can be estimated for several methods of init
filling of the DLs.

Now we knowuc(T), En , andEp , but we do not know
the pre-exponential factorscnNc and cpNn . They can be
calculated if the known functions exp(En /kT) and
exp(Ep /kT) at some temperature are substituted intoec(T). If

FIG. 2. Amplitude factorsA1 ~1–7! andA2 ~8–12! versusDE/kT.
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obtain a system of equations wherecnNc andcpNn are the
unknowns and can be easily calculated.

It is also possible to use the known quanti
exp(En /kT). Then

F5

expS En

kTD
uc

5cnNc1cpNn expS 2
DE

kT D .
The derivative of this function is

dF

d~1/T!
52

cpNnDE

k
expS 2

DE

kT D ,
andDE andcpNn and thencnNc can be calculated from it
The Arrhenius curve for the values of2dF/d(1/T) obtained
in analyzing the numerical example presented above
shown in Fig. 1~curve3!. The activation energy in this cas
is 0.105 eV instead of 0.1 eV, the value incorporated in
calculation. Calculations in other numerical models show
that the indicated quantities are determined with an accur
of no worse than 10%.

Some estimates can also be made in the case if the
plitude of the DLTS peaks increases or decreases rapidl
T varies. Such a sharp temperature dependence means t
this casel expuDE/kTu @ 1. ThenDE andl can be estimated
from the Arrhenius relation.

Accordingly, all basic parameters of a DL can be det
mined, to a high degree of accuracy, from the DLTS spec
by several methods: the energy position of the DL in t
band gap and the cross section for trapping of electrons
holes.

Initial charge exchange on a DL is also possible by
jection from the samep1–n junction. In this case with a
high injection leveld5cn /(cn1cp) and the amplitude facto
is

A25
cn

cn1cp
2

ep
en1ep

5
1

11l
2

lb expS 2
DE

kT D
11lb expS 2

DE

kT D

5

12l2b expS 2
DE

kT D
~11l!F11lb expS 2

DE

kT D G . ~6!

It should be noted that in the case of injection-initiat
charge exchange on a DL the position of the correspond
DLTS peak on the temperature scale does not change, s
uc does not depend on the initial filling of the DL.

The temperature dependenceA25 f (T) in dimensionless
coordinates is shown in Fig. 2~curves8–12! for several
values of l and b51. It follows from Eq. ~5! that for
l2b5exp(DE/kT) the amplitude factorA250 and the ca-
pacitance relaxation changes sign~Fig. 2, curves8–10!. The
equalityA250 makes it possible to check whether or not t
parameters of the DL were determined correctly.

The difference of the amplitude factors is
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and forDA'1 for large values ofl, i.e., the DL is virtually
completely freed of electrons and hence the total densityM
of DLs can be estimated. Forl&0.1 the curvesA1(T) and
A2(T) virtually merge.

For a high injection level electrons can also fill the D
which in the neutral region of the diode lie above the Fer
level. This leads to the appearance of additional DLTS pe
after injection. The amplitude of such peaks increases w
the injection level and decreases rapidly with increasing te
perature. This case will be examined in detail in a sepa
paper.

After some obvious changes, the formulas presen
above also hold for sharpn–p junctions or Schottky barriers
on p-type semiconductors.

4. CONCLUSIONS

The temperature dependence of the height of the DL
peaks is a characteristic indication that the DL interacts e
ciently with the two allowed bands. Analysis of such spec
by the standard method can give incorrect results. More
liable methods for determining the parameters of DLs (En ,
Ep , sn , sp) for this case were proposed.

The above-examined methods for analyzing DLTS sp
tra are valid only for ‘‘simple’’ DLs. If a center with a DL
has a complicated structure and the center undergoes res
turing in the process of charge exchange on the DL, then
amplitude of the DLTS signal can depend on entirely diff
ent factors. Then different methods based on other phys
models must be developed to analyze the results of the m
surements.
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to the dependence of the parameters of DLs on the ele
field in the SCR or charge exchange on several DLs w
different u complicates the analysis of the spectra. Comp
cations can also arise in the case where the cross section
trapping of CCs and generation of CCs via excited state
a center with a DL are strongly temperature dependent.
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Effect of inhomogeneities of Bi 2T3 crystals on the transverse Nernst–Ettingshausen

effect
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The effect of inhomogeneities inp-Bi2Te3 crystals, grown by different methods, on the
coefficients of the transverse Nernst–Ettingshausen and Hall effects has been studied. The degree
of homogeneity of the crystals was estimated on the basis of thermo-emf~Seebeck
coefficient! data. It was established that the concentration dependences of the
Nernst–Ettingshausen coefficient atT5300 K in homogeneous and inhomogeneous samples are
different. This makes it possible to use the Nernst–Ettingshausen effect data for quality
assessment of Bi2Te3 crystals. It is shown that the anomalous drop of the Hall coefficient with
increasing temperature in a number of samples is due to inhomogeneities, and in
Sn-doped Bi2Te3 crystals it is due to the existence of an impurity level against the background
of the valence-band states. ©1997 American Institute of Physics.@S1063-7826~97!01304-5#

Bismuth telluride Bi2Te3 is a layered crystal withR3 ent degrees of inhomogeneity~crystal quality! on the trans-
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mm structure. The anisotropy of the physical properties a
the characteristic features of its phase diagram are the
sons why there are at least two types of inhomogeneitie
these crystals. One type is due to the nonuniform distribu
of atoms in layers, which results in the appearance of dive
point defects. The other type of possible inhomogeneities
layered inhomogeneities. It is obvious that defects, inhom
geneities, and imperfections can influence the electr
properties of crystals. The parameters of the energy spec
which are determined from measurements of these prope
can, naturally, differ for samples prepared by different me
ods, since the number of defects and the relation betw
them changes. In this connection, the effect of the degre
perfection of crystals on their electrical properties and
parameters of the energy spectrum which are obtained f
them have been discussed repeatedly in the literature.1–4 It is
obvious that the most reliable information about the ene
spectrum of current carriers can be obtained by investiga
perfect single crystals.

Additional interest in this problem has now appeared
connection with active investigations of the effect of diffe
ent impurities on the electrical and thermoelectric proper
of Bi2Te3-based materials.

5–9When this compound is doped
especially with metals~for example, Pb, Sn, In, and Tl!, the
number of defects and the degree of their nonuniformity
crease. In inhomogeneous semiconductors, a situatio
which the temperature dependences of the transport co
cients~specifically, the Hall coefficient! can simulate the be
havior of a homogeneous semiconductor with impurity lev
is possible. This danger must be kept in mind when ana
ing and interpreting experimental results. For this reason
is important to estimate the effect of inhomogeneities on
electrical properties.

In the present work we investigated the effect of diffe
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verse Nernst–Ettingshausen effect~TNNE! and the Hall ef-
fect.

We have accordingly prepared samples by meth
which are ordinarily employed for preparing Bi2Te3 crystals:
Perfect single crystals were grown by Czochralsk
method.4 Single and block crystals were obtained by t
method of directed crystallization. Polycrystals with gra
sized51002200mm were obtained by the metalloceram
method. The ceramic samples were annealed atT5350 K for
120 h.

To obtain a range of hole densities, the samples w
additionally doped with different impurities. The compos
tion of the samples corresponded to the formu
~Bi12xMex)2, where ~Me 5 Sn, In, Tl, and Pb! and
x50.01263 1019cm23. Tin-doped single crystals were spe
cially grown for this investigation, since the possible ex
tence of the Sn impurity states inp-Bi2Te3 against the back-
ground of the valence band has been reported in
literature. The homogeneity of the samples was estimated
measuring the Seebeck coefficient with the aid of a ther
probe at room temperature.

The following independent tensor components we
measured on single-crystalline samples: the Hall coeffic
R321, the thermoelectric powerS11 andS33, and the Nernst–
Ettingshausen coefficientQ123. ~The axis 3 corresponds t
the direction of the trigonal axisC3 of the crystal.! The in-
dices in the coefficients correspond to the order of their
rangement: The first index corresponds to the direction of
measured electric field, the second correspond to the di
tion of the electric current or temperature gradient, and
third corresponds to the direction of the magnetic field. F
block crystals, which consist of several single cryst
slightly disoriented with respect to one another, and also
ramic samples, which are polycrystals, the results obtai

37575-03$10.00 © 1997 American Institute of Physics



tion
11–15 —
FIG. 1. a–b — Temperature dependences of the Hall coefficient (R321) in p-Bi2Te3 samples with different degrees of inhomogeneity. Sample prepara
methods: Nos. 1–6, 21–26, 31–36 — Czochralski’s method, single crystals. Doping: Nos. 1–46 — deviation from the stoichiometric composition:
Sn, 7 — Tl, 21–26 — Pb, 31–36 — In, 41–48 — In, Pb and deviation from quasistoichiometry.
were corrected by the method described in Ref. 10 . Mea-
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surements were performed mainly in the temperature ra
77–420 K. The coefficientQ was measured under isotherm
conditions in a classically weak magnetic field. The ho
densityp was determined from Hall effect data on the lar
componentR321 at liquid-nitrogen temperature. According t
published and our data,5,6,8 an impurity resonance leve
against the background of the valence band can exist in
doped samples. In this case the variation of the Hall coe
cient with temperature reflects the change in the curre
carrier density. For this reason, the hole density in Sn-do
samples atT5300 K was determined from the correspon
ing Hall coefficientR(T).

The main experimental data are shown in Figs. 1 and
Let us examine the results obtained. As one can see f
Fig. 1, the samples can be divided into two groups accord
to the character of the temperature dependences of the
coefficients: 1! samples with normal~ordinary! temperature
dependenceR(T) for p-Bi2Te3, characterized by the pres
ence of a maximum ofR in the temperature range 250–40

FIG. 2. Density dependence of the transverse Nernst–Ettingshausen c
cient — Q123q /k0 in p-Bi2Te3 samples atT5300 K (k0 — Boltzmann’s
constant,q — electron charge!. Dots — experiment; the sample numbe
are the same as in Fig. 1; solid line — homogeneous samples; dashed li
inhomogeneous samples.
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increase ofT ~samples 1, 2, 5, 6, 14, 36, 41–43!, and 2!
samples in whichR decreases starting at 77 K~samples 11–
13, 15, 44–48!. We note that this unusual, for Bi2Te3, char-
acter ofR(T) was also observed in Refs. 6 , 8 , and 11 . The
decrease in the Hall coefficient with increasing temperat
could be due to the onset of the intrinsic conduction,
presence of impurity levels, as well as the presence
inhomogeneities.12

The onset of intrinsic conduction can be judged acco
ing to the TNEE data. The point is that the TNEE coefficie
is extremely sensitive to the appearance of minority carrie
The onset of mixed electron-hole conductivity in Bi2Te3 re-
sults in a change in sign ofQ ~from negative to positive!13

and is characterized by fast exponential growth ofQ. It fol-
lows from the TNEE data that the observed decrease of
Hall coefficient at temperaturesT.300 K is due to the onse
of intrinsic conduction, and in the most inhomogeneo
samples the intrinsic conduction starts at lower temperatu

As one can see from Fig. 1, for a number of samp
with high hole densities (R,0.5) a decrease of the Ha
coefficient with increasing temperature is observed near
K, i.e. at temperatures substantially lower than the onset t
perature of intrinsic conduction. This behavior of the H
coefficient as a function of temperature could be due to
existence of impurity levels6 or the manifestation of
inhomogeneities.12 In our case, the decreasing Hall coef
cients as a function of temperature are observed in inho
geneous samples~samples 44–48, Fig. 1b!. High-quality Sn-
doped Bi2Te3 single crystals grown by Czochralski’s metho
~samples 11–15, Fig. 1a! are exceptions. The strongT de-
pendence ofR is characteristic of narrow-gap IV–VI sem
conductors with resonance impurity states.14 For this reason,
it is natural to attribute the observed temperature depende
R(T) in Bi2Te3Sn to the existence of a resonance level
tin. Estimates made by analogy with Ref. 14 show that
Sn level lies between the subbands of the valence band,
extrapolation of the temperature dependence of the chem
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potential to zero temperature gives an energy of the impurity
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states«50.0220.03 eV.
Let us now discuss the TNEE data. It is well known th

the TNEE coefficient inp-Bi2Te3 at 77,T,300 K is char-
acterized by negative values, which decrease in abso
value according to the law of variation of the Hall mobili
as a function of temperature. Near room temperature
samples with typical current carrier densities (p,
n;131019 cm23), the coefficient changes sign and th
character of the temperature dependence changes
power-law to exponential because of the onset of intrin
conduction. The smallness of the coefficientQ at
T;300 K makes the Nernst–Ettingshausen effect very s
sitive to different types of inhomogeneities. This makes
isotherm of the density dependence of the TNEE coeffic
at T5300 K worth examining. We see in Fig. 2 where it
shown that a qualitative difference is observed in the pr
erties of homogeneous and inhomogeneous samples.
possess different density dependencesQ(p), and for inho-
mogeneous samples, characteristically, the TNEE chan
sign sooner~i.e., atT,300 K) andQ takes on large positive
values. It should be noted that the TNNE data, as one can
from Fig. 2, confirm the high quality of the Sn-dope
Bi2Te3 crystals. Therefore, the experimentally observ
characteristic features in the transport coefficients of th
crystals attest to differences in the energy spectrum
samples with and without tin.

In summary, the data on the transverse Nern
Ettingshausen effect near room temperature can be use
377 Semiconductors 31 (4), April 1997
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Investigation of carrier transport in a system of undoped quantum wells under pulsed
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A phenomenological theory describing nonstationary carrier transport processes in a system of
undoped quantum wells with short carrier generation pulses is developed. An experimental
method for finding the characteristic carrier trapping and carrier emission times from the wells is
proposed on the basis of the theoretical expressions. The first experimental results making
it possible in principle to determine these parameters are reported. ©1997 American Institute
of Physics.@S1063-7826~97!01404-X#
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Semiconductorp– i –n heterostructures with ani layer
containing a system of noninteracting identical quant
wells ~KWs! are now the subject of active investigation
Carrier transport through a QW layer in a reverse-bia
p– i –n heterostructure have a determining effect on
characteristics of optoelectronic devices, such as opt
modulators based on electroabsorption of light1 and devices
with a self-electrooptic effect~SEED!,2 which are used in
optical communications and information processing syste

In a phenomenological theory carrier transport throug
system of undoped QWs is described by the character
carrier trapping and emission times of a well and the ch
acteristic carrier drift time between neighboring wells.3,4 A
knowledge of these times as a function of the well depth
width, temperature, and electric field5–7 is necessary in orde
to produce the above-mentioned optoelectronic devices
prescribed characteristics, and it is also of physical interes
itself.

As a rule, in experiments investigating carrier transp
through a layer of QWs electron-hole pairs are excited in
layer optically. As a result, all characteristics are determin
by simultaneous transport of electrons and holes. This
cumstance makes it much more difficult to interpret the
sults obtained.8

In Ref. 4 theoretical expressions describing the sepa
transport of electrons and holes in a system of undoped Q
were obtained for the case of stationary excitation outside
system of QWs and monopolar injection within the syste
Furthermore, an experimental method, making it possible
estimate the characteristic carrier trapping, emission,
drift times from the form of the response of the curre
through the structure to the switching on and off of gene
tion was proposed.

In this study, which is a continuation of an earlier stud4

we develop a phenomenological theory describing non
tionary carrier transport processes in the presence of s
generation pulses. On the basis of this regime, an alterna
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from the parameters of the response of the current thro
the layer of QWs. This method includes a procedure
checking of a specific experimental system of QWs the
plicability of the theory developed for describing carri
transport. The first experimental results showing that
characteristic carrier transport times can in principle be
termined by comparing the experimental curves with the t
oretical calculations are also presented.

2. BASIC EQUATIONS

To describe carrier transport in the structure of inter
with an applied electric field, we shall characterize the str
ture, just as in Ref. 4 , by thenumbernk

b of carriers localized
in the kth well and the number of carriersnk in delocalized
states above the well. A number of simplifications are ma
in so doing. It is assumed that the currents are gener
outside the layer of QWs and carriers of only one type p
ticipate in the transport processes. We neglected the po
bility of carrier tunneling between wells~this is an accept-
able simplification for barrier thickness greater than 100!.
The carrier injection level is assumed to be low enough
that the redistribution of the electric field between QWs c
be neglected. The field within the QW layer is assumed to
constant and the characteristic carrier drift timetd and car-
rier capture and emission timestc andte , respectively, of a
well do not depend on the number of wells.

In this case the behavior of a system ofM QWs is de-
scribed by the system of equations

dnk /dt5nk
b/te2nk /tc1~nk212nk!/td , ~1!

dnk
b/dt5nk /tc2nk

b/te , k51,2, . . . ,M . ~2!

The quantityn0(t) in Eq. ~1! with k51 is viewed as a pre-
scribed density in the injecting electrode and is determin
by the form of the carrier generation pulse outside the Q
layer. The initial conditions for Eqs.~1! and ~2! are

nk
b~ t50!5nk~ t50!50,

37878-06$10.00 © 1997 American Institute of Physics
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i.e., initially there are no carriers in the region of the QW
Next, when an excitation pulse is switched on, carriers of
type are injected through the boundary of the QW layer.

In all calculations we assumed that the carrier emiss
rate from a well is much smaller than the carrier trapping a
drift rates (te@tc , td). This simplification is acceptable
since in the absence of tunneling between wells the cha
teristic emission timete from a well contains an exponen
tially large factor exp(DE/kT), whereDE is the ionization
energy of the ground state in a QW. Moreover, the car
generation pulse durationt0 is required to satisfy the condi
tion t0@t1 , wheret15tctd /(tc1td) is the characteristic
scale of the fast relaxation time4 associated with establish
ment of the carrier distribution above the wells.

3. COMPUTATIONAL RESULTS

Let us consider the case of a square generation p
with durationt0

n0~ t !5H n05const~ t !, 0,t,t0

0, t.t0 .
D

Figure 1 shows schematically the behavior of the curr
through a structure with many QWs with such an excitat
pulse. Fort,t0 the densities in the QWs vary in time just a
in the stationary excitation case studied in Ref. 4. At times
the order oft1 a jump1–2 occurs in the current through th
structure. This jump is associated with establishment o
carrier distribution above the wells fromnk50 to

nk5n0S 1

11td /tc
D k. ~3!

Next, carrier redistribution occurs as a result of emiss
from the wells on a time scalet25te(11td /tc) ~section
2–3!. For t2@t1 this process is described by the express

FIG. 1. Schematic representation of the behavior of the current throu
structure with multiple QWs versus time with pulsed excitation:1–2 —
Current jump occurring when generation is switched on;2–3— slow relax-
ation with constant excitation;3–4 — downward current jump occurring
when carrier generation is switched off;4–5— slow relaxation associated
with carrier ejection from the QW layer.
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nk~ t !5n0S 11td /tc
D H 11 (

j50 j ! ~k2 j !! S tc
D

3F12expS 2
t

t2
D (

p50

k2 j21
1

p! S tt2D
pG J , ~4!

a derivation of which is presented in Ref. 4.
The processes associated with the switching off of

excitation are described in a manner that is different fr
Ref. 4 since the system has not reached saturation. Th
expressed in the nonequilibrium carrier distribution over
wells at the moment excitation is switched off. At the tim
t5t0 , when the carrier generation pulse ceases,nk

b(t0) is
determined from the relation

nk
b~ t0!5nk~ t0!

te
tc

2@nk21~ t0!2nk~ t0!#
te
td
, ~5!

wherenk(t0) is given by Eq.~4! andn0(t0)5n0 . As a result
of the rapid relaxation, over times of the order oft1 there is
not enough time for the quantitynk

b to change~the jump3–4
in Fig. 1! andnk drops to values determined from the recu
rence relation

nk5nk21

t1
td

1nk
b t1

te
, ~6!

wheren050 andnk
b5nk

b(t0) is given by Eq.~5!. Here we
have assumed that the number of carriers above the we
negligible compared with the number of carriers in the we
(nk!nk

b). The relations~5! and ~6! are obtained from Eq.
~1!, where we setdnk /dt50, since outside the fast
relaxation region this quantity is small,;nk /t2 .

We shall now describe the slow relaxation after exci
tion is switched off, whenn050 ~the section4–5!. We can
then write the recurrence relation~6! for nk(t) in the form of
a sum

nk~ t !5
t1
te

(
p51

k

np
b~ t !S 1

11td /tc
D k2p

. ~7!

Substituting expression~7! into Eq. ~2!, we obtain a system
of equations describing carrier redistribution processes o
wells after the passage of a carrier generation pu
(t.t0),

dnk
b

dt
52

nk
b

te
1

td
tct2

(
p51

k

np
bS 1

11td /tc
D k2p

. ~8!

The initial condition for the system of equations~8! nk
b(t0) is

obtained from relation~5!.

4. NUMERICAL MODELING

The solution of Eq.~8! can be written in the genera
form as

nk
b~ t !5expS 2

t2t0
t2

D (
p50

k21

Ak,pS t2t0
t2

D p, ~9!

where Ak,p are time-independent coefficients, an
Ak,05nk

b(t0) is the initial condition. Substituting expressio

a
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FIG. 2. Response of the current through a layer withM 5 30 quantum wells to an excitation pulse as a function of the parametertc /td ; a — t0510t2 ,
b — t050.1t2 ; the ratiostc /td , corresponding to different curves, are indicated in the figure.
~9! into Eq. ~8! and equating to zero the coefficients in front
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distribution over the wells is of an exponential character and
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of the powers of (t2t0)/t2 , we obtain recurrence relation
for the coefficientsAk,p :

Ak,05nk
b~ t0! for k51,2, . . . ,M ;

Ak,p5
td
tc

1

11td /te

1

p
Ak21,p211

1

11td /tc
Ak21,p

for k52,3, . . . ,M and

p51,2, . . . ,k22;

Ak,p5
td
tc

1

11td /tc

1

p
Ak21,p21 for

k52,3, . . . ,M and p5k21. ~10!

To calculate the slow relaxation after the generation puls
switched off ~the section4–5 in Fig. 1!, first we find the
carrier redistribution over the wells from Eqs.~9! and ~10!.
Next, the redistribution of the carriers in the delocaliz
states above the wells is obtained from Eq.~7!. We thus find
the current flowing through the QW layer from the formul4

j ~ t !5
en

M11(k50

M

nk~ t !. ~11!

Here n5d/td, andd is the period of the structure. On th
slow-relaxation section, during the carrier generation pu
~the section2–3 in Fig. 1!, the value of the current density i
obtained by substituting the carrier distribution above
wells ~4! into expression~11!.

The behavior of the current in time is shown in Figs.
and 2b for carrier generation pulse durationst2,t0,Mt2
and t0!t2 , respectively. The formation of a plateau on t
current curve for small ratiostc /td after the generation puls
is switched off is attributable to the fact that in accordan
with expressions~3! and ~4!, for short generation pulses th
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over some period of time the total number of carriers co
tributing to the current changes very little. The characteris
change in the carrier distribution over the wells after t
generation pulse ends is shown in Fig. 3. One can see f
the figure that after generation is switched off (t5t0) the
distribution of carriers in the wells is carried out of the lay
of QWs in the form of a wave and the current through t
structure starts to drop only when the distribution functi
reaches the boundary of the layer. The presence of a pla
in j (t) is important for separating experimentally fast a
slow relaxation processes in the method described below
determining the well parameters.

5. SHORT GENERATION PULSES

The expressions which are obtained and which desc
the response of the system to an excitation pulse can

FIG. 3. Character of the variation of the carrier distribution over the wells
different times after the generation pulse stops forM530, t0510t2 , and
tc /td 5 0.3.
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to a short
FIG. 4. Curves relating the characteristic emission time from a well, capture time, and drift time with the parameters of the current response
excitation pulse (t0!t2) for M530 ~solid line! andM510 ~dashed line!. Inset: Schematic diagram of the current response to an excitation pulse.
simplified substantially and, as already noted, become more
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6. METHOD FOR DETERMINING THE QW PARAMETERS
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convenient for comparison with experimental data in
case of short carrier generation pulses with durationt0,
which satisfy the inequalitiest1!t0!t2 . For such pulses
we can disregard the slow relaxation processes occur
upon removal of the excitation.

The current response to an excitation pulse is sho
schematically for this case in the inset in Fig. 4a. When
generation pulse is switched on, the current jumps by
amountj 1 determined by Eqs.~3! and ~11!:

j 15
enn0
M11(k S 1

11td /tc
D k5 enn0

M11

11td /tc
td /tc

3F12S 1

11td /tc
DM11G . ~12!

The number of carriers in the wells at the moment the g
eration pulse is switched off (t5t0) is determined by the
expression

nk
b~ t0!5nk

t0
tc
. ~13!

Expression~13! was obtained from the starting equations~2!
under the condition that no carriers are emitted from
wells over the pulse passage time;nk is given by Eq.~3!. We
obtain the following expression for the quasisaturation c
rent j 2 , after the generation pulse ends and after fast re
ation has occurred, and there is not enough time for the n
ber of carriers in the wells to change:

j 25
enn0
M11

t0
t2

td
tc

(
k
kS 1

11td /tc
D k5 enn0

M11

11td /tc
td /tc

t0
t2

3H 12F ~M11!
td
tc

11G S 1

11td /tc
DM11J . ~14!
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It is obvious from relations~12! and~14! that in the case
of excitation by short pulses the ratio (j 2/ j 1)(t2/t1) depends
on the parametertc /td and the numberM of wells. This
dependence, shown in Fig. 4b, gives a unique relation
tween the emission timete from a well and the paramete
tc /td .

The slow relaxation processes after the generation p
ends (t.t0) are described by expression~9! with the initial
condition ~13!. The current through the layer of quantu
wells can be written in the general form as

j ~ t !

j 2
5expS 2

t2t0
t2

D(
k
BkS t2t0

t2
D k, ~15!

whereBk are the expansion coefficients, which depend o
on the parametertc /td . The duration of the response of th
system to a short carrier generation pulse is found as
solution of the equationj ((tdr2t0)/t2)/ j 251/2, depending
on the parametertc /td and the number of wells. The quan
tity

tdr2t0
t2

j 2
j 1

t2
t0

5
tdr2t0
t0

j 2
j 1

5const~ t0! ~16!

is shown in Fig. 4a as a function of the parametertc /td .
This dependence makes it possible to obtain the ratiotc /td
from the experimentally determined current response par
eters.

We note that as the parametertc /td approaches zero
i.e., in the case where the carriers are rapidly captured by
wells, the drop-off timetdr2t0 , as one can see from Fig. 4a
approaches the valueMt2 . The same result can be obtaine
from the assumption that each carrier visited all wells
succession.

The following procedure for analyzing the experimen
data follows from what has been said above. Having de
mined the parameter~16! from experiment, we find with the
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aid of Fig. 4a the ratiotc /td , after whicht2 is determined
on the basis of Fig. 4a, i.e., ultimately the emission timete
from a QW.

The quantity~16! is found from the experimental dat
and should not depend on the generation pulse durationt0 .
This can serve as a criterion of applicability of the theoreti
expressions given above for describing relaxation proce
in the experimental structure.

We assumed above that the generation pulse is sq
and that it has ideal edges, i.e., it is switched on and off o
times much shorter thant1 . However, in the case where th
duration t f of the leading edge satisfies the conditi
t1!t f!t2 , the same expressions can be used, assuming
leading edge of the pulse is a sequence of infinitely sm
jumps with characteristic timest1 . In this case, the fast re
laxation processes will occur over times of the order oft f .
Therefore, in the case of pulses with durationt1!t0!t2, the
duration t f of the leading edge can be comparable to
pulse duration. Then the same expressions can be use
describe the slow relaxation processes, i.e., the slow com
nent of the response of the current flowing through the Q
layer for this case does not depend on the shape of the e
tation pulse.

7. EXPERIMENTAL RESULTS

The experimental structure, grown by molecular-be
epitaxy in a TsNA-4 apparatus, consisted ofM530 QWs in
a GaAs/AlxGa12xAs system. The parameters of the layers
the grown structure are shown in Fig. 5. A~100! n-GaAs
substrate was used for growth. All layers between theN1

andP1 emitters were not specially doped and actually p
sessed a weakn-type conductivity. To optimize and chec
the conditions of growth during the epitaxy process, the
tensity of the directly reflected, high-energy, electron diffra
tion ~RHEED! reflection was recorded.9 This made it pos-
sible to select a temperature, growth rate, and excess
pressure above the group-III elements. As a result, the n
radiative recombination rate in the QWs could be reduce
a minimum and sharp heterojunctions could be obtained9

FIG. 5. Schematic representation of the experimental structure.
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Carrier transport in the system of QWs was investigate
by making time-resolved measurements of the current i
duced by an electron probe.10 The application of this method,
instead of the conventional excitation of carriers by light
made it possible to avoid producing additional narrow-ga
layers~carrier generators! and additional barriers separating
them from the system of QWs. Electron-hole pairs were e
cited in the undoped region of the top wide-gap emitter by
beam of electrons with energy of the order of 10 keV, whic
is greater than the excitation energy of an electron-hole pa
This makes it possible to disregard the contribution of th
primary electrons to the current response. The current of t
electronic probe was chose to be at the level 531029 A.
Under such conditions the current response to the excitati
pulse ceased to depend on the probe current at voltages
16–18 V on the structure. It can be assumed, therefore, th
for voltages on the structure exceeding 16–18 V the pr
cesses in the QW region do not depend on the carrier inje
tion level.

Measurements of the current through the structure und
the conditions of excitation with short pulses were performe
with a voltage of 20 V on the structure~which corresponded
to electric fields of;7•104 V/cm in the QW region! and
generation pulse durationst050.51, 1.03, and 2.08ms.
Since the electron-hole pairs were excited in the wide-ga
emitter near theP1 layer, it can be assumed that hole emis
sion occurs over times much shorter than the electron em
sion time, and the hole current contributes only to the fa
component of the current. Therefore, the electron current c
be obtained from the curve of the total current through th
structure by subtracting the hole current — a square pulse
with duration t0 . The amplitude of the subtracted pulse is
obtained from the condition that the number of electron
equals the number of holes. The electron current obtained
this manner through the system of QWs is shown in Fig. 6 b
the solid line.

FIG. 6. Kinetics of the electron current through a system of QWs with
voltage of 20 V for generation pulses with durationt050.51, 1.03, and 2.08
ms. Solid curves — experimental results, dashed curves — theoretical c
culation witht25340 ns andtc /td515.
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The theoretical curves~Fig. 6, dashed line! were ob-
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tained in accordance with the theory described above by
timizing the parameterst2 and t0 /td for all three curves
simultaneously. The best agreement with theory was
tained for t25340 ns andtc /td515, which gives te
;300 ns. Such a large value ofte for electrons in the struc
ture under study apparently stems from the fact that when
electron is emitted from a QW, it must overcome not on
the potential barrier, but also pass into a different valley.11

In summary, the first preliminary experimental resu
have shown that it is in principle possible to determine
characteristic carrier transport times in a system of QWs
comparing the measured current kinetics with the kine
calculated in accordance with the theory presented in S
2–3.

The ultrashort excitation pulse method described in Se
5–6 cannot be used for analysis in the case of the pre
structure because the signal-to-noise ratio is too low. F
thermore, as one can see from Fig. 2b, for large value
tc /td a plateau is not formed on the current curve. T
makes it much more difficult to perform measurements of
parameters of the response to an ultrashort excitation pu

8. CONCLUSIONS

A phenomenological theory describing nonstationa
current transport processes in a system of QWs with s
generation pulses was developed in this paper. The prop
theory makes it possible to determine the characteristic
rier transport times by comparing the current kinetics w
the theoretical calculations. The special case of ultras
generation pulses was examined separately. The pre
383 Semiconductors 31 (4), April 1997
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of the theory developed for describing carrier transport fo
specific experimental QW system. The first experimental
sults showing that the characteristic carrier transport tim
can in principle be determined by comparing the experim
tal curves with the theoretical calculations were presente
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Electron localization in sound absorption oscillations in the quantum Hall effect regime

m-
I. L. Drichko, A. M. D’yakonov, A. M. Kreshchuk, T. A. Polyanskaya,1) I. G. Savel’ev,
I. Yu. Smirnov, and A. V. Suslov2)

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted July 22, 1996; accepted for publication September 10, 1996!
Fiz. Tekh. Poluprovodn.31, 451–458~April 1997!

The absorption coefficient for surface acoustic waves in a piezoelectric insulator in contact with
a GaAs/Al0.25Ga0.75As heterostructure~with two-dimensional electron mobility
m51.33105 cm2/~V•s! at T54.2 K! via a small gap has been investigated experimentally as a
function of the frequency of the wave, the width of the vacuum gap, the magnetic field,
and the temperature. The magnetic field and frequency dependences of the high-frequency
conductivity~in the region 30–210 MHz! are calculated and analyzed. The experimental
results can be explained if it assumed that there exists a fluctuation potential in which current
carrier localization occurs. The absorption of the surface acoustic waves in an interaction
with two-dimensional electrons localized in the energy ‘‘tails’’ of Landau levels is discussed.
© 1997 American Institute of Physics.@S1063-7826~97!01504-4#
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The problems of quantum interference of electrons, i
weak localization in a two-dimensional electron gas~2DEG!,
just as problems of strong charge-carrier localization~asso-
ciated with defects of the crystal lattice!, occupy a central
place in two-dimensional nanoelectronics, but they have
not been adequately investigated. The characteristic feat
of localization in a 2DEG can be studied by investigating
conductivity of a 2DEG in the quantum Hall effect regime1

One proven method for investigating rf conductivity
the acoustic method, which makes it possible to measure
rf conductivity of semiconductors without any electrical co
tacts on the sample. The crux of this method is that a pie
electrically active sound wave accompanied by an elec
field undergoes absorption as a result of interaction w
electrons as it propagates in the semiconductor, and this
sorption is directly related to the electrical conductivity
the sample.

Acoustic methods have been successfully used to s
the rf conductivity of a three-dimensional electron gas
doped compensated semiconductors at low temperatures2,3 It
has been shown that if the electrons are in a free~delocal-
ized! state, then the ultrasonic absorption coefficient of
electrons in the semiconductor, which is a piezoelectric m
terial, in a magnetic fieldH is determined completely by it
dc conductivitysxx

dc(H). If, however, electrons are localize
at separate impurity centers or in a random fluctuation
tential produced by the impurities, as in the case o
strongly doped and strongly compensated semiconduc
then the conduction mechanisms in a constant electric fi
and in the rf field accompanying the acoustic wave are
ferent. In the static case the conductivitysxx

dc is of a hopping
character and the rf conductivitysxx

ac can remain ‘‘metallic,’’
and in additionsxx

dc Þ sxx
ac . By studying the ultrasonic ab

sorption coefficient of the electrons as a function of the m
netic field intensity, temperature, ultrasonic frequency, a
ultrasonic wave intensity in the three-dimensional case it w
possible to determine not only the character of the car
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On this basis, it is helpful to extend the acoustic meth

of investigating rf conductivity to semiconductor structur
with a 2DEG. The interaction of surface acoustic wav
~SAWs! with two-dimensional electrons was first observ
in GaAs/AlGaAs type heterostructures.4,5 It was shown that
the SAW energy is absorbed as a result of this interact
and the magnitude of the absorption is determined by
conductivity of the 2DEG. For this reason, in a quantizi
magnetic field, when Shubnikov–de Haas~SdH! oscillations
appear, the absorption coefficient for the surface acou
wave also oscillates. The oscillations of this coefficient a
sharpest in the region of magnetic fields where the quan
Hall effect regime obtains. In this connection, by analo
with the three-dimensional semiconductors, the character
features of localization in a 2DEG in a quantum Hall effe
regime can be studied by studying the temperature,
quency and magnetic field dependences of the sound abs
tion and, which is especially important, this can be done
studying the conductivity measured by a contact-fr
method.

Two experimental configurations are now employed.
the first one SAWs are excited in the standard manner on
surface of a piezoelectric crystal~for example, LiNbO3), and
the experimental structure with the 2DEG is placed abo
the surface of a piezodielectric crystal with a gap, who
width is less than the wavelength. In the second configu
tion the experimental structure itself, which must be a pie
electric, serves as the sound duct. Surface acoustic wave
excited in it and at the same time the interaction of sou
with the 2DEG is investigated. The first configuration has
advantage that the gap eliminates the deformation interac
of the two-dimensional~2D! electrons with SAWs, and only
the interaction with the electric fields produced by the SAW
in the piezoelectric crystal remains. However, this method
inconvenient because it is almost impossible to determine
width of the gap by direct measurements. In experime
employing the second configuration there is no gap at all,

38484-07$10.00 © 1997 American Institute of Physics



FIG. 1. Resistivity tensor componentsrxx and
rxy versus the magnetic fieldH in a GaAs/
Al0.25Ga0.75As heterostructure atT54.2 K.
in this case the deformation interaction of the 2D electrons
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n.1018 cm23 were grown. The top~contact! layer of the
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with the SAWs cannot be ignored.6

The first configuration was used in Ref. 4 and the sec
was used in Refs. 5–8. In all of these investigations it w
concluded that the character of the dependence of the S
absorption coefficient of the two-dimensional electrons
the magnetic fieldH is determined by the dc conductivit
sxx
dc and its dependence onH. However, in Ref. 9, where the

SAW absorption of a 2DEG in a In0.47Ga0.53As/InP hetero-
structure was measured in the first experimental config
tion with T54.2 K, it was shown that this assertion is val
only for high Landau-level numbers and in stronger ma
netic fields~i.e., small filling numbersn5nhc/2eH, where
n is the Hall electron density! the variation of the SAW
absorption coefficient as a function ofH is not determined
by sxx

dc(H).
In the present work the dependences of the SAW abs

tion coefficientG of 2D electrons on the magnitude and d
rection ~longitudinal and transverse with respect to the n
mal to the plane of the 2DEG! of the magnetic field up to
H.60 kOe, the SAW frequency in the rangef5302210
MHz, and the temperature in the rangeT51.424.2 K are
investigated using the first experimental configuration m
tioned above for the purpose of studying the rf conductiv
and the character of electron localization in structures of
type in the integral quantum Hall effect regime. To get
better physical picture of the phenomena, galvanomagn
measurements of the components of the dc resistivity te
were performed as a function of the magnetic field up
H.50 kOe.

2. EXPERIMENTAL PROCEDURE AND RESULTS

The GaAs/Al0.25Ga0.75As structures investigated wer
prepared by molecular-beam epitaxy. A layer of gallium
senide with residual impurity density 1015 cm23 and thick-
ness of the order of 1mm ~the so-called buffer layer! was
grown on a semi-insulating GaAs~001! substrate of thick-
nessd.300 mm. Next, a 50-Å-thick undoped layer of th
solid solution Al0.25Ga0.75As ~so-called spacer! and an ap-
proximately 500-Å-thick layer of a solid solution of the sam
composition but doped with silicon with an electron dens
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structure consisted of a 200-Å gallium arsenide film dope
with silicon @n.(324)31018 cm23].

The samples for the dc galvanomagnetic measuremen
and for measurements by acoustic methods were prepa
from neighboring regions of the heterostructure. The me
surements were performed with dc currentI.10220 mA
~which ensured that there would be no heating effects! in the
temperature range 1.8–4.2 K on mesa structures etched
in the form of a double cross with contact pads. We prese
below the results of our investigations for a structure with
Hall density n56.931011 cm22 and Hall mobility
m51.33105 cm2/~V•s! at T54.2 K. The density calculated
according to the SdH oscillations wasnSH56.831011

cm22. The results of the measurements of the componen
rxx and rxy of the resistivity tensor as a function of the
magnetic fieldH ~in the quantum Hall effect region! at
T52.1 K are presented in Fig. 1.

A piezoelectrically active surface wave, excited on th
Y-cut surface of a LiNbO3 crystal ~see inset in Fig. 2! and
propagating in theZ direction, was used for the acoustic

FIG. 2. Surface acoustic wave absorption coefficientG versus the magnetic
field intensityH at f530 MHz with vacuum gap widthsa ( mm): 1—0.3,
2—0.5, and3—1.0. Inset: Arrangement of the sample with respect to the
crystal axes of lithium niobate.
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measurements. The SAW was produced and detected with
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3. ANALYSIS OF THE EXPERIMENTAL DATA
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interdigital transducers with fundamental frequency 30,
and 150 MHz. In addition, higher-order harmonics were a
used in the experiment. The sample was placed directly
the lithium niobate surface, along which a SAW propagat
and detected with the aid of a spring. The sample was
cated in a cryoduct in a vacuum chamber. The vacuum
between the piezodielectric and the sample, determined
the roughness of their surfaces, is designated by the letta
in the diagram shown in the inset in Fig. 2. A longitudin
electric field~along the direction of propagation of the acou
tic wave!, which arises with the motion of the SAW in th
piezodielectric crystal, penetrates into the experimental
ject, and the 2DEG is then located in an alternating elec
field whose frequency equals the frequency of the surf
acoustic wave. The interaction of the 2D electrons in
experimental heterostructure with the SAW electric fie
causes the wave to decay, and this decay is recorded b
transducer employed. The independence of the absorp
coefficient G from the intensity of the sound wave wa
checked in the experiment, i.e., the measurements were
formed in a regime linear in the electric field.

Figure 2 shows the dependence of the absorption co
cient for a SAW with frequencyf530 MHz on the intensity
of a magnetic field, oriented in a direction normal to t
surface of the heterostructure, atT54.2 K and for different
vacuum gap widthsa. Similar curves were also obtained fo
other frequencies and temperatures. An interesting featu
observed on the curves in Fig. 2: In strong magnetic fie
the maxima of the absorptionG split and the lower the tem
perature, the lower the magnetic field intensity at wh
splitting is observed. The maxima ofG are equally spaced a
function of 1/H and for large Landau numbers they corr
spond, with respect to the magnetic field, to the minima
sxx
dc(H); for higher fieldsH, whensxx

dc becomes small at the
minima of the oscillations (,1027 V21) the absorption
maxima split in two and the conductivity minimum~and also
the center of the Hall plateau! corresponds to an absorptio
minimum.

We also measured the absorption of SAWs in a magn
field oriented parallel to the surface of the sample. In t
geometry the SAW absorption oscillations were not o
served. This confirms the two-dimensional character of
absorption oscillations which we observed in a transve
magnetic field.

An interesting feature of the absorption of SAWs
strong magnetic fields is the inequality, observed for sm
filling numbers, in the amplitudes of the SAW absorpti
maxima in the presence of splitting. In Ref. 5 this fact w
attributed to the inhomogeneity of the experimental samp
We performed a very large number of measurements on
eral GaAs/AlGaAs differently positioned~with different
vacuum gaps! samples, and we observed both a differe
asymmetry of the peaks and the same height of the peak
the same sample; this is illustrated in Fig. 2. It is not yet cl
what causes this effect.
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The equal spacing of the peaks in the dependence of
absorption of surface acoustic waves~SAWs! on the quantity
1/H makes it possible to determine the density of 2DE
from the period of the oscillations by the standard meth
The density obtained in this manner equals, within the lim
of accuracy of the experiment, the densitynSH calculated
according to the SdH oscillations.

The absorption coefficientG, which is associated with
the interaction of a SAW with two-dimensional electrons,
the experimental configuration employed in our work w
calculated in Ref. 10, taking into account the diffusion
current carriers. If the absorption coefficientG is introduced
asA5A0 exp(2Gx), whereA0 andA are the signal ampli-
tudes at the entrance and exit, respectively, andx is the
length of the sample, thenG is ~in cm21)

G5x~1!k
ps f 2~k!/«sn

11@Dk/n12ps f 1~k!/«sn#2
. ~1!

In Ref. 10x (1).K2 is the electromechanical coupling con
stant of LiNbO3; k andn are, respectively, the SAW wav
vector and velocity;D is the diffusion coefficient;«s is the
permittivity of the semiconductor; ands is the conductivity
of the 2DEG. We shall estimate the contribution of diffusio
to the absorption coefficient without expanding the functio
f 1 and f 2 ~expressions for which are presented in Ref. 1!.
For a degenerate 2DEG the diffusion coefficient is

D5sp\2/e2m*5psaB /«s , ~2!

wherem* is the electron effective mass, andaB is the effec-
tive Bohr radius~for electrons in GaAsaB.100 Å!. We note
that for all frequencies and vacuum gap widths employed
the experiment, the value off 1 calculated according to Eq
~10! from Ref. 10 ranged from 0.6 to 1.4, so that the tw
terms in the denominator of Eq.~1! satisfy the relation

D
k

n
!
2ps

n«s
f 1 ~3!

~which reduces to the inequalityk!2 f 1 /aB), and it is natu-
ral to use below the formula for the absorption coefficie
neglecting the diffusion term. If expression~1! is rewritten in
the ‘‘symmetric’’ form, settings equal tosxx—the conduc-
tivity of a 2DEG in a magnetic field and assuming the d
tance from the channel with the 2DEG to the surface of
sample equals 0~which corresponds to the experiment
structure!, thenG in dB/cm is given by

G534.72~K2!k exp~22ka!~«11«0!«s«0
2b~k,a!

3
~4psxx /«sn!r ~k,a!

11@~4psxx /«sn!r ~k,a!#2
, ~4!

where«1551 ~Ref. 10!, «s512, and«051 are the permit-
tivities of LiNbO3, GaAs, and of the vacuum gap betwe
the sample and LiNbO3 respectively;

b~k,a!5$@c2t exp~22ka!#@c1m2t exp~22ka!

2p exp~22ka!#%21,
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c1m2texp~22ka!2pexp~22ka!

2@c2texp~22ka!#
,

where c5(«11«0)(«s1«0), t5(«12«0)(«s2«0),
m5(«11«0)(«s2«0), andp5(«12«0)(«s1«0).

Let us now analyzeG as a function ofsxx in accordance
with Eq. ~4!. If the conductivity is high, then

~4psxx /«sn!r ~k,a!@1 ~5!

andG;1/sxx; if ~for low conductivity!

~4psxx /«sn!r ~k,a!!1, ~6!

then the absorption coefficientG ; sxx. Therefore, it is obvi-
ous that for

~4psxx /«sn!r ~k,a!51 ~7!

the functionG(H) possesses a maximuGM , and from Eqs.
~4! and~7! it is obvious that the value ofGM does not depend
on the value ofsxx . The equality~7! in our case correspond
to

sxxr ~k,a!5n,

since 4p/«s.1 for GaAs. Let us now consider the depe
dence of the maximum absorption coefficientGM on the
wave frequencyf , which follows from Eq.~4! and which is
shown in Fig. 3 for different values ofa. It is obvious from
Fig. 3 that the dependenceGM( f ) has a maximum, and th
width of the vacuum gap increases with decreasing valu
GM, so that the maximum occurs at a lower frequency.

If we now refer to Fig. 2, then on the basis of the for
going analysis of Eq.~4! it is possible to explain the splitting
of the maxima ofG at low filling numbers. Indeed, near th
conductivity maxima, wheresxx.1025 V21, the condition
~5! is satisfied and the absorption coefficientG assumes its
minimum values. As the magnetic field increases, within
same Landau level the quantitysxx starts to decrease rapidly
and the coefficientG in accordance with Eq.~5! increases,
until sxx decreases to a value corresponding to condition~7!.
In this caseG(H) reaches its maximum valueGM . As sxx

decreases further, the condition~6! is satisfied and the coef
ficient G, correspondingly, also decreases. This occurs r

FIG. 3. Theoretical value of the maximum absorptionGM versus acoustic
wave frequencyf for different vacuum gap widthsa ~mm!: 1—0.3,2—0.6,
3—1.2.
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value. As the magnetic field increases further,sxx again in-
creases, the changes inG occur in the reverse order. As
result, a second maximum appears in the depende
G(H). In weaker magnetic fields the quantitysxx(H) does
not reach at the minima the values for which the equality~7!
holds. For this reason, splitting of the maxima ofG(H) does
not occur. As the temperature decreases, the oscillation
sxx(H) become sharper and deeper, which is reflected in
corresponding curves forG(H) as a splitting of the maxima
with the larger numbers.

To calculate fromG the dissipative conductivitydsxx , it
is necessary to know the gap widtha between the insulato
and the experimental object. In our case the heterostructu
pressed directly to the lithium niobate surface anda is a
poorly controllable parameter, since it is determined by
regularities of unknown amplitude on both surfaces. The
fective value ofa can be determined from acoustic measu
ments by investigating the frequency dependence of
maximum value of the absorption coefficientGM . For the
same placement of the sample, i.e., for the same valuea
but different SAW frequencies, we obtain@see Eqs.~4! and
~7!#

GM~k1!

GM~k2!
5
k1
k2
e22a~k12k2!

b~a,k1!

b~a,k2!
. ~8!

The value ofa determined from this equation was foun
to be 0.25–1mm for different placements of the sampl
Knowing a, it is possible to determine from relation~4! and
the experimentally measured values ofG the conductivity
sxx
ac and its dependence on the magnetic field. It was fou

that this quantity, which was determined from the acous
measurements for different values ofa in the range of mag-
netic fields corresponding to absorption coefficient minim
~conductivity maxima!, corresponds within 20% to the va
ues ofsxx

dc ~for the same values ofH) which were calculated
from the galvanomagnetic measurements of the depende
rxx(H) andrxy(H) in a direct current:

sxx
dc~H !5

rxx~H !

@rxy~H !#21@rxx~H !#2
. ~9!

This equality apparently means~by analogy with the three-
dimensional case! that in the indicated range of magnet
fields the static conductivitysxx

dc is determined by carriers in
delocalized states.

To analyze further the experimental SAW absorpti
curves we employed the vacuum gapa as a parameter
choosing it so that near the conductivity maximasxx

ac would
equalsxx

dc . In this method of determination, the vacuum g
a differs by no more than 20% from the gap calculated fro
Eq. ~8!.

4. DISCUSSION

Figure 4 shows the magnetic field dependences of
dissipative conductivitysxx

ac(H), which were obtained from
the SAW absorption coefficient for different frequencies a
gap widthsa, as well as the dependencesxx

dc(H) near the
maximum with filling numbern5nhc/2eH53.5, wheren is

387Drichko et al.
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the Hall electron density. It should be noted that if the va
of a determined by the method described in the preced
section is substituted into Eq.~4! and the value ofsxx

dc mea-
sured in a direct current is used forsxx , then it is not pos-
sible to describe the entire experimental dependenceG(H).

It is obvious from Fig. 4 that the conductivities are equ
to each other in magnetic fields in the range 37–45 kOe,
as the magnetic field moves away from the maximum
different directions, they separate, andsxx

ac is always greater
than sxx

dc . In our view, the difference of the rf and stat
conductivities describes the transition through the mobi
threshold from free to localized electronic states and co
spondingly to different mechanisms of conduction in sta
and rf electric fields.

To explain the experimental data on SAW absorptio
we assume that the Landau levels are smeared in spac
the fluctuation potential which may not be small. Indeed,
the best GaAs/AlGaAs-type structures the mobility of t
2DEG atT54.2 K reaches values ofm.107 cm2/~V•s!, i.e.,
it is two orders of magnitude greater than the mobility in t
structure investigated by us. The simplest explanation for
difference insxx

ac andsxx
dc could be as follows: Far from the

maxima the conductivitysxx is of the character of hop
along localized states and should therefore increase with
quencyf ass; f s (s51).1 However, as we shall show be
low, this is at variance with the experimental conclusion t
in measurements ofg at different frequencies and calcula
tions ofsxx

ac from them we did not observe a frequency d

FIG. 4. sxx
dc ~solid line! andsxx

ac ~symbols! ~1! versus the magnetic fieldH
near the region of delocalized states;2—rxy(H). The symbols correspond
to frequenciesf ~MHz! and vacuum gap widthsa ~in mm!: 3—213 and 0.3,
4—30 and 0.5,5—150 and 0.3,6—30 and 0.4,7—90 and 1.2.
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i.e., according to our datas.0. Therefore, a more adequa
model is the model of a large-scale fluctuation potential a
the assumption that for 2DEG a ‘‘mobility threshold’’ exis
in our samples. As a result, in the range of magnetic fie
where the Fermi level lies above the mobility threshold~re-
gion of maximumsxx), the electrons are delocalized an
sxx
dc(H)5sxx

ac(H). As the magnetic field varies, the Ferm
level crosses the mobility threshold, causing a percolati
type transition, in which the electrons are localized in t
random potential, forming so-called ‘‘lakes’’ with metallic
type conductivity. In the latter case the static conductiv
mechanism becomes different from the rf conductiv
mechanism: The static conductivity is determined by the
tivation transfer of electrons to the percolation level and
rf conductivity, whose magnitude is larger than that of t
static conductivity, is determined by the conductivity in th
lakes~along closed orbits for free 2D electrons, determin
by the relief formed by fluctuations of the potential energ!.
This model is supported by the fact that in the range
magnetic fields wheresxx

dc(H)5sxx
ac(H) the quantityrxy in-

creases abruptly at a transition between two quantum
teaus~Fig. 4!, which corresponds to the position of the Ferm
level in the region of delocalized states.11

It is very difficult to calculate the SAW absorption coe
ficient of 2D electrons localized in a random potential. F
this reason, we assume, by analogy with the thr
dimensional case,3 that for the two-dimensional conductivit
the formula forG, which describes SAW absorption in th
case, will have the same structure as Eq.~4!, but a factor
(, which depends on the magnetic field and temperat
appears in this case in front of the fraction. For a thre
dimensional electron gas, the physical meaning of the co
ficient ((H) is that of a relative volume occupied by th
conducting ‘‘drops,’’ whereas in our case~2DEG! ((H) is
approximately proportional to the density of electrons wh
are localized on the minima of the fluctuation potent
~lakes! and which realize in the lakes a conduction in t
electric field of the SAW. As a result,

G5(~H !G~sxx
l !, ~10!

where G(sxx
l ) corresponds to expression~4! with sxx re-

placed bysxx
l —the conductivity in the lakes. In the range o

fields H where the electrons are delocalized, the funct
((H)5 1 and

sxx
dc~H !5sxx

ac~H !,

and then the value of( becomes less than 1. Therefore,
calculatesxx

ac(H) in the entire range of magnetic fields, it
necessary to know the value of( and its magnetic-field de
pendence.

The following operation was performed to determi
((H): The ratio of the experimentally measured values
G(H) andG(Hmax) was determined near each maximum
sxx with respect to the magnetic field in the range of ma
netic fields whereG;1/sxx , assuming that near the perco
lation levelsxx

ac5sxx
dc . Then

G~H !/G~Hmax!5(~H !sxx
dc~Hmax!/sxx

dc~H !, ~11!
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The dependence of the function(, which is determined
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sinceG(Hmax) is determined according to Eq.~4!. As indi-
cated above, the ratiosxx

dc(Hmax)/sxx
dc(H) is calculated from

the componentsrxx(H) andrxy(H) of the resistivity tensor
which are measured for this sample.

Another method to obtain( was to determine it from the
quantity GM ~see Fig. 2!. This method did not require a
knowledge ofsxx , since we obtain from Eqs.~4!, ~7!, and
~10! the expression

G5(~H !17.36K2k exp~22ka!~«11«0!«s«0
2b~k,a!.

~12!

FIG. 5. ( versusuDnu— absolute value of the change in the filling fact
n, measured fromn53.5. The symbols correspond to frequenciesf ~MHz!
and vacuum gap widthsa ~in mm!: 1—213 and 0.3,2—30 and 0.5,3—150
and 0.3,4—30 and 0.4,5—90 and 1.2.
by the methods described above, onuDnu at T54.2 K in the
magnetic field range corresponding to filling numbersn from
3 to 4, whereDn is measured fromn53.5, is shown in Fig.
5. It should be noted that the points on the plot were obtai
from the values of the absorption coefficient for differe
SAW frequencies and different values ofa. The value of
( depends on the temperature and is a subject of our fur
investigations. The solid line in Fig. 5 was estimated by e
and extrapolated to the regionDn50.5, so that it was impos
sible to calculate the value of( near the conductivity
minima because of the lack of accurate data on the valu
the static conductivity in the limitsxx

dc→0.
Knowing the vacuum gap and the function((H), the

value of ((H) could be determined according to Eqs.~4!
and ~10! from the experimental values ofG. The results of
such calculations are presented in Fig. 6 forT54.2 K. The
different points correspond to curves obtained at differ
frequencies and with different vacuum gaps. The solid l
represents the functionsxx

dc(H). As one can see from Fig. 6
for large Landau numberssxx

ac(H)5sxx
dc(H), just as in the

weaker magnetic fields, but only near the conductiv
maxima. In the regions of the magnetic field whe
sxx
dc→0, however, the values ofsxx

dc and sxx
ac diverge, and

sxx
ac is always greater thansxx

dc , as should be the case on th
basis of the model proposed above. The equa
sxx
ac(H)5sxx

dc(H) for high Landau-level numbers is attribu
able to the fact that the mobility thresholds atT.4.2 K for
neighboring levels are smeared in energy and overlap, so
the condition for carrier localization is not achieved in we
FIG. 6. sxx
dc ~solid line! andsxx

ac ~symbols! versus the magnetic fieldH. The different symbols have the same meaning as in Fig. 5.
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magnetic fields, even when the chemical potential falls be-
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tween the Landau levels.
Sincesxx

ac is calculated fromG after a rather complicated
procedure of analysis of the experimental data, we estim
the error insxx

ac to be of the order of 40%. To this accurac
the quantitysxx

ac at the minima with respect to the magne
field for small filling numbers, i.e., in localized states, do
not depend on the sound frequency~and in our experiments
the frequency varied by a factor of 7!.

It should be noted that our results are at variance w
the data of Ref. 12, wheresxx

ac was studied in the Corbino
disk geometry in the frequency range 50–600 MHz. T
authors found thatsxx

ac does not equal tosxx
dc either at the

maxima or at the minima of the oscillations ofsxx(H) when
the filling numbersn are small. They explained the observ
frequency dependence ofsxx in terms of the theory given in
Ref. 13.

5. CONCLUSIONS

The magnetic field and frequency dependences of
high-frequency conductivity of the 2DEG in the heterostru
ture GaAs/Al0.25Ga0.75As ~in the region 30–210 MHz! were
calculated and analyzed. It was shown that the experime
results can be explained if it is assumed that there exis
fluctuation potential in which carrier localization occurs. T
character of the SAW absorption in the presence of an in
action with localized carriers is discussed.
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Spin relaxation and weak localization of two-dimensional electrons in asymmetric

quantum wells

A. M. Kreshchuk, S. V. Novikov, T. A. Polyanskaya, and I. G. Savel’ev1)

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted August 13, 1996; accepted for publication September 10, 1996!
Fiz. Tekh. Poluprovodn.31, 459–467~April 1997!

The anomalous alternating-sign magnetoresistance in a two-dimensional electron gas on an
In0.53Ga0.47As/InP heterostructure was investigated experimentally at liquid-helium temperatures in
a wide range of electron densities, including the case of two filled quantum-well subbands.
The data obtained are analyzed in terms of a theory that takes into account terms in the spin
splitting of the electron spectrum which are cubic and linear in the wave vector. The
linear term is related to the asymmetry of the quantum well, i.e., the presence of an electric field
at the heterojunction. It is shown that the new theoretical model describes the experiment better.
© 1997 American Institute of Physics.@S1063-7826~97!01604-9#

1. INTRODUCTION quantization of the energy spectrum is observed.
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The theory of weak electron localization due to the
terference of the electron wave functions as the electr
diffuse along a closed trajectory was developed in the be
ning of the 1980s~Refs. 1–3!. This theory explained the
anomalous behavior of the negative magnetoresistance.
effect has long been observed in substances with metal-
conductivity in weak magnetic fields at low temperatur
when the classical~Lorentzian! magnetoresistance equa
zero~when the conditionkT!«F , is satisfied; here«F is the
Fermi energy,vct!1, vc is the cyclotron frequency, andt
is the momentum relaxation time!. It was also shown then4,5

that because of the different behavior of triplet and sing
terms of the interference wave function of the electrons,
specific experimental manifestation of this effect depends
the ratio of the characteristic times: the relaxation timetf of
the phase of the electron wave function as a result of ine
tic or quasielastic collisions and the spin relaxation time d
to the spin-orbit interaction. If the spin relaxation is ve
rapid ts!tf , then the anomalous magnetoresistance
comes positive, as is observed in experiments on degen
p-type semiconductors, where the spin relaxation rate
nearly equal to the elastic scattering rate and is much gre
than 1/tf . In the casets!tf the theory predicts an
alternating-sign magnetoresistance~MR!, i.e., in a weak
magnetic fieldB the singlet term predominates and a posit
MR is observed; asB increases, the MR becomes negativ
since the contribution of the singlet term to the MR satura
and the triplet term comes into play.

The dimension of the conductor from the standpoint
the weak localization effect is determined by the ratio of
dimensions of the conductor and the electron diffus
length lf5ADtf during the loss of phase coherence of t
electron wave function (D is the diffusion coefficient!. If the
film thickness is less thanlf but the carrier density of state
is three-dimensional, then the conductivity of the film is sa
to be quasi-two-dimensional. In contrast to quasi-tw
dimensional structures, we shall call structures tw
dimensional if the thickness of the conducting layer is co
parable to the electron wavelength and in which si
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The appearance of spin-orbit scattering in weak locali
tion effects in quasi-two-dimensional conductors has b
studied in detail experimentally for the example of me
films6 with thickness less thanlf . It was shown that the
main spin scattering mechanism in these films is scatte
by impurity nuclei~Elliot–Yafet! ~EY! effect.7 However, it
follows from the theory of Ref. 4 that for this mechanis
scattering in a direction normal to the conducting layer
important. Therefore, the EY mechanism should not app
in two-dimensional structures with one filled quantum-w
subband. Size quantization is never observed in metal fi
because of the very short electron wavelength and it is q
easily achieved in semiconductor heterostructures with qu
tum wells. Indeed, the alternating-sign magnetoresistanc
heterostructures with a two-dimensional electron g
~2DEG! was observed for a long time, only in structures w
two8 or a large number of filled quantum-well subband9

where scattering in a direction normal to the surface is p
sible. However, experimental studies where the magnet
sistance in very weak magnetic fields was investigated
GaAs-based heterostructures with 2DEG and an alternat
sign MR was observed in structures with one filled quantu
well subband have appeared in recent years.10,11The authors
interpreted this behavior as a manifestation of a spin sca
ing mechanism associated with spin splitting of the el
tronic spectrum because of the absence of an inversion ce
in the crystals—the D’yakonov–Perel’ mechanism~DP
mechanism!. In Ref. 10 a volume Hamiltonian was used f
the DP mechanism that took into account only the term p
portional to the cube of the electron wave vector. The the
of Ref. 12, however, attests to the fact that in the tw
dimensional case, in addition to the cubic term, it is a
necessary to include terms which are linear in the wave v
tor and are related to either the absence of an inversion
ter of the crystal~Dresselhaus mechanism!13 or the asymme-
try of the quantum well, i.e., the presence of an electric fi
at the heteroboundary~Rashba mechanism14!. The contribu-
tion of these terms to the spin relaxation time of tw
dimensional electrons was taken into account in Ref. 12 in
analysis of spin-orbit scattering. However, a further theor

39191-08$10.00 © 1997 American Institute of Physics
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terms is not additive and that the expression obtained in R
4 for the magnetoresistance must be modified in orde
make the linear terms comparable to the cubic terms.
present, there exists only one experimental study16 where the
experiment is analyzed in terms of this theory and it is sho
that the linear terms play a large role in AlGaA
In0.15Ga0.85As/GaAs heterostructures in the density ran
(121.8)31012 cm22.

In the present paper we investigate the alternating-s
magnetoresistance in a 2DEG in a In0.53Ga0.47As layer at the
heteroboundary in selectively doped In0.53Ga0.47As/InP and
InAlAs/In0.53Ga0.47As/InP heterostructures. Preliminary in
vestigations of these structures in strong magnetic field17

have shown that different spin effects are more pronoun
in them than in GaAs-based heterostructures. This mad
possible to investigate the effect of an alternating-sign m
netoresistance and spin-orbit scattering in a wider rang
two-dimensional carrier densitiesns from 1.831011 to
231012 cm22 and to determine the effect of the filling of
second quantum-well subband on the spin-orbit scatterin
two-dimensional carriers.

2. THEORY OF ANOMALOUS MAGNETORESISTANCE IN
THE PRESENCE OF SPIN-ORBIT SCATTERING

Negative magnetoresistance in weak magnetic field
due to the suppression of the interference of the wave fu
tions of electrons moving on closed trajectories in oppo
directions or, in other words, the suppression of weak car
localization, i.e., the action of a magnetic field reduces
destroying the coherence of the electron wave functions
is observed when the magnetic lengthl H5(hc/eB)1/2 be-
comes less than the spatial coherence lengthlf and, in the
case of scattering with spin flip, less than the spin cohere
lengthl s5ADts. An expression for the quantum correctio
to the conductivity in the two-dimensional case was obtain
in Ref. 4 and can be represented in the form

Ds~B!

G0
52CS 121

Htr

B D1C2 F S 121
Hf

B
1
Hs

B D12
2CS 121

Hf

B D2CS 121
Hf

B
1
2Hs

B D G , ~1!

Ds~0!

G0
5 lnSHf1Hs

Htr
D1

1

2
lnSHf12Hs

Hf
D , ~1a!

whereC(x) is the digamma function,B is the magnetic
field, and

G05
e2

2p2\
,
Htr

B
5

l H
2

4Dt
,
Hf

B
5

l H
2

4lf
2 ,

Hs

B
5

l H
2

4l s
2 .

As shown in Ref. 15, this expression is valid if the Ham
tonian for the spin splitting of the conduction band conta
only a term that is cubic in the component of the wave vec
k in the plane of the heterojunction
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However, in a III–V based quantum well, size quantizati
leads to the appearance of a term that is linear in the w
vector ~Dresselhaus mechanism!13

V15gkS ^kz
2&2

1

4
k2D , ~3!

where^kz
2& is the mean-square value of the component of

wave vector in a direction perpendicular to the plane. F
thermore, in an asymmetric quantum well an additional te
which was proposed by Rashba14 and which is linear in the
electron wave vector

V1R5aFk ~4!

(F is the electric field at the heterojunction! appears in the
Hamiltonian.14 The coefficientsa andg are constants char
acterizing the energy spectrum of a specific semiconduc
These three terms appear additively in the expression
calculating the spin relaxation rate

1

ts
52~V1

2t11V1R
2 t11V3

2t3!, ~5!

where

1

tn
5E W~u!~12cosnu!du, n51, 3.

Here t15t is the transport electron momentum relaxati
time, andW(u) is the probability of scattering by an ang
u.

However, if the spin-splitting Hamiltonian contain
terms which are linear ink, it is necessary to take into ac
count the correlation between the motions of electrons in
coordinate and spin spaces. In this case, as shown in Ref
the contribution of the terms which are linear and cubic
the wave vectork is not additive. Additionally, it was dem
onstrated in Ref. 12 that the contributions of the Rashba
Dresselhaus terms are also not additive, and the magneto
ductivity is determined not by their sum but rather by th
difference. An analytic expression for the magnetoconduc
ity in the case where the cubic term is comparable to one
the linear terms and the linear terms differ markedly in ma
nitude was obtained in Ref. 15 in the form

Ds~B!

G0
52

1

a0
2

2a0111 Hs /B

a1~a01 Hs /B!22Hs1 /B
1 (

n50

`

3S 3n2
3an

212anHs/B2122~2n11!Hs1/B

~an1Hs/B!an21an1122@~2n11!an21#Hs1/B
D

22ln
Htr

B
2CS 121

Hf

B D23C, ~6!

wherean5n11/21 Hf /B1 Hs /B, andC is Euler’s con-
stant. Expression~6!, in contrast to expression~1!, contains
two characteristic magnetic fields, which are important
describing spin-orbit scattering. In addition toHs , which is
determined by the total spin relaxation timets @Eq. ~5!#
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FIG. 1. MagnetoresistanceDR/R versus
magnetic field B for InP/InGaAs
structures—sample S253~a! and InAlAs/
InGaAs structures—sample IP63~b!, mea-
sured at temperatureT, K: 1—1.86,2—2.5,
and3—4.2.
2 2 2 2

EG
li
e
ts
ro

e
.

nP
la

f

a-

ec
th
re
fa

ar
o

tia
on
n

As preliminary investigations showed,19 the main mecha-
ring
ro-

e
rce
f
ple
he
on
to

s in
the

the

f a
ec-
r

ne-
ties.
e-
e of

tive
he

of
as
ion
nts
Hs54\eD
~V1t11V1Rt11V3t3!, ~7!

we have an additional parameterHs1 , which is determined
by the largest term linear in the wave vector

Hs15
2t1max$V1

2 ,V1R
2 %

4\eD
. ~8!

3. SAMPLES AND EXPERIMENTAL PROCEDURE

Selectively doped heterostructures, in which the 2D
was located in a square potential well in a layer of the so
solution In0.53Ga0.47As isoperiodic to InP, were used as th
object for investigating the spin-orbit scattering in effec
due to weak localization of two-dimensional carriers. Hete
structures in which the layers of InP and In0.52Al0.48As were
the electron source and at the same time a barrier layer w
used to increase the range of the parameter of the 2DEG

Selectively doped InP/In0.53Ga0.47As heterostructures
were grown by liquid-phase epitaxy on semi-insulating I
~100! substrates. The structures consisted of successive
ers of ap-type InP buffer layer with hole densityp,1015

cm23and thicknessd51 mm, a InP layer as a source o
electrons with donor density from 1016 to 231017 cm23, and
an In0.53Ga0.47As layer containing the 2DEG and having p
rametersp,1015 cm23 andd50.3 mm.18 In the process of
establishing thermal equilibrium in such a structure, el
trons from donors in the InP layer are transferred into
narrow-gap InGaAs layer. Here they are partially captu
by acceptors in the layer, recharge the defects on the sur
of the InGaAs layer, and the remaining electrons end up
the potential well in the InGaAs layer at the heterobound
and form a 2DEG. Heterostructures with a wide range
two-dimensional carrier densities from 1.831011 to
731011 cm22 and similiar mobilities in the range from
2.5384 to 3.53104 cm2/~V•s!, which attests to the very
small contribution of scattering by the long-range poten
of ionized impurities to the electron momentum relaxati
time in the structures, were selected for the investigatio
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nisms of elastic scattering in these structures are scatte
by the alloy potential and by the irregularities of the hete
structure.

InP/In0.52Al0.48As/In0.53Ga0.47As heterostructures wer
grown by molecular-beam epitaxy. Here the electron sou
consisted of a doped In0.52Al0.48As layer. The parameters o
the structures were changed by illuminating the sam
gradually by pulses from a GaAs light-emitting diode. T
measurements were performed with direct current
samples in the form of a double Hall cross. The contacts
the samples were established by brazing indium droplet
vacuum at a temperature of 400 °C, which ensured that
contacts would be ohmic.

4. ANALYSIS OF THE MAGNETIC FIELD DEPENDENCE OF
THE MAGNETORESISTANCE

The experimental magnetic field dependences of
magnetic resistance MRDR/R5@R(B)2R#/R ~where
R(B) andR are the resistance, normalized to a square, o
sample in the magnetic field and without a field, resp
tively! in weak magnetic fields are shown in Fig. 1 fo
samples with 2DEG densityns52.631011 cm22 ~a! and
2.131012 cm22 ~b! and in Fig. 2 for a sample with
ns51.831011 cm22.

We see that the alternating-sign character of the mag
toresistance is observed in a wide range of 2DEG densi
For a structure with a low-density 2DEG, negative magn
toresistance is observed in the entire experimental rang
magnetic fields~Fig. 2, curve1!. However, even for this
structure, the magnetic field dependence of the deriva
](DR/R)/](B2) of the magnetoresistance with respect to t
square magnetic field is a curve with a minimum~Fig. 2,
curve2!, which also attests to an appreciable contribution
spin scattering for this sample. The magnetoconductivity w
determined from experiment on the basis of an express
that is valid in weak magnetic fields, where the compone
of the resistivity tensor satisfy the relationrxy!rxx ,
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Ds~B!

G0
52

@R~B!2R#

R~B!RG0
.

It is presented in the form of magnetic field dependence
Fig. 3. An initial analysis of the experimental dependen
Ds(B)/G0 was made in terms of the theory of Ref. 4, i.e
expression~1!. It follows from this analysis that the dimen
sionless magnetoconductivity at the minimum is determin
by the ratio of the characteristic magnetic fieldsHf and
Hs . Therefore, describing the initial section of the expe
mental magnetic field dependence of the magnetocondu
ity with the help of expression~1! ~Fig. 3, dashed curves!
and making the experimental and computed values
Ds/G0 coincide at the minimum point, we determined t
adjustable parametersHf and Hs which characterize the
phase interruption timetf of the wave function and the spin
orbit scattering timets . In the entire experimental range o
the parameters of the 2DEG, it was found thatts is
temperature-independent, andtf is inversely proportional to
the temperature~see Fig. 4, where the typical temperatur
dependences of the characteristic times are presented!. Such
a temperature dependence oftf corresponds to the theoret
cal dependence predicted for electron-electron scatte
with small momentum transfer, characteristic of slightly d
ordered 2DEG in a so-called ‘‘dirty’’ conductor.20 The ex-
perimental values of the coefficientKf5h/tfT for struc-
tures with one filled subband are plotted in the inset in Fig
as a function of the sample resistanceR. The theoretical
curve calculated on the basis of the expression

Kf5
\

tfT
52pG0RlnS 1

2pG0R
D ~9!

for electron-electron scattering in a dirty two-dimension
semiconductor20 is also presented there.2! We see that ex-
pression~9! describes well, both qualitatively and quantit

FIG. 2. MagnetoresistanceDR/R versus magnetic fieldB for a InP/InGaAs
structure—sample C230~1! together with the derivative of this function
with respect to the squared magnetic field~2! at T51.86 K.
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tively, the dependence oftf on the temperature and the p
rameters of the 2DEG when only one quantum-well subb
is filled, i.e., it can be asserted that at low temperature
main mechanism for the relaxation of the phase of the w
function of two-dimensional electrons at the InP/InGaAs h
erojunction is electron-electron scattering of the type~9!, just
as in most two-dimensional conductors. The phenomena
sociated with filling of the second subband will be discuss
in Sec. 6.

To analyze the parameters characterizing the spin-o
scattering, we take into account the fact that expression~1!
was obtained for the case of a simplified Hamiltonian d
scribing spin-orbit~SO! scattering. In addition, it is eviden
from Fig. 3 that the curve calculated on the basis of t

FIG. 3. Comparison of the experimental dependences of the norma
magnetoconductivityDs/G0 versus magnetic fieldB ~symbols! with the
computed curves obtained on the basis of expression~1! ~dashed curves! and
expression~6! ~solid curves!. The data are presented for two states of sam
C282: a—Initial state~one quantum-well subband is filled!, b—in the frozen
photoconductivity regime~two subbands are filled with carrier densit
4.4531011 cm22 and 4.631011 cm22 in the first and second subband, re
spectively!.
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the
expression~Fig. 3, dashed curve! describes quite well the
experimental magnetic field dependence of the magneto
ductivity ~the section after the minimum!. All this indicates
that a more complicated expression~6!, which takes into
account the Hamiltonian for SO scattering terms which
cubic and linear in the wave vector, must be used. We
cordingly introduce the additional adjustable parame
Hs1 , which is associated with the largest term which is line
in the wave vector~8!. There is only one published study16

where the magnetoresistance of a 2DEG is analyzed on
basis of the simplified~1! and complete~6! theories of the
suppression of weak localization by a magnetic field in
presence of SO scattering. It was found that the value
Hf obtained in describing the experimental dependen
with the help of expressions~1! and ~6! are virtually identi-
cal. The good agreement of the quantitiestf ~see Fig. 4!,
which we found as adjustable parameters in comparing
experimental curves with the theoretical relation~1!, attests
to the validity of the values ofHf obtained by the method
described above. This makes it possible to use as adjus

FIG. 4. Timestf and ts , characterizing the relaxation of phase and sp
respectively, determined from analysis of the experimental magnetic-
dependences of the magnetoconductance on the basis of the express~1!
for sample C282 versus the reciprocal of the temperature. In
Kf[\/tfT versus the sample resistanceR with one filled subband; experi
mental data—symbols, calculation based on the expression~9!—solid line.
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parameters in describing our data with the help of express
~6! only the quantitiesHs andHs1 which characterize SO
scattering and to take for the quantitiesHf the values found
previously from expression~1!. Therefore, as one can se
from the data in Fig. 3, virtually the entire experiment
curveDs(B)/G0 with a maximum can be described by co
tinuous curves.

5. ANALYSIS OF THE PARAMETERS CHARACTERIZING
SPIN-ORBIT SCATTERING OF TWO-DIMENSIONAL
ELECTRONS

Figure 5 shows the concentration dependences of
characteristic magnetic fieldsHs ~Fig. 5a! andHs1 ~Fig. 5b!,

,
ld

t:

FIG. 5. Comparison of the experimental~symbols! and computed~curves!
density dependences of the magnetic fields characterizing spin relaxa
The filled symbols correspond to structures with one filled subband and
open symbols correspond to structures with two filled subbands.

395Kreshchuk et al.



which describe the SO scattering and are found as adjustable
parameters in describing the experimental curve
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Ds(B)/G0 with the aid of the help of theoretical relation~6!
for all experimental samples. The filled symbols in Fig.
correspond to samples with one filled subband and the o
symbols correspond to samples with two filled subbands
this section we analyze again only the data for samples w
one filled subband.

Comparing the results presented in Figs. 5a and 5b,
easy to see that the parameterHs , which characterizes the
total spin relaxation time, and the parameterHs1 , which is
associated only with the term linear in the wave vector in
SO scattering Hamiltonian, grow rapidly with increasin
2DEG density. Furthermore, the values ofHs1 are close in
order of magnitude toHs . This shows that the linear term
must be taken into account in describing the magnetocon
tivity. In accordance with expression~8!, to analyze the con-
centration dependence ofHs1, it is necessary to compare th
magnitudes of the two SO scattering terms which are lin
in k and which are predicted by the Dresselhaus@expression
~3!# and Rashba@expression~4!# theories. We accordingly
take into account that in a degenerate electron gas elec
with the Fermi energy and wave vectorkF5A2pns partici-
pate in conduction. Furthermore, we note that in the exp
mental structures the two-dimensional electrons occupy
asymmetric quantum well at one heterojunction. One wal
this potential well is formed by the offset of the conducti
band at the heterojuntion and the second is formed by
built-in electric field, which is determined by the charge d
tribution in the structure, specifically, the two-dimension
carrier density and the intensityN0 of the charged residua
impurities in the In0.53Ga0.47As layer:

F54pe~ns1N0!/x, ~10!

wherex is the permittivity of the semiconductor. This mak
it possible to estimate the average value^kz

2& of the wave
vector of the electrons moving in the direction perpendicu
to the heterojunction by using the wave function proposed
Fang and Howard for a square potential well,22

^kz
2&5

1

4 F48pe2mSN01
11

32
nsD Y \2xG2/3, ~11!

wherem is the effective mass of the two-dimensional ele
trons. As a result, we find for the linear term due to t
absence of an inversion center of the crystal~the Dresselhaus
mechanism!

Hs1D51.1323107g2S mm0
D 2H 0.0233

3F S mm0
D 1x S N01

11

32
ns

1012
D G 2/321.5731024

ns
1012

J 2

.

~12!
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the density is measured in cm. For the Rashba mechanism
which is associated with the asymmetry of the quantum w
using Eq.~10!, we obtain

Hs1R53710a2S mm0
D 2S 1x D 2S ns1N0

1012 D 2. ~13!

Analysis of these expressions shows that in the investiga
range of 2DEG densities for typical valuesn05531010

cm22 Hs1D varies much less thanHs1R . Whenns varies by
an order of magnitude,Hs1D varies only by a factor of 2 and
Hs1R increases almost by two orders of magnitude. One
see from Fig. 5b that the experimental values ofHs1 increase
rapidly with increasing 2DEG density. Therefore, it can
stated that the parameterHs1 in the experimental structure
is determined by the Rashba mechanism, i.e., it is due to
asymmetry of the quantum well and, correspondingly,
condition Hs1D,Hs1R holds. Describing the experimenta
dependence ofHs1D onns ~the filled squares in Fig. 5b! with
the help of expression3! ~13! and using the quantitya ~Fig.
5b, solid curve! as an adjustable parameter, we fin
a5(3363) ~Å!22.

Let us now analyze the second parameterHs , which is
proportional to the total spin-orbit scattering rate. It follow
from the theory thatHs5Hs1R1Hs1D1Hs3D , where the pa-
rameterHs3D is determined by the term cubic in the wav
vector in the Hamiltonian~2!, which characterizes the SO
scattering in a crystal without an inversion center. The
pression for this parameter can be written in the form

Hs3D50.283g2
t3
t1

S mm0
D 2S ns

1012D
2

. ~14!

Since in our caseHs1D!Hs1R , the parameters inHs, which
characterize the SO scattering mechanism associated
the incomplete symmetry of the crystal~the adjustable pa-
rameterg) and with the asymmetry of the quantum we
~adjustable parametera), can be distinguished from one an
other. Indeed, the quantityHs2Hs1 in this case is deter-
mined only by the parameters associated with the absenc
an inversion center in the crystal:Hs2Hs15Hs3D1Hs1D .
In Fig. 5c the symbols represent the values ofHs2Hs1 ob-
tained by subtracting the experimental data forHs1 ~Fig. 5b!
from the data forHs ~Fig. 5a!. The computed curve in Fig. 5
was obtained by describing the experimental data with
aid of a sum of the theoretical expressions~12! and ~14!
using the coefficientg as an adjustable parameter. In so d
ing, allowance was made for the fact thatt3 /t1'1 for the
mechanisms of momentum dissipation, which predomin
in the structures investigated, both by a short-range poten
of the heterojunction irregularities and by the compositi
nonuniformities of the solid solution. The agreement in F
5c between theory and experiment is obtained with the
justable parameterg5160610 eV•(Å 3). Knowing this pa-
rameter, it is possible to check additionally the assert
made above thatHs1D,Hs1R . We shall calculate the densit
dependence ofHs1D on the basis of expression~12! ~Fig. 5b,
dashed curve! and compare with the previously calculate
dependence forHs1R ~Fig. 5b, solid curve!. One can see tha
the conditionHs1D,Hs1R is indeed satisfied in the entir
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investigated range of 2DEG densities; this confirms our con-
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clusion that the Rashba mechanism, which is associated
the asymmetry of the quantum well, plays a large role. T
validity of our analysis is also confirmed by the good agr
ment between the experimental values ofHs ~filled symbols
in Fig. 5a! and the theoretical curve calculated as the sum
expressions~12!, ~13!, and ~14! with the values obtained
above for the coefficientsa andg ~solid curve!.

The values of the coefficientsa andg are determined by
the ratio of the different parameters of the band structure
the semiconductor. We were not able to find published e
mates of these parameters for a In0.53Ga0.47As layer isoperi-
odic to InP. However, theoretical estimates of these par
eters for GaAs and InAs have been published.23 Comparing
these data with our results, it can be concluded that the
efficient characterizing the Rashba effect,a533
~Å!22, is in good agreement with the theoretical estimat
i.e., it is greater than the theory for GaAs predicts and l
than for InAs. However, the valueg5160 eV•~Å!3 which
characterizes the effects associated with the symmetry o
crystal, is much greater than the values predicted for a th
dimensional electron gas in GaAs and InAs. The reason
this large discrepancy remains unknown at present.

6. SPIN-ORBIT SCATTERING IN THE WEAK LOCALIZATION
OF TWO-DIMENSIONAL ELECTRONS FILLING TWO
QUANTUM-WELL SUBBANDS

To clarify the role of the second quantum-well subban
we investigated the alternating-sign magnetoresistance
samples in which two quantum-well subbands are filled
the initial state, specifically, in a heterostructure grown
molecular-beam epitaxy with 2DEG densityns5231012

cm22. Furthermore, Fig. 3 shows the curves of the mag
toconductivity for sample S282 in the initial state~Fig. 3a!
and in the frozen photoconductivity state~Fig. 3b!. Analysis
of the Shubnikov–de Haas oscillations shows that in the
tial state of the sample the two-dimensional carriers fill o
the first quantum-well subband and illumination with inte
band light changes the state of the sample and results in
appearance of carriers in the second subband. Because o
frozen photoconductivity, at low temperature this state of
sample remains unchanged after the light is switched off d
ing the experiment. Comparing the data in Figs. 3a and 3
can be concluded that the appearance of carriers in the
ond subband decreases the so-called ‘‘autolocalizati
minimum in the magnetoconductivity. This attests to the f
that, in contrast to the results obtained in Ref. 8, the filling
the second subband decreases the influence of the spin
interaction on the localization effect.

The experimental curves of the magnetoconductivity
structures with two filled subbands were analyzed in exa
the same manner using the same expressions as desc
previously for the case where only one subband is fille4

The result turned out to be the values of the character
magnetic fieldsHf , Hs , andHs1, shown in Figs. 5 and 6 fo
three samples in which filling of the second subband is
served in the frozen photoconductivity regime. The arro
mark the light-induced transition from the initial state~filled
symbols! to a frozen photoconductivity state~open symbols!.
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It is easy to see that the appearance of carriers in the se
subband results in a rapid increase in the value ofHf ~Fig. 6!
and a decrease in the quantities characterizing the spin-
scattering, bothHs andHs1 ~Figs. 5a, and 5b!.

The increase inHf accompanying the filling of the sec
ond quantum-well subband was previously observed in
MIS structures24 and explained by the need to take into a
count the increase in the density of states a
correspondingly, the decrease in the electron diffusion co
ficient accompanying the filling of the second subband. T
same conclusion was drawn in Ref. 25, where the problem
the magnetoconductivity associated with suppression of
weak localization of electrons that fill two subbands w
solved theoretically. The question of the values of the ch
acteristic magnetic fields for SO scattering of electrons
two subbands has still not been solved, either experiment
or theoretically.

If it is assumed, as done in Ref. 25, that when carri
appear in the second subband the characteristic relaxa
times remain the same and only the diffusion coefficie
changes, then the character of the variation ofHf as the
subbands are filled should be the same as that ofHs . One
can see from Figs. 5 and 6 that in our case this is not so.
believe that it is necessary to take into account the differe
in the diffusion coefficients of the electrons in the first a
second subbands and also the characteristic phase and

FIG. 6. Density dependence of the magnetic field characterizing the re
ation of the phase of the electron wave function for structures with one fi
subband~filled symbols! and two filled subbands~open symbols!.

397Kreshchuk et al.



relaxation times. Just as in Ref. 25, we propose performing
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3!Here and below, the parametersm/m0 5 0.041 andx514 for the solid
solution In Ga As were used.
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the averaging with a weight equal to the density of state
the first and second subbands, which is identical in the t
dimensional case. This approach reduces to a simple a
metic averaging ofHf andHs , which are proportional to the
relaxation rates of the phase and spin of electrons in the
and second quantum-well subbands. ForHf we write

Hf5
1

2 ~Hf
~1!1Hf

~2!! . ~15!

Here and below the superscript in parentheses correspon
the number of the subband. Let us see what the effect of s
an averaging of the characteristic magnetic fields could
Taking into account expression~9! and ignoring the differ-
ence in the properties of the carriers in the first and sec
subbands, we can write

Hf
~ i !}

1

D ~ i !tf
~ i ! }~ns~ i !!22. ~16!

In the case of interest to us—low carrier density in the s
ond subband ns

(2)!ns
(1)—we obtain from Eq. ~16!

Hf
(2)@Hf

(1) andHf>Hf
(2)/2@Hf

(1) . This means that despit
the low density of carriers in the second subband, their c
tribution to phase relaxation can be large and, correspo
ingly, the appearance of a small number of carriers in
second subband should be manifested as a sharp increa
the characteristic magnetic field determined from analysis
the experiment, as shown in Fig. 6. The averaging rep
sented by expression~15! is also valid for the magnetic field
Hs andHs1 characterizing the spin relaxation. In this cas
however, as follows from expressions~13! and~14! and from
the experimental curves~Fig. 5!, the characteristic magneti
field increases rapidly with the carrier densityHs

( i ) } (ns
( i ))2.

This means that forns
(2)!ns

(1) we obtainHs
(2)!Hs

(1) and
Hs>Hs

(1)/2; i.e., the appearance of a small number of ca
ers in the second subband decreases the magnetic field
characterize the spin-orbit relaxation by approximately a f
tor of 2. The same argument is also valid forHs1 . It is
evident from the data presented in Fig. 5 that our experim
tal results correspond to the model described above.

We thank G. E. Pikus for helpful discussions.
This work was supported by the Russian Fund for F

damental Research~Grant 95-02-04042a! and INTAS-RFFI
~Grant 95-IN/RU-553!.

1!Electronic mail: igs@nano.ioffe.rssi.ru
2!An empirical coefficient equal to 2~Ref. 21! and initially absent in the
theoretical expression~Ref. 20! is included in expression~9! ~see the dis-
cussion for Fig. 15 in Ref. 21!.
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0.53 0.47
4!This approach is valid for the case of strong intersubband scattering o
carriers, which, as a rule, occurs in heterostructures with a t
dimensional electron gas.
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Hall effect on inertial electrons in semiconductors

ent
V. I. Kadushkin

Scientific-Research Technological Institute, 390011 Ryazan’, Russia
~Submitted March 28, 1995; accepted for publication March 6, 1996!
Fiz. Tekh. Poluprovodn.31, 468–469~March 1997!

A new effect, which is attributable to the Lorentz force acting on electrons in a semiconductor
undergoing acceleration, is predicted. An expression is obtained for the Hall field and the
Hall voltage is estimated for a real two-dimensional heterostructure. Possible schemes for
intensifying the Hall field are analyzed for the example of two Hall elements, one of
which is a voltage generator and the other is a load. ©1997 American Institute of Physics.
@S1063-7826~97!01704-3#

The Tolman–Stewart experiment, in which a currentregarded as a voltage generator loaded on the Hall elem
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pulse j associated with the inertia of free electrons was
served, is well known. In the presence of inertial separa
of charges, an electric field of intensityE arises in a conduc
tor. If such a conductor is placed in a magnetic fieldB, then
it can be expected that a voltage, similar to the Hall effe
will appear as a result of the action of the Lorentz force
the inertial electrons.

A current j x and fieldEx given by

j x5s
m

e

dnx
dt

, ~1!

Ex5
m

e

dnx
dt

, ~2!

appear in a conductor moving with accelerationdnx /dt,
wheres5enm is the conductivity, andm is the mobility.1 In
a magnetic fieldB5(0,0,Bz) a fieldEy5(1/ne) j xBz or

Ey5
m

e
mBz

dnx
dt

~3!

is excited. The latter expression is equivalent
Ey5ExmBz.

The best object for observing this effect experimenta
are two-dimensional electrons in the heterosyst
n-Al xGa12xAs/GaAs. In a 131-cm sample withm>104

cm2/~V•s! in a 1-T field a signalVy>6310211 V can be
expected fordnx /dt>10 m/s2. This is easily accessible t
modern measurement techniques.

Let us consider one possibility for intensifying the effe
for the example of two Hall elements, one of which~I! is a
Hall-field generator and the other~II ! is the load. Figure 1
shows a diagram of the connections of the Hall elemen
and II.

We have established that in a magnetic fieldBz ~whose
direction in the figure is indicated by the symbol% ) a cur-
rent j x

(1) , field Ex
(1) , and Hall fieldEy

(1) , which are given by
expressions~1!–~3!, are excited in the first Hall element
with the potential~Hall! contactsX12X1 closed on the cur-
rent contactsT22T2 of the Hall element II. In the latter
element, in addition to the primary fieldEx

(2)5Ex
(1) deter-

mined by expression~2!, we have the fieldEy
(1) as well, so

that the resulting field has two components
Ex
(2)5Ex

(1)1Ey
(1) . This is possible if the Hall element I i
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II. In this case, the no-load regime, for which the conditio
R(X12X1)!R(T22T2) must be satisfied, should be at
tained. HereR is the resistance between the correspondi
contacts. In this case the field

Ey
~2!5~Ey

~1!1Ey
~1!!mBz ~4!

is excited in the Hall element II. Substituting
Ey
(1)5Ex

(1)mBz, we obtain

Ey
~2!5~11mBz!mBzEx

~1! . ~5!

It is evidently difficult to observe the effect directly. It is
more realistic to perform experiments by vibrating th
sample in a magnetic field. The useful signalEy can then be
separated from the interferenceEy* according to the qua-
dratic dependence on the vibrational frequencyv ~the inter-
ference is proportional to the first power of the vibrationa
frequency!.

Indeed, for a given geometry of the experiment~see Fig.
1! in a magnetic fieldB5(0, 0,Bz) with the coordinatex
varying x5x0cosvt, wherev is the frequency of driving
oscillator loaded on a piezoelectric element, andx0 is the
vibrational amplitude of the element, we have from the rel
tion ~3!

FIG. 1. Schematic diagram consisting of two elements I and II for intens
fying the Hall field. The symbol% indicates the direction of the magnetic
field Bz ; the arrows indicate the direction of the accelerationdVx /dt, the
Hall fieldsEy

(1) andEy
(2) , and the current densitiesj x

(1) and j x
(2) .

39999-02$10.00 © 1997 American Institute of Physics
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where l y is the distance between the Hall contac
(X12X1) of the sample, i.e.,Ey5Eyl y . The parasitic inter-
ferenceEy* arising in the connecting wires in accordan
with Faraday’s law is determined by the expression

Ey*52Bzl y*vx0sin vt, ~7!

where l y* is the effective length of the wires connecting t
sample into the measuring circuit. Therefore, the useful
nalEy possesses features which distinguish it from the in
ferenceEy* . The first feature is that it is proportional t
v2, while Ey*;v. At the same time,Ey varies in-phase,
overtime, andEy* varies out of phase with the voltage of th
400 Semiconductors 31 (4), April 1997
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pearing in expressions~1!–~3! is the free-electron mass~see
Ref. 2!; the mobilitym, however, is determined by the effec
tive mass.

This work was supported by the program ’’Physics
solid-state nanostructures’’ of the Ministry of Science a
Technology of the Russian Federation, Project 2-016/2.

1L. D. Landau and E. M. Lifshitz,Electrodynamics of Continuous Media,
translation of 1st edition, Pergamon Press, N. Y., 1960@Russian orig.,
Nauka, Moscow~1982!, p. 309#.

2I. M. Tsidil’kovskih�b�, Usp. Fiz. Nauk115, 321 ~1975! @Sov. Phys. Usp.
18, 161 ~1975!#.
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Modeling of mass transfer under conditions of local gas-phase epitaxy through a mask

nt is
L. B. Proékt, M. A. Kaliteevski , V. B. Kantor, D. A. Piotrovski ,
M. A. Sinitsyn, and B. S. Yavich

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted May 29, 1996; accepted for publication September 16, 1996!
Fiz. Tekh. Poluprovodn.31, 470–474~April 1997!

The diffusion mass transfer of reagents under the conditions of local gas-phase epitaxy through a
mask has been studied by the method of numerical modeling. The possible effect of
adsorption of reagents on the surface of the mask and their surface diffusion on the local growth
rate is studied. The computational results are compared with published experimental data.
© 1997 American Institute of Physics.@S1063-7826~97!01804-8#
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An effective method for obtaining different semicondu
tor device structures is local gas-phase epitaxy~LGPE!
through a mask.1–5 The development of the local epitax
technique makes it possible to apply new approaches
monolithic integration of GaAs and InP based semiconduc
devices. The modern level of development of this technolo
makes it possible to implement growth regimes in wh
deposition of the grown material on the surface of the m
does not occur.2,3

In gas-phase epitaxy the process parameters are
narily chosen so that the growth rate would be limited
diffusion mass transfer of one component through the di
sion boundary layer to the surface of the substrate. In s
regimes the concentration of the limiting component on
substrate surface is taken to be zero, and the boundary
can be regarded as stationary~see Appendix!.

It is well known that the growth rate in LGPE is highe
than the growth rate on the open surface of the substra
ordinary epitaxy performed under the same conditions5,6 It is
believed that this increase is due to the increase in the m
transfer through the gas phase and an additional flow of
agents over the surface of the mask. Mass transfer du
local epitaxy has been modeled before,7–9 but in the calcula-
tions the authors neglected the distortion of the concentra
field of the limiting component in the diffusion bounda
layer near the open surface. In general, this made it imp
sible to make a correct quantitative comparison of the c
tributions of volume and surface mass transfers to the
crease in the growth rate.

Our objective was to study theoretically the effect of
mask on the growth rate of epitaxial layers during LGP
with allowance of the surface diffusion along the mask a
disregarding it.

2. BASIC EQUATIONS

Let the mask consist of a periodic~period of the struc-
ture 2l ! system of strips of width 2a ~Fig. 1a!.

We assume that the growth rate is determined by
diffusion mass transfer of one component~for example, tri-
methyl gallium!, whose concentration in the thickness of t
boundary layer we denote byC(x,z). For example, in the
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trimethyl gallium.
Let b be the thickness of the stationary boundary lay

The separation into a freely moving gas and a station
boundary layer is somewhat arbitrary, since the velocity
the gas flow at the surface of a solid body varies conti
ously with increasing distance from the surface of the sol1

There arises in this connection the question of what to t
as the thickness of the boundary layer in performing
modeling. This difficulty can be overcome as follows. A
will be shown below, if the thickness of the boundary lay
is much greater than the spatial period of the structure, t
the computed growth rate does not depend on the thickn
of the boundary layer. The real planar dimensions of
grown elements~several or tens of microns5,6! are much
smaller than the thickness of the gas layer in which the
fusion mass transfer predominates over convective tran
~see Appendix!.

We note that the mean-free path lengths of the molecu
in GPE processes are much shorter than the characte
dimensions of the figure of the mask~for example, under
normal conditions the mean-free path length is of the or
of 1 nm!; this makes it possible to use a continuous medi
as a model.

The distribution of the reagent concentration in t
thickness of the boundary layer~Fig. 1b! is described by the
solution of the two-dimensional Laplace equation

]2C

]x2
1

]2C

]z2
50. ~1!

As a result of the periodicity of the structure along thex axis,
the following boundary conditions for the concentration c
be imposed on the basis of symmetry considerations:

]C

]x U
x50

5
]C

]x U
x5 l

50. ~2!

We assume that the concentration at the boundary of
boundary layer equals the concentrationC0 of the limiting
component in the vapor-gas mixture:

Cuz2b5C0 . ~3!

We also assume that the concentration at the open surfa
the substrate equals 0~i.e., the rate of adsorption and decom

40101-04$10.00 © 1997 American Institute of Physics
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position of the limiting component on the open surface
quite high!. We further assume that the reagents which h
reached the open surface become uniformly distributed a
it.

We now consider mass transfer along the surface of
mask. We assume that the limiting reagent can be adso
on the surface of the mask without the formation of nuc
ation centers, and its surface concentration can be taken

Csurf5kC, ~4!

whereCsurf is the surface concentration, andk is the coeffi-
cient of proportionality.

The motion of reagents along the surface of the m
can be described by the diffusion equation, taking into
count the possibility of mass transfer between the volu
and surface:

Dbulk
]C

]z U z50
0,x,a

5Dsurf
]2Csurf

]x2 U
z50

0,x,a

, ~5!

FIG. 1. a—Schematic diagram of the structure; b—diagram of the struc
formulation of the problem, boundary conditions.
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the boundary layer on the surface of the mask (D is the
volume diffusion coefficient!.

We take into account the finite~different from 1! prob-
ability of passage of a reagent particle through the ma
substrate boundary:

]Csurf

]x U
x5a
z50

5 gCsurfU
x5a
z50

. ~6!

Here the coefficientg is proportional to the probability of
passage of a reagent particle through the mask-open su
boundary. If all molecules reaching the interface cross o
to the open surface of the substrate, then the boundary
dition at the mask-substrate interface can be written in
form

CsurfU
z50
x5a

50. ~7!

Substituting expression~4! into Eq. ~5!, we obtain

]C

]z U z50
0,x,a

5D
]2C

]x2 U z50
0,x,a

, ~8!

whereD5 kdsurf/Dbulk.
The relative growth rateRg ~i.e., the ratio of the growth

on the mask substrate to the growth rate on the unmas
substrate with other parameters being equal! is given by

Rg5
l

l2a

*0
l ~]C/]z!uz5bdx

l /b
. ~9!

We see that the relative growth rateRg depends on the
design of the structure~the parametersa andl ), the thickness
b of the boundary layer, and the parametersg andD char-
acterizing the surface diffusion~we note that these param
eters all have the dimension of length!. To analyze the re-
sults, it is convenient to switch to the dimensionle
parametersb, g, andD, after normalizingb, g, andD to
half the planar periodl of the structure and after introducin
the filling factorF0 which characterizes the relative fractio
of the open surface:

F05~ l2a!/ l , b5b/ l , g5g/ l , D5D/ l .

3. RESULTS AND DISCUSSION

The dependences of the relative growth rate on
boundary layer thicknessb are shown in Fig. 2 for different
filling factors F0 and parameters characterizing the surfa
diffusion. One can see that in all cases this is a satura
dependence, and the saturation is reached when the thick
of the boundary layer is approximately ten times greater t
the spatial period of the structure. In the case where
thickness of the boundary layer is much greater than
spatial period of the structure, the relative growth rate d
not depend on the parameterb. This case is important for
practical applications, and in what follows we shall inves
gate the behavior of the growth rate only for large valu
of b.

e,

402Proékt et al.



at
io
a
a
th

r-
open
f
ask.
of
he
nce

la-
e
rbi-
5

ntal
n

see

the
not
the

d be
the
s
gh
la-

f-

-

Figure 3 shows the curves of the relative growth r
Rg versus the parameter characterizing the surface diffus
The dependence has, naturally, a saturating form. The s
ration corresponds to the case in which the surface m
transfer is so efficient that the volume concentration at
surface of the mask approaches zero.

Figure 4 shows the relative growth rateRg versus the

FIG. 2. Relative growth rateRg versus relative thicknessb of the boundary
layer for the following values of the parameters:1—F050.55, D52.0,
g51.0; 2—F050.36,D52.0, g51.0; 3—F050.18,D52.0, g51.0; 4—
F050.55, D50, g50; 5—F050.36, D50, g50; 6—F050.18, D50,
g50.

FIG. 3. Relative growth rateRg versus the relative surface diffusion coe
ficient D for relative boundary layer thicknessb5100 and the following
values of the parameters:1—F050.5, g50.1; 2—F050.5, g51; 3—
F050.25, g50.1; 4—F050.25, g51.

403 Semiconductors 31 (4), April 1997
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parameterg, which characterizes the probability that a pa
ticle absorbed on the surface passes through the mask—
surface boundary. The valueg50 corresponds to closing o
the mass transfer channel along the surface of the m
Large values of the parameterg correspond to the absence
any barrier for particles diffusing along the mask at t
boundary of the mask, and for this reason this depende
also has a saturating form. Saturation is reached forg greater
than 0.1.

In conclusion, we shall study the dependence of the re
tive growth rateRg on the ratio of the dimensions of th
mask and open surface. This growth rate can be set a
trarily and controlled accurately in an experiment. Figure
shows the results of our calculations and the experime
data from Ref. 5. Curve1 is the computational result whe
there is no surface diffusion, curve3 is the computational
result in the case of efficient surface diffusion~this curve
practically reproduces the hyberbola 1/F0), and curve2 is
the computational result for an intermediate case. We
that the smaller the filling factorF0 , the more rapidly the
surface diffusion increases the growth rate.

Comparing the experimental results from Ref. 5~circles!
with the computational data it can be concluded that in
system studied in Ref. 5 surface diffusion was apparently
important, since the experimentally determined values of
relative growth rate do not exceed the values ofRg calcu-
lated for the case of zero surface mass transfer. It shoul
noted that in Ref. 5 it is asserted that the increase in
relative growth rateRg is due mainly to the additional mas
transfer of the limiting component along the mask, althou
the authors do not support this assertion with any calcu
tions.

FIG. 4. Relative growth rateRg versus the parameterg with relative
boundary-layer thicknessb5100 and the following values of the param
eters:1—F050.55,D52.0; 2—F050.36,D50.3; 3—F050.36,D52.0;
4—F050.18,D50.3; 5—F050.18,D52.0.
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TABLE I.
The main results of the present work are as follows.
1. The relative growth rate in local gas-phase epita

through a mask was calculated numerically in the diffus
regime with and without surface diffusion.

2. The effect of the design of the structure, the thickn
of the boundary layer, and surface diffusion along the m
on the relative growth rate was analyzed.

3. It was shown that for large boundary-layer thicknes
the relative growth rate~in the case of a periodic mask! does
not depend on this thickness.

4. The calculations performed suggest that the incre
in growth rate observed in local gas-phase epitaxy is due
to the additional flow of reagents over the surface of
mask but rather an increase in the diffusion flux from the
phase.

We wish to thank R. A. Suris and A. Yu. Kaminski� for
helpful discussions.

4. APPENDIX

As a rule, gas-phase epitaxy processes are conducte
the diffusion regime, in which the growth rate is determin
by diffusion of one of the components through a nonstati
ary boundary layer. This is a simplified model, since t
velocity of the gas flowing around the solid surface var
with the distance from the surface continuously and not i
jump-like manner.10 The character of this dependence is d

FIG. 5. Relative growth rateRg versus the filling factorF0 with relative
boundary-layer thicknessb5100 and the following values of the paramete
characterizing surface diffusion:1—D50.0 ~no surface diffusion!; 2—
D51.0, g51.0 ~efficient surface diffusion!; 3—D50.3,g50.1; circles—
experimental data of Ref. 5.
404 Semiconductors 31 (4), April 1997
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termined by the specific geometry of the reactor. Nonet
less, the concept of a ‘‘stationary’’ boundary layer near t
surface can be used in the calculations.10 In application to
this problem, the characteristic thickness of the bound
layer is the distance at which the diffusion flux predomina
over the convective flux. An obvious estimate of this d
tance is the ratioDbulk/u0 , where u0 is the characteristic
velocity of the gas flow in the reactor.

The quantities characterizing the boundary layer near
substrate holder in a reactor with a typical GPE process c
ducted at atmospheric and lower pressures are present
Table I. The approximate formulas presented in Ref. 10
the values of the volume diffusion coefficient presented
Ref. 8 were used in the calculation with the following a
sumptions: The carrier gas~hydrogen! flow rate is 100 cm
3/s, the transverse cross-sectional area of the reactor i
cm2, the linear dimensions of the substrate holder are of
order of 10 cm, and the process temperature is 630 °C,
as in Ref. 5. It is obvious that the thickness of the bound
layer, calculated according to the simplified formula fro
Ref. 10, is of the order of 1 cm, the same order of magnitu
as the ratioDbulk/u0, which characterizes the thickness of th
layer in which mass transfer of the reagent occurs mainly
a result of diffusion. In the case where the spatial period
the mask is much smaller than the thickness of the bound
layer ~this case is realized in Ref. 5!, the relative increase in
the growth rate does not depend on the thickness of
boundary layer and an arbitrary thickness much greater t
the period of the mask can be used in the calculations ins
of the actual boundary-layer thickness, which, as a rule
unknown.
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Translated by M. E. Alferieff

Pressure in the reactorP, atm 1 0.1 0.02
Volume diffusion coefficientDbulk, cm2/s 3 30 150
Gas flow velocityU0 , cm/s 10 100 500
Viscosity, cm2/s 0.2 2 10
Boundary-layer thicknessb, cm 0.9 1.2 0.7
Dbulk/u0 , cm 0.3 0.3 0.3
404Proékt et al.



Photoconductivity of the germanium-doped solid solution p-GaAs0.94Sb0.06
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A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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~Submitted August 20, 1996; accepted for publication September 16, 1996!
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A new mechanism of impurity photoconductivity in semiconductors has been discovered. The
form of the long-wavelength photoconductivity spectra observed inp-GaAs0.94Sb0.06: Ge
is satisfactorily explained in terms of resonance ionization of impurity levels by phonons excited
during absorption of infrared radiation. ©1997 American Institute of Physics.
@S1063-7826~97!01904-2#

We investigated the long-wavelength photoconductivityfield strengths in the sample in the range 0–60 V/cm.
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of epitaxial layers of the germanium-doped solid soluti
GaAs0.94Sb0.06 which were described in Ref. 1. The optic
measurements were performed in the range 100–650 c21

with a LFS-1000 Fourier spectrometer and a R-118 vacu
helium cryostat. The radiation was focused on the sam
with the aid of a brass cone. No impurity photoconductiv
was observed at a temperatureT580 K. At T510 K the
photoresponse was recorded for samples with hole den
no greater than 1017 cm23, which is lower than the critica
charge carrier density corresponding to a metal–insul
transition in this material.1

The long-wavelength photoconductivity spectra whi
we obtained are shown in Fig. 1. Despite their comp
structure, the spectra contain no characteristic features o
purity photoconductivity, such as a pronounced lon
wavelength threshold. For Ge acceptor in GaAs, in acc
dance with the ionization energy data,2 the ionization
threshold is expected at\v540.5 meV. The photoconduc
tivity spectra were also investigated with different elect

FIG. 1. Long-wavelength photoconductivity spectra of GaAs0.94Sb0.06: Ge
epitaxial layers atT510 K. 1 — Transmission spectrumI tr(q); 2, 3 —
photoconductivity spectraI ph(q). The reference point for curves2 and3 is
indicated by the horizontal lines with the marker zero.
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should be noted that as the field strength increases, the s
of the spectra does not change appreciably. Only an abso
increase of the signal was observed, and saturation occu
at field strengths above 60 V/cm.

It is most interesting that all basic features of the abso
tion spectra correspond to the features of the absorp
spectra associated with crystal lattice vibrations. This
clearly seen by comparing the spectra~Fig. 1, curves2 and
3! with the transmission spectrum~Fig. 1, curve1! of an
epitaxial structure similar to the one which we investigate
The maxima in the photoconducitivity spectrum coinci
with the two-phonon absorption maxima,3 and a strong mini-
mum is observed at the transverse optical~TO! phonon fre-
quency. This indicates unequivocally that photoexcited o
cal phonons participate directly in activation of th
photoconductivity. Efficient transfer of phonon energy to t
impurity center is possible because of the closeness of
ionization energy of the acceptorDEA and the energy of the
optical phonons in GaAsvTO533.5 meV~Ref. 4!, and the
energy differenceDEA for the 2P5/2–

1S3/2 states for the Ge

FIG. 2. Calculation of the phonon–impurity photoconductivity spectrum
the one-phonon approximation atT510 K. Solid line — experiment, dashed
line — calculation.

40505-02$10.00 © 1997 American Institute of Physics
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acceptor is approximately5 34 meV. The efficiency of energy
transfer can also be increased by broadening the levels
result of the disorder in the film.

To verify this assumption, we calculated the number
phonons excited in an epitaxial layer and the substrate u
the action of the infrared radiation. Let us assume that
photocurrent is proportional to the phonon generation,
that all optical phonons created in the layer of thicknesl
participate with equal probability in ionization of the impu
rity centers. Herel is the phonon mean free path. To calc
late the index of refraction, we employed the standard o
oscillator model

n~v!5S «01
~«02«`!vTO

2

vTO
2 2v22 ivg D 1/2, ~1!

where«0 and «` are the static and high-frequency perm
tivities, andg andvTO are the damping constant and TO
phonon frequency. The contribution of free charge carri
was disregarded. Furthermore, for the calculations we
ployed the optical constants of GaAs, since the conten
antimony in the epitaxial layer is low. As a result,

Nphon~\v!5I 0~12R!@12exp~22vn9l /c!#/\v, ~2!

whereI 0 is the intensity of the incident light,R is the reflec-
tion coefficient of the surface of the structure, a
n95n9(v) is the imaginary part of the index of refractio
~1!.

In Fig. 2 the computational result obtained using Eq.~2!
is compared with the observed photoconductivity spectru

FIG. 3. Calculation of the phonon–impurity photoconductivity spectrum
the two-phonon approximation atT510 K. Solid line — experiment,
dashed line — calculation.
406 Semiconductors 31 (4), April 1997
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g55 cm and vTO5272 cm for layers of thickness
l 520 mm. We used«0512.9 and«`510.9 ~Ref. 6!. We
see that there is good agreement in the region of strong
phonon absorption. The discrepancy between the curve
the short-wavelength region of the spectrum (v.vTO) is
due to the contribution of two-phonon absorption, which c
be taken into account empirically,

Nphon~\v!5I 0~12R!@12exp~22vn9/c1wa2phon!l #\v,
~3!

wherea2phonis the two-phonon absorption coefficient, whic
was calculated as the difference between the measured v
of the absorption coefficient of GaAs and the theoreti
value of the one-phonon absorption coefficie
a1phon52vn9/c, and w is an empirical weighting coeffi-
cient, which accounts for the contribution of different typ
of phonons in the ionization of the impurity states. The co
tribution of the difference two-phonon absorption was
nored, since its probability atT.10 K is small. The best
agreement between theory and experiment is obtained
w.10 ~Fig. 3!. The fact that the value of the weightin
coefficient was found to be greater than 1 can be explai
by the greater efficiency of the interaction of impurity ce
ters with phonons with a nonzero wave vector.

The discrepancy between the curves in the reg
\v.45 meV could be due to several factors. First, the d
persion parameters of optical phonons are not known ac
rately for lattices of solid solutions. Second, we do not ha
sufficient information about the characteristics of t
electron-phonon interaction at impurity centers. In additio
we disregarded the contribution of photoionization pr
cesses. An attempt to explain the observed photoconduct
spectra with the help of a bolometric effect does not mak
possible to describe correctly the TO-phonon structure.

1!Present address: University of Tennessee at Chattanooga, Chattanoog
37403, USA. Electronic mail: tbilgild@utcvm.utc.edu

2!Electronic mail: pta@nano.ioffe.rssi.ru
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Propagation of a surface acoustic wave in a layered system containing a two-

en
dimensional conducting layer
V. D. Kagan1)

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted July 22, 1996; accepted for publication October 23, 1996!
Fiz. Tekh. Poluprovodn.31, 478–482~April 1997!

A surface acoustic wave can propagate in a piezoelectric crystal above which lies a two-
dimensional conducting layer. The electric fields excited by the wave in the crystal penetrate into
the two-dimensional layer and excite dissipative currents in it, which results in absorption
of the wave and change of its velocity. These characteristics are calculated for different
configurations of the layered system taking into account not only the surface conductivity
but also surface diffusion. When the layer has an elastic contact with the crystal, for the
configuration allowance is made not only for the piezoelectric but also the deformation
interaction of the sound wave with the electrons. ©1997 American Institute of Physics.
@S1063-7826~97!02004-8#
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Investigations of the properties of two-dimensional co
ducting channels, formed in semiconductor heterostructu
especially in the region of strong magnetic fields, where
quantum Hall effect regime is realized, have been excit
great interest recently. Very promising methods for study
the properties of a two-dimensional electron gas are acou
methods, since they make it possible to study the rf cond
tivity of two-dimensional systems in a contact-free mann
These methods consist of investigating the effect of a c
ducting channel on the propagation of a surface acou
wave in a piezodielectric crystal~i.e., on the absorption co
efficient G and the sound velocityv). Analysis of the rf
conductivity as a function of frequency, temperature, a
magnetic field makes it possible to study the mechanisms
localization of two-dimensional electrons in the quantu
Hall effect regime.

The first experimental studies1–5 were performed on
GaAs/AlGaAs structures with a two-dimensional electr
gas. The rf conductivity in the quantum Hall effect regime
a InxGax21As/InP structure was studied by acoustic metho
in Ref. 6. In Refs. 2–5, the theoretical formulas for abso
tion and velocity of sound, extending to the two-dimensio
case White’s standard formula7 for a three-dimensional me
dium, were used to analyze the experimental results. H
ever, these formulas ignore the complicated geometry o
layered system. More complicated formulas, which take i
account this geometry only partially, are given elsewhe1

and in the theoretical paper,8 which contains some errors tha
are noted below.

This paper consists of two sections. In Sec. 1 the form
las for the velocity and absorption coefficient of a surfa
acoustic wave are derived for the case of a layered sys
with a complex geometry. Generalizing all previous ana
ses, we take into account the fact that the current in
conducting channel consists of field and diffusion comp
nents. In Sec. 2, we examine the role of the deformat
interaction between the surface acoustic wave and the e
trons in the two-dimensional channel. Such an interactio
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the medium, along which the surface acoustic wave pro
gates, and the conducting channel. An attempt to take
account of this interaction was made in Ref. 5, but we c
sider it to be unsuccessful. We derive the boundary condi
for the equations of elasticity on a two-dimensional condu
ing layer. For the deformation interaction of a surface sou
wave with electrons of a two-dimensional layer, this con
tion plays the role of boundary conditions of electrostat
for a piezoelectric interaction. The velocity and absorption
sound in the two cases are therefore expressed in terms o
same characteristics of the conducting layer.

2. CALCULATION OF THE ABSORPTION COEFFICIENT AND
VELOCITY OF A SURFACE ACOUSTIC WAVE
PROPAGATING IN A LAYERED SYSTEM WITH A COMPLEX
GEOMETRY

The layered system consists of the half space,x,0, oc-
cupied by a piezoelectric crystal and a semiconductor pla
above it in such a way that a vacuum gap of thicknessa
exists between them. The conductivity of the semiconduc
is negligible. A two-dimensional conducting layer is bu
into the semiconductor at a distanced from its boundary. A
surface acoustic wave~SAW! with wave vectork, frequency
v, and velocityn, so thatv5nk, propagates near the su
face of the piezoelectric crystal. The electric fields excited
this wave exit from the piezoelectric crystal and penetr
into the semiconductor. These fields induce electric curre
in the conducting layer, Joule heating occurs, and the ene
of the sound wave dissipates. The absorption of the SA
and the change in its velocity in the presence of a laye
structure are determined by the characteristics of the c
ducting layer. Because of the vacuum gap, the piezoelec
crystal is coupled with the semiconductor only electrical
there is no elastic contact, and therefore only the electros
ics problem need be solved. The electric fields are calcula
by the method developed in Ref. 9. The surface wave c
sists of two coherent wave components with displaceme
ui
(a)(r , t), wherea takes on the values 1 and 2. The wav

40707-04$10.00 © 1997 American Institute of Physics
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crystal at a damping ratega proportional tok:

ui
~a!~r ,t !5ui

~a!eikz1gax, ui
~a!;e2 ivt. ~1!

We assume that thez axis is the symmetry axis: The permi
tivity parallel to the axis is« i and the permittivity perpen
dicular to the axis is«' . The equation for the electric poten
tial w in the piezoelectric crystal is

« i

]2w~a!

]z2
1«'

]2w~a!

]x2
54pb l ,ik

]2ui
~a!~r ,t !

]xl]xk
, ~2!

whereb l ,ik is the piezoelectric tensor. The solution of Eq.~2!
consists of the solution of the problem of forced oscillatio

wpiez
~ i ! 5

4pb l ,ik ~]2/]xl]xk! ~ui
~a!eikz1gax!

2« ik21«'ga
2 ~3!

and a free solution, which is the solution of the Lapla
equation for an anisotropic medium is,

wpiez
~ f ! 5wpe

ikz1A« i /«'x, wpiez5wpiez
~ i ! 1wpiez

~ f ! . ~4!

In the vacuum gap and in the semiconductor the dielec
constants are isotropic and equal to«0 and«s , respectively.
The electric field potential is the solution of the Lapla
equation

w05~w0
1ekx1w0

2e2kx!eikz, 0,x,a; ~5!

ws5~ws
1ekx1ws

2e2kx!eikz, a,x,a1a; ~6!

ws
.5w.e2kx1 ikz, x.a1d. ~7!

Electrostatic boundary conditions, imposed on the tangen
~along thez axis! components of the electric field and th
normal components~along thex axis! of the electric induc-
tion, must be satisfied at all interfaces. The electric induct
P in the piezoelectric crystal has the additional term

Px52«'

]w

]x
14pbx,ik

]

]x
~uk

~a!eikx1gax!. ~8!

The induction components have a jump on the tw
dimensional conducting layer: Their difference is 4pr,
where r is the surface charge density.8 We write for the
charge density the continuity equation, in which, genera
ing the standard analysis, we take into account the sur
diffusion current together with the ohmic current:

]r

]t
1

] j

]z
50, j z52s

]w

]z U
x5a1d

2D
]r

]z
, ~9!

wheres is the conductivity, andD is the diffusion coeffi-
cient.

The system of boundary conditions for the three pla
(x50, x5a, andx5a1d) is the complete system for th
six amplitudes of the potential~4!–~7!, making it possible to
express them in terms of the elastic displacements in
surface wave.

In the piezoelectric crystal, the equations of the theory
elasticity include a term with an electric field. Substitutin
into it the potential~4! expressed in terms of the displac
ment, we obtain a system of equations that determines
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sipative currents in the conducting layer result in damping
the amplitude of the sound wave in accordance w
exp(2Gz/2). We determineG by the following procedure:
We multiply the equations of the theory of elasticity b
ui
(a)e2 ikz, sum over the signs of the components of the d
placementi and over the branch numbersa, setx50 ~i.e., at
the surface of the piezoelectric crystal!, and take from these
sums the imaginary part. We can then write

G5x~1!k
~2ps/«sn! f 2~k!

11@D ~k/n! 1 ~2ps/n«s! f 1~k!#2
, ~10!

f 1~k!511e22kd

3
~«11«0!~«s2«0!2e22ka~«12«0!~«s1«0!

~«11«0!~«s1«0!2e22ka~«12«0!~«s2«0!
,

«15A«'« i;

f 2~k!5
8«0

2«s~«11«0!e
22k~a1d!

@~«11«0!~«s1«0!2e22ka~«12«0!~«s2«0!#
2 ,

x (1) is the piezoelectric coupling constant, which is ord
narily small in the known piezoelectric crystal. We express
in terms of the amplitude of the surface wave

x~1!5
4p

~«11«0!rv2(
a
ui* ~a!ui

~a!Re(
a

A2
~a!

3FB~a!1
«12 ~«'ga /k!

« ik22«'ga
2 A1

~a!G , ~11!

A15b l ,ikuk
~a!e2 ikz

]2

]xl]xi
~eikz1gax!U

x50

,

A25b l ,ikuk*
~a!e2 ikz

]2

]xl]xk
~eikz1kA~« i/«'!x!U

x50

,

B52~bx,ikuk
~a!/k!e2 ikz

]

]xi
~eikz1gax!U

x50

.

The constantx (1) can be calculated only by means of u
wieldy numerical calculations, which are determined by t
structure of the surface acoustic wave. We shall try to re
x (1) with an experimentally measured quantity. In the case
the propagation of a wave in a piezoelectric crystal border
only on the vacuum, it is possible to perform measureme
of the velocity of the wave with (n0) and without (n) surface
metallization. In the former case, the electric fields are clo
and completely ‘‘switched off.’’ The piezoelectric couplin
constant is ordinarily determined as the relative difference
the velocities in these two cases, and in most studies1–6 it is
assumed to be equal tox (1). Our calculation showed, how
ever, that there is some difference:

n25n0
2@11x~1!1x~2!!], ~12!

x~2!5
4p

rv2(aui*
~a!ui

~a! Re(
a

~Ã1
~a!2A2

~a!!A1
~a!

« ik22«'ga
2 ,
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Ã 5u* ~a!b e2 ikz
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M ~3!5x~1!
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It is difficult to calculatex (2), but it should be noted that i
does not equal zero identically. In Ref. 6, Eq.~10! was used
to analyze the experimental data on the absorption of sur
acoustic waves in LiNbO3 by a two-dimensional electron ga
in a InGaAs/InP heterostructure.

In Ref. 1, the SAW damping coefficient was determin
for a layered system in which the conducting layer bord
on the vacuum (d50). Disregarding diffusion, the frequenc
dependence~10! is identical to that in Ref. 1, and the differ
ence reduces only to the numerical value, already no
above, of the coupling constant.

In Ref. 8 the absorption coefficient was calculated b
method different from ours for a system without a vacuu
gap (a50). The authors determined it as the ratio of t
energy dissipation in the bulk, equal to the product of a u
area by the thickness of the conducting layer, to the fl
density in the wave. This quantity does not have the dim
sion ofG, and calculating it by the method of Ref. 8 does n
give the frequency dependence~10! with a50. The authors
included the factork and obtained the correct frequency d
pendence from dimensional considerations.

The absorption coefficient must in fact, be determined
the ratio of the energy dissipation, which they indicated,
the total energy flux in the volume, equal to the product o
unit area by the entire thickness of the piezoelectric crys
For this definition ofG, there arises in the denominator of th
quantity employed in Ref. 8, an additional integration ov
x, which gives an additional factor 1/ga . This leads to the
appearance of a factork in the final formula for the absorp
tion coefficientG.

The complex dispersion relation makes it possible to
termine the velocity of a surface wave in the presence o
semiconductor and to compare it withn0. This difference is
given by the real part of the sum whose imaginary part
terminesG:

n22n0
2

n0
2 5x~2!1M ~1!1M ~2!1M ~3!. ~13!

All quantities M ( i )are proportional to the constantx (1).
Strange as it may be, the quantityM (1) does not depend on
the characteristics of the conducting layer:

M ~1!5x~1!
~«01«1!

M11M2
$~«s1«0!@12e22k~a1d!#

1~«s2«0!~e
22kd2e22ka!% , ~14!

M15~«11«0!~«s1«0!,

M25e22ka~«12«0!~«s2«0!1e22kd~«11«0!~«s2«0!

2e22k~a1d!~«12«0!~«s1«0!,

M ~2!52
D

n
G, ~15!

409 Semiconductors 31 (4), April 1997
ce

s

d

a

it
x
-
t

s
o
a
l.

r

-
a

-

f 1~k!H 11FDrn 1
2ps

«ns
f 1~k!G2J

Experiments are often performed in a simpler system: T
two-dimensional conducting channel is formed by laye
which are produced by molecular epitaxy directly on t
surface of a piezodielectric crystal.2–5Our formulas are com-
pletely suitable for describing such a system as well—o
need only seta50 andd50. In addition, the following cir-
cumstance must be taken into account: In our analysis
upper half-space is filled by the semiconductor, while in t
experiments of Refs. 2–5 the upper half-space is a vacu
so that in Eqs.~10! and ~13!–~16! «s is replaced by«0.
Therefore, we obtain forG the following formula which gen-
eralizes the analysis given in Refs. 2–5, taking into acco
the surface diffusion:

G5x~1!k
4ps/~«11«0!n

11@Dk/n14ps/n~«11«0!#
2 . ~17!

The equation for the velocity@Eqs.~13!–~16!# also simplify.
Equation~15! is expressed in terms of Eq.~17!. For the other
terms we have

M ~1!50, M ~2!5x~1!
~114~D2k2/n2!

11@D ~k/n! 1 ~4ps/~«11«0!u!#2
.

~18!

3. CALCULATION OF THE ABSORPTION COEFFICIENT AND
SOUND VELOCITY IN THE PRESENCE OF A
DEFORMATION INTERACTION OF A SURFACE ACOUSTIC
WAVE WITH A TWO-DIMENSIONAL ELECTRON GAS

In the experimental arrangement described above, a
chanical contact exists between the conducting layer and
solid, along which a surface wave propagates. Therefore,
necessary to take into account the deformation interac
between the charge carriers and the sound wave. In a pi
electric crystal this interaction is added to the piezoelec
interaction, but it also exists in nonpiezoelectric crystals. T
effect of a sound wave on the electrons is manifested in
fact that it is necessary to include an additional current in
~9! that depends on the corresponding constantE of the de-
formation potential:

j z5
s

e

]

]z SE]uz
]z D . ~19!

However, in the equations of the theory of elasticity the a
ditional stress tensor is proportional to the electron densit
the solid, and such a volume density equals zero in a cry
It turns out that the action of the electrons in the sound w
is manifested not in volume forces but rather only as
change in the boundary condition. The boundary condition
derived in the same manner as in electrostatics—the jum
the normal component of the electric induction equals
surface charge density. We obtained the boundary condi
in which the presence of a conducting layer is taken i
account:
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Herel iklm is the tensor of the elastic moduli. This bounda
condition shows that the effect of the deformation interact
can be taken into account only by calculating completely
structure of the surface wave. We performed such a calc
tion for the simplest model—a Rayleigh surface wave in
anisotropic solid. The presence of a conducting layer on
surface of the solid requires that the standard theory9 be
modified by the boundary condition~20!, the continuity
equation~9!, the Laplace equation for the potential, and ele
trostatic boundary conditions. It is well known that a Ra
leigh wave propagates with velocityn5ctz, where z is a
number which depends on the ratioct /cl ; herecl andct are
the velocities of the longitudinal and transverse sound wa
respectively. For the deformation damping of sound and
change in the velocity of the wave, because of the prese
of the conducting layer, we obtain

G5
E2k3

rct
2e2

s/n

11@Dk/n14ps/n~«11«0!#
2 f ~z!, ~21!

n22n0
2

n0
2 5

E2k2

rct
2e2

~s/n! @D~k/n! 1 4ps/~«11«0!n#

11@D ~k/n! 1 4ps/~«11«0!n#2
f ~z!,

f ~z!5
~12z2!A12z2~ct /cl !

2

12z22z412~ct /cl !
224~ct /cl !

2z2
.

We assume that the coupling constant (E2k2/rcl
2e2), which

replacesx in a piezoelectric crystal, is small. Comparison
Eq. ~21! with Eqs. ~17! and ~18! shows that taking into ac
count the deformation interaction instead of the piezoelec
interaction reduces mainly to a replacement of the coup
constant. For volume waves in a piezoelectric crystal ,
coupling constants were added together; for a system w
an acoustic contact exists between the conducting layer
the crystal, mixed terms are possible as well.

In Ref. 5 an attempt was made to take into account
deformation interaction of a sound wave with a conduct
layer. However, the theory could not describe the dissipa
currents in the two-dimensional layer. It can be shown t
the final result in Ref. 5 does not contain, first of all, qua
tities which are proportional to the conventional deformat
coupling constantE and, second, solids with the surfac
characteristics of the two-dimensional layer, which char
terize a layer with ‘‘zero’’ thickness. The results presented
Ref. 5 show, however, that the absorption coefficientG is
proportional to a quantity characterizing the dispersion
pendence of the deformation potential on the energy,
since it is small in semiconductors, it has never been inv
tigated. Moreover, this is the standard volume contribution
G and hence for a two-dimensional layer it is proportional
the thickness of the layer. For a ‘‘point-like’’ layer, this con
410 Semiconductors 31 (4), April 1997
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G calculated in Ref. 5 is very small compared with Eq.~21!.
It can therefore be invoked to explain an experiment only
a small correction to the deformation absorption, similar
the well-known piezoelectric contribution~17! and ~18!.

4. CONCLUSIONS

It should be noted that the study of the rf conductivity
a two-dimensional electron gas by acoustic, contact-f
methods has been found to be very informative for inve
gating the problems of localization of two-dimensional ele
trons in the quantum Hall effect regime.6,10,11Such investi-
gations require a quantitative analysis of the experiment
observed dependences of the absorption coefficient of a
face acoustic wave~SAW! on the magnetic field, the SAW
frequency, and the temperature. The formulas obtained b
were employed successfully to analyze the experiment
formed by us. However, analysis of Refs. 2–5 showed t
Eq. ~17! ~for the casea5d50, disregarding diffusion!,
which the authors employed to analyze the experime
data, explains only qualitatively the experimental magne
field dependences of the absorption coefficient and velo
of sound. It is possible that quantitative agreement could
achieved by examining a more complicated experimental
ometry.

I wish to thank I. L. Drichko for helpful discussions an
for assistance in writing this paper.
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Injection heterolaser based on an array of vertically aligned InGaAs quantum dots in a

as
AlGaAs matrix
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M. V. Maksimov, A. F. Tsatsul’nikov, S. V. Za tsev, N. Yu. Gordeev, P. S. Kop’ev, and
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Arrays of vertically aligned InGaAs quantum dots in a AlGaAs matrix have been investigated. It
is shown that increasing the band gap of the matrix material makes it possible to increase
the localization energy of quantum dots relative to the edge of the matrix band, as well as the states
of the wetting layer. The use of an injection laser as the active region makes it possible to
decrease the thermal filling of higher-lying states, and thereby decrease the threshold current
density to 63 A/cm2 at room temperature. A model explaining the negative characteristic
temperature section observed at low temperatures is proposed. The model is based on the
assumption that a transition occurs from nonequilibrium to equilibrium filling of the
states of the quantum dots. ©1997 American Institute of Physics.@S1063-7826~97!02104-2#

Arrays of semiconductor quantum dots~QDs! are prom- tions. The array of vertically aligned quantum dots w
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ising for applications in injection lasers. Specifically, it h
been predicted that the threshold current densityJth will de-
crease substantially and the temperature dependence oJth
will be reduced.1 The use of InGaAs vertically aligned quan
tum dots~VAQDs! in a GaAs matrix as the active region o
a laser made it possible to decreaseJth to ;100 A/cm2 at
300 K.2 It was shown that one of the main factors determ
ing the threshold current density in such lasers at room t
perature is the filling of the states of the wetting layer and
GaAs matrix by carriers as a result of the relatively lo
carrier localization energy in quantum dots.3

The structural and optical properties of InGaAs QD
placed in a GaAs matrix, as well as injection lasers based
them have been studied extensively.4–6We chose as the ma
trix material the solid solution AlxGa12xAs (x<0.3). We
have shown that the use of a wider-gap compound as a
trix ~GaAs is replaced by the solid solution AlGaAs! makes
it possible to increase substantially the energy gap betw
the states of the QDs and the wetting layer, as well as
band edge of the matrix material. The use of such structu
as the active region of an injection laser makes it possibl
decrease the threshold current density to 63 A/cm2 at room
temperature. A section of negative characteristic tempera
has been observed at low temperatures and a model is
posed explaining the anomalous temperature dependen
the threshold current density.

A Riber 32P molecular-beam epitaxy system with
solid-state source of arsenic was used to grow the struct
on GaAs~100! substrates. To avoid segregation and reeva
ration of In, during deposition of the QDs and the 100-
thick AlxGa12xAs layer, directly next to the array of QDs
the substrate temperature was chosen to be 485 °C.
growth temperature of the rest of the structure was equa
700 °C. Growth was conducted under As-stabilized con
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formed as a result of triple deposition of QD layers separa
by AlGaAs layers with an effective thickness of 50 Å
In0.5Ga0.5As with an effective thickness of 12 Å was used
the material for the quantum dots.

When a strongly strained InGaAs layer is deposited
an AlGaAs ~100! surface, at a critical thickness a morph
logical transition occurs from a two-dimensional~layerwise!
to a three-dimensional~island-wise! growth regime. An array
of InGaAs islands, lying on a thin~about two monolayers!
InGaAs wetting layer, forms on the surface. Buried by t
AlGaAs layer, these islands can be regarded as array
quantum dots in a matrix of a wider-gap material.

According to the data obtained by observing the diffra
tion pattern of high-energy electrons directly during t
growth process, the critical thickness corresponding to isl
growth onset is 11 Å, and within the measurement er
(60.5 Å! it does not depend onx, the molar fraction of
AlAs in the matrix material.

Figure 1a shows the PL spectra of structures which c
tain InGaAs VAQD arrays and which differ by the mola
fraction of AlAs in the AlxGa12xAs (x50, 0.15, 0.3) matrix.
Photoluminescence was excited with an Ar1 laser ~100
W/cm2) and detected with the aid of a cooled Ge photo
ode. The detection temperature was equal to 10 K. The
served PL line is due to recombination of carriers localiz
in VAQDs.2 Increasing the AlAs content in the matrix resul
in a small broadening of the line and a shift in the sho
wavelength direction.

The PL excitation spectra for the casesx50 and 0.3 in
the energy range above the VAQD radiation are shown
Fig. 1b. In Ref. 7 it was shown for the case of a GaAs mat
that the observed luminescence is associated with reco
nation in the wetting layer. The characteristic doublet sha
of the ~WL1,WL2! line could be due to the coexistence

41111-04$10.00 © 1997 American Institute of Physics



FIG. 1. Photoluminescence~a! and PL excitation~b! spectra at 10 K for structures containing arrays of InGaAs VAQDs in a AlxGa12xAs matrix. The numbers
on the curves denote the molar fraction of AlAs in the matrix material.
sections of a two-dimensional coating of InGaAs which dif-
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fer somewhat in thickness, similarly to the case of InGa
VAQDs in a GaAs matrix.

The positions of the luminescence maxima for radiat
due to VAQDs and the wetting layers~WL1! as well as the
edge luminescence of the matrix for structures contain
arrays of InGaAs/AlxGa12xAs (x50 and 0.3! VAQDs are
summarized in Table I. As one can see, when the band ga
the matrix increases by 370 meV, the short-wavelength s
of the VAQD line is only 120 meV. At the same time, th
shift of the wetting layer line exceeds 300 meV. Therefo
increasing the Al content in the matrix increases the ene
separation between the PL peak of the quantum dots and
peaks of the wetting layer and matrix.

The experimental results obtained can be interpreted
follows: Increasing the AlAs content in the matrix increas
the energy barriers for electrons~holes! localized both in the
wetting layer and in the quantum dots. However, as a re
of the lower carrier localization energy and therefore
greater penetration of the wave functions into the barrier
the wetting layer than in the QDs, the perturbation of t
energy levels under the action of a change in the heigh
the barriers is greater in the wetting layer. A similar behav
has been observed when arrays of InAs quantum dots w
placed into an external AlGaAs/GaAs quantum well.8 Al-
though the luminescence data do not make it possible
distinguish unequivocally the contributions of the perturb
tion of the electron and hole levels, for carriers of both typ

TABLE I. Energy position of the luminescence lines of structures conta
ing InGaAs/AlxGa12xAs (x 5 0 and 0.3! VAQD arrays.

VAQD Wetting layer Matrix
Matrix material Line position, eV

GaAs 1.246 1.388 1.514
Al0.3Ga0.7As 1.364 1.689 1.883
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wetting layer and between a level in a QD and the band e
of the matrix apparently increases. This in turn results
lower filling of the states of the wetting layer and matrix wi
carriers at elevated temperatures.

The dependence of the width of the PL line of th
sample containing an array of InGaAs/Al0.15Ga0.85As VA-
QDs on the observation temperature is shown in Fig. 2. T
dependence shown is nonmonotonic in nature: As the t
perature increases in the range 10–150 K, the linewidth
creases, and an increase of the linewidth is observed at
temperatures. This behavior is uncharacteristic of the lu
nescence of bulk material or quantum wells, where a reg
increase of the linewidth with increasing observation te
perature is typically observed. The reasons for the obser

-

FIG. 2. Observation temperature dependence of the width of the PL line
to emission from InGaAs/Al0.15Ga0.85As VAQDs.
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anomalous dependence will be discussed below.
We investigated injection lasers with an active regi

based on InGaAs/AlGaAs VAQDs. The standard geome
of a AlGaAs/GaAs heterostructure laser with separate c
finement was employed. An array o
In0.5Ga0.5As/Al0.15Ga0.85As (N53) VAQDs was placed a
the center of an undoped 0.4-mm-thick AlxGa12xAs
(x50.520.15) waveguide layer. The Al0.5Ga0.5As emitter
layers were 1.5mm thick. Si and Be were employed as th
n- and p-type dopants. The laser diodes were formed
depositing and melting in AuGe/Ni/Au and AuZn/Ni/A
metallization to an1-GaAs substrate and ap1-GaAs contact
layer, respectively. Lasers with four sheared faces were
ployed. The measurements were conducted at tempera
in the range 77–300 K with 5-kHz pulsed pumping wi
1-ms pulses.

The electroluminescence spectrum of the laser struc
based on InGaAs/AlGaAs VAQDs near threshold at 300 K
presented in Fig. 3. The PL spectrum~300 K! with a low
excitation level is also presented. The lasing line lies wit
the PL band, due to recombination in the QDs, near
maximum of the PL. Therefore, generation occurs throu
the ground state of the VAQDs.

The temperature dependence of the threshold cur
density is shown in Fig. 4. The corresponding data for a la
based on an array of InGaAs VAQDs in a GaAs matrix a
shown for comparison. As one can see from Fig. 4, the v
ues ofJth in the high-temperature range (>150 K! for a laser
based on InGaAs/AlGaAs VAQDs are appreciably low
than in the case of a GaAs matrix. At room temperature
threshold current density is 63 A/cm2, which, to the best of
our knowledge, is the lowest value for all types of lasers w
an active region with dimension less than 2~quantum wires
or quantum dots!. We assume that the decrease ofJth in a
laser employing a QD array in AlGaAs, as compared w
the case of QDs in GaAs, is a direct consequence of
increase in the energy splitting between a QD level an

FIG. 3. Electroluminescence spectra near the threshold~65 A/cm2) ~solid
line! and PL with a low excitation level~1 W/cm2) ~dotted line! of struc-
tures in InGaAs/Al0.15Ga0.85As VAQDs at 300 K.
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level of the wetting layer~matrix band edge!.
A decrease of the threshold current density with incre

ing observation temperature is observed at low temperat
~77–150 K!; i.e., the laser possesses a negative character
temperature (T0'2200 K!. This behavior is unusual for la
sers with four sheared faces, since in the case at han
cannot be assumed that the effective strip width changes
temperature, as could happen in strip lasers.

The variance in the dots sizes results in a broadening
the aggregate density of states of the QD array. Assum
that the electron~hole! distribution over the states is de
scribed by a Fermi–Dirac function, an increase of the te
perature at a given injection level results in increased fill
of the higher-lying states corresponding to smaller dots a
result of the decrease in the filling of larger dots. Therefo
as the temperature increases, a higher injection curren
required in order to maintain the required maximum ga
Therefore, the negative characteristic temperature canno
explained on the basis of a quasiequilibrium carrier distrib
tion.

In the model which we propose, the absence of a qu
equilibrium filling of the QD states at low temperatures
regarded as the reason for the appearance of the sectio
negative characteristic temperature. To achieve quasiequ
rium, there must exist a mechanism for carrier transport
tween dots. Tunneling or thermal transfer of carriers fro
QDs into the wetting layer or matrix followed by trapping
a different dot serves as such a mechanism.

According to transmission electron microscopy dat9

the typical distances between neighboring islands exceed
Å. Therefore, the contribution of tunneling is negligible, an
the condition for achieving a quasiequilibrium distribution
a short thermal transfer time compared with the radiat
recombination time in QDs. The ejection of carriers
strongly suppressed at low temperatures as a result of
thermal activation nature of such processes. In Ref. 10 it

FIG. 4. Temperature dependence of the threshold current density for in
tion lasers based on an array of InGaAs/AlxGa12xAs VAQDs. The numbers
on the curves designate the molar fraction of AlAs in the matrix materi
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separates the region of equilibrium (T.TB) and nonequilib-
rium (T,TB) filling of the QD states.

In the latter case, the filling of the QD states is det
mined not by the Fermi distribution but rather by the tra
ping probability of an electron~hole! in a dot of a definite
size. Since approximately the same number of carrier
injected into dots of different sizes, the region of nonequil
rium filling is characterized by a wider carrier distributio
over QD states than in the case where quasiequilibrium
achieved. In the latter case, the position of the Fermi qu
level in the low-temperature limit is the upper limit of th
filled states, while in the nonequilibrium case the high
lying QD states are also filled.

Therefore, an identical gain will be achieved in the ca
of a quasiequilibrium distribution at a lower injection curre
density (Jth

eq) than in the temperature range where the Fe
distribution is of no consequence (Jth

noneq.Jth
eq). When the

observation temperature passes through the limiting temp
tureTB , the width of the PL line of a QD array must ther
fore decrease, and the threshold current density must
crease fromJth

noneqto Jth
eq. This is the reason for the observe

negative characteristic temperature in a QD-based lase
low temperatures~Fig. 4!, and it also makes it possible t
explain the observed nonmonotonic temperature depend
of the width of the PL lines of an array of VAQDs~Fig. 2!.
We note the excellent agreement between the tempera
range corresponding to a decrease of the linewidth and
region of negative characteristic temperature, in agreem
with the proposed model.

An increase in the energy splitting between the elect
~hole! level in a QD and the conduction~valence! band edge
of the matrix decreases the probability of thermal transfe
carriers. Therefore, the limiting temperatureTB increases in
the case where a wider gap material is used as the m
material. We believe that this explains why the region
negativeT0 is more pronounced in the temperature dep
dence of the threshold current density of a laser based
InGaAs/AlGaAs VAQDs than in the case of InGaAs/GaA
VAQDs.

In summary, in the present work we investigated t
characteristics of an injection laser with an active reg
based on an array of vertically aligned InGaAs quantum d
formed in an AlGaAs matrix. It was shown that using
414 Semiconductors 31 (4), April 1997
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sible to increase substantially the energy separation of
QD states from the band edge of the matrix material a
from states in the wetting layer as compared with the cas
a GaAs matrix; this lowers the threshold current density
room temperature~63 A/cm2). A model based on the as
sumption of a transition from nonequilibrium to equilibrium
filling of the states of the quantum dots was proposed
explain the section of negative characteristic temperature
served at low temperatures.
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Neutron-activation analysis of the impurity composition of gallium arsenide based
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semiconductor structures
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The impurity composition of gallium arsenide slabs has been investigated using the highly
sensitive method of neutron-activation analysis. The content of Se, Cr, Ag, Fe, Zn, Co, and Sb in
the slabs as well as variations of the content of these impurities for different batches of
slabs were determined. It is shown that neutron-activation analysis can be used, together with
layerwise chemical etching, to study the volume distribution of impurity elements in
gallium-arsenide-based semiconductor structures. ©1997 American Institute of Physics.
@S1063-7826~97!02204-7#
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High purity (101521014 atoms/cm3) of the constituent
layers and films of a semiconductor device structure1,2

which is very difficult to ensure considering the proces
which occur during the growth and processing of galliu
arsenide wafers,3–5 takes an important place among the ba
requirements which gallium-arsenide-based semicondu
structures must meet, such as, minimum content of diffe
defects, reproducibility of the carrier density distributio
along the growth axis, and other requirements. At the sa
time, information about extraneous impurities~type, density,
character of distribution! is important for understanding th
physical–chemical processes occurring in the semicondu
structures and for the fabrication technology of devices ba
on them.

In this study we looked at improving the methods f
analyzing gallium arsenide based semiconductor structu
Using the methods of neutron-activation analysis~NAA !
which have been developed, the impurity composition w
investigated for several batches of gallium arsenide waf
as well as the impurity distribution in semiconducto
formed on these wafers.

2. SAMPLES AND METHOD OF ANALYSIS

In purely instrumental neutron-activation analysis
gallium-arsenide-based samples, substantial problems ap
as a result of the high, specific, post-irradiation activity
the samples. This activity is due to the long-lived radiois
topes formed from matrix elements~Table I!, which neces-
sitates a long post-irradiation holding period for the samp
and makes it difficult to determine many elements wh
have short-lived radioisotopes. For this reason, as a rule,
ferent methods of radiochemical post-irradiation separa
of the analyzed elements are used in the analysis of galli
arsenide-based samples.6,7

In our work we employed simpler procedures to perfo
the analysis that makes it possible to substantially decrea
the same time the noise due to the high activity of the e
ments. Commercial gallium arsenide wafers and semic

415 Semiconductors 31 (4), April 1997 1063-7826/97/04
s

c
or
nt

e

or
ed

s.

s
s,

f
ear
f
-

s

if-
n
-

at
-
n-

tion conditions served as the experimental objects.
The prepared gallium-arsenide samples were irradia

with a thermal-neutron fluxF51013 cm22
•s21 in the verti-

cal channel of a VVR-Ts nuclear reactor. The mass of
samples was 50–250 mg. The irradiation time was 100
After ‘‘cooling’’ for 30–40 days, the samples were decom
posed in a mixture of nitric and hydrofluoric acids with su
limation of arsenic fluoride in order to decrease the activ
of 74A5, the most long-lived matrix radioisotope; this made
possible to increase substantially the sensitivity of the de
mination of the elements as compared with the purely ins
mental method of NAA.

A DGDK-160-type semiconductor Ge~Li ! detector, com-
bined with a LR4900V multichannel pulse-height analyz
was used to measure theg-ray spectra of the samples.

In the investigation of the semiconductor structures,
part of the gallium arsenide wafer (;1 cm2) with structure
deposited over the entire surface area was irradiated tw
The first irradiation (;20 h) is required in order to activat
impurities which have long-lived radioisotopes; the seco
irradiation ~1 min! was performed immediately before th
measurements in order to activate elements with short-li
radioisotopes as well as matrix elements, whose radioacti
was used to monitor the thickness of the layers being etc
off.

A method was developed for gradual removal of th
plane-parallel layers on an irradiated gallium-arsenide s
by chemical etching. The etchant consisted of the mixt
NH4OH–H2O2–H2O, with polishing properties, in differen
ratios, depending on the required rate of etching of
sample and the thickness of the layers removed. The te
nique used to remove the layers was the same as the
nique described in Ref. 8 for etching silicon wafers. T
thickness of the layers removed was monitored accordin
the activity of 72Ga and76As in the etched-off layer and a
standard layer whose weight was known accurately. A sm
weighed quantity (;0.2 mg) of single-crystalline gallium
arsenide, irradiated together with the sample, was used
standard.

41515-03$10.00 © 1997 American Institute of Physics
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TABLE I. Principal radioisotopes contributing to the activity of GaAs irra-
diated with reactor neutrons.
3. RESULTS OF ANALYSIS AND DISCUSSION

The results of an analysis of four different batches
single-crystalline gallium arsenide wafers are presented
Table II. In determining zinc and selenium, allowance
made for the fact that when the samples are irradiated
nuclear reactor, the radioisotopes65Zn and75Se, which were
used to determine the zinc and selenium, formed not o
from the impurity elements themselves, but also from
matrix elements~As, Ga!. Specifically,75Se can form from
arsenic along two possible paths:

75As~n,2n!74As→
b2

74Se~n,g!75Se

and

Nuclear reaction Specific activity
and production Activation after irradiation,
of radioscopes Half-life cross section,b Bq/mg

69Ga(n,g)70Ga 20 min 1.4 1.853108
71Ga(n,g)72Ga 141 h 5.0 1.523108
69Ga(n,2n)68Ga 68 min 0.55 2.83104
69Ga(n,p)69Zn 14.0 h 0.024 1.13102
71Ga(n,p)71Zn 3.9 h 0.05 2.63101
69Ga(n,a)66Cu 5.1 min 0.105 4.03103
71Ga(n,a)68Cu 30 s – –
75As(n,g)76As 26.5 h 4.5 2.03108
75As(n,2n)74As 18 days 0.55 2.83104
75As(n,p)75Ge 82 min 0.118 5.03101
75As(n,a)72Ga 14.1 h 0.123 5.23101

Note: Irradiation time 12 h, doseF52.531013 cm23
•s1.
TABLE II. Results of neutron-activation analysis of single-crystalline galli
f
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e

~ ! ~ !

For the conditions of our analysis, the quantity of the isoto
75Se formed from arsenic was comparable to the amoun
75Se formed from impurity selenium in the reaction

74Se~n,g!75Se,

so that the selenium concentration was determined relativ
a sample which had the lowest selenium content.

The contribution of the isotope65Zn formed from matrix
gallium in the reaction

69Ga~n,g!66Cu→
b2

66Zn~n,2n!65Zn

to the impurity zinc concentration was, according to our
timates, very small and did not exceed 0.5%.

Among the elements found in the gallium arsenide w
fers ~Table II!, the highest content was that of the iron, zin
and chromium impurity metals. The source of these impu
ties is probably the technological equipment employed
growing and processing single-crystalline gallium arseni
The negligible batch-to-batch variance of the content
these impurities is within an order of magnitude. A larg
variance was observed in the selenium, antimony, and si
contents. Differences in the concentration of these elem
for different batches of wafers are also clearly observed.
all experimental samples, the purest samples were those
the batch ‘‘C’’, in which not only the content of the impu
elements was lowest, but the sample-to-sample varianc
the content of impurities was smallest.

Neutron-activation analysis combined with layerwi
chemical etching of irradiated samples provide greater p
um arsenide wafers.
Elemental content, at./cm3

Se Cr Ag Fe Zn Co Sb
Sample (31014) (31015) (31013) (31016) (31015) (31013) (31013)

S1 0.97 0.65 0.43 0.90 0.83 0.25 0.92
S6 0.81 0.35 0.76 1.34 0.47 0.20 1.81
S81 0.99 0.26 0.64 1.70 0.70 0.20 2.40
S82 0.95 0.80 0.81 1.36 0.80 0.41 2.65

V18 0.91 1.16 0.68 0.81 1.11 0.33 2.46
V61 1.22 0.51 1.34 1.82 1.59 0.32 3.22
V95 6.05 0.93 1.19 2.51 3.92 0.57 3.36
V121 0.96 0.66 0.53 0.71 0.59 0.24 2.47
V221 7.48 0.63 0.32 1.24 1.49 0.26 2.38
V251 3.64 1.84 1.26 2.04 1.31 0.52 5.84
V261 4.61 1.81 0.48 2.25 1.07 0.72 8.11

B1 6.33 0.33 0.44 1.43 1.44 0.29 1.88
B2 3.15 0.13 0.65 1.52 0.81 0.25 1.23
B31 8.75 0.34 0.46 2.53 1.11 1.12 2.90
B41 6.58 0.11 0.46 1.02 0.72 0.18 0.93
B61 1.66 0.83 0.41 0.95 0.38 0.22 1.25

M32 0.89 3.10 0.12 1.63 0.84 0.33 1.81
M42 1.25 3.15 2.18 1.12 0.94 0.56 16.50
M52 0.64 0.67 2.48 1.43 1.49 0.34 20.05
M62 0.74 1.68 1.14 1.48 4.30 0.36 12.30

416 416Semiconductors 31 (4), April 1997 Dutov et al.
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sibilities for monitoring the impurity composition. Figure 1
shows the chromium distribution in a SAG-2BK structure
whose buffer layer (dd) was doped with chromium. As one
can see from the distribution obtained in performing the su
cessive operations, chromium diffuses from the buffer lay
into the working layers of the semiconductor structure, an
its density at the surface of then1 layer is very low and
comparable to the density in the buffer layer.

The distribution of sodium and copper metal impuritie
~Fig. 2!, which were not specially introduced into the struc
ture but rather enter it in the course of different technologic
operations as uncontrollable impurities, was also inves
gated. Having higher mobility and electrical activity, the
can appreciably affect the parameters of the semiconduc
structures. The manner in which they are distributed is the
fore of particular interest.

As one can see from the distribution of these elemen
over the volume of the SAG-2BK structure in Fig. 2, th
copper content is typically higher in a single-crystallin
gallium-arsenide substrate and the total copper content in
semiconductor structure is determined by the content of th

FIG. 1. Chromium distribution in a SAG-2BK structure. The distribution
was obtained by the NAA method combined with layerwise chemical etc
ing of the sample.
417 Semiconductors 31 (4), April 1997
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element in the initial gallium-arsenide slabs. For sodium, t
directly opposite picture is observed. Most of the sodiu
enters the semiconductor structure when its working lay
are formed.

In summary, the results presented above show that
methods of neutron-activation analysis proposed above,
of all, make it possible to reliably monitor the impurity com
position of gallium-arsenide slabs according to an entire
ries of elements at the level 101221016 atoms/cm3 and, sec-
ond, they make it possible to obtain a detailed picture of t
impurity distribution in the device. These methods also allo
addtional monitoring and further improvement of the sem
conductor device fabrication technology.
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FIG. 2. Copper and sodium distributions in the SAG-2BK structure. T
distribution was obtained by the NAA method combined with layerwi
chemical etching of the sample.1— Copper,2— sodium.
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Effect of laser radiation on the electronic density of states of an Šinsulator gallium
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The effect of annealing with pulsed laser radiation with wavelengths of 0.69 and 308mm on the
capacitance-voltage and conductance-voltage characteristics and the density of surface
states at the insulator–~n, p!-GaAs interface as a function of the radiation energy density has
been investigated. ©1997 American Institute of Physics.@S1063-7826~97!02304-1#

The high density of surface electronic states SESs at aoxide was deposited in a static-voltage regime. An electr
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GaAs-insulator interface gives rise to a weak dependenc
the surface potentialws on the gate voltageU and prevents
realizing a MIS transistor based on gallium arsenide.
tempts to lower the SES density reduce to treating GaA
passivating solutions,1–5 treatment with a rf plasma,6,7 depo-
sition of films with different composition on the semicondu
tor surface,8–10 and matching the insulator material.11,12Pas-
sivating treatments make it possible to decrease the
density and, in the opinion of the authors, to ‘‘detach’’ t
Fermi level at the GaAs surface. However, the effect is
versible: After some time the surface returns to the ini
state2,13and the characteristic features in the behavior of M
structures for an alternating signal, which are due to the h
density of SESs and the large set of relaxation times,
observed again.

Pulsed laser annealing~PLA!,14 combined with matching
of the insulator, could be an effective method for controlli
the GaAs-insulator interface. This paper discusses the re
of an investigation of the effect of PLA on the capacitanc
voltage characteristics~FVCs! and conductance-voltag
characteristics~SVCs! of metal-insulator-GaAs structures.

1. EXPERIMENTAL PROCEDURE

The samples were fabricated on the basis of epita
layers of electronic~doping level Nd51310152231016

cm23) and hole~doping levelNa5(122)31016 cm23) gal-
lium arsenide, which were grown onn1 and p1-type sub-
strates, respectively, and oriented in the~100! plane. Films
prepared by the plasma chemical method—silicon oxynitr
~SixNyOz), silicon dioxide ~SiO2), boron nitride ~BN!,
double layers~BN1SixNyOz), and also anodic oxide films—
were employed as the insulator. Before the insulator w
deposited by the plasma-chemical method, after degrea
the semiconductor substrates were etched in NH3 plasma for
2–3 min. Insulator films of thicknessd51152190 nm were
grown in a tunnel-type reactor15 with substrate temperatur
Ts5200 °C ~BN! and 400 °C~SixNyOz , SiO2). The anodic
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to the insulator ~controlling electrode! with fixed area
S5231023 cm2 was obtained after PLA by thermal vapo
ization of NiCr through appropriate templates.

The wavelengths of the laser radiationl50.69 mm
~pulse duration t5131023 s! and l50.308 mm
(t5331028 s! were chosen from the condition that the i
sulator be transparent. This made it possible to treat
semiconductor-insulator interface directly. The pulsed la
annealing was conducted on the insulator side before
controlling electrode was deposited. The radiation ene
densityW was varied from 0 to 15–20 J/cm2 for radiation
with l50.69 mm and up to 100–150 mJ/cm2 in the case
l50.308mm.

The capacitance-voltage and conductance-voltage c
acteristics were measured in the frequency ran
f51032106 Hz at room temperature. The error in determi
ing the capacitanceC at a frequency of 1 MHz did not ex
ceed60.1 pF in the bias voltage rangeU565 V and
60.35 pF for higher values ofU. The active component o
the total conductanceG was determined to within61 mS.

2. EXPERIMENTAL DATA

The capacitance-voltage and conductance-voltage c
acteristics of MIS structures exhibit a strong frequency
pendence up to 106 Hz, irrespective of the type of conductio
in GaAs and the insulator material. A somewhat weaker f
quency dependence of the FVCs and SVCs is observed
samples with BN. However, the boron nitride layers whi
are synthesized at a low temperature possess inadequate
trical strength. Because of this circumstance, to perfo
measurements up to voltages of 40–50 V, a silicon oxy
tride film was deposited on top of BN. For all MIS structur
investigated, the maximum capacitance is less than the
sign capacitanceCd of the insulator~see Table I!. When the
same insulator is used, the modulation of the capacitance

41818-05$10.00 © 1997 American Institute of Physics



TABLE I. Effect of laser radiation on the density of electronic states at the interface.
Sample No. Structure
Cd ,
pF

Na,d

1015 cm23

Ntt , 10
12

cm22
•eV21

before PLA

Ntt , 10
12

cm22
•eV21

after PLA

Nt , 10
11

cm22
•eV21

before PLA

Nt , 10
11

cm22
•eV21

after PLA
W,
J/cm2

1 M–SixNyOz2p-GaAs 75 3.0 30 2.8 4.8 5.4 10
2 M–SixNyOz–BN–n-GaAs 76 1.5 62 39 1.4 5.7 8
3 M–anodic oxide–p-GaAs 81 2.0 7.5 4.3 4.8 7.7 8

2.6 7.4 10
6.9 6.4 12

Note:M—metal.
the maximum conductance are observed at negative voltages
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for structures based onp-type GaAs and at positive voltages
for samples based onn-type GaAs.

Irrespective of the type of conductivity in GaAs and th
wavelength of the radiation, after pulsed laser annealing
FVCs and SVCs shift along the voltage axis, and the ma
mum conductanceGmax and also the minimum capacitance
Cmin and maximum capacitanceCmax of the MIS structures
change. Figure 1 shows the FVCs and SVCs for a sam
based on hole-type GaAs before~curve1! and after~curves
2–5! the action of laser radiation withl50.69 mm. For
W<628 J/cm2 the FVCs and SVCs shift to lower negative
voltages, the slope of the capacitance-voltage characteris
increases on the capacitance modulation section, andCmax

increases~curves2 and3!. At the same time, the maximum
on the conductance-voltage characteristic becomes narrow
and its position on the voltage axis corresponds to low
values ofCmax ~curves2 and3!. AsW increases, the reverse
effect is observed: The FVCs and SVCs shift to higher neg

FIG. 1. Capacitance-voltage and conductance-voltage characteristics
NiCr–anodic oxide–p-GaAs structure before~1! and after~2–5! PLA with
l50.69mm andW, J/cm2: 2—8, 3—10,4—10 ~twice!, 5—12. f5106 Hz.
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curves4 and5!.
After PLA with l50.69mm andW<8 J/cm2, the dis-

persion of the FVC also decreases~Fig. 2!. Similar data were
obtained for MIS structures based on electronic gallium a
enide. The only difference is that after laser annealing w
W<8 J/cm2 the FVCs and SVCs shift to lower positive vol
ages.

Decreasing the wavelength and duration of the la
pulse has no effect on the changes in the electric chara
istics of the experimental samples. Once again, there exis
critical energy densityWc, which determines the effect o
the laser radiation. After laser annealing withl50.308mm
andW,Wc.9.1 mJ/cm2, the minimum and maximum ca
pacitances of the MIS structures increase~Fig. 3, curves
1–3! and the frequency dispersion of the FVCs and SV
decreases. In the caseW.Wc laser annealing has the oppo
site effect ~Fig. 3, curves4 and 5!. As the density of the

f aFIG. 2. Capacitance-voltage characteristics of NiCr–anodic oxid
p-GaAs structure before~1, 2! and after~18, 28! PLA with W510 J/cm2.
f , Hz: 1, 18—106; 2, 28—103.
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energy incident on the sample increases further, an inver
of the FVCs and SVCs is observed. Forn-GaAs samples
with a double insulator, the maximum conductance a
modulation of the capacitance after laser annealing are
served for negative potentials on the controlling electro
~Fig. 4, curve3 and4!. A similar inversion of the FVCs and
SVCs after the action of radiation withl50.69 mm and
t5131023 s on the SixNyOz-n-GaAs interface for
W.15220 J/cm2 was observed in Ref. 14.

The change in the electrical characteristics produced
GaAs-based MIS structures by PLA is not a short-time
fect. Measurements performed on samples subjected to
action immediately after annealing exhibit approximately
same results a year and three years later.

3. DISCUSSION OF THE EXPERIMENTAL DATA

In analyzing the experimental data, we note thatCmax

does not equal toCd . This indicates that the accumulatio

FIG. 3. Capacitance-voltage characteristics of NiCr-anodic oxide-n-GaAs
structure before~1! and after~2–5! PLA with l50.308 mm andW, J/
cm2: 2—4.6,3—9.1,4—14.6,5—27.4. f5106 Hz.

FIG. 4. Capacitance-voltage and conductance-voltage characteristics
NiCr–SixNyOz–BN–n-GaAs structure before~1, 2! and after~3, 4! PLA
with l50.308mm andW . Wc. f5106 Hz.
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appearance of a section of capacitance modulation and a
ductance maximum is due to charge exchange on the
surface states, which have enough time to respond to
measuring signal at the given frequency.16,17 In this case the
maximum value of the capacitance can be less than the
pacitance of the insulator. The quantityCmax corresponds to
the low-frequency andCmin corresponds to the high
frequency capacitance of the MIS structure. As the volta
increases (U.uU0u), a transition occurs from the high
frequency value of the capacitance of the MIS structure

Chf5
CdCdl

Cd1Cdl
5Cmin ~1!

to the low-frequency value

Cl f5
Cd~Cdl1Ct!

Cd1Cdl1Ct
5Cmax, ~2!

whereU0 is the voltage corresponding to the onset of t
capacitance modulation section,

Ct5Se2Nt~Fs! ~3!

is the low-frequency differential capacitance limit due
charge exchange on fast surface states whose energy e
the Fermi energy (Fs) at the semiconductor surface,Nt is the
energy density of fast SESs,e is the electron charge, an
Cdl is the capacitance of the depleted layer.

Since at voltagesU,uU0u the capacitance (Cmin) of
MIS structures is virtually independent of the voltage~if
there is no nonequilibrium depletion!, it can be assumed tha
this section of the FVCs corresponds to strong depletion
weak inversion. The capacitance of the depleted layer is
termined by the expression17

Cdl5SAe««0Nd,a

2uws~U !u
, ~4!

where « is the relative permittivity of the semiconducto
«0 is the permittivity of free space, anduws(U)u is the abso-
lute value of the surface potential at the voltageU.

The surface potentialws(0) atU50 before and after the
action of laser radiation can be estimated with the aid of E
~1! and ~4!. It is well known that in GaAs the value o
ws(0) is determined by the total density of surface sta
Ntt , whose energy levels lie near the Fermi level at the s
face (Fs)

17 and which can be conventionally divided int
fast and slow levels. The calculation for NiCr–anod
oxide–n-GaAs structures~Fig. 3! was performed for the fol-
lowing values of the parameters:S5231023 cm2, anodic
oxide permittivity«d58.5, andNd5531015 cm23. Before
laser annealingws(0)50.81 V and it decreases to 0.67
after the action of laser radiation withW59.1 mJ/cm2. An-
nealing of the structures atW527.4 mJ/cm2 increased
ws(0) to 0.97 V. In the calculations it was assumed that P
does not change the charge carrier density in the sur
region of GaAs.

The variation of the height of the potential barrier at t
surface of gallium arsenide after PLA correlates with t
decrease in the total density of surface states for low va
of W and the increase inNtt for W.Wc ~see Table I!. The
values ofNtt were determined by the method described

f a
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change not onlyws(0) but also the impurity density in th
surface region of the semiconductor. This effect is especi
important in the case of annealing of structures w
W.Wc .

According to Eqs.~2! and~3!, the increase and decrea
in the maximum capacitance after PLA withW,Wc and
W.Wc are explained, correspondingly, by the change in
density of fast surface states. The expression

~Gt /v!max.0.4e2Nt~Fs!S, ~5!

where (Gt /v)max is the maximum value of the conductanc
due to charge transfer on the fast surface states and nor
ized to the frequencyv, was used to estimateNt ~see Table
I!. The values ofGt were calculated according to the form
las presented in Ref. 17. As follows from the table, the d
sity Nt of fast surface states is higher after PLA in the ca
W,Wc and lower in the caseW.Wc .

The displacement of the FVCs and SVCs toU50 and
also the increase in the slope of the capacitance-voltage c
acteristics~Fig. 1! as a result of PLA atW,Wc is explained
by the change in the surface potentialws due to the decreas
in the total densityNtt of surface states.18 This is confirmed
by the estimates ofNtt presented in Table I. It follows from
the data in the table thatNt is, on the average, approximate
two orders of magnitude lower than the total density
SESs, i.e., the slow surface states make the main contribu
to pinning of the Fermi level at the surface.

Consequently, asW increases, the density of fast SES
and the total density of surface states vary in phase opp
tion. This is probably attributable to their different natur
SinceNt!Ntt , the resulting action of the PLA on the ele
trical characteristics of MIS structures is determined mai
by the change in the slow surface states~with the exception
of Cmax).

We shall use the electron-deformation-thermal~EDT!
model to analyze the possible mechanism responsible fo
change in the density of SESs under pulsed laser annea
This model was proposed in Refs. 19 and 20 to explain
change in the density of defects in semiconductors under
action of laser radiation. This model assumes a multifac
action of PLA on the semiconductor surface: excitation
the electronic subsystem, increase in the temperature,
appearance of deformation as a result of thermal expan
of the surface region of the semiconductor and because o
photostriction effect. One or another factor could domina
depending on the energy densityW.

In our experiments, laser radiation energy densit
which do not exceed the melting threshold of Ga
(W,Wm) were used. We take into account the fact that
the indicated wavelengths the energy of a laser photo
higher than the band gap in GaAs; this gives rise to interb
transitions and results in a sharp growth of the density
nonequilibrium charge carriers in the absorption region.

ForW,Wc the heating and deformation of the semico
ductor surface are apparently weaker than in the case of e
tronic excitation, which is mainly localized on biograph
defects.19,20Their density is higher in a thin surface layer
the semiconductor and directly at the GaAs-insulator in
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through several processes, including the electron-phonon
teraction. We assume that the energy released with reco
nation or trapping of nonequilibrium charge carriers is su
cient for multiplication of defects responsible for fast surfa
states Nt , whose energy density is comparatively lo
(Nt.1011 cm22

•eV!.
The locally excited states of a defect which arise at

surface exist for a comparatively long time,21 during which a
rearrangement of the atomic structure of the primary defe
is possible. As a result, the density of defects of the sec
type decreases. These defects play the role of slow sur
states whose energy density exceeds that of SESs by
orders of magnitude, as is indicated by the decrease in
frequency dispersion of the electrical characteristics of
experimental structures~Fig. 2!. Annihilation of defects of
the second type forW,Wc proceeds more rapidly than mu
tiplication of defects of the first type. Ultimately, the tot
density of surface states decreases asW increases~see Table
I, sample 3!. Therefore, under PLA withW,Wc two pro-
cesses occur simultaneously: multiplication of defects
sponsible forNt ~their initial density is low! and annihilation
of defects which give rise to slow surface states~their initial
density is high!. The effect of the initial density of defects i
GaAs crystals on the effect of pulsed laser annealing w
discussed in Ref. 22. An estimate of the powerPc consumed
for W5Wc shows thatPc58.03103 W•s21 in the case
t51023 s and Pc52.33105 W•s21 for t5431028 s.
Therefore, increasing the pulse duration forW,Wc in-
creases the efficiency of annihilation of the defects. In R
23 a similar effect is explained by the prolonged existence
states with a high density of nonequilibrium charge carrie

Comparing the Auger spectra of the insulator-GaAs
terface before and after laser action withW,Wc ~see Figs.
5a and 5b! does not show any appreciable changes in
elemental distribution profiles. The interface remains sh
after PLA withW,Wc . This indicates a weak interpenetra
tion of the components of GaAs and the insulator. It can
assumed, therefore, that under laser annealing withW,Wc

the processes developing at the interface and on the gal
arsenide surface are of an athermal character.

Thermal effects and deformation play a larger role wh
W.Wc . According to the EDT model, the activation energ
of defect formation decreases,19,20 which results in a higher
density of defects and a higher total density of surface sta

ForW.Wc thermal annealing of defects, which are r
sponsible for fast surface states, probably occurs, and
density of such states decreases with increasingW. But since
Nt!Ntt , a decrease ofNt does not change the character
the behavior of the total density of surface states with
creasing laser radiation energy andNtt increases for
W.Wc . This gives rise to a shift of the FVCs and SVCs
higher voltages, decreases the slope of the FVCs, and
creases the frequency dispersion of the electrical chara
istics.

Quenching of the photoluminescence signal was
served in Ref. 21 for approximately the same values ofW
and higher values. The authors attribute this behavior to g
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eration of defects which are nonradiative-recombination c
ters.

The experimental results for PLA with
W515220 J/cm2 (l50.69mm,t51023 s! andW equal to
several tens of mJ/cm2 (l50.308 mm,t5331028 s) are
explained under the assumption that under these condit
doping of the surface region of GaAs with an acceptor i
purity occurs as a result of high mass-transfer rates. A
result, the type of conductivity in the semiconduct
changes. This change accounts for the observed course o
capacitance-voltage and conductance-voltage character
after ILA ~Fig. 4!. This assumption is confirmed by th
change in the elemental distribution profiles at the insula
GaAs interface~Fig. 5!, which are substantially differen
from the corresponding data before laser annealing and
the action of laser radiation withW,Wc . Strong mixing of
the components of the semiconductor and insulator is
served for large values ofW. This results in an appreciabl
smearing of the interface. The surface layer of GaAs
comes enriched with boron, which plays the role of an

FIG. 5. Elemental distribution profiles at the SixNyOz–BN–GaAs interface
before~a! and after PLA withW,Wc ~b! andW.Wc ~c!.
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observed the above-mentioned effect~change in the type of
conductivity! only for n-GaAs–based MIS structures.

In summary, the electrical characteristics of MIS stru
tures based on gallium arsenide can be effectively contro
up to inversion of the type of conductivity in the surfac
region of the semiconductor, by matching the conditions
PLA ~wavelength of the laser radiation, pulse duration, a
energy density!. ForW,Wc the character of the changes
the FVCs and SVCs does not depend on the insulator m
rial and is determined by the wavelengthl and the pulse
duration t of the laser radiation. An advantage of th
method is that the post-PLA parameters of the characteris
remain unchanged when the samples are stored for se
years under ambient atmosphere conditions.
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Radiative cooling under the conditions of magnetoconcentration

nt,
A. I. Liptuga, V. K. Malyutenko, and V. I. Pipa

Institute of Semiconductor Physics, Ukrainian National Academy of Sciences, 252650 Kiev, Ukraine

L. V. Levash

Institute of Physics, Ukrainian National Academy of Sciences, 252028 Kiev, Ukraine
~Submitted May 12, 1996; accepted for publication June 26, 1996!
Fiz. Tekh. Poluprovodn.31, 498–502~April 1997!

The results of theoretical and experimental studies of the time dependences of radiative cooling
produced by a pulsed semiconductor source of negative interband luminescence are
presented. The kinetics of cooling and subsequent temperature relaxation of the passive element,
which depend on the power and duration of the luminescence pulse, are studied. It is
shown that the luminescence excitation method employed~the magnetoconcentration effect!
makes possible both radiative cooling and heating of the passive element; this is promising for
practical applications. The results of a theoretical study are in qualitative agreement with
the experimental data. The maximum cooling achieved in the experiment at room temperature is
0.62 K. © 1997 American Institute of Physics.@S1063-7826~97!02404-6#

One manifestation of negative luminescence of
1,2 3
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semiconductors is radiative cooling~RC!. This effect can
be described as follows. If nonequilibrium electron and h
densities are maintained below the equilibrium values
some method, then the radiative-recombination inten
drops below the intensity of the equilibrium radiation.4 As a
result, in the regionv.Eg /\ (Eg is the band gap! absorp-
tion dominates over emission, i.e., a radiation energy fl
from the outside toward the surface of the semiconduc
appears. Therefore, the semiconductor absorbs the the
radiation from the surrounding bodies in this part of t
spectrum and can thereby lower their temperature.

Radiative cooling was first observed in Ref. 3. An InS
crystal was employed as the cooling~active! element under
the conditions of magnetocondensation, which is one of
most effective and well-studied methods for exciting ne
tive luminescence. It is realized in a semiconductor place
a magnetic fieldH and in a pulling electric fieldE oriented
perpendicular to the magnetic field. Bipolar depletion a
pears near one of the wide faces of the plate, which is p
allel toH andE and which is characterized by a low rate
surface recombination, and therefore the radiation from
face is suppressed in the spectral region,v.Eg /\. When
the polarity of the controlling voltage is reversed, this s
face becomes enriched with nonequilibrium carriers, wh
results in excess emission.

Since the cooling element is heated when a curr
passes through it, its thermal emission in the rest of the s
trum (v,Eg /\) increases, which in itself results in heatin
of the cooled~passive! element optically coupled with it
Therefore, the magnitude of the radiative cooling depe
not only on the power of the negative luminescence, but a
on the duration of the luminescence pulse. The analysi
this effect performed in Ref. 3 was based on the assump
that the change in the temperature of the cooled laye
proportional to the luminescence power; this assumptio
valid if the Joule heating of the active element is ignore
The main laws of the radiative cooling, taking into accou
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were investigated theoretically in Ref. 5.
In this present study we investigate experimentally a

theoretically the time and field dependences of the radia
cooling produced by semiconductors under conditions
magnetoconcentration. The kinetics of cooling and sub
quent temperature relaxation of the cooled layer are stud
The possibilities of practical applications of the radiati
cooling, making it possible to cool and heat a passive e
ment, are discussed.

1. EXPERIMENTAL PROCEDURE

The radiative cooling was studied atT5300 K using
InSb and CdHgTe semiconductor crystals as the active
ment. The crystals were made in the form
(0.01520.02)3338-mm3 thin plates fitted with ohmic con-
tacts. The semiconductor was cemented to a substrate, w
was secured to a copper radiator with the aid of a he
conducting Paste. The radiator was built into the casing o
vacuum capsule so that the part of the radiator to which
semiconductor crystal was secured was located inside
capsule. The cooled element was placed in the capsule
rectly near the surface of the semiconductor with a low s
face recombination rate~at a distance.1.5 mm!. An optical
filter was placed between the cooling and cooled eleme
The measuring capsule was placed between the poles
magnet; the magnetic field could be regulated from 0 to
kOe. The durationt i of the controlling electric field pulses
was varied from 30 to 500 ms.

The choice of the semiconductor materials employed
the active element is dictated primarily by the possibility
obtaining a high negative-luminescence power. The la
power with the same bipolar depletion of the semiconduc
increases with decreasing band gap. The maximum poss
modulated radiation fluxP0 is reached with complete bipola
depletion of the surface region of the semiconductor. A

42323-04$10.00 © 1997 American Institute of Physics
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FIG. 1. Oscillograms of the electrical signal of a pa
sive element~temperature of the element!. The mag-
netic field intensityH515 kOe. a—Duration of the
negative-luminescence pulse 300 ms, voltage, V: 0
0.8, 1.2, 1.6 ~oscillograms top to bottom!; cooling
element—InSb; b—voltage 3.2 V, durations of th
negative-luminescence pulses, ms: 100, 200, 300,
~oscillograms from left to right!; cooling element—
Cd0.19Hg0.81Te.
cording to Ref. 2, asEg increases,P0 decreases according to
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the lawEg
3exp(2Eg /kT) with Eg.kT.

A lithium tantalate single crystal, consisting of a th
0.0153338-mm3 plate with metal electrodes deposited
the wide faces was used as the cooled element. The plate
secured in a fixed position, without touching other eleme
of the capsule, with the aid of thin contact wires. One of
wide faces of the cooled element~turned toward the semi
conductor plate! was blackened. The cooled pyroelectric e
ement, which served as a temperature sensor, posses
high temperature sensitivity~at a level of 0.01 K! and was
inserted into the amplifying circuit with a high-resistan
input.6

2. RESULTS AND DISCUSSION

The variation of the temperatureT(t) of the cooled layer
under conditions when the luminescence pulse durationt i is
much greater than the characteristic cooling time of the la
was calculated in Ref. 5. We shall investigate here the t
dependenceT(t) for a pulse of finite duration. For 0,t,t i
the temperatureT(t) of the cooled layer is described by th
equation
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as
ts
e

d a

r
e

dt
1

t
5

tts
2W. ~1!

HereT05T(0) is the initial temperature of the cooled el
ment and the cooling semiconductor~state of equilibrium!,
t is the cooling time of the layer due to the thermal emiss
of the layer,t0 is a constant determining the Joule heating
the semiconductor@it is assumed that the temperatureTs of
the semiconductor increases according to the
Ts5T0(11t/ts), wherets;I22 for a semiconductor with a
current I that is uniform over the cross section#, W is pro-
portional to the negative-luminescence power,4

t5
rCd

4sT0
3~12R!

, W5
P

rCd
, ~2!

wherer, C, andd are the density, specific heat, and thic
ness of the layer,s is the Stefan–Boltzmann constant,R is
the reflection coefficient of the semiconductor surface, av
aged over the entire spectrum (0<v,`), and P is the
power of the negative luminescence. The expression fort is
given for the case corresponding to the experimental co
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—
FIG. 2. Kinetics of the temperature of the cooled element~theory! as a function of the power~a! and duration~b! of the negative-luminescence pulses. a
(P, W/cm2, ts , s!: ~0.0016, 800!, ~0.0026, 550!, ~0.0046, 360! ~curves top to bottom!, t50.74 s; b—P50.01 W/cm2, ts5100 s,t50.74 s,t i , ms: 100, 200,
300, 400~curves from left to right!.
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blackened and the back surface is metallized.
The timet1 over which a photon deficiency is produce

can be estimated as the bipolar depletion time of the se
conductor surface layer with a thickness of the order
a21 (a is the interband absorption coefficient!. Under mag-
netoconcentration conditions t1.(aV)21, where
V5mnmpHF/c is the transverse drift velocity of electron
hole pairs,mn andmp are the electron and hole mobilitie
andc is the speed of light. After the voltage is switched o
the recombination radiation is restored to the equilibriu
value over a timet2 of the order of the recombination time
Under the experimental conditionst.1029 s, t2.1028 s,
and the thermal constantst, ts@t1 ,t2 (t.1 s and, accord-
ing to our estimatests, varies in the range 100–1000
depending on the controlling voltage!, so that the lumines-
cence pulse can be assumed to be square.

For DT5T2T0 we obtain the following expressio
from Eq. ~1! for t<t i :

DT5t~W1T0 /te!~e
2t/t21!1T0t/ts . ~3!

After the controlling voltage is switched off, the temperatu
of the cooled element starts to decrease mainly as a resu
contact with the substrate. The change in the semicondu
temperature can be ignored for the short time interval a
t5t i , during which the temperature of the thin cooled lay
relaxes. In this case the temperatureT(t) is described by Eq.
~1!, where the right side is now equal toT0t i /tts . The so-
lution for t>t i has the form

DT5t~W1T0 /ts!~e
2t/t2e~ t i2t !/t!1T0t i /ts . ~4!

The experimental temperature dependencesDT(t) as a
function of the magnitude of the controlling voltage a
pulse duration~oscillograms! are shown in Figs. 1a and 1b
respectively. The theoretical time dependencesDT(t), cal-
culated for different powers and durations of the lumin
cence pulse, are illustrated in Figs. 2a and 2b. The va
t50.74 s, obtained from Eq.~2! for the parameters o
lithium tantalate7 r57 g/cm3 and C50.42 J/g•K at
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Joule heating parameterts of the semiconductor was est
mated from the temperature relaxation of the passive elem
after the negative luminescence pulse is switched off. W
varying the luminescence powerW, which depends linearly
on the applied voltageU, the voltage dependenc
ts(U);U22 was used.

The characteristic features of the experimental obse
tions of radiation cooling are determined by the fact th
when a controlling voltage was applied to the cooling e
ment, the temperature of the element always increased~Joule
heating!. The increase in the temperature of the semicond
tor depends on the duration and amplitude of the controll
voltage and on the amount of energy lost by the crystal a
result of heat transfer to the substrate. As a result, durin
time corresponding to the pulse duration, two processes c
pete with one another—negative luminescence~spectral
rangeEg /\,v,`, cooling! and nonequilibrium therma
radiation~the range 0, v , Eg /\, heating!. Naturally, the
action of negative luminescence should result in a decre
of the temperature of the cooled element and an increas
the intensity of the thermal radiation should result in heat
of the element, i.e., the cooling element possessed the p
erties of a radiative cooler and heater simultaneously.
note that the onset of the negative-luminescence corresp
in time to the leading edge of the controlling pulse. The h
flux from the active element, however, increases as the h
ing of the semiconductor by the passing current increase

A massive absorbing filter, transmitting radiation in th
spectral regionv.Eg /\, was placed between the semico
ductor crystal and the cooled element. This made it poss
to decrease substantially the effect of the thermal radiatio
the active element on the cooled element, although this ef
could not be completely eliminated. The maximum decre
in the temperature of the cooled element under the exp
mental conditions also depends on the heat flux to this
ment as a result of heat conduction through the metal c
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tacts of the holder~the capsule was evacuated and there w
no convection!.

The change~maximum value achieved over the pul
time! in the temperature of the cooled element is plotted
Fig. 3 as a function of the voltage applied to the active e
ment ~InSb crystal!. The parameter of the curves is the d
ration t i of the electric field pulse. We see that for a sh
pulse duration~curves1, 18, 2, 28! the voltage dependence o
the change in the temperature of the passive elemen
nearly linear. For long durations, heating of the InSb latt
has an effect~a small fraction of the thermal radiation from
the semiconductor penetrates through the filter!, which re-
sults in the sublinearity of the cooling curves~3–6! and su-
perlinearity of the heating curves~38–68!. An increase in the
voltage~Fig. 1a! and the pulse duration~Fig. 1b! results in
appreciable competition between the thermal radiation
the negative luminescence. As a result, the cooled elem
cools for some period of time and then starts to heat
After the controlling voltage is switched off and, correspon
ingly, in the absence of negative luminescence, the rat
increase of the temperature of the cooled element incre
with increasing amplitude or duration of the voltage puls

For the controlling-field values employed by us the
minescence power is a linear function of the voltageU. In
the case of short pulses (t i!t) it follows from Eq. ~3! that
DT.2Wti , i.e., it does not depend on the heating para
eter ts of the cooling element, andDT increases linearly
with the voltage, as is observed experimentally~Fig. 3,
curves1, 18!. For long pulsesDT(t) reaches a minimum fo
tmin,ti ~see bottom curves in Figs. 1b or 2b!. From Eq.~3!
we find thatDTmin is determined by the expression

DTmin
T0

52
t

ts
FWts
T0

2 lnS 11
Wts
T0

D G . ~5!

FIG. 3. Experimental field dependence of the cooling temperature~1–6! and
heating temperature~18–68) of the cooled element for different lumines
cence pulse durations, ms:1, 18—30; 2, 28—100; 3, 38—200; 4,
48—300;5, 58—400;6, 68—500.H520 kOe, cooling element—InSb.
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DTmin.2W2tst/2T0 . ~6!

Therefore, forW;U and ts;U22 the functionDTmin(U)
saturates. We see this tendency on curves5 and6 ~Fig. 3!,
which correspond to the longest pulses.

The duration and amplitude of the controlling pulse c
be chosen in such a way that the temperature of the co
element does not rise above the equilibrium value after
voltage is switched off~Fig. 1a!. This latter circumstance is
very important in the case of practical applications of t
effect described above.

It was found that the field dependences of the radiat
cooling are approximately the same for the InSb a
CdHgTe crystals used as the cooling elements, while
maximum values ofDT differ substantially. The greatest de
crease in temperature of the cooled element is observe
the case where a CdHgTe crystal (Eg.0.14 eV! is used as
the active element and equals 0.62 K. The somewhat lo
values which we obtained forDTmin from theoretical calcu-
lations ~Fig. 2b! could stem from the fact that the theor
ignored the effect of a filter on radiation transfer and h
transfer through the metal contacts-holders.

Our studies showed that the radiative cooling has pr
tical applications. It is important that in the present situati
the active semiconductor element can function as a co
and heater, depending on the polarity of the controlling vo
age~see Fig. 3!. This is especially important when it is use
as an active element in a temperature stabilization dev
We developed such a device and used it successfully to
bilize the frequency of a small quartz oscillator. Analysis
the operation of the device shows that because the ac
element switches on and off rapidly, it has advantages o
analogs~for example, thermoelectric devices!. We note that
to improve the performance of this device, especially to
crease the time of the radiative effect on the controlled
ject, the cooling elements should be made of thin~high-
resistance! semiconductor films fabricated from narrow-ga
materials.
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Effect of ultrasonic treatment on deformation effects and the structure of local centers

ture
in the substrate and in the contact regions of M/n 2 n1-GaAs structures ( M5Pt,
Cr, W)

I. B. Ermolovich, V. V. Milenin, R. V. Konakova, L. N. Primenko, I. V. Prokopenko,
and V. L. Gromashevski 

Institute of Semiconductor Physics, Ukrainian National Academy of Sciences, 252650 Kiev, Ukraine
~Submitted August 15, 1994; accepted for publication July 1, 1996!
Fiz. Tekh. Poluprovodn.31, 503–508~April 1997!

The effect of ultrasonic treatment on the physicochemical, structural, and electrical properties of
Pt, Cr, W/n2n1-GaAs structures has been studied. It is shown that the ultrasonic treatment
produces spatial and chemical ordering of the contact GaAs region. This decreases the reverse
currents in diode structures with a Schottky barrier. A possible mechanism of the effect of
ultrasonic treatment on the structural and chemical reorganization in aM /n 2 n1-GaAs contact is
discussed. ©1997 American Institute of Physics.@S1063-7826~97!02504-0#
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The values and stability of the electrical parameters
metal-semiconductor~MS! contacts depend on the characte
istic features of the physical-chemical state of the interfa
Variations of the microscopic bonds between atoms at
interface result in a sharp variation of the electronic prop
ties, operational characteristics, reliability, and longevity
macroscopic MS junctions. Controllable actions on the
fect structure of a semiconductor in the contact region co
make it possible to vary the interdiffusion of the conta
materials and the character of the interphase reactions,
form an interface to suit our purpose. Data are now availa
on the effectiveness of the influence of ultrasonic treatm
~UST! on the microdefect structure of semiconductors: d
fusion and association of point defects, dissociation of co
plex centers, and others,1–4 which can strongly influence th
formation and parameters of Schottky barriers.

In the present work we studied the effect of UST on t
physicochemical properties of technically important hete
structuresM /n 2 n1-GaAs formed by metals with differen
chemical activities~Pt, Cr, W!.

2. SAMPLES AND EXPERIMENTAL PROCEDURE

The MS structures were fabricated by electron-be
evaporation of Pt, Cr, and W in a 1024 Pa vacuum on a
n2n1-GaAs substrate with~100! surface orientation and
heated to temperatures of 200, 180, and 260 °C, respecti
The metallization layers were no more than 800 Å thick. T
structures fabricated were subjected to UST in a longitud
pulse mode with frequency in the range 0.2–14 MHz a
power 6 W/cm2 at the transmitting transducer. The treatme
time was 1 h.

The physicochemical state of the heterostructures
analyzed using the following methods. The deformation
fects in theM /n2n1-GaAs systems were studied by th
x-ray diffraction method.5 The uniformity of the bending of
the system was checked on the basis of measurements o
peak intensities of the Bragg reflections and the radii of c
vature, measured at intermediate points of translation of
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R.0 for a concave surface andR,0 for a convex surface.
The spectrum of local states in the band gap of the s

strate and near the heterojunction of the structures was
termined from the photoluminescence~PL! spectra measured
on the substrate and metal sides, respectively. The lumi
cence was recorded in the spectral range 0.54–2.0 eV a
K. Excitation was performed with light from a PZh-100 in
candescent lamp withhn.2.0 eV@the absorption coefficien
was 105 cm21 ~Ref. 6!#. A PbS photoresistor served as a P
detector. The PL measured on the metal side was appr
mately ten times weaker than that on the substrate side, s
the metal layer served as a neutral attenuator for the ex
tion and the luminescence light.

The data on the spatial distribution of the components
the metal-GaAs contacts in the direction normal to their s
face were obtained with the aid of Auger spectroscopy w
layerwise etching of the samples using 1-keV Ar ions. T
Auger spectra were measured in a differentiated mode in
region of the LMM transitions in Cr, Ga, and As andMNN
transitions in Pt and W. The spectra were recorded with a
lyzer resolution of 0.6%, primary electron beam ener
E53 keV, and a modulation amplitude of 5 V.

The atomic electron densities were calculated by
method of elemental sensitivity coefficients,7 using the most
intense lines in the Auger spectra.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The normalized elemental distribution profiles reflecti
the variation of the chemical composition of th
M /n2n1-GaAs interphase boundaries before and after U
are shown in Fig. 1.

We see that the main process occurring at the interf
under the conditions chosen for preparing the structure
interdiffusion of the contact components, which destroys
stoichiometric composition in the surface layer of the sem
conductor. There are no pronounced effects associated
the chemical interactions between the metals and GaAs, e
under the most favorable conditions—with deposition of
which are characterized by high chemical activity.8

42727-04$10.00 © 1997 American Institute of Physics
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Ultrasonic treatment does not influence appreciably th
penetration depth of metal atoms in GaAs or the variation o
the stoichiometric ratio of the components in the surface re
gion of the semiconductor. The observed characteristic fe
tures in the Ga and As distributions in contacts with Pt an
W are most likely etching artifacts, which are especially pro
nounced on the ‘‘tails’’ of the profiles.9

Ultrasonic treatment under the conditions employed b
us therefore does not influence the redistribution of th
atomic components in the experimental contact pairs. Th
degree of smearing of the boundary, however, is determine
by the chemical activity of the metal and the initial condi-
tions under which the structures were prepared: The highe
degree of smearing occurs in the case of Pt and the smear
is much weaker for Cr and W. For the latter two metalliza
tions, the diffusion of the semiconductor components is mor
nonstoichiometric due to the large penetration depth of Ga
the metal layers. The observed interactions at the interface
the MS contacts should result in variations in the structur
and evolution of the boundary states in GaAs.

Typical PL spectra of the experimental structures befor
and after UST are shown in Fig. 2. The spectra were me
sured on the metallized layer side~Figs. 2a–2e! and on the
substrate side~Figs. 2f–2j!. Wide overlapping bands with

FIG. 1. Normalized depth distribution of the components of contacts befo
~a, c, e! and after~b, d, f! ultrasonic treatment. a, b—Cr/GaAs; c, d—
Pt/GaAs; e, f—W/GaAs.
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hnmax50.78, 1.02, 1.20, and 1.33 eV, whose intensity ratio
are different in different samples, are observed in the P
spectra of the substrates. The PL spectra obtained on the s
of the metallized layers of the initial structures~Figs. 2a–2e!
contain a larger number of bands than the spectra obtain
on the substrate side, where the bands are poorly resolve
This shows that the density of defects is higher in the conta
regions than in the bulk. We note that the shape of the P
energy spectrum of the contacts is close to that of the P
spectra of GaAs epitaxial layers.10 Metallization transforms
the spectrum, but it is not possible to establish a correlatio
between the variations and the nature of the deposited met
Ultrasonic treatment intensifies PL as a whole for the sub

re

FIG. 2. Luminescence spectra ofM /n2n1-GaAs structures at 77 K:
M5Pt ~a, b, c, f, g, h!; M5Cr ~d, i!; M5W ~e, j! on the metal side—a–e;
on the substrate side—f–j. 1—Initial, 2 and 3—after UST-1 and UST-2
respectively.
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TABLE I. Radii of curvatureRand deformations« of contacts before and
after ultrasonic treatment~UST!.
strates and the contact regions and it results in band nar
ing and redistribution of the band intensities, which are
pecially pronounced in the PL spectra obtained on
metallized-layer side. This means that the ultrasonic w
substantially weakens the nonradiative recombination ch
nel, homogenizes the structure as a result of the large or
ing of the spatial localization of defects and impurities in t
lattice, and also changes the spectrum of localized sta
which is most effective in the contact region.

Although there is no single point of view concerning t
microstructure of the centers responsible for the obser
radiative transitions, it is believed that the luminescence c
ters are complexes, whose common constituent
vacancies.6 On the other hand, the form of the PL spectra
epitaxial structures subjected to moderate deformatio11

correlates well with the data obtained in the present wo
absent or weak edge band and quite intense long-wavele
PL bands. All this indicates that deformation effects, wh
occur during the formation of a contact,5 in the restructuring
of local centers in the contact layers of a semiconduc
including also with UST, must be taken into account.

The radii of curvatureR of structures, whose PL spectr
are shown in Fig. 2, are presented in Table I. As follo
from these data, in the case of Pt under standard condit
of metallization, the mechanical stresses vary from sampl
sample even for the same film thickness: In most cases
addition to the absence or compensation for the stresses
metal/GaAs contact~R50!, a tensile stress with deforma
tions in the range«55102621.431025 is present in the
semiconductor (R.0), together with a compressive stre
(R,0) with «51.231026. The sign of the deformation
R,0 for samples with tungsten metallization andR.0 for
samples obtained with deposition of Cr.

Ultrasonic treatment does not influence appreciably
deformation parameters of the structures; i.e., the appear

Type of metal-
conductor contact

Before UST After UST

R,m « R,m «

Pt/GaAs
1 29.5 531026 34 4.431026

2 29.5 531026 - -
3 10.2 1.431025 - -
4 34 4.431026 29.5 531026

5 23 6.531026 - -
6 25.8 5.831026 - -
7 29.5 531026 - -
8 2129 1.231026 2129 1.231026

9 ` - ` -
10 18.8 831026 - -
11 22.9 6.531026 22.9 6.531026

W/GaAs
18 26.9 2.231025 26.6 2.3531025

28 26.5 2.331025 - -
38 26.0 2.531025 - -

Cr/GaAs
19 10.0 1.9431025 - -
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of the structural defects in the crystal that could be recor
according to the level of the residual deformations. Howev
sharp variations, which correlated with the sign of the c
vature of the investigated structures, in the structure of
PL spectra are recorded. As the stresses decrease~Figs. 2c
and 2e!, the most intense band becomes the 1.02-eV b
and under tensile stresses the 1.2-eV band is strongest~Figs.
2a, 2b, and 2d!.

In accordance with Ref. 12, the external stresses cha
the chemical potential of the vacancies as compared with
corresponding value in the undeformed crystals, a con
quence of which is the appearance of directed diffus
fluxes of vacancies. In the presence of compressive stre
a state of supersaturation with respect to vacancies is r
ized. This supersaturation relaxes in time to a new equi
rium state of the system because of the vacancy losses
free surface or because of dislocations or the formation
complexes and clusters of point defects. The picture is
versed when the crystal is stretched: Complexes or clus
of point defects, which include vacancies, decompose
point-like components. The degree of supersaturation or
dersaturation with vacancies depends on the concentratio
dopants and background impurities, which can participate
the formation of impurity-vacancy complexes—radiative a
nonradiative recombination centers. Indeed, it has b
found that compressive stresses give rise to the appear
of complex centers of emission for the 1.02-eV band
donor-acceptor pairs of the type (VGa2D).13–15At the same
time, predominant centers of emission in the presence
tensile stresses are isolated acceptors CuGa ~1.02-eV band!.16

The presence of the band withhnmax51.33 eV, which is
attributed toVAsCuGaVAs complexes, points to the presenc
of background Cu impurity in the experimental samples.17 At
low ~room! temperatures, the association of defects in
complex centers and dissociation of complex centers are
tarded as a result of the extremely low diffusion coefficie
of vacancies@ ; 10220 cm2/s ~Ref. 18!#; i.e., there are virtu-
ally no vacancy fluxes. Stimulated diffusion of vacancies a
of impurities, including those from the metallized layer, o
curs under the action of the ultrasonic wave, since the di
sion activation energy decreases:E5E02sUt

V, whereE0 is
the equilibrium diffusion activation energy,sUt

is the ultra-
sonic stress,V is the activation volume, and the comple
formation process~dissociations, depending on the sign
the deformation of the metal/GaAs contact! is more vigor-
ous. The increase in the PL intensity as a whole over
entire spectral region and the narrowing of the bands, wh
could be associated with an increase in the mobility of str
tural defects and impurities resulting in their spatial a
chemical ordering, also attest to such a mechanism of
action of UST.

This is also confirmed by the character of the change
the PL from the backside of the heteropairs, which a
strongly disordered by mechanical grinding at the stage
preparation of GaAs substrates for epitaxy. The increas
the intensity of the luminescence bands in this case is m
likely due to the ordering of the dislocation structure. T
vacancy fluxes, stimulated by ultrasonic deformation,

429Ermolovich et al.
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sorbed ~or gettered! by dislocations, result in dislocatio
climb and ordering, changing the ratio of the radiative a
nonradiative recombination rates.

The observed characteristic features of the restructu
of the defect-impurity structure of a metal/GaAs contact u
der the action of UST are manifested not only through
radiative and nonradiative recombination channels. Figur
shows the changes in the reverse currents of the Scho
diodes before and after UST. The decrease in the rev
current by two orders of magnitude is due to the decreas
the density of centers responsible for the recombinati
generation component of the current.19,20

The use of UST in metal/GaAs contacts with oppos
sign of the deformation thus makes it possible to determ
more accurately the physicochemical structure of the lu
nescence centers—isolated point defects of the structur
their complexes, depending on the dynamics of the co
sponding PL band intensity.

The investigations performed by us are also of inter
for understanding the nature of defects participating in
stabilization of the Fermi level at the GaAs surface acco
panying condensation of metal atoms on it. The depositio
metals perturbs the atomic and electronic subsystems o
semiconductor, which is accompanied by a deformation
the surface layer of the semiconductor which influences
defect composition and the conditions for the formation

FIG. 3. Reverse current-voltage characteristics of Pt/n 2 n1-GaAs diodes
before ~1! and after ~2! UST. Reverse current-voltage characteristics
M /N 2 n1-GaAs diodes before~3! and after~4! UST.
430 Semiconductors 31 (4), April 1997
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local centers, whose real physicochemical structure is de
mined by many technological factors which are difficult
control. This objective circumstance makes it difficult to u
derstand the evolution of the boundary electronic states
the same time, in Ref. 21 a correlation was observed in
position of the PL peaks and the height of the Schottky b
rier; this confirms the importance of taking into account t
spectrum of local states in the contact regions of metal/G
contacts.
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Transitory switching-on of microplasmas at subthreshold voltages

an
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The kinetics of the establishment of a current through ap–n junction with microplasmas, upon
application to the junction of a voltage less than the threshold voltage for switching-on of
microplasmas under stationary conditions, has been investigated. A transitory switching-on of
microplasmas and a current an order of magnitude higher than the stationary current were
observed. An explanation is proposed for the observed effect. The explanation is based on the
previously discussed strong effect of nonuniform heating of ap–n junction on the
avalanche current. ©1997 American Institute of Physics.@S1063-7826~97!02604-5#

In the presence of microplasma breakdown of ap–n p–n junctions. The curve was taken from the screen of
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junction, a region of current instability is present on the
verse branch of the current-voltage characteristic~IVC! of
the junction. If the voltageU on thep–n junction lies in this
region, then the currentI through the junction possesses
component that varies randomly in time.1 This component
appears for the following reason. Microplasma channels
present in the space charge region~SCR! of thep–n junction.
These channels are sections where the electric field is s
ger than elsewhere in the SCR. In the presence of instab
the electric field in a channel is strong enough for avalan
multiplication of electrons and holes to occur there, and o
side the channel the electric field is too weak for such
occurrence. An electron~hole! which has randomly entered
channel triggers an avalanche there and increases the cu
— it switches on a microplasma. The current flowin
through the microplasma channel is weak and the numbe
electrons and holes in the microplasma is small. Theref
the probability for all electrons and holes to escape rando
from the channel and for the avalanche current to cease
the microplasma is switched off — is high.

At voltagesU less than the lower limit of the region o
instability avalanche multiplication does not occur in a m
croplasma channel. ForU above the upper limit of this re
gion the number of electrons and holes in the channel is la
and a stationary avalanche-multiplication current is est
lished through the channel. We denote byUl the voltage
corresponding to the lower limit of the region of instabili
of the lowest-voltage microplasma in thep–n junction. This
is the threshold voltage. ForU, Ul all microplasmas are
switched off, and forU. Ul one or more of the microplas
mas are switched on. This is the known behavior of mic
plasmas.

We have discovered the possibility of a different beha
ior of silicon p–n junctions — transitory switching-on o
microplasmas for subthreshold values ofU.

1. Thep–n junctions employed were similar to those
Refs. 2 and 3 . They differed by the presence of the micr
plasmas. The experimental sample consisted of a crystal
mm-diam and 0.25-mm-thick disk. Measurements were a
performed on KD 243 diodes. In these measurements,
crystals were enclosed in a plastic case.

Curve1 in Fig. 1 is the I–V characteristic of one of th
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oscillograph with the voltageU applied across thep–n junc-
tion which increased from 0 to 1330 V in 1 min. A sawtoo
voltage with a frequency of 500 Hz and an amplitude of 6
was summed with this voltage. The noise sections on
I–V characteristic are the regions of current instability.

The current oscillogram 2 was obtained with a const
voltageU0, Ul switched on. The rise time of the voltag
was less than 1ms; the values ofU0 andUl are indicated in
the figure. The initially high current drops over a timet to
the valueI 0 realized on the I–V characteristic~curve1! at
U5U0. Noise sections are observed in the oscillogram. T
number of such sections is the same as on the I–V cha
teristic. The current values of these sections are close to
values of the corresponding sections of the I-V characteris
As U0 decreased, the initial current and the number of no
sections decreased.

2. The effect of nonuniform longitudinal heating o
microplasma-freep–n junctions on the impact-ionization
current was investigated on the basis of Refs. 2 and 3 . It was
found that even weak, but sharply nonuniform, heating c
substantially decrease the impact-ionization current —
heating can nearly switch off the impact-ionization curre
The strong effect of nonuniform heating can be explained
the action of the mechanism studied theoretically in Ref.

Using the results of Refs. 2 –4 , the observed chang
the current in ap–n junction with microplasmas can be ex
plained as follows. When a voltageU0is applied, four micro-
plasmas are switched on in the junction. Impact ionization
the microplasma channels gives rise to a high current. As
channels heat up, the mechanism of Ref. 4 at first decre
and then completely stops the impact-ionization currents
flow through them — it switches off the microplasmas. B
fore each microplasma is switched off, the current through
channel is weak and the number of electrons and holes
is small. Therefore, the probability that the electrons a
holes escape simultaneously from the channel is high, wh
accounts for the characteristic noise.

Comparisons of the currents on the noise sections
curves1 and 2 shows that the switching-off starts with th
highest-voltage microplasmas. This sequence agrees with
mechanism that follows from Refs. 2 and 4 — the effect of
the nonuniform heating on the impact-ionization current

43131-02$10.00 © 1997 American Institute of Physics
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creases with increasing avalanche-breakdown voltage.
The microplasma channels are heated by about 1.5

This value was estimated as follows. The breakdown volt
Ub of the p–n junction was determined from the I–V cha
acteristic. On the basis of the impurity density dependen
~presented in Ref. 5! of Ub and the thickness of the SCR
breakdown, the length of a microplasma is 0.1 mm. T
diameter of microplasmas is ordinarily of the order of th
length.1 Assuming that the diameter equals the length,
thermal resistance of the microplasma channels1 and then the
degree of heating were calculated. The heating is sev
times weaker than that occurring when the impact-ionizat
current was switched off in a microplasma-freep–n junction
with Ub.400 V.3

When a voltageU0 greater than the instability voltage
of all microplasmas was switched on, the initial current w
greater than the currentI 0 on the I–V characteristic~Fig. 1,
curve1!. The current without noise sections then dropped
I 0. The absence of noise is explained as follows. Hea
decreases the impact-ionization currents that flow thro

FIG. 1. Current-voltage characteristic of ap–n junction with microplasmas
~1! and an oscillogram of the current~2!.
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cause of the large value ofU0, the current does not switch
off the microplasmas or the noise that accompanies this
cess.

A memory effect occurred just as in a microplasma-fr
p–n junction.3. The voltageU0 was switched off and then
again switched on after some time had passed. With s
repeated switching on, a high initial current~curve 2! was
observed only with a time interval of the order of a second
more.

The observed effects remained virtually the same in
range 77–300 K for the same energy of the first pulse.

3. The explanation presented above depends on
mechanism4 of the strong effect of nonuniform heating of
p–n junction on avalanche breakdown. On the other ha
the microplasmas can be switched off as a result of a sl
increase inUb due to a heating-induced~uniform or nonuni-
form! decrease of the electron and hole impact-ionizat
coefficients.1 The following considerations indicate that th
does not happen.

To switch off microplasmas,Ub, must increase by an
amount greater than the difference in the voltages at wh
the highest-voltage microplasma exists andUl . Calculations
according to the formulas in Ref. 1 show that at room te
perature heating by not less than 10 K can produce suc
increase inUb . At low temperatures the heating shou
reach hundreds of degrees. Both are less than the estim
heating of the channel.

The above-described characteristic features of the be
ior of microplasmas must be taken into account when m
ing predictions of the reliability of semiconductor devic
with the aid of microplasma cathode-ray curve tracers.6
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