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The results of analysis of arrival frequency of cosmic rays with energies E0 ≥ 4 × 1017 eV are presented based
on the data collected on the Yakutsk array during its 24 years of continuous operation (1977–2000). It is shown
that the intensity of cosmic rays is variable. At E0 ≤ (3–5) × 1018 eV, the (2–3)-month data show many deviations
by (3–4)σ from the mean level. At E0 ≥ 1019 eV, the intensities steadily decrease, on the average, by 1.5 times
during the time period considered. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 98.70.Sa; 95.85.Ry
1. INTRODUCTION

In spite of the fact that the highest energy cosmic
rays (E0 ≥ 1017 eV) have been studied worldwide on
extensive air shower (EAS) arrays for more than
40 years, they remain an enigma. The primary particles
with E0 ≥ 1019 eV are the worst studied because their
flux is exceedingly small. Their chemical composition
remains a mystery, although it is hard to understand the
character of nuclear interactions in this energy range
without knowledge of this composition. According to
the data [1–3], some new processes of EAS develop-
ment occur at E0 ≥ (3–5) × 1018 eV.

The revelation of sources of ultrahigh energy cos-
mic ray may be helpful in solving this problem,
although this approach also encounters many difficul-
ties. Recent publications [4, 5] report the detection of
clusters in the arrival directions of particles with E0 ≥
1019 eV. In [4], they were found to be associated with
pulsars located on the entrance side of the local arm of
the Galaxy. On the global scale, the particles with such
energies do not contradict the isotropic distribution,
although they give evidence for a certain correlation
between the arrival directions and galactic (see, e.g.,
[6, 7]) and supergalactic [8, 9] planes.

It is shown in [9] that the excess cosmic ray flux
from the side of the supergalactic plane varies with
time. This work presents the experimental results that
throw further light on the problem of variable intensity
of ultrahigh energy cosmic rays.

2. CHARACTERISTICS UNDER INVESTIGATION 
AND DISCUSSIONS

In what follows, the EASs with energies E0 ≥ 4 ×
1017 eV and zenith angles θ ≤ 50°, detected on the
0021-3640/01/7303- $21.00 © 20115
Yakutsk array during the period from 1977 to 2000, are
considered. The EAS arrival frequencies are studied in
several intervals ∆E0 [(a) (0.4–1) × 1018, (b) (1–3) ×
1018, (c) (3–10) × 1018, and (d) ≥1019 eV] having differ-
ent local slopes of the primary energy spectrum (Fig. 1).
The energy of primary particles was found from the
relationships

(1)

(2)

(3)

where ρ(θ) is the density of charged particles measured
by surface scintillation detectors at a distance of R =
600 m from the shower axis.

Dark squares in Fig. 1 correspond to the energy
spectrum measured on the AGASA array [11]. This
array is similar to ours in the type of detectors, detec-
tion method, and data processing. One can see that both
spectra are similar in shape at E0 ≤ 6 × 1019 eV to within
experimental errors. We call attention to the fact that
the spectra flatten in the energy range E0 ≥ 1019 eV. The
particles with E0 ~ 1020 eV need separate examination.
They do not influence our further conclusions.

Figure 2 demonstrates the variations in the intensity
of cosmic rays with the year of their arrival for the
above-mentioned energy intervals. Spectra (a) and (b)
correspond only to those showers whose axes have
fallen within the central circle of the array with radius
R ≤ 500 m, and spectra (c) and (d) are for R ≤ 1700 m.
The spectra were detected with an efficiency of ~1. This
was provided by the requirement that at least one mas-
ter triangle (“master”) include stations that detected
≥8 particles. While analyzing EASs, the number and

E0 4.8 1.6±( ) 1017 ρ 0°( )( )1.0 0.02±  [eV],×=

ρ 0°( ) ρ θ( ) θsec 1–( ) 1020/λρ×( ) [m 2– ],exp=

λρ = 450 44±( ) 32 15±( )+ ρ 0°( )( ) [g/cm2],log
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configuration of the masters did not change. The events
with E0 ≤ 3 × 1018 eV were sampled by seven stations
forming, together with the central station, six masters
with 500-m sides, and the remaining events were sam-
pled by 24 master triangles with 1000-m sides.

The lines in Fig. 2 are linear approximations of the
sampled data. One can see that the mean flux of cosmic
rays with E0 ≤ 1018 eV did not change during the indi-
cated time period. Some points (local intensities for
2−3 months) differ ~1.5 times from the mean and often
deviate by (3–4)σ. The scatter between the mean mini-
mum and maximum levels is ∆J ≈ 1.5.

In the 1018 ≤ E0 ≤ 1019 eV interval, the primary par-
ticle flux also was almost unchanged, although there is
a hint of its decrease. The scatter of local intensities in
Fig. 2b increased to ∆J ≈ 2 and, in Fig. 2c, to ∆J ≈ 2.5.
Many points in Fig. 2b again deviate from the mean by
(3−4)σ. Spectra (a) and (b) strongly correlate with each
other in shape, with the chance coincidence probability
P < 10–5. The points themselves deviate from the linear
approximations beyond the random scatter (P < 10–5).

At E0 ≥ 1019 eV, the intensities steadily decline fol-
lowing the linear law (with the rate ∆ /∆T =
0.008 ± 0.004 per year). Moreover, a dip with relative
(1.5–2)-fold decrease in the EAS arrival frequency was
observed from 1982 to 1987. This is clearly seen in
Fig. 3a, where each point corresponds to the average
annual intensity of events with E0 ≥ 8 × 1018 eV and
cosθ ≥ 0.6 falling within the central circle of the array
with radius ≤1900 m. The deviations of 24 indications
from linear approximation give χ2 = 43.6 with the
chance probability P ≈ 10–2. Smoothing out these
points by linear splines (on ±3 neighboring events)

Jlog

Fig. 1. Energy spectra of ultrahigh energy cosmic rays:
(s) Yakutsk data [10]. The lines are the power-law curves
fitted to the experimental points with the following parame-
ters in different energy intervals: (a) E0 < 1018 eV (γa =

−3.05 ± 0.04), (b, c) 1018 ≤ E0 < 1019 eV (γbc = –3.34 ±
0.05), and (d) E0 ≥ 1019.0 eV (γd = –2.53 ± 0.25).
(j) AGASA data [11].
gives the dashed line (χ2 = 28.2). Within error, this
curve does not contradict the experiment (P ≈ 0.24).

The intensity variations shown in Fig. 2 are not
caused by the operating conditions of the Yakutsk array
or by the methods of sampling or shower processing. To
rule out the most incredible assumption, the average
annual Wolf numbers are presented in Fig. 3b [12].
They indicate that the solar cycles have no effect on our
results (maybe, due to hypothetical and unknown
mechanisms).

The observed features of the EAS arrival frequency
have some physical origin. Comparing the data in
Fig. 1 with those in Fig. 2, one can assume the follow-
ing. The events with E0 ≤ (3–5) × 1018 eV are likely
generated in the Galaxy. Their global flux over a long
period of time (tens of years), most likely, remains

Fig. 2. Yakutsk EAS array data on the intensity of cosmic
rays vs. the year of their arrival for different energy inter-
vals: (a) E0 < 1018 eV (6684 showers), (b) 1018 ≤ E0 <

3 × 1018 eV (3253 showers), (c) 3 × 1018 ≤ E0 < 1019 eV

(1331 showers), and (d) E0 ≥ 1019 eV (214 showers); (d) are
the experimental data, and the straight lines are their linear
approximations.

Years
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unchanged. To draw more definite conclusions, the
range of observations should be extended (e.g., dou-
bled). As to the local (1–2 years) intensity variations,
they may be due to the varying conditions for the travel
of ultrahigh energy cosmic rays.

In all likelihood, cosmic rays with energies E0 ≥
(8−10) × 1018 eV have mostly the extragalactic origin.
This is evidenced by the correlations between the posi-
tions of a “knee” in Fig. 1 and the North–South asym-
metry (with an excess in the southern direction) about
the galactic plane in the arrival direction of the particles
with these energies [7]. More recently, it has been
found [8, 9] that this excess arrives from the direction
of the supergalactic plane and has a variable intensity
[9]. Figure 3a demonstrates new details of its time-
unstable character. It is not improbable that the linear
decrease during the period from 1977 to 2000 is only a
part of some long-time (hundreds of years) intensity
variations (periodic or stochastic) of cosmic rays with
the indicated energies. These variations are superposed
by other shorter time ones (dashed line in Fig. 3a).
Their origin may only be the subject of speculations.
The observations should be continued. In this respect,
the data of other world EAS arrays are of great interest.

Fig. 3. (a) Intensity of cosmic rays vs. the year of their
arrival for E0 ≥ 8 × 1018 eV (287 showers); the straight line
is linear approximation of the data and the dashed line is
their approximation by linear splines on ±3 neighboring
points. (b) Average annual Wolf numbers [12].

Years
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CONCLUSION

It follows from the data presented in this work that
additional information on the primary particles may be
gained from the “anisotropy” of the time of their
arrival. The study of this anisotropy may be helpful in
solving the problem of origin of the highest energy cos-
mic rays. Our data indicate that their intensity is vari-
able. It is still hard to tell by which processes (genera-
tion or traveling conditions) they are caused. The inten-
sities show a steady decrease at E0 ≥ 1019 eV.
A comparison of the energy spectra of cosmic rays
measured at different times may lead to erroneous con-
clusions unless this fact is taken into account.

This work was supported by the Ministry of Sci-
ences of Russian Federation (support for the Yakutsk
complex EAS array included under no. 01-30 into the
Register of the Unique Research and Experimental
Instruments of National Significance).
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Multiple Two-Photon Resonance-Enhanced
Ionization of Elements under Natural Conditions:

Nebulae in the Vicinity of Hot Stars1
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The possibility is considered of two-photon ionization of atomic particles, with the atomic (ion) level quantum
being in quasi-resonance with an intense incoherent monochromatic VUV light under natural conditions, for
example, inside planetary nebulae in the vicinity of bright stars. The collisionless resonance-enhanced photo-
ionization mechanism considered may give rise to multiply charged ions as a result of successive (multiple) res-
onance-enhanced ionization of the photoions produced in a rarefied media with a very low rate of recombina-
tion. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 98.38.Ly; 98.38Bn; 32.80.Rm; 95.30.Dr
Although two-photon absorption was predicted by
Göppert-Mayer [l] as far back as 1931, its experimental
observation occurred only 30 years later [2] following
the invention of laser sources of intense coherent light
that led to the discovery of numerous nonlinear optical
effects. Almost all of them use not only the high inten-
sity of laser light, but also its coherence that makes it
possible to accumulate nonlinear effects, specifically,
to generate optical harmonics [3], etc., under condi-
tions of phase matching. Two-photon absorption, how-
ever, requires no light coherence, but substantially
increases under conditions where quasi-resonance
exists with some intermediate quantum level. This
allows such an effect to become observable in the case
of two-photon ionization, provided that the produced
ions accumulate. It is precisely this condition that can
be satisfied in the rarefied medium of gas nebulae in
space, where the recombination rate of the produced
ions is extremely low (10–5–10–8 s–1) and where, at the
same time, an intense VUV radiation exists at reso-
nance transitions in hydrogen and helium.

Planetary nebulae are known to borrow energy from
the star(s) immersed within them. A specific feature of
planetary nebulae is a huge optical thickness at the
spectral lines of transitions to the ground or metastable
states. Because of this, the photons resulting from the
recombination of the photoions HII (or HeII), which

1 This article was submitted by the authors in English.
0021-3640/01/7303- $21.00 © 20118
are constantly produced under the effect of the ionizing
radiation of the stars, repeatedly undergo resonance
scattering before they leave the nebular media and thus
become observable. This diffusive confinement (or
trapping) effect is accompanied by the broadening of
the emission line and an increase in the radiation inten-
sity inside the nebula, and it is limited either by the
decay of photons as a result of absorption or by their
escape from the spectral line because of the Doppler
frequency redistribution upon their scattering by mov-
ing resonant particles [4]. These effects are most impor-
tant where the optical thickness τ0 * (∆ωDoop/2Γ)2,
where ∆ωDoop and 2Γ are the Doppler and radiative
spectral line widths, respectively, because in this case
the trapping effect of the Lorentzian wings of the radi-
ative spectral contour becomes substantial. As a result,
the intensity P of the trapped spectral lines reaches its
maximum, i.e., the blackbody radiation intensity at the
corresponding wavelength λ, and can be described in
terms of the effective temperature Teff [4]:

(1)

where δν is the spectral line width (in Hz). For exam-
ple, for LyαHII (λ = 1215 Å) at Teff = 15 × 103 K and
δν ≅  250 cm–1, the intensity I ≅  6 × 1020 photon/cm2 s,
which corresponds to 103 W/cm2 of CW VUV radia-
tion, a figure as yet unattainable, the present-day laser
technology status being what it is. So high a radiation

I λ T,( ) 8π
λ2
------ δν

e
kTeff/hν

1–( )
----------------------------- [photons/(cm2 s)],=
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intensity for a comparatively small occupation number
of the photon quantum state 〈n〉  ≅  5 × 10–4 is explained
by the large number of free-space states within the lim-
its of a solid angle of 4π steradians and the large spec-
tral width δν.

The high intensities of the incoherent but relatively
monochromatic radiation (as compared to blackbody
radiation) originating inside nebulae are quite sufficient
to give rise to such nonlinear effects without require-
ment of spatial coherence of the radiation or the corre-
sponding phase matching. The relative monochroma-
ticity of the trapped radiation is especially favorable to
the nonlinear effects that are sensitive to resonance with
the radiation frequency. The accidental resonance
effect was already successfully used by Bowen [5] to
explain the abnormally bright OIII lines as resulting
from their photoselective excitation by the intense OIII
line of LyαHeII. However, such a one-photon resonance
excitation requires that the atomic transition be in exact
resonance with the photon frequency, since the energy
difference cannot be transferred to some third partner in
very rarefied nebular media (Fig. 1a). This mechanism
proves to be effective where the transfer radiation
broadening can provide the necessary resonance with
the absorption line. The situation with resonance-
enhanced two-photon transition to the ionization con-
tinuum (Fig. 1b) is more favorable. In this case, the
energy difference h∆ν may be much greater than hδν,
because it is offset by the change in the kinetic energy
of electrons upon their bound–free transitions through
intermediate virtual states to the ionization continuum.
When the frequency detuning ∆ν is much greater than
δν, the two-photon rate (in s–1) is expressed as

(2)

where σ2i is the cross section for photoionization from
the real excited state 2 at a wavelength of λ and gi is the
statistical weight of the ith level. A21 is the Einstein
coefficient for the 1–2 transition. ∆ν @ δν is the detun-
ing of the radiation frequency with respect to the exact
resonance frequency (in Hz), and the intensity I of the
isotropic radiation within the spectral width δν is
defined by Eq. (1). If the energy of photons of the same
frequency hν is not sufficient to photoionize the excited
state, the second step of the two-photon process can
quite well be effected by photons of higher energies
associated with other trapped lines, such as HeI and
HeII (Fig. 1c). In this case, the two-color two-photon
process will be effected by the bichromatic isotropic
radiation of two trapped spectral lines at frequencies νi

and with spectral widths δνi, intensities Ii defined by
Eq. (1), and effective temperatures Teff. The rate of the
two-color two-photon process is described as before by
Eq. (2), wherein the product I1I2 is substituted by I2.

W ph
2( ) 1

32π3
-----------

g2λ
2σ2i

g1 ∆ν( )2
-------------------A21I2,≅
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For a typical case of LyαHI at σ2i ≅  10–17 cm2 and
A21 ≅  109 s–1 and a spectral width of δν ≅  300 cm–1 and

∆ν ≅  1000 cm–1, the rate  at Teff ≅  15 × 103 K
reaches 10–7 s–1. This value is very small for laboratory
experiments [6], but is quite substantial under nebular
conditions, wherein the recombination rate Wrec is very

low. At  > Wrec, the accumulation of photoions of
the next ionization degrees takes place. As an illustra-
tion, Fig. 2 presents a chain of successive (multiple)
two-photon resonance-enhanced ionization schemes
for carbon atoms up to multicharged ions CV exposed
to intense lines of HI, HeI, and HeII. Similar multiple
ionization schemes are also valid for NI  NV,
OI  OV, NeI  NeV, and ArI  ArVI, which
will be discussed in a separate publication in a special-
ized journal.

In addition,  can perceptibly exceed the colli-
sional electron ionization rate We, and this will intensify
the corresponding recombination lines that are fre-
quently interpreted within the framework of the elec-
tron ionization mechanism as being the result of an
anomalous abundance of the element.

We would like to emphasize in conclusion that the
two-photon ionization is a purely photonic mechanism
that requires no collisions. For this reason, it is espe-
cially effective under conditions of space with low elec-
tron concentrations, whose extent is large enough to
form strong optically thick emission spectral lines of
HI, HeI, and HeII. The manifestations of the above
mechanism in the emission spectra of nebulae will be
discussed in detail in a special astrophysical journal. In
this paper, we have restricted ourselves to the consider-
ation of the manifestation of the nonlinear optical
effect under natural conditions. It should be noted that

W ph
2( )

W ph
2( )

W ph
2( )

Fig. 1. (a) Resonance fluorescence excitation by the Bowen
mechanism and various scheme of (b) one-color and
(c) two-color resonance-enhanced two-photon ionization.

Fluoresc.
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Fig. 2. Schemes of the successive (multiple) resonance-enhanced two-photon ionization of carbon atoms and ions up to CV by
intense lines of HI, HeI, and HeII.

LyαHI

LyαHI

LyγHI

LyβHeII

LyαHeII

LyαHeII

LyαHI

LyβHI

LyαHI

LyγHeII

Lyn > εHI
the possibility of nonlinear optical effects occurring
under astrophysical conditions, specifically in stellar
atmospheres, was generally discussed by Vavilov [7] as
far back as 1950.

One of us (V.S.L.) is grateful to Dr. A. A. Makarov
for useful discussion of the problem.
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It is shown within the framework of the (2 + 1)-dimensional P-invariant massive Gross–Neveu theory that an
external magnetic field induces a first-order phase transition that breaks the P parity. The use of the obtained
results in the description of magnetic phase transitions in high-Tc superconductors is discussed. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 74.20.-z; 74.25.Nf; 11.10.Kk; 11.30.Rd
Dynamical symmetry breaking induced by external
(chromo)magnetic fields is called magnetic catalysis.
Gross and Neveu [1] were the first to observe this prop-
erty of an external uniform magnetic field H in studying
the (2 + 1)-dimensional (three-dimensional) chiral-
invariant field theory with four-fermion interaction. In
these theories, which are also referred to as Gross–
Neveu (GN) theories, an infinitesimal external mag-
netic field leads to dynamical chiral symmetry breaking
(DCSB) even if the coupling constant is as small as one
likes [2, 3]. This phenomenon was later attributed to the
effective reduction of the space–time dimension in an
external magnetic field and, correspondingly, to the
increased role of infrared divergences in the vacuum
rearrangement [4]. More recently, it was shown that
DCSB is also induced by an external chromomagnetic
field [5–7]. Moreover, Semenoff et al. [8] have exam-
ined a number of theories and pointed out that magnetic
catalysis of DCSB is possibly model-independent.
Gusynin et al. [4] proved this statement for three-
dimensional theories. Liu [9] showed recently for the
three-dimensional P-invariant GN model that the exter-
nal magnetic field is also a catalyst for spontaneous
P-parity breakdown. Magnetic catalysis was already
used in the cosmological and astrophysical studies [10]
and in the construction of the theory of high-Tc super-
conductivity [9, 11–13]. It is safe to say that this effect
will find use in the future in particle physics, physics of
condensed matter, neutron star physics, etc., i.e., in the
fields of science where dynamical symmetry breaking
is of fundamental importance and the external magnetic
field is an objective reality.1 

1 Possible applications of magnetic catalysis are also discussed
in [14].
0021-3640/01/7303- $21.00 © 20121
Considerable interest shown in the last decade in
three-dimensional field theories, including GN models
[15], is largely explained by the fact that high-Tc super-
conductivity (HTSC) has a planar character because
conduction electrons in the HTSC systems are concen-
trated in the planes formed by the Cu and O atoms [16].
It was found in a recent experiment [17] with
Bi2Sr2CaCu2O8 HTSC that the heat conductivity as a
function of the external magnetic field H changes
abruptly at a certain value H = Hc ~ T 2 (sample temper-
ature T < Tc, where Tc is the temperature of supercon-
ducting transition). The authors of [17] assumed that
the external magnetic field induces phase transition at
H = Hc. Shortly after, Laughlin [18] used the free-
energy functional formalism to suggest a phenomeno-
logical description of this phase transition as a first-
order phase transition with P-parity breakdown. In
addition, Liu [9] and Semenoff et al. [11] have pro-
posed theoretical (microscopic) explanations of this
phenomenon within the framework of two three-
dimensional GN models based on magnetic catalysis of
dynamical symmetry breaking.2 In one of them, the
magnetic field induces DCSB [11], and, in another,
P-parity breakdown occurs [9]. In both models, the
phase transitions are continuous. In other words, both
chiral symmetry in [11] and P symmetry in [9] break at
H = Hc in the second-order phase transition, in conflict
with the phenomenological approach [18].

It is shown in this work that a (2 + 1)-dimensional
GN model exists in which the qualitative features of

2 Recently, the possibility of describing this phase transition
by other three-dimensional relativistic theories was also dis-
cussed [19].
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magnetic catalysis are the same as in the phenomeno-
logical description [18] of the phase transition induced
by an external magnetic field in HTSC systems.

We consider the effect of an external magnetic field
on the phase structure of a (2 + 1)-dimensional GN
model with the Lagrangian

(1)

where  ≡ γµ∂µ, and the fields ψa form the basis of a
fundamental representation of the U(N) group, which is
introduced in order to use the nonperturbative 1/N
expansion in the calculations. The Fermi fields ψa for
each a = 1, 2, …, N are four-component Dirac spinors
(the corresponding indices are omitted) reducible in the
Lorentz group, and τ = diag(1, 1, –1, –1) is the matrix
in the spinor space. The action corresponding to
Lagrangian (1) is invariant under the discrete P-parity
transformation: ψa(t, x, y)  iγ1γ5ψa(t, –x, y) (the
algebra of γµ matrices for the reducible four-dimen-
sional spinor representation of Lorentz group in the
three-dimensional space was presented in [20]). It is
this model which was used (with m = 0) in [9] to
describe the phase transitions induced by an external
magnetic field in HTSC systems.

We demonstrate that, in contrast to the m = 0 case,
the external magnetic field in the model with m ≠ 0
induces dynamical P-parity breakdown at the critical
point H = Hc. The breakdown is discrete, i.e., corre-
sponding to a first-order phase transition. This feature
of magnetic catalysis in model (1) with m ≠ 0 has no
analogues in other models of field theory. The obtained
results allow us to believe that the magnetic phase tran-
sition observed in experiment [17] can be theoretically
explained by means of massive GN model (1) and in
agreement with the phenomenological approach [18].

1. Phase structure of the model at H = 0. Before
analyzing the effect of a nonzero external magnetic
field H on the vacuum of model (1), we examine its
phase structure at H = 0. To this end, let us introduce an
auxiliary Lagrangian of the form

(2)

where σ(x) is the auxiliary real boson field and the sum-
mation index a for the auxiliary U(N) group is hereafter
implied. Field theories (1) and (2) are mutually equiva-
lent because the field σ can be excluded from Eq. (2) by
using the equations of motion to obtain Lagrangian (1).
It is easy to show that the auxiliary field is transformed
as σ(t, x, y)  –σ(t, –x, y) under the discrete P-parity
operation; i.e., σ is a pseudoscalar field. Using
Lagrangian (2), one can find the effective potential,

L ψai∂̂ψa mψaψa+( )
a 1=

N

∑ G
2N
------- ψaτψa

a 1=

N

∑ 
 
 

2

,+=

∂̂

L̃ ψi∂̂ψ mψψ σψτψ Nσ2/2G,+ + +=
which has the following form in the one-loop approxi-
mation, i.e., in the leading order of the 1/N expansion:

(3)

where the integration goes over the Euclidean momen-
tum space and M1, 2 = |m ± σ|. Integration in Eq. (3)
over the region 0 ≤ p2 ≤ Λ2 gives

(4)

where 1/g = 1/G – 2Λ/π2. It is known that the phase
structure of any field theory is to a great extent deter-
mined by the symmetry properties at the global-mini-
mum point of its effective potential. One can easily
show that the point σ = 0 symmetric about the P-parity
transformation corresponds to the global minimum of
function (4) for π/g > –2m. If π/g < –2m, then potential (4)
has the absolute minimum at a nonzero point on the set
0 ≤ σ ≤ ∞

(5)

and the P symmetry of the model spontaneously
breaks. By using the bare coupling constant G instead
of g, one can arrive at the following conclusions. For
G < Gc = π2/(2Λ – 2mπ), the vacuum of the model is
P-invariant, and for G > Gc the phase with spontaneous
P-symmetry breaking is realized. The first-order phase
transition occurs at the point G = Gc because the global
minimum of the potential moves jumpwise from the
origin of coordinates to nonzero point (5). Note for
comparison that in a massless model, i.e., for m = 0, the
system undergoes a second-order phase transition at the
point G = Gc with continuously changing coupling con-
stant.

2. Magnetic catalysis of dynamical P-parity
breakdown. Let us now analyze how the external mag-
netic field H (zero temperature) affects the symmetric
phase of model (1); i.e., π/g > –2m (the bare coupling
constant is small, G < Gc). The corresponding effective
potential, which is a special case of the effective poten-
tial in a more general GN model with H ≠ 0 [20], has
the form

(6)

where ζ(s, x) is the generalized Riemann zeta function
[21]. Let us show that the external magnetic field
induces spontaneous P-parity breakdown for the model

V0 σ( ) Nσ2

2G
---------- N

d3 p

2π( )3
------------- p2 Mk

2+( ),ln∫
k 1=

2

∑–=

1
N
----V0 σ( ) σ2

2g
------ m σ– 3

6π
------------------

m σ+ 3

6π
-------------------,+ +=

σ0 –
π

2g
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4g2
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VH σ( ) Nσ2

2g
----------=

+ N
eHMk

4π
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2eH( )3/2
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(magnetic catalysis) and that the character of this phe-
nomenon is qualitatively different for m = 0 and m ≠ 0.

Case m = 0. The effective potential (σ) of the
model is obtained from Eq. (6) by setting m = 0:

(7)

The function (σ) is, clearly, symmetric about the
transformation σ  –σ. Therefore, to find the global-
minimum point, it is sufficient to analyze it only on the
set σ ∈  [0, ∞). In this case, the stationarity equation

(8)

is derived from Eq. (7) by using the formula dζ(s, x)/dx =
–sζ(s + 1, x). Although potential (7) has already been
analyzed in [2, 4, 6], we present here some details that
are important in further consideration.

First of all, it follows from Eq. (8) that

(9)

i.e., the point σ = 0 is not a solution of stationarity equa-

tion (8). In addition, since (σ) = (–σ),
Eq. (9) has two more consequences: (i) the point σ = 0
is a local minimum of the potential, and (ii) the first

derivative of the function (σ) does not exist at the
point σ = 0. At the same time, the effective potential for
H = 0 is a function differentiable over the entire σ axis.

Consequence (i) and the fact that (σ) = +∞

indicate that the potential (σ) has a nonzero glo-
bal-minimum point σ0(H). This means that the P sym-
metry of the massless model under consideration is
necessarily spontaneously broken in the presence of an
infinitesimal external magnetic field even if the cou-
pling constant G is as small as one likes (in this case
g > 0). Thus, the external magnetic field induces
dynamical P-parity breakdown (magnetic catalysis).

It is known that the function F(σ) monotonically
increases on the set σ ∈  [0, ∞), so that F(0) = –∞ [it fol-
lows from Eq. (9)] and (σ) = ∞ [2, 6]. Therefore,

there is only one point σ0(H) where the function F(σ)
vanishes, and this point is the global-minimum point of
potential (7). From the equation F(σ) = 0 treated as an

VH
m 0=

VH
m 0= σ( ) Nσ2

2g
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NeH σ
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N 2eH( )3/2

2π
-------------------------ζ 1

2
---–

σ2

2eH
----------, 

  .

VH
m 0=

∂VH
m 0= σ( )
∂σ

------------------------- 2NσF σ( )≡

=  2Nσ 1
2g
------ eH

4πσ
----------

2eH
4π

---------------ζ 1
2
--- σ2

2eH
----------, 

 –+ 0=

∂VH
m 0= σ( )
∂σ

-------------------------
σ 0+→

2NσF σ( )( )
σ 0+→
lim

NeH
2π

------------;–= =

VH
m 0= VH

m 0=

VH
m 0=

VH
m 0=

σ ∞→
lim

VH
m 0=

F
σ ∞→
lim
JETP LETTERS      Vol. 73      No. 3      2001
equality implicitly defining the function σ0(H), it fol-
lows that σ0(H) ≈ egH/(2π) at H  0 [2, 6].

Thus, switching on a magnetic field in the model
induces a P-parity-breaking second-order phase transi-
tion, which is continuous in H because the order param-
eter σ0(H) is a continuous function of H at the point H =
0 of phase transition.

It was proved earlier [2, 6] that σ0(H) ≈ k  at
large H, where k ≈ 0.45 is the solution of the equation

ζ(1/2, k2/2) = 1. Because σ0(H) is the global-mini-

mum point of potential (7), the inequality (0) >

(σ0(H)) is valid for all H values. In particular, by
using this inequality for H  ∞, we obtain the ine-
quality

(10)

Case m ≠ 0. Let us now consider some features of
spontaneous symmetry breaking in model (1) at H,
m ≠ 0. As in the massless case, the potential VH(σ) at
m ≠ 0 is an even function of variable σ. Therefore, it
will suffice to examine this potential only on the semi-
axis σ ∈  [0, ∞). The corresponding stationarity equa-
tion for the effective potential has the form

(11)

where the function F(x) is given in Eq. (8). Taking
Eq. (9) into account, one can easily obtain from
Eq. (11) that

(12)

which means that potential (6) is not differentiable at
the points σ = ±m at H ≠ 0. For this reason, the global
minimum of the function VH(σ) on the set σ ∈  [0, ∞)
can occur either at the point σ = m or at the point given
by one of the solutions of stationarity equation (11).
However, using Eq. (12), one can draw the following
important conclusion: if the derivative of the effective
potential is negative in some left vicinity of the point
σ = m, this derivative is also negative in some right
vicinity of this point. Therefore, σ = m is not a point of
the global, and even a local, minimum, so that we focus
on the solutions of Eq. (11).

The point σ = 0 is the obvious solution of this equa-
tion at all H values. Using analytical and numerical
methods, one can prove that, for all H ≠ 0, this point
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corresponds at least to a local minimum of the function
VH(σ). Moreover, the global potential minimum for
small H values occurs at the point σ = 0 and the P parity
remains unbroken [this is due to the fact that the deriv-
ative of the potential for these H is positive for all σ ∈
[0, ∞)].

Let us show that, at large H, Eq. (11) has one more
solution, which is absent for small H. Indeed, in the
region σ @ m, this equation coincides in form with sta-
tionarity equation (8) for the massless case. The solu-
tion σ0(H) of the latter becomes large only in the limit
eH  ∞. Therefore, at large magnetic fields, Eq. (11)
has, apart from σ = 0, one more solution (H) such

that (H) ≈ k  at eH  ∞, where the coefficient
k is the same as in Eq. (10). We failed to find solutions
of stationary equation (11) other than σ = 0 and (H).

As was mentioned above, the global potential mini-
mum for small H values occurs at the point σ = 0. Let
us show that this minimum moves to the point (H) as
H increases. At eH/m2  ∞, the potential at the sta-

σ̃0

σ̃0 eH

σ̃0

σ̃0

Fig. 1. Critical magnetic field vs. coupling constant g.

Fig. 2. Effective potential for different values of magnetic
field at gm = 10.
tionary points takes the values

(13)

(14)

where it is taken into account that (H) ≈  at
eH  ∞. A comparison of Eqs. (13) and (14), with
regard to Eq. (10), gives VH( (H)) < VH(0) at eH 
∞. Since for all H values σ = 0 is at least a local-mini-
mum point, the global minimum of the potential moves
jumpwise from the point σ = 0 to the nontrivial point

(H) at a certain critical value of external magnetic
field Hc(g) ≠ 0. Thus, the point Hc(g) is the point of a
P-parity-breaking first-order phase transition. Figure 1
shows the critical magnetic field Hc(g) as a function of
the g constant at T = 0 and m ≠ 0. Figure 2 presents the
function VH(σ) for various H values at gm = 10.

3. Magnetic catalysis at nonzero temperature T.
Using the technique developed in [4], one can obtain
the following expression for the effective potential of
model (1) at H, T ≠ 0:

(15)

where β = 1/T and VH(σ) is potential (6). Numerical
analysis of potential (15) shows that the parity is also
not broken at small H values. However, at some critical
magnetic field, the P-parity-breaking first-order phase
transition occurs. Let us denote the critical field at a
fixed g value by Hc(T). Some of its values are given in
the table for gm = 5. One can see from the table that
Hc(T) ~ T 2 at T  ∞; i.e., the behavior of Hc(T) is the
same as in the models [9, 11].

In summary, we have proved, within the framework
of the field theory, that an external magnetic field can
induce the first-order phase transition.3 The P-invariant
massive three-dimensional GN model (1) is proposed
as an example. Magnetic catalysis of dynamical
P-symmetry breaking occurs in this model at m = 0 [9].
In this case, the second-order phase transition occurs at
the point Hc ~ T 2 (T  ∞) and the theoretical Hc val-
ues agree well with experimental data [17].

3 Recent numerical analysis carried out in the chiral-invariant
QED3 model also indicates that magnetic catalysis of DCSB is
possible through the first-order phase transition [13].
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Hc(T) values at gm = 5

T/m 0.1 0.25 0.5 1 2.5 5 10 25 50 100 200

eHc(T)/m2 24.9 25.2 27 36 131 465 1782 10900 43200 173000 700000
We have shown that an external magnetic field
induces dynamical P-parity breakdown in model (1) at
m ≠ 0 as well. The behavior of the Hc curve at large T is
the same as for m = 0. However, in contrast to the latter
case, in massive GN model (1) a P-parity-breaking
first-order phase transition occurs at the Hc point, in
agreement with the phenomenological description [18]
of the magnetic phase transitions experimentally
observed in the HTSC systems [17].
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It is proposed to apply the statistical analysis of the increments of fluctuating particle fluxes to analyzing the
probability characteristics of turbulent transport processes in plasma. Such an approach makes it possible to
analyze the dynamic probability characteristics of the process under study. It is shown that, in the plasmas of
the L-2M stellarator and the TAU-1 linear device, the increments of local fluctuating particle fluxes are of sto-
chastic character and that their distributions are scale mixtures of Gaussians. In particular, for TAU-1, the incre-
ments have the Laplacian distribution (which is a scale mixture of Gaussians with an exponential mixing dis-
tribution). This implies that the rate of flux variations is a diffusion process with random time. It is shown that
the characteristic growth (damping) time of fluctuations is one order of magnitude shorter than their character-
istic correlation time. Physical mechanisms that may be responsible for the random character of the growth
(damping) of fluctuations are discussed. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.35.Ra; 52.25.Fi
1. In recent years, the probability characteristics of
turbulent transport in plasma, in particular, local fluctu-
ating particle fluxes in a magnetoactive plasma pro-
duced both in toroidal and in linear devices have
attracted considerable interest [1–3]. However, the
authors usually restrict themselves to calculating and
describing the characteristics of the probability density
function (PDF) of a turbulent particle flux and conclude
that the distribution deviates from the Gaussian (nor-
mal) distribution. However, mathematical consider-
ation are sometimes insufficiently correct. For exam-
ple, the conclusion that the PDF differs from Gaussian
(in particular, by its higher peakedness) is usually
deduced from the shape of the histogram constructed
from the values of a local fluctuating particle flux at
equidistant times. However, it can be easily shown that,
even for a discrete time sequence constructed for the
classical process of Brownian motion, this approach
gives an excess value of M4 ~ 4 (whereas M4 = 3 for the
Gaussian law). Therefore, generally speaking, the
assertion about a non-Gaussian character of the original
process only by reasoning that the obtained distribution
is more peaked (in comparison with the Gaussian law)
is obviously incorrect. Until recently, no attempts were
made to analyze the mechanisms responsible for the
characteristic features of the PDF of fluctuating particle
fluxes in plasma. Only recently [4, 5], attempts were
made to relate the statistical probability characteristics
0021-3640/01/7303- $21.00 © 20126
of fluctuating fluxes to nonlinear wave processes in a
plasma.

In this paper, we propose to solve the problem stated
above by applying an approach that is widely known in
mathematical statistics, first of all, in the analysis of
time series (time-dependent stochastic processes), but
has not yet been used in plasma physics. In other words,
we suggest passing from the statistical analysis of the
amplitudes of a fluctuating particle flux to the analysis
and modeling of its increments. The reason is that the
values of the original process taken at equidistant times
do not constitute a homogeneous independent sample,
which makes them inappropriate to make decisive con-
clusions about the statistical probability properties of
the process under study. At the same time, the statistical
analysis shows that the increments of such a process on
noncrossing time intervals always have the same distri-
bution. Therefore, an analysis of the increments of the
process can reveal the dynamic characteristics of a fluc-
tuating flux and their relation to certain physical mech-
anisms.

2. In this paper, we study the probability character-
istics of fluctuating particle fluxes measured in the plas-
mas of the L-2M stellarator and the TAU-1 linear
device. The parameters of the devices are presented in
[6, 7]. The main distinctions are the magnetic field
topology (the L-2M field is toroidal, and the TAU-1 field
is uniform) and the electron temperature (Te =
001 MAIK “Nauka/Interperiodica”



        

TURBULENT TRANSPORT PROCESSES 127

                                                                                                         
0.6−1.0 keV in L-2M and Te = 5–7 eV in TAU-1). Nev-
ertheless, the spectral and statistical plasma character-
istics are very similar in both devices [8].

Let us consider the probability characteristics of the
local fluctuating particle flux obtained in the course of
data processing. We define the local fluctuating particle

flux as  = (δne · δvr) [2, 3], where δne is the plasma
density fluctuation, δvr = δEΘ/B is the radial-velocity
fluctuation, δEΘ = (δϕ1 – δϕ2)/∆Θr is the fluctuation of
the poloidal electric field, δϕ is the fluctuation of the
plasma floating potential, and Θ is the poloidal angular
coordinate. As for the type of instability, the drift-dissi-
pative instability is dominant in TAU-1 [7], whereas the
resistive ballooning instability is characteristic of the
edge plasma in L-2M [3] and the drift-dissipative insta-
bility is typically observed in deeper layers of the stel-
larator plasma [6]. The frequencies of turbulent fluctu-
ation spectra lie in the range from several kilohertz to
one hundred kilohertz for TAU-1 and to several hun-
dred kilohertz for L-2M. Thus for L-2M, the fluctuation
spectrum is substantially broader (∆f/f |L-2M ≈ 1, and
∆f/f |TAU-1 ≈ 0.3).

Figure 1 shows typical realizations of a fluctuating

flux  (Fig. 1a) and its increments ∆  = (t j) –

(t j – 1) (Fig. 1b) for the L-2M plasma. As is seen,
both signals are intermittent and bursty, which indicates
the random nature of both processes. Figure 1c shows
the autocorrelation functions (ACF) of the flux and its
increments for the same signals. It is seen that, within

the time window, the ACF of  does not attain the

noise level, whereas the ACF of ∆  attains this level in
several microseconds. The slow variation of the ACF of

 demonstrates that the time array of the flux ampli-
tudes does not represent a homogeneous independent

sample, whereas the rapid drop in the ACF of ∆  indi-
cates the random and independent character of the
array of increments (see Section 1). It follows that
when applying the conventional methods of probability
analysis, it is more correct to use the increments of a
fluctuating flux instead of the flux amplitudes.

Figure 2 shows the PDFs for the processes of a local
fluctuating particle flux and its increments. The asym-
metry coefficient M3 and the excess coefficient M4 for
the corresponding PDFs are also shown. The PDF of

the process  (Figs. 2a, 2b) demonstrates an apprecia-
ble deviation from the Gaussian law, which agrees with
what was said in Section 1. What is even more interest-

ing is that the distributions of ∆  deviate from Gauss-
ian, while the PDFs themselves are symmetric. The lat-
ter circumstance shows that we are dealing with a time-
homogeneous process in an open system. In this case,
we can speak about the steady-state dynamic process of
the growth and damping of a fluctuating flux. A similar
picture is also observed for the PDFs of the increments
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Γ̃ Γ̃ Γ̃ j
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of fluctuations in the floating potential and the satura-
tion ion current of Langmuir probes for drift oscilla-
tions in TAU-1 and MHD oscillations in L-2M. More-
over, the PDF of the increments of the intensity of radi-
ation scattered by density fluctuations in the L-2M
plasma core also appears to be symmetric, and the ACF
of increments decays with the same constant as that of
the increments of the potential and density fluctuations.
Apparently, the plasma in both devices is an open sys-
tem in which the duration of the dynamic equilibrium
of macroscopic parameters substantially exceeds the
fluctuation times (periods).

As is seen in Fig. 2, the excess coefficients of the

PDF for the process ∆  are equal to M4 ≈ 9 in L-2M
and M4 ≈ 7 in TAU-1. The latter is of more interest
because the corresponding histogram reliably satisfies
the model of the Laplacian probability density distribu-
tion, whereas both the PDFs of the increments of the
fluctuating floating potential and the saturation ion cur-
rent are Gaussian. The Laplacian distribution is an
important special case of the distributions of diffusion

Γ̃

Fig. 1. Time behavior of signals of (a) the fluctuating parti-

cle flux  and (b) its increments ∆ . (c) Autocorrelation

functions  and ∆  for the L-2M device. The signal sam-
pling frequency is 1 MHz.
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processes with random time (i.e., doubly stochastic dif-
fusion processes). Such processes result from the pas-
sage to the limit in the generalized Cox processes1 [9].
In this case, the Laplacian probability density distribu-
tion (accurate to the scale parameter) can be repre-
sented as a scale mixture of Gaussians with an expo-
nential mixing distribution. Thus, if L(x) is a Laplacian
distribution function

(1)

and Φ(x) is the standard normal distribution function

(2)

1 The Cox process is the doubly stochastic Poisson process defined
as N(k)(t) = Nl(Λk(t)), where Nl is a homogeneous Poisson pro-
cess with unit intensity and Λk is a random processes independent
of Nl. In [9], the arguments are also presented in favor of using
generalized Cox processes as mathematical models for inhomo-
geneous chaotic physical processes.
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Fig. 2. The probability density functions of (a, b) the local

fluctuating particle flux  and (c, d) its increments ∆  in
(a, c) L-2M and (b, d) TAU-1.
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 then we have

(3)

(see, e.g., [9]). From here, we can conclude that each

increment ∆  =  –  is a result of classical

(Brownian) diffusion from the point  to the point

, occurring however with its own diffusion coeffi-
cient σj, which implies that the fluctuating flux varies
with time according to the diffusion law. In this case, as
j varies, the coefficient σj varies randomly; i.e., the dif-
fusion coefficients σj  ( j ≥ 1) are random values that
obey the exponential distribution [see (1)–(3)].

Another proof of the correctness of describing the
fluctuating flux as a diffusion process with random time
is that the PDFs of the increments of the drift flux in
TAU-1 varies as the time interval between sampling
points increases. The Laplacian distribution holds as
the interval between the sampling points increases from
1 to 5 µs. As this time interval increases to 100 µs, the
PDF transforms into the Gaussian distribution (Fig. 3).
Such a transformation corresponds to the asymptotic
behavior of the generalized Cox process [9].

Thus, we can conclude that the dynamic character-
istics of a fluctuating flux (the growth and damping
rates) are random variables obeying the Laplacian law
for TAU-1 or a more complicated law (different from
the Gaussian distribution) for L-2M. This means that
the probability of observing large (more that 3 standard
deviations2) flux increments distributed by the Lapla-
cian law is many times higher in comparison with the
Gaussian law. In other words, the probability of exper-
imentally observing extremely fast variations in the
flux increases as compared to the Gaussian law. The
PDFs of diffusion processes with random time always
have heavier tails and sharper peaks compared to the
Gaussian distribution [10]; such a shape of the PDF of
fluctuating fluxes is typical of many (not only presented
here) devices.

3. Now we consider what physical mechanisms may
be responsible for the random character of the dynamic
characteristics such as the growth and damping rates of
a fluctuating particle flux. Our paper does not pretend
to be a comprehensive analysis, since we only briefly
examine some physical mechanisms whose role in the
formation of the process of random increments is con-
firmed by the experimental data. The random character
of the dynamic parameter of turbulent fluctuations may
be a consequence of nonlinear processes limiting the
growth of unstable oscillations. Thus, in the case of the
beam–plasma or parametric instabilities, such a process
may be Langmuir collapse. In the case of drift-dissipa-
tive instability, the growth can be limited by stochastic

2 In the probability theory, this is known as the “three sigma” rule.

L x( ) Φ x
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ion heating, which increases plasma diffusion, as was
observed in [7].

Another mechanism responsible for the random

character of the process of the flux increments ∆  may
be the generation of nonlinear structures in the turbu-
lent plasma under study both in L-2M (vortices and
extended radial MHD structures) and TAU-1 (vortices
and solitons) [3, 11] and the interaction among these
structures. Previously, we have measured the character-
istic turbulence times related to the formation, nonlin-
ear interaction, and damping of such structures. With

these times taken into account, the structure of ∆  can
change significantly.

The incremental analysis gives an opportunity to
determine the characteristic time scales on which the
nonlinear structures evolve. From this standpoint, it is
of great importance that the characteristic dynamic
time of the process can be deduced from the ACF of the
increments of fluctuations. It is seen from Fig. 1 that for

∆ , this time is about 1 µs in the edge plasma of L-2M.
An analysis of the ACF of the increments of fluctua-
tions in the floating potential and the saturation ion cur-
rent gives a time of 2 µs. The same value was also
obtained for the characteristic time of increments of
microwave gyrotron radiation scattered in the core of
the plasma column. Since, in the latter case, we mea-
sured the scattered signal averaged over a rather large
volume near the plasma column axis, we can assume
that the dynamic time is the characteristic time of the
growth and decay of nonlinear structures.

Similar results were obtained for the characteristic
time of the increments of fluctuations in the flux, float-
ing potential, and saturation ion current of Langmuir
probes in the case of the drift instability in the TAU-1
plasma.

We draw attention to the fact that the dynamic time
is nearly one order of magnitude shorter than the char-
acteristic fluctuation time (the correlation time); i.e.,
the growth and decay of a nonlinear structure occur by
a nonadiabatic law and can be characterized as an
abrupt misphasing of the particle motion. From here,
we can conclude that the dynamic time, along with the
spatial scale length of a nonlinear structure, determines
the velocity of fluctuation plasma transport across the
magnetic field. Thus, assuming the characteristic scale
length of fluctuations in L-2M to be 0.2–1 cm [6] and
the dynamic time to be 1–2 µs, we obtain the transport
velocity of 1–5 × 105 cm/s, which is consistent with the
probe measurements in the edge plasma [3].

4. The results obtained can be summarized as fol-
lows:

(i) A correct statistical analysis of the characteristics
of fluctuating particle fluxes based on an equidistant
sample of the increments of the fluctuation amplitudes
gives an opportunity to determine the characteristic
dynamic time of turbulent transport in the L-2M and

Γ̃

Γ̃

Γ̃
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TAU-1 plasmas. In both cases, this time is one order of
magnitude shorter than the characteristic fluctuation
time.

(ii) It is shown that the increment of the process is a
random value and the PDF of the increments of a fluc-
tuating flux is not Gaussian. In the case of drift turbu-
lence in TAU-1, the PDF is described by a Laplace dis-
tribution, and, in the case of MHD turbulence, the dis-
tribution is more complicated.

(iii) This points to nonlinear processes limiting the
growth of unstable oscillations (such as Langmuir col-
lapse, stochastic particle heating, and the formation of
nonlinear structures) as possible physical mechanisms
responsible for the random character of time variations
in the parameters of fluctuation transport in a plasma.

This work was supported in part by the Russian
Foundation for Basic Research (project no. 00-02-
17507) and the Federal Program “Leading Scientific
Schools” (project no. 00-15-96676).
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in the Vicinity of the Localization Threshold1
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Resistive superconducting zero-field transition in amorphous In-O films in the states in the vicinity of the insu-
lator–superconductor transition is analyzed in terms of two characteristic temperatures: the upper Tc0, where the
finite amplitude of the order parameter is established, and the lower Tc, where the phase ordering takes place.
It follows from the magnetoresistance measurements that the resistance in between, Tc < T < Tc0, cannot be
ascribed to the dissipation by thermally dissociated vortex pairs. So, it is not a Kosterlitz–Thouless–Berezinskii
transition that occurs at Tc. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.30.+h; 74.25.-q; 74.76.Db
The resistive superconducting (s) transition in bulk
conventional superconductors is very narrow. The
reduced width t ≡ |T – Tc0 |/Tc0 of the region with strong
fluctuations around transition temperature Tc0 is t ∝
(Tc0/eF)4 in the clean limit and t ∝  (Tc0/eF)(kFl)–3 in the
dirty limit, with the product of the Fermi wave vector
and mean free path kFl > 1. It is different in 2D, where
free magnetic vortices serve as thermal fluctuations.
Broad s transitions in films were explained by existence
of the temperature range where current dissipation is
due to these fluctuations [1]. Transition starts at temper-
ature Tc0, when Cooper pairs appear in the electronic
spectrum. Below Tc0, the resistance remains finite
because of free vortices. They appear with probability
µ(T ) while inbinding vortex–antivortex pairs (mag-
netic loops). When an external magnetic field is zero,
the system of thermal fluctuations contains equal num-
bers N+(T) = N–(T) = N(T) of free vortices of opposite
signs. Each vortex lives independently until it annihi-
lates after collision with a vortex of opposite sign. The
annihilation probability τ–1(T), together with probabil-
ity µ(T ), determines through dynamic equilibrium the
concentration N(T):

(1)

Assuming that there is no pinning, the resistance R is
proportional to the total concentration 2N of the vorti-
ces:

(2)

with ξc being the effective radius of the vortex core and
Rn being the resistance in the normal state. The finite

N2 T( ) a µτ( ) 1– , a const.= =

R 2πξc
2 2N( )Rn,=

1 This article was submitted by the authors in English.
0021-3640/01/7303- $21.00 © 20131
resistance exists until the Kosterlitz–Thouless–Berezin-
skii (KTB) transition [2] inside the vortex system takes
place at some temperature Tc. Below Tc, practically all
vortices are bound into loops and N = 0. Since loops do
not dissipate energy, the resistance vanishes at Tc.

This scheme with two characteristic temperatures
was very carefully checked several times with different
materials. In particular, Hebard et al. [3], in experi-
ments with amorphous InOx films with Tc0 ≈ 2.5 K and
Tc ≈ 1.8 K, have confirmed the transport characteristics
predicted by the theory.

In the framework of the BCS theory applied to 2D,
both regions controlled by fluctuations, below and above
Tc0, are narrow differing only by a numerical factor [4]

(3)

with Ginzburg parameter Gi being usually small, Gi !
1. When the disorder is strong so that the mean free

path l reaches its minimum value of , the Gi
increases and becomes on the order of unity, and the 2D
KTB-transition temperature Tc is suppressed compared
to Tc0, so that the region Tc < T < Tc0 widens [4]. The
vicinity of the superconductor–insulator (s–i) transition
is just such a region. It is tempting to describe the main
part of the broad resistive s transitions in terms of vor-
tex-induced dissipation in this case too. However,
experiments with granular Pb films [5] demonstrated
that the scheme was not universal: the width of the
zero-magnetic-field s transition for the states in the
vicinity of the s–i transition was controlled not by ther-
mally activated free vortices.

The width of the fluctuation region t above Tc0
increases along with kFl approaching unity: strong dis-
order makes the fluctuation region wide. This happens
not only in 2D [6] but in 3D as well [7, 8], so that spe-
cific properties of “short” vortices 2D are not of deci-

Tc0 Tc–( )/Tc0 3 T Tc0–( )/Tc0 3Gi ! 1,≈ ≈

kF
1–
001 MAIK “Nauka/Interperiodica”
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sive importance here. Recent approaches for 3D [9]
also distinguish between fluctuations of the amplitude
of the order parameter and those which destroy long-
range phase coherence. In such interpretation, the mean
amplitude becomes finite in the vicinity of Tc0 and the
long-range phase coherence establishes itself at Tc <

Fig. 1. (a) Zero-field resistive s transitions for several states
of an amorphous In-O film. Bars frame the transition region
(0.9Rmax–10–3Rmax) on the R(T) curves. Dashed curves—one
for state α and several, with different values of parameter
Tc0, for state β—show virtual normal state resistance (T)

obtained after subtraction of the paraconductivity term cal-
culated in accordance with Eq. (5). The selected value of Tc0
for state β is shown by the arrow. (b) The dashed curves
from panel (a) presented as  = ( )–1 vs. T1/3 (form

appropriate for a 3D non-Drude metal in critical region near
the metal–insulator transition). Linear extrapolation cuts off
the tail from the region of strong fluctuations and transforms

 into σn. Inset: Functions R, Rn,  (dashed line) for

state Tc. About four temperature regions, see text.

Rn*

σn* Rn*

σn* Rn*

Tc0(K)
Tc0. This problem is yet not well understood. Recently
Valles et al. [10] concluded from tunneling measure-
ments on ultrathin s films near the s–i transition that
fluctuations in the amplitude of the superconducting
order parameter dominated below Tc0.

In [5], the vortex-determined-dissipation scheme
was questioned for granular material. Here, we study
the same problem for amorphous films, where the dis-
order is supposed to be on the atomic scale. Our amor-
phous InOx films were 200 Å thick. They were certainly
2D from the viewpoint of vortex electrodynamics since
the magnetic penetration depth λ * 1000 Å. The 2D
character of our films becomes not so obvious when the
thickness d is to be compared with some other lengths:
various estimates give for the superconducting coher-
ence length ξ0 a value in the range 100–500 Å, and the
magnetic length lB = ("c/eB)–1/2 is 200 Å at B = 1 T. The
films are 3D in the normal state, since the thickness d is

certainly larger then l ≈ .

The properties of the film are determined by the
oxygen concentration x [11]. The starting value of x can
be changed to some extent by thermal treatment. This
affects the carrier concentration and the position of the
state in the s–i-phase diagram [11–13]. We remain in
the region where the carrier density n, judging from
Hall effect measurements, is in the range (2–4) ×
1021 cm–3 and the parameter kFl is in the range 0.2–0.3
[11]. Hence, in terms introduced by Emery and Kivel-
son [9], we deal with a “bad” (non-Drude) metal, where
the transport phenomena are not described by Boltz-
mann theory.

In the experiments, resistive s transition R(T, B) is
measured. Below, data for several states of one of the
films are demonstrated. Results for other films are sim-
ilar. The aspect ratio of the film is close to one: its resis-
tance R serves, within 10% accuracy, as resistance per
square. The measurements were made for six states of
the film, labeled α, β, γ, δ, ε, ζ, with s properties grad-
ually increasing along this row. Figure 1a shows func-
tions R(T) in zero magnetic field for five of these states.
In state α, the s transition, if it exists, starts somewhere
below T & 0.4 K. For all the others, two conditional
temperatures Tc0 and Tc are marked by bars. They may
be considered as the onset and the end of the transition.
The upper is positioned at the level R ≈ 0.9Rmax, where
Rmax is the value of the maximum in the R(T) curve. The
lower is at the level

(4)

which roughly corresponds to the usual position of the
KTB transition [3]. The problem is in the factors that
control the shape of the s transition in between the
marks.

Under the standard approach in conventional super-
conductors, Tc0 is determined from experimentally
measured R(T) with the help of the expression for the

kF
1–

R 10 3– Rmax,≈
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paraconductivity σfl due to superconducting fluctua-
tions [14]. In 2D,

(5)

For films far from the localization threshold, the
dimensionless sheet conductance is g @ 1 and the cor-
rection to R from σfl soon becomes negligible when T
increases above Tc0. For our films, g is on the order of
unity. Hence, the contribution σfl really affects the tem-
perature dependence R(T) above Tc0.

The term σfl in Eq. (5) contains Tc0 as the only
parameter which we have to choose. Equation (5) is
valid only until the correction is small: σfl ! σn. Hence,
even with right value of parameter Tc0, we will get from
Eq. (5) function Rn(T) which falsely tends to infinity
near Tc0. To emphasize this, we will mark these func-

tions by an asterisk, as .

Figure 1a presents functions  for state β, with
different values of Tc0 as a parameter in σfl. The curve

 obtained with Tc0 = 1 K has improbably strong tem-
perature dependence below 1.5 K, whereas the curves
with Tc0 = 0.6 and 0.7 K contain maxima. Hence, Tc0
should be in between.

The specific choice of 0.77 K as Tc0 is justified by
the plot of σn vs. T1/3 (Fig. 1b). The representation

(6)

is usually used for “bad” 3D metals to distinguish by
extrapolation to T = 0 metals and insulators (see, for
instance, [15]). The chosen value of Tc0 gives the lowest
left-edge value of the temperature interval where data
follow Eq. (6). For state β with this Tc0, the extrapolated
value of u = σn(0) is 0.15e2/". Note that, according to

definition (5), σn is 2D conductivity, σn ≡ ,

whereas 3D conductivity is (0) = (0)d =
(0.15d)e2/".

For state α, the contribution from s fluctuations is
clearly seen in Fig. 1a as a tendency to decline at low
temperatures. The procedures from Fig. 1 applied to
this state give Tc0 = 0.2 K: this is the lowest value of

parameter Tc0 which brings the curve (T) without
maximum. According to Fig. 1b, the extrapolated value
of σn(0) for state α is twice as small as for state β. One
more such step should bring the system to the localiza-
tion threshold. We know from [11] that this would
result in a zero-field s–i transition.

Returning to state β, the kink on the curve σn(T1/3) in
Fig. 1b reveals the point where fluctuations become so
strong that Eq. (5) fails. As is shown in the inset, the

σ σn σ fl+
e2

"
---- g

Tc0

16 T Tc0–( )
----------------------------+ ,= =

σ R 1– , σn Rn
1– .= =

Rn*
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σn u vT1/3+=

σn
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σn
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2D( )
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temperature axes breaks out into four regions. In the
right one, paraconductivity exists. In region 2, strong
superconducting fluctuations prevail. At the opposite
end, region 4 is superconducting. Our next task is to
study region 3 and to check whether it is the vortex dis-
sipation that controls the resistance in this region, i.e.,
in the lower part of the transition.

Let us turn to isotherms R(B) in Fig. 2. All the states
studied are situated on the s side of the phase diagram
[12] of the s–i transition. Certain critical field values of
Bc induce s–i transition in these states and bring the
sample in the intermediate position between the super-
conductor and the insulator [16]. The resistance at this
field, R(T, Bc) = Rc, should not depend on temperature
at all [16] or may have only a weak temperature depen-
dence [13]. Hence, the isotherms R(B, T = const) cross
in the vicinity of Bc. At low fields, all the isotherms
from the vicinity of Tc approach the origin, possibly
ending at one of the axes near the origin. Hence, the
bunches in Fig. 2 have specific shape of lenses.

Inside each lens, one can more or less confidently
select some mean isotherm which separates those with
different signs of the second derivative ∂2R/∂B2 inside
the interval 0–Bc. Corresponding temperatures of these
separating isotherms are written near the bunches. For
the left bunches γ and δ, the separating isotherms turn
out to be straight lines in the aforementioned interval
with the slope ∂R/∂B ≈ Rc/Bc. For the states ε and ζ sit-
uated deeper in the s region, the lenses are slightly
deformed and the separating isotherms remain straight
only below 2–3 T.

The temperatures of the separating isotherms prac-
tically coincide with the values of Tc determined by cri-
terion (4). To some extent, this justifies the choice of the
coefficient in criterion (4). On the other hand, we get a

Fig. 2. Magnetoresistance isotherms for a sequence of tem-
perature values for several states of the In-O film. The tem-
peratures in each bunch are downward from 0.85 K with
step 0.1 K. About the labeled values of Tc, see text. Inset:
denser set of isotherms for state β, down from 0.58 K with
step 0.05 K.
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more convenient tool to determine the temperature
where the s transition becomes complete: by finding the
isotherm (B) which is a linear function going

through the origin.

The isotherms with T > Tc cross the ordinate at finite
R(0) ≠ 0. It is clear from the specific shape of the low-
field part of the lenses that they have nonzero slope at
B = 0 (detailed demonstration can be found in the inset
in Fig. 2):

(7)

This linear increase in R exists only with the field per-
pendicular to the film. The field directed along the film,
which does not bring the vortices from outside into the
film, results in zero field derivative (∂R/∂B)0 = 0, i.e.,
does not affect dissipation in the linear approximation.
This can be seen from the previously published data on
In-O films (Fig. 2 in [17]), which compare isotherms
for two almost similar states of the film but with differ-
ent directions of the applied magnetic field.

In the model of thermally excited free vortices, the
normal applied field increases the density of vortices of
the corresponding sign: ∆N+ ∝  B. But this leads, due to
the recombination processes, to the lessening of the
density of vortices of opposite sign. When

(8)

it follows from dynamic equilibrium equation (1) that
(N + ∆N+)(N + ∆N–) = N2, i.e., that in the linear approx-
imation the density changes cancel each other: ∆N– =
−∆N+. This qualitative inference illustrates the result
calculated by Minnhagen [18] long ago: the free vortex
density did not change until relation (8) was valid.

Hence, in the framework of the free vortex model,
one should expect the resistance change under condi-
tion (8) to be ∆R = O(B2). Experimental observation
that ∆R ∝  B when ∆R ! R(0) means that the zero-field
resistance R at this temperature is determined not by
vortices from thermally dissociated pairs.

Summarizing, we have described the upper part of
the resistive s transition of a “bad” (non-Drude) metal,
amorphous In-O film, by the usual expression [14] for
2D paraconductivity but failed to describe the lower
part in terms of an s material with thermally excited
vortices. Being in line with the idea of two characteris-
tic temperatures, our analysis does not confirm exist-
ence of the KTB transition in the vicinity of the lower
one. According to Emery and Kivelson [9], separation
of onset temperature Tc0, where the amplitude of the
order parameter is established, and of the phase order-
ing temperature Tc < Tc0 happens also in 3D non-Drude

RTc

∂R/∂B( )0 0.>

∆R R B( ) R 0( )–( ) ! R 0( ), i.e., ∆N+ ! N ,≡
metals. Here, the phase-order-breaking thermal fluctu-
ations are certainly not vortices. Our experiment seems
to be closer to this model.
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A field-theoretical approach is used to describe the critical behavior of weakly disordered systems with a
p-component order parameter. Renormalization group (RG) analysis of the effective replica Hamiltonian of a
model with replica-unsymmetrical interaction potential is carried out in a two-loop approximation directly for
three-dimensional systems. The Padé–Borel summation technique is used to determine fixed points of the
RG equations for the case of a single-step replica symmetry breaking (RSB). Analysis of their stability showed
that the type of stable critical behavior of the disordered systems against the RSB effects remains as before.
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In the renormalization-group (RG) description of
the critical behavior of disordered systems with
quenched disorder, the translational symmetry of the
effective Hamiltonian describing fluctuation interac-
tions is reproduced using the replica technique [1–3].
However, the authors of some studies [4–6] have come
up with ideas of a possible replica symmetry breaking
(RSB) in the systems with quenched disorder. The
available physical experiment is capable of neither con-
firming nor ruling out this hypothesis for the systems
with a weak quenched disorder.

In [4, 5], e expansion in a one-loop approximation
was used for the RG description of a model disordered
system with RSB in the interaction of fourth order with
respect to the order parameter fluctuations. It was found
that the RSB has a determining effect on the critical
behavior of the systems in which the number p of order-
parameter components is less than four. It has been
shown that, for p larger than unity but smaller than four,
the critical behavior is nonuniversal or, if the model
parameters satisfy certain condition as in the Ising sys-
tems (p = 1), the stable critical state is absent altogether.
However, although the conclusions of the cited works
are quite intriguing, our previous field-theoretical
results obtained for some pure and disordered systems
by the method of summation of asymptotic series in a
two-loop and higher order approximations have shown
[7] that the first-order e-expansion analysis of the sta-
bility of various types of critical behavior can be
regarded only as a rough estimate, especially for multi-
vertex statistical models [8]. Because of this, the results
obtained by Dotsenko et al. [4–6] for the RSB effects
0021-3640/01/7303- $21.00 © 20135
call for a detailed revision in the context of a more
accurate approach.

In this work, the RG description is accomplished for
a model of weakly disordered system with RSB in the
interaction of fourth order with respect to the order
parameter fluctuations. A direct field-theoretical
approach, without invoking e expansion, is applied to
the three-dimensional systems to solve the RG equa-
tions in the two-loop approximation by summation
methods, and the analysis of the stability against the
RSB effects is performed for various types of critical
behavior.

The model Ginzburg–Landau Hamiltonian for a
p-component spin system with a weak quenched disor-
der near the critical point reads

(1)

with the Gaussian-distributed random phase-transition
temperature δτ(x), whose dispersion 〈〈 (δτ(x))2〉〉  ~ u is
specified by some positive constant u proportional to
the concentration of structural defects. The use of the
standard replica technique allows straightforward aver-
aging over the temperature fluctuations δτ(x) to reduce
the problem of statistical description of a weakly disor-

H ddx
1
2
--- ∇φ i x( )[ ] 2

i 1=

p

∑




∫=

+
1
2
--- τ δτ x( )–[ ] φi

2 x( ) 1
4
---g φi

2 x( )φj
2 x( )

i j, 1=

p

∑+
i 1=

p

∑




001 MAIK “Nauka/Interperiodica”



 

136

        

PRUDNIKOV 

 

et al

 

.

                                                                                    
dered system to the problem of statistical description of
a homogeneous system with effective Hamiltonian

(2)

where the index a runs over the replicas (images) of the
original homogeneous component in Hamiltonian (1),
while the additional vertex u appearing in the interac-
tion matrix gab = gδab – u specifies the defect-field-
induced effective interaction between the fluctuations
of the (n × p)-component order parameter. This statisti-
cal model is thermodynamically equivalent to the orig-
inal disordered model in the limit n  0. The subse-
quent RG procedure of statistical description of the
contribution from the long-wavelength order-parame-
ter fluctuations about the ground state with configura-
tion φ(x) = 0 (at T ≥ Tc), when performed on the scale of
correlation length (turning to infinity at the transition
temperature Tc), allows one to analyze the possible
types of critical behavior of the system and the condi-
tions for their realization and to calculate the critical
exponents.

However, it was shown in [4–6] that, due to the fluc-
tuations of the random transition temperature, a macro-
scopically large number of space domains having
φ(x) ≠ 0 and separated from the ground state by poten-
tial barriers appear in the system at [τ – δτ(x)] < 0. The
statistical properties of the systems with a wide range
of local energy minima were described in [4–6] using
the Parisi RSB formalism. The arguments advanced in
[4−6] suggest that, if the replica procedure is applied to
the weak disorder, then the statistical description of the
contributions from the nonperturbative degrees of free-
dom associated with the order parameter fluctuations
about the configurations of the φ(x) field in the local
energy minima gives rise not to the additional interac-

tions of the  type in the effective replica

Hamiltonian, where the gab matrix gab = gδab – u is no
longer replica-symmetric, but to the interactions having
the Parisi RSB structure [9]. For instance, according to
[4–6, 9], the gab matrix with the RSB structure is
parametrized, in the n  0 limit, in terms of its diag-
onal elements  and a nondiagonal function g(x)
defined on the 0 < x < 1 interval: gab  ( , g(x)). The

Hn ddx
1
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g̃
g̃

corresponding operations on the gab matrices are given
by the following rules:

(3)

where

(4)

The replica-symmetric situation corresponds to x-inde-
pendent g(x) = const.

We accomplished the RG description for a model
with replica Hamiltonian (2) using the field-theoretical
approach in the two-loop approximation directly for the
three-dimensional case. The possible types of critical
behavior and their stability in the fluctuation region are
determined by the RG equations for the coefficients of
the gab matrix. They were determined by the standard
method based on the Feynman diagram technique for
the vertex parts of irreducible Green’s functions and on
the renormalization procedure. For example, the result-
ing two-loop expressions for the two-point Γ(2) and the

four-point  vertex functions have the form

(5)

gab
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(6)

where the following notation is introduced:

(7)

(8)

(9)

and gab is redefined as gab  gab/J. However, the sub-
sequent renormalization of the vertex functions, as well
as the determination of the β functions specifying RG
transformations for the interaction constants, is ham-
pered because of the complicated character of Eqs. (3)
and (4) for the operations on the gab matrices. The step
structure, revealed in [4–6] for the g(x) function, allows
the realization of the renormalization procedure. In this
work, we restrict ourselves to the single-step g(x) func-
tions of the form

(10)

where the step coordinate 0 ≤ x0 ≤ 1 is an arbitrary scal-
ing-invariant parameter and remains the same as in the
bare function g0(x). As a result, the RG transformations
of the replica Hamiltonian with RSB are specified by
three parameters , g0, and g1. The β functions
obtained for them in the two-loop approximation read

+ 48hgaagab
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It is known that the perturbation series are asymptotic,
while the vertices corresponding to the interaction of
order parameter fluctuations in the fluctuation region
τ  0 are too large for Eqs. (11) to be used directly.
For this reason, to extract the desired physical informa-
tion from the derived expressions, we applied the gen-
eralized Padé–Borel method, which is used for the
summation of asymptotic series. The direct and inverse
Borel transformations extended to the three-parameter
case are given by

(12)

For the analytic continuation of the Borel transform,
the expansion in powers of an auxiliary variable θ is
introduced,

(13)

to which the Padé approximation [L/M] is applied at
the point θ = 1. In the two-loop calculation of β func-
tions, we used the [2/1] approximant. The type of criti-
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cal behavior is determined by the presence of a stable
fixed point satisfying the system of equations

(14)

The solution of the system of Eqs. (14) for the p = 1, 2,
and 3 numbers of order-parameter components gave
three types of nontrivial fixed points in the physically
reasonable range of parameters  > 0,  ≤ 0, and

 ≤ 0 (Tables 1–3). For instance, a fixed point with

 ≠ 0 and  =  = 0 corresponds to the critical

behavior of a pure system; a point with  ≠ 0 and

 =  ≠ 0 corresponds to the critical behavior of a
replica-symmetric disordered system; and a point with

 ≠ 0,  = 0, and  ≠ 0 corresponds to the critical
behavior of a disordered system with RSB. The param-
eters  and  at a fixed point with RSB depend on

the step coordinate x0, so that the corresponding  and

 values are given in Tables 1–3 for 0 ≤ x0 ≤ 1 with a
step of ∆x0 = 0.1.

The possibility of obtaining critical behavior of a
particular type is determined for each p by the stability
of the corresponding fixed point. The stability require-
ment on the fixed point amounts to the condition that
the eigenvalues λi of the matrix

(15)

lie in the right complex half-plane. An analysis of the λi

values for fixed points of each type (Tables 1–3) allows
the following conclusions to be drawn: for the Ising
model (p = 1), the stable replica-symmetric fixed point
corresponds to a disordered system; with the XY model

βk g̃* g0* g1*, ,( ) 0 k 1 2 3, ,=( ).=

g̃* g0*

g1*

g̃* g0* g1*

g̃*

g0* g1*

g̃* g0* g1*

g̃* g1*

g̃*

g1*

Bi j,
∂βi g̃* g0* g1*, ,( )

∂g j

-------------------------------------=
(p = 2), we are inclined to believe that, in spite of the
fact that the positive λi are indicative of a weakly stable
replica-symmetric fixed point, the stable fixed point in
the higher order approximation will correspond to the
critical behavior of a pure system, as in the case of dis-
ordered systems not including the RSB effects [10]; for
the isotropic Heisenberg model (p = 3), the stable fixed
point corresponds to a pure system.

It is noteworthy that the obtained vertex values 

and  and the eigenvalues λi of the stability matrix at
the replica-symmetric fixed points are in good agree-
ment with the results of [10], where the disordered
three-dimensional spin systems were studied in the
two-loop approximation using summation methods.
When comparing both results, account should be taken
of the fact that the v1 and v2 vertices introduced in [10]
are related to the  and g0 vertices as v1 = (p + 8)(  +
9g0) and v2 = 8g0. Due to this transformation and to the
influence of the third vertex g1, the λi eigenvalues of the
stability matrix undergo some changes at the corre-
sponding fixed points, although the overall relative
character of their stability is retained. We calculated
some of the critical exponents for a three-dimensional
disordered Ising model and pure models with p = 1, 2,
and 3. The resulting Padé–Borel resummed values
(except for the critical exponent η, for which the two-
loop approximation is the lowest order approximation
of the theory) are given in Table 4, where they are also
compared with the corresponding critical exponents
taken from [11, 12], in which the calculations were car-
ried out for the three-dimensional models in the as yet
supreme six-loop approximation. It follows from Table
4 that the two-loop calculations performed directly for
the three-dimensional systems by using the summation
method are reliable enough for the results obtained for
the RSB effects to be trustworthy. The presently avail-

g̃*

g0*

g̃ g̃
Table 1.  Fixed points and eigenvalues for p = 1

Type x0 λ1 λ2 λ3

1 0.1774103 0 0 0.65355 –0.16924 –0.16924

2 0.1843726 –0.0812240 –0.0812240 0.525 ± 0.089i 0.211

3 0.0 0.1843726 0 –0.0812240 0.525319 ± 0.089273i –0.039167

0.1 0.1839722 0 –0.0829404 0.535185 ± 0.098291i –0.049185

0.2 0.1835134 0 –0.0846432 0.547065 ± 0.106665i –0.059851

0.3 0.1829917 0 –0.0863186 0.560666 ± 0.113305i –0.071187

0.4 0.1824035 0 –0.0879503 0.576473 ± 0.118038i –0.083210

0.5 0.1817458 0 –0.0895200 0.595060 ± 0.120271i –0.095927

0.6 0.1810165 0 –0.0910067 0.617241 ± 0.118872i –0.109334

0.7 0.1802154 0 –0.0923872 0.643936 ± 0.111389i –0.123415

0.8 0.1793442 0 –0.0936384 0.675972 ± 0.092079i –0.138133

0.9 0.1784070 0 –0.0947426 0.713456 ± 0.035266i –0.153431

1.0 0.1774103 0 –0.0956920 0.857325 0.65355 –0.169237

g̃* g0* g1*
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Table 2.  Fixed points and eigenvalues for p = 2

Type x0 λ1 λ2 λ3

1 0.1558303 0 0 0.667315 –0.001672 –0.001672

2 0.1558310 –0.0005837 –0.0005837 0.667312 0.001682 0.000004

3 0.0 0.1558310 0 –0.0005837 0.667313 0.001683 –0.000001

0.1 0.1558310 0 –0.0006143 0.667313 0.001684 –0.000088

0.2 0.1558310 0 –0.0006483 0.667313 0.001685 –0.000186

0.3 0.1558310 0 –0.0006863 0.667313 0.001686 –0.000296

0.4 0.1558310 0 –0.0007291 0.667313 0.001687 –0.000419

0.5 0.1558310 0 –0.0007775 0.667313 0.001687 –0.000559

0.6 0.1558309 0 –0.0008327 0.667313 0.001688 –0.000717

0.7 0.1558308 0 –0.0008964 0.667314 0.001690 –0.000901

0.8 0.1558307 0 –0.0009707 0.667314 0.001692 –0.001116

0.9 0.1558306 0 –0.0010583 0.667315 0.001694 –0.001369

1.0 0.1558303 0 –0.0011633 0.667316 0.001696 –0.001672

g̃* g0* g1*

Table 3.  Fixed points and eigenvalues for p = 3

Type x0 λ1 λ2 λ3

1 0.1382700 0 0 0.681378 0.131537 0.131537

2 0.2744341 –0.2678523 –0.2678523 1.092061 –14.99922 –18.30806

3 0.0 0.2744341 0 –0.2678523 1.092061 –14.99922 1.745304

0.1 0.2578105 0 –0.2562879 1.050832 –13.86676 1.564010

0.2 0.2417139 0 –0.2447617 1.007715 –12.80855 1.384946

0.3 0.2261734 0 –0.2332726 0.963140 –11.82213 1.208653

0.4 0.2112310 0 –0.2218288 0.917697 –10.90542 1.035821

0.5 0.1969437 0 –0.2104508 0.867311 –10.05682 0.872158

0.6 0.1833842 0 –0.1991760 0.704176 –9.275142 0.827493

0.7 0.1706399 0 –0.1880615 0.547650 –8.559373 0.784850

0.8 0.1588089 0 –0.1771867 0.399112 –7.908429 0.745485

0.9 0.1479902 0 –0.1666512 0.259975 –7.320732 0.710644

1.0 0.1382700 0 –0.1565674 0.131537 –6.793766 0.681378

g̃* g0* g1*
able experimental values of critical exponents obtained
for Ising-like disordered systems are presented rather
comprehensively in [12, 13], where the calculated and
experimental critical exponents are shown to be in good
agreement within the corresponding accuracies. Note
also that the results obtained by the ε expansion for the
multivertex statistical models without regard for the
order of approximation are not reliable. This was dem-
onstrated both by our analysis of the effective three-
vertex model and by the models used in other studies
[7, 8, 13]. Such a situation is explained by the competi-
tion between the different types of fixed points in the
parametric space of multivertex models. As a rule, this
competition prevents completion of the ε  1 transi-
tion without intersection of marginal dimensionalities
JETP LETTERS      Vol. 73      No. 3      2001
3 < dc < 4 separating the stability domains of different
fixed points. In contrast to the marginal number pc of
order-parameter components (the XY model with pc

close to 2), a search for dc in the field-theoretical
approach is hampered by the complexity of evaluating
diagrammatic integrals for arbitrary dimensionality d.

In summary, the two-loop renormalization-group
studies of the three-dimensional weakly disordered
systems have shown that their critical behavior is stable
against the effects of replica symmetry breakdown. For
the systems with a one-component order parameter, the
critical behavior is determined by the structural disor-
der with a replica-symmetric fixed point. Weak disorder
has no effect on the critical behavior of the multicom-
ponent systems, although higher order calculations are
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Table 4.  Critical exponents at replica-symmetric (RS) fixed points (FP) for three-dimensional models

Model FP η ν γ β α

Ising RS1 0.0280 0.6311 1.2445 0.3244 0.1068

[11] 0.031(4) 0.630(2) 1.241(2) 0.325(2) 0.110(5)

RS2 0.0283 0.6718 1.3294 –0.0154 0.3454

[12] 0.030(3) 0.678(10) 1.330(17) –0.034(30) 0.349(5)

XY RS1 0.0288 0.6673 1.3187 0.3427 –0.0019

[11] 0.034(3) 0.669(1) 1.316(1) 0.346(1) –0.007(6)

Heisenberg RS1 0.0283 0.6972 1.3787 0.3585 –0.0916

[11] 0.034(3) 0.705(1) 1.387(1) 0.364(1) –0.115(9)
required to prove this statement for the systems with
p = 2. In our opinion, the revelation of the possible
manifestations of the replica symmetry breakdown
effects in the critical behavior of strongly disordered
systems can be accomplished by nonperturbative meth-
ods through computer simulation of the order parame-
ter fluctuation distribution function and the random
transition temperature fluctuation spectrum [14].

This work was supported by the Russian Foundation
for Basic Research, project no. 00-02-16455.
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Superconducting Energy Gap in Bi2Sr2Ca2Cu3O10 + d (Bi2223) 
Single Crystals1

S. I. Vedeneev and V. A. Stepanov
Lebedev Institute of Physics, Russian Academy of Sciences, Leninskiœ pr. 53, Moscow, 117924 Russia
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Current–voltage characteristics of S–I–S tunnel break junctions fabricated from pure undoped Bi2223 single
crystals (Tc = 110 K) were measured. High quality of the crystals enabled production of good tunnel junctions
with a low or almost zero leakage current and well developed gap structure in the tunneling spectra. The peak-
to-peak energy gap values 2∆p–p in different crystals and the tunnel junctions ranged from 80 to 105 meV. The
tunneling conductance in the superconducting state was normalized to that in the normal state and compared to
a smeared BCS density of states. A simple fit of the data gave the average value of ∆ = 38.5 meV and reduced
gap 2∆/kTc . 8, consistent with a very strong coupling mechanism. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.50.+r; 74.72.Hs
An investigation of the tunneling conductance is
very important for the understanding of the mechanism
of superconductivity in high-Tc superconductors. Tun-
neling spectroscopy was very successful in studying
the superconducting state in conventional supercon-
ductors. However, a rich variety of peculiarities
observed in the tunneling spectra of high-Tc supercon-
ductors hampers a unique analysis of the experimental
results. It seems likely that most of these unusual tun-
neling data can be attributed to the inferior quality of
the tunneling junctions studied. The shape of the cur-
rent–voltage (I−V) characteristics are far from the ideal
that, for the conventional superconductors and the tun-
neling junctions, as a rule, do not meet the well-known
requirements for the junction selection. In particular,
there are scarcely any I−V characteristics satisfying
Ohm’s law at voltages above the superconducting
energy gap. In addition, single crystals of layered high-
Tc superconductors often contain a large number of
very thin interlayers of the other phases. At present,
most of the reproducible results have been obtained for
bilayered cuprate Bi2Sr2CaCu2O8 + δ (Bi2212) only. Up
to now, there has been no definiteness in the depen-
dence of the superconducting energy gap 2∆ and
2∆/kTc ratio on the doping level [1, 2]. In this connec-
tion, it is important to measure the gap value in the
higher-Tc phase Bi2223 since the problem of oxygen
deficiency is less dramatic in the Bi compounds. For
lack of single crystals, the data on 2∆ in Bi2223 have
been very limited. The low temperature gap values
were only measured on ceramic samples with a mixture
of Bi2212 and Bi2223 phases [3–5]. The exception is

1 This article was submitted by the authors in English.
0021-3640/01/7303- $21.00 © 20141
the STM experiments [6] where c-axis-oriented Bi2223
polycrystals were used.

In operation of our previous tunneling studies of the
high-Tc and low-Tc Bi-family superconductors [7, 8],
we present here first results on the tunneling measure-
ments in several pure undoped Bi2223 single crystals
by using a break-junction technique. The high quality
of Bi2223 samples enables us to fabricate good tunnel
junctions with a low or almost zero leakage current
and  well-developed gap structure in the tunneling
spectra.

Bi2.11Sr2.02Ca1.75Cu2.8O10 + δ single crystals with
Tc(midpoint) = 110 K and ∆Tc = 2.5 K (10–90% transi-
tion points) were obtained by free growth in gas cavi-
ties formed in KCl solution melt [9]. The crystals had a
plateletlike rectangular shape and mirror surfaces. The
sizes of the crystals were around 1 × 1 × 0.003 mm. The
quality of the crystals was verified by the measure-
ments of the dc resistance, ac susceptibility, X-ray dif-
fraction, and scanning electron microscopy. It should
be noted that the onset temperature of superconducting
transitions and the transition widths for dc resistance
and ac susceptibility were very close. Composition of
the crystals was studied at the Laboratory of Solid State
Physics, University of Groningen, The Netherlands.
The X-ray studies showed that the crystals studied here
contained less than 3% of the Bi2212 phase, as indi-
cated by a slightly increased width of certain reflections
in the diffraction patterns [9]. The unit cell parameters
were equal to a = 5.38 Å and c = 36.95 Å. Details of
break-junction preparation are described by us else-
where [7].

In Fig. 1a, we plotted the I−V characteristics of the
tunnel break junctions at T = 4.2 K fabricated from
001 MAIK “Nauka/Interperiodica”
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three Bi2223 single crystals. The curves are reproduc-
ible and reveal the characteristic features for a super-
conducting tunnel junction with a flat region around
zero bias voltage and a well-defined sharp increase in
the tunnel current around V = ±(90–100) mV connected
with a superconducting energy gap. At |V | > |100 | mV,
the I−V characteristics are linear and located in line
with the zeroth point, as it must be for good tunnel junc-
tions.

It is known that the break-junction technique allows
one to control the junction resistance and change the
shape of the I−V characteristics. Figure 1b shows the
representative I−V curve along with the tunneling con-
ductance data dI/dV vs. V for a low-resistance tunnel
junction, which are of frequent occurrence in experi-
ments with high-Tc superconductors. The inferior qual-
ity of the tunneling barrier leads to considerable distor-
tion of the I−V and dI/dV(V) curves. For junctions of
this type, even Ohm’s law does not hold. Although the
gap feature in this curve is more pronounced than in the
classical curves, it is strongly changed and these curves

Fig. 1. (a) I−V characteristics of the tunnel break junctions
at 4.2 K fabricated from three Bi2223 single crystals.
(b) The representative I−V and dI/dV vs. V characteristics
for low-resistance tunnel junction. The inferior quality of
the tunneling barrier leads to considerable distortion of the
curves.

no. 1

no. 2a
no. 2b

no. 3

no. 4

V

(a)
are unusable for a tunneling density of states determi-
nation.

Figure 2a shows the tunneling conductance data
dI/dV(V) measured on three crystals at T = 4.2 K. The
shapes of the dI/dV(V) curves are very similar to those
for the tunneling conductance of Bi2212 [7] which
were compatible with a smeared BCS density of states.
For the S–I–S junctions studied here, the peak-to-peak
distance between the two main maxima (marked by
arrows) on the dI/dV(V) curves corresponds to 4∆p–p.

The values of the energy gap 2∆p–p in different crys-
tals and tunnel junctions ranged from 80 to 105 meV. It
should be noted that the data in Fig. 2a correspond to
tunnel junctions with the minimal and maximal values
of 2∆p–p. The sharp peak in the low-temperature con-
ductances at zero-bias voltage as in the case of Bi2212
results from the Josephson current. It has been previ-

Fig. 2. (a) The tunneling conductance data dI/dV vs. V mea-
sured on the three crystals at 4.2 K. The arrows marked the
peak positions to determine the superconducting energy gap
value 2∆p–p. (b) The tunneling conductance dI/dV vs. V at
selected temperatures for one of the single crystals (no. 1).
The curves have been shifted vertically with respect to the
4.2 K curve, for clarity. The inset shows the temperature
dependences of in-plane and out-of-plane resistivities mea-
sured on the same crystals.

no. 1

no. 2b

no. 3

no. 1 ×

(a)

V
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ously shown by us [7] that this peak can be suppressed
by a magnetic field.

To determine the relation between ∆ and Tc, we mea-
sured the tunneling conductance dI/dV(V) at selected
temperatures on one of single crystals (no. 1). The
results are shown in Fig. 2b. For clarity, the curves have
been shifted relative to the lower curve. In the inset, we
show the temperature dependences of the in-plane and
out-of-plane resistivities measured on the same crystal.
One can see that the gap structure broadens and dimin-
ishes at increasing temperature. Since Tc for given sam-
ple was equal 110 K, and the gap structure vanished
completely at a temperature close to Tc, we can infer
that the observed energy gap is surely the supercon-
ducting state gap of Bi2223.

In order to find out a relation between ∆ and Tc, we
normalized the smoothed conductance dI/dV(V )S of the
junction in the superconducting state at 5.2 K by the
smoothed conductance dI/dV(V )N in the normal state at
115 K, which are displayed in Fig. 3a. Thereafter, we
made a least-squares fit of the expression

(1)

to the normalized tunneling conductance, where N(E) =

Re[(E – iΓ)/ ] is a smeared BCS den-
sity of states. Here, Γ is a measure of the quasiparticle
scattering rate [10]. The modified BCS curve (dashed
line in Fig. 3b) indicates that a reasonable fit of the gap
region of the T = 5.2 K data is achieved with ∆ =
44 meV and Γ = 21.5 meV, except for a small region
near zero, where the Josephson effect influences the
measurements and the strong dips at ±170 mV, that has
been observed in many other tunneling studies of
Bi2212 single crystals. Recent tunneling experiments
by DeWilde et al. [2] suggested that this dip feature in
the conductance is due to a strong-coupling effect in
d-wave superconductors and it arises from a frequency
dependence of an electron–electron pairing interaction.
The fit to the data with minimal value of ∆ for crystal
no. 3 gave values ∆ = 33 meV and Γ = 15 meV. The
obtained average value of ∆ = 38.5 meV agrees closely
with the earlier measurements of the energy gap on c-
axis-oriented Bi2223 polycrystals [6], where ∆ =
38 meV was obtained. The values of the ratio 2∆/kTc

for our two crystal nos. 1 and 3 are 9.2 and 7, respec-
tively. The average value of the reduced gap 2∆/kTc . 8
corresponds to a very strong coupling mechanism.

In a recent tunneling study [1] of Bi2212 single
crystals with various oxygen concentrations, a strong
dependence of the energy gap 2∆ on oxygen doping
was observed. By measuring the normal-state Hall
coefficient in our crystals, we have found that the con-
centration of the carriers n in samples is near 4 ×

dI/dV V( )S/dI/dV V( )N

=  
d

deV
---------- N E( )N E eV–( ) Ed

0

eV

∫

E iΓ–( )2 ∆2–
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1021 cm–3. Once the values of Tc and n in our single
crystals are closely matched by those in the optimaly
doped (Bi, Pb)2223 ceramic samples [11], one can
believe that the magnitudes of 2∆ and 2∆/kTc found
here are related to the optimaly doped crystals.

We would like to thank V.P. Martovitskii for the
careful X-ray studies of the single crystals. This work
was supported by the Russian Ministry of Science and
Technical Policy within the Program “Actual Problems
of Condensed Matter Physics” (grant no. 96001) and by
the Russian Foundation for Basic Research (grant
no. 99-02-17877).
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Onset of Self-Organized Critical State
in a One-Dimensional Multijunction SQUID

As a Result of Random Arrangement of Junctions
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The critical state of a one-dimensional multijunction SQUID with randomly distributed junctions exposed to a
slowly varying magnetic field is studied. It is shown that a small scatter of interjunction distances is sufficient
for the critical state of the system to become self-organized. A simplified and basically new model is proposed
for studying the self-organization in a system where this phenomenon occurs in a fully deterministic situation.
© 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 85.25.Dq; 74.50.+r
In recent years, considerable interest has been
shown in the magnetic properties of granular supercon-
ductors. It was demonstrated in a number of theoretical
works [1–4] that, due to the discreteness of structure of
these materials, they may come, like hard type-II super-
conductors, into a critical state. The properties of their
critical state are governed by the key parameter V ~
jca3/Φ0 (a is the grain size, jc is the critical current den-
sity in the intergrain junctions, and Φ0 is the magnetic
flux quantum).

It was shown in [5–9], both theoretically and by
computer simulation, that, if V is large, then self-orga-
nized criticality—a phenomenon intensively studied in
recent years [10]—can be realized in granular super-
conductors. This phenomenon implies that the dynamic
system of an array of mutually interacting elements
evolves into the critical state, which then becomes self-
reproducing and persists without exact tuning of exter-
nal parameters. Structurally, it represents a set of meta-
stable states interconverting via avalanches triggered
by small external perturbations. The avalanches may be
both small and giant, encompassing the whole system,
but both are triggered by small external actions. The
avalanche sizes obey the power-law distribution. For
granular superconductors, the external action is accom-
plished by injecting current into the system or by vary-
ing the external magnetic field. The avalanches mani-
fest themselves in the system as voltage pulses, and the
integrated avalanche voltage plays the role of avalanche
size. In addition, it was shown that the simplified mod-
els of the known multijunction SQUID systems have
analogues among the sandpile models, the most popu-
lar mathematical models for studying the self-organiza-
tion phenomenon [10–12].

However, it was pointed out in [6–9] that the self-
organization of critical state in a multijunction SQUID
0021-3640/01/7303- $21.00 © 20145
is possible only for certain, experimentally hard-to-
realize, ways of external action or if stochastic initial
conditions are introduced. For the practically most pop-
ular way of external action, namely, slow variation of
an external magnetic field, the self-organization did not
arise in the model. At the same time, in the experiments
described in [13], the time-dependent random magnetic
flux jumps with magnitudes obeying a power-law dis-
tribution were observed in the lattice of Josephson
junctions precisely for this way of external action,
thereby indicating that the self-organized critical state
may occur in this case. This fact forced us to correct the
model of multijunction SQUID. A new model pre-
sented in this paper includes the scatter of interjunction
distances, as is the case in real systems.

In this work, the critical state of a one-dimensional
multijunction SQUID with randomly distributed junc-
tions exposed to a slowly varying external magnetic
field is considered. It will be shown that a small scatter
of the interjunction distances is sufficient for the critical
state of the system to become self-organized even under
conditions where the self-organization was not
observed before.

We will also present a simplified and basically new
model for studying the self-organization in this system.
In this model, the phenomenon arises under the deter-
ministic action on the system.

A one-dimensional multijunction SQUID repre-
sents two superconducting plates, infinite in the y direc-
tion, connected together by Josephson junctions
(Fig. 1). The junctions are arranged along the x axis,
and the distance between the ith and (i + 1)th junctions
is a random variable bi. The system is exposed to a
slowly varying magnetic field Hext aligned with the y
axis. In the resistive model of Josephson junction with-
001 MAIK “Nauka/Interperiodica”
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out thermal fluctuations, the current density ji through
the ith junction is written as

(1)

where jc is the critical current density, ϕi is the gauge-
invariant phase difference at the ith junction, ρ is the
surface resistivity of the junction, and Φ0 is the mag-
netic flux quantum. The current density through the
junction is related to the magnetic flux in the corre-
sponding cells between the SQUID junctions as fol-
lows (the cells are numbered according to the nearest
left junction):

(2)

where Φi is the magnetic flux in the ith cell, Si = 2λLbi

is the cell area, λL is the London penetration depth, and
l is the junction size. Considering that the magnetic flux
in the ith cell is related to the gauge-invariant phase dif-

ference ϕi as Φi = (ϕi + 1 – ϕi), one obtains the fol-

lowing system of equations for the gauge-invariant
phase difference:

(3)

ji jc ϕ i

Φ0

2πρ
----------

∂ϕ i

∂t
--------,+sin=

4πji

Φi

Si
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Φi 1–

Si 1–
-----------– 

  1
l
---,=

Φ0

2π
------

V ϕ isin τ
∂ϕ i

∂t
--------+

=  Jiϕ i 1+ Ji Ji 1–+( )ϕ i– Ji 1– ϕ i 1–+[ ] ; i 1 N ,,≠

V ϕ1 τ
∂ϕ1

∂t
---------+sin J1ϕ2 J1ϕ1–[ ] hext,–=

V ϕN τ
∂ϕN

∂t
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=  –JN 1– ϕN JN 1– ϕN 1–+[ ] hext,+

V
16π2alλ L jc

Φ0
---------------------------, τ

8πalλL

ρ
------------------,= =

Fig. 1. (x, z) Section of a one-dimensional multijunction
SQUID.
where a is the mean interjunction distance.
It was shown in [5–9] that the dynamics of the sys-

tem with V @ 1 can be described by introducing the dis-
crete time tk = kT, where T is the characteristic time of
phase variation at the junctions, and replacing the sys-
tem of Eqs. (3) for the gauge-invariant phase differ-
ences by the system of coupled images for the dimen-
sionless currents flowing through the junctions zi =

zcsinϕi + τ/2π  (zc = V/2π):

(4)

In self-organization problems, in particular, sand-
pile problems, the dynamics of the system is ordinarily
described by using algorithms specifying the perturba-
tion rules and the sandpile sliding rules. The system of
images (4) can also be recast as an algorithm. In this
case, the zi value plays the role of a pile slope at the ith
site. The algorithm corresponding to Eqs. (4) is similar
to the algorithm suggested in [10] for a one-dimen-
sional sandpile.

However, since our model describes the behavior of
a real physical system, it has a number of important dis-
tinctions from the model [10]. First, the perturbation is
applied every time not to the accidentally chosen site
but to the boundaries of the system; i.e., it is determin-
istic. Next, the second, negative, threshold is taken into
account, as was discussed in detail in [8]. The main dis-
tinction is that the coefficients Ji in our case are random
variables, whereas in [10] all Ji were identical and equal
to unity.

The introduction of the random coefficients Ji is the
fundamental modification of the model and leads to the
appearance of the self-organized critical state under
conditions for which no self-organization was obtained
in the model with identical Ji [10]. The models with
random coefficients have never been considered before.

We studied our model by computer simulation on a
system with size N = 2M + 1 (M = 64) and with V = 40

Ji
a
bi

----, hext

4πλ La
Φ0

----------------Hext,= =

∂ϕ i

∂t
--------

zi k 1+( ) zi k( ) Ji θ zi 1+ zc–[ ] θ –zi 1+ zc–[ ]–( )+=

– Ji Ji 1–+( ) θ zi zc–[ ] θ –zi zc–[ ]–( )

+ Ji 1– θ zi 1– zc–[ ] θ –zi 1– zc–[ ]–( ); i 1 N .,≠

z1 k 1+( ) z1 k( ) J1 θ z2 zc–[ ] θ –z2 zc–[ ]–( )+=

– J1 θ z1 zc–[ ] θ –z1 zc–[ ]–( )

+ hext k( ) hext k 1+( )–( )/2π,

zN k 1+( ) zN k( ) JN 1– θ zN zc–[ ] θ –zN zc–[ ]–( )–=

+ JN 1– θ zN 1– zc–[ ] θ –zN 1– zc–[ ]–( )

+ hext k 1+( ) hext k( )–( )/2π.
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Fig. 2. Probability densities of integrated voltages for a one-dimensional multijunction SQUID; ρ(u/Φ0) is calculated using the sys-
tem of differential equations, and ρ(W) is calculated using the simplified model. The interjunction distances are scattered: (a) all Ji
are identical and equal to 1; (b) Ji are scattered in the range from 1 to 1.01; (c) Ji are scattered in the range from 1 to 1.2, the slope
of the straight line α = –1.62; and (d) Ji are scattered in the range from 1 to 1.4, the slope of the straight line α = –1.2.

(W)
in the regime that is ordinarily used for studying sys-
tems with self-organization. The computations were
carried out using both differential Eqs. (3) and system
of images (4). As was proved in [9], both methods of
system description are fully equivalent.

Before starting, we fixed the set of random Ji values,
which remained constant during the simulation. Next,
starting with the state for which ϕi = 0 or, what is the
same, zi = 0, we perturbed the system by changing the
external field hext by unity, hext  hext + 1. Then, the
system relaxed to the next metastable state; the hext

value did not change during the relaxation. After the
system had come into the next metastable state, we
again perturbed it, etc.

After a time, the system reached its critical state. It
represented a set of metastable states in which the cur-
rents in the right part of the system were positive and
close to the critical value, while, in the left part, they
were negative and close to the negative critical value.
The next perturbation triggered the avalanche in the
system, after which it was transferred into the next
metastable state, in which the spatial structure of the
system was as before, while the current magnitudes at
each contact slightly changed.
JETP LETTERS      Vol. 73      No. 3      2001
For each avalanche in this critical state, we calcu-
lated the integrated avalanche voltage at the positive
part of the lattice:

(5)

where tbn and ten are the instants of time corresponding
to the onset and completion of the nth avalanche,
respectively, and the summation is over the positive
part of the lattice.

For the system of images, the analogous quantity
has the form

(6)

We studied our system for different sets of Ji values.
For each realization of the Ji set, we calculated the
probability density ρ(u/Φ0) or ρ(W) (Fig. 2). Figure 2a
shows the probability density for the case where all Ji

are equal to unity; i.e., the situation is analogous to that
considered in [10]. In this case, no self-organization is
observed in the system and only a single metastable
state occurs, to which the system returns after the next
perturbation. All avalanches have the same size u0/Φ0 ≈
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32.5, and the probability density has the form of a δ
function. Figure 2b illustrates the case where the Ji val-
ues are chosen at random in the interval from 1 to 1.01.
One can see from Fig. 2b that the avalanches in the sys-
tem have different sizes, but they are appreciably less in
number than the number of avalanches of size u0/Φ0.
As the scatter of Ji increases, the probability density
becomes more and more different from the case of
identical Ji, although the peak at u0/Φ0 is still seen
(Fig. 2c). This peak disappears for the scatter in the
range from 1 to 1.4, and the probability density
becomes a power function with exponent close to unity
(Fig. 2d). Therefore, the self-organization arises in the
system without scatter of initial conditions and under
fully deterministic perturbation.

The main results of this work can be formulated as
follows.

It is shown that a small scatter of interjunction dis-
tances is sufficient for the one-dimensional multijunc-
tion SQUID to evolve into the self-organized critical
state under the conditions corresponding to the experi-
mental situation, namely, in a slowly varying magnetic
field, where the self-organization was not observed
before.

Inasmuch as the scatter of this type is inevitably
present in real SQUID systems, one can conclude that
their critical state is practically always self-organized.

Moreover, the suggested simplified model of the
system is a basically new model for studying the self-
organization, because this phenomenon arises in it in a
fully deterministic situation.

We are grateful to É.V. Matizen and S.M. Ishikaev
for discussion and valuable remarks. This work was
supported by the Russian Foundation for Basic
Research (project no. 99-02-17545), the Scientific
Council of the “Superconductivity” direction of the
program “Topical Directions in Physics of Condensed
Media” (project no. 96021 “Profile”), the subprogram
“Statistical Physics” of the state scientific and technical
program “Physics of Quantum and Wave Processes”
(project no. VIII-3), the state program “Neutron Studies
of Matter,” and (in part) the Russian Foundation for
Basic Research (project no. 96-15-96775).
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The surface part of electronic energy in small metal or semiconductor particles contains a contribution due to
the presence of crystallite edges and vertices. In the approximation of quadratic electron spectrum, the edge
contribution is calculated as a function of the dihedral angle of the edge and its orientation to the axes of the
effective mass tensor. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.20.Ee; 72.15.Eb
Quantum dots with a large number of electrons are
an intermediate object between the quantum and classi-
cal limits. On the one hand, their size is large compared
with the electron wavelength. On the other hand, the
quantization of states affects the transport and thermo-
dynamic properties of the system.

The surface contribution to the thermodynamics of
a small particle with a degenerate electronic system is
determined by the small ratio of the Fermi electron
wavelength 1/kF to the particle size L. It was shown by
Nagaev et al. (see review [1] and references therein)
that the existence of a surface leads to regular surface
corrections to the chemical potential of electrons.

The existence of a surface contribution to the elec-
tron gas energy leads to diversified physical effects. In
particular, it affects the surface tension in small parti-
cles and, hence, their equilibrium shapes. Establish-
ment of an equilibrium among electron gas systems in
microparticles differing in size and shape is accompa-
nied by their spontaneous charging [1]. It is shown in
[2] that the chemical potentials in microparticles are
not fully equalized because of charge discreteness. This
leads to the formation of a gapless dielectric state of the
system of grains, that is, to a gapless Hubbard dielec-
tric.

In addition to the surface contribution to the energy,
contributions due to edges and vertices also exist in cut
crystallites. The goal of this work is to find the edge
contribution to the chemical potential of three-dimen-
sional and two-dimensional cut samples.

Let us first consider a three-dimensional free elec-
tron gas bounded by a dihedral angle 0 < ϕ < φ, r < R.
The electron-gas wave function ψ at the angle surface
0021-3640/01/7303- $21.00 © 20149
satisfies the condition1 ψ = 0. We should evaluate the
contribution to the Ω potential from the vicinity of an
edge r = 0. For this purpose, let us consider the density
of the Ω potential at zero temperature

(1)

Here, εn, m is the electron energy level with the principal
quantum number n and the magnetic quantum number
m, kz is the momentum along the edge, me is the elec-
tron mass, and µ is the chemical potential. The z axis is
aligned with the edge.

Let the sector radius R go to infinity. In this limit,
ω(r, ϕ) no longer depends on the sector size. At the
same time, this quantity evidently goes to zero in the
vicinity of the boundaries and the edge at distances of
the order of the Fermi electron wavelength and
becomes constant and equal to the bulk density of elec-
tron-gas Ω potential at long distances from the bound-
aries. In order to determine the edge contribution to the
Ω potential, let us integrate ω over the region r < r0
adjoining the edge. The result contains a volume term
proportional to the volume of this region, a surface con-
tribution proportional to the sector surface, and the r0-
independent edge contribution 

(2)

1 In principle, the problem can be solved by passing to the large
volume limit from any problem with separable variables. The
boundary surface should contain the dihedral angle.
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With regard to the fact that the required edge contri-
bution is absent at φ = π, it can be found by passing to
the limit

(3)

The wave function obeying the boundary condition
takes the form

(4)

The normalization coefficient C and the energy lev-
els can be determined if the system is bounded at a large
distance R @ r. Using the asymptotic form of Bessel
functions at large distances

we find in the leading order in R

(5)

After going from the sum over n to an integral, we
obtain

(6)

After simple mathematics, the equation for Ωr takes
the form

(7)

Here, u = (  – )1/2r0.

The sum of Bessel functions squared can be con-
volved for angles φ = 2π and φ = π/j, where j is an inte-
ger. Using Eq. 5.7.17.8 from [3], we obtain

(8)
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In particular, at φ = π,

(9)

from whence the well-known bulk and surface [1, 2]
values of Ω potential can be found using the asymptotic
expression at r  ∞:

(10)

The expression for ω1 is obtained from Eqs. (3) and
(7)–(9) by integration over x in the first nonvanishing
quadratic order in u

(11)

Summing over m, we finally obtain

(12)

As is seen, at φ = π, ω1(π) = 0. For the right dihedral

angle, ω1(π/2) = /24πme.

The angle φ = 2π corresponds to a crack in the crys-
tal. We find from Eq. (7) using Eq. 5.7.11.11 from [3]

that, for this angle, ω1(2π) = /24πme. This expression
also satisfies Eq. (12), which was derived only for
angles φ = π/j.

A numerical calculation for arbitrary angles demon-
strates an agreement with Eq. (12) to a high accuracy,
which, evidently, points to its generality.

According to Eq. (12), ω1 is negative at angles larger
than π and positive at angles smaller than π. Physically,
the change of sign in ω1 is explained by the same fac-
tors as causing the positive sign of the surface contribu-
tion to the energy. The boundary region of the crystal is
depleted in electrons because of the zero boundary con-
dition. As a consequence, the region occupied by elec-
trons is reduced, and, hence, the electron-gas energy
increases at the same average density. If the boundary
is bent into an angle with its area kept constant, the vol-
ume of the depleted region decreases if φ < π and
increases if φ > π. This leads, respectively, to a decrease
or an increase in the electron-gas energy.

With the use of Eq. (12), the number of electrons in
a crystallite of volume V, surface area S, and edges with
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angles φn and lengths Ln is expressed through the chem-
ical potential

(13)

The expression for the edge contribution to the
energy allows a simple generalization to the case of an
anisotropic quadratic energy spectrum ε(k) =

/2mi. Let us consider a particular case when the
edge coincides with the axis (3) of the effective mass
ellipsoid. Let α and β be the angles of crystallite edges
with the xz plane. With the use of an affine transforma-
tion  = xi(mi/me)1/2, where me = (m1m2m3)1/3, the
Schrödinger equation is transformed to an isotropic
form, for which all above consideration is valid. In this
case, the transformed dihedral angle entering into the
above equations is defined by the relationship

(14)

and the edge length Ln is replaced by Ln .

Equation (12) was derived for an edge of a three-
dimensional crystal. Analogous problems also arise in
considering bounded two-dimensional systems in
which the motion along the z axis is quantized. A tran-
sition to two-dimensional formulas can be accom-
plished by excluding the integration over kz and the
multiplier Lz/2π in the intermediate formulas. As a
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result, the energy of an angle of a two-dimensional area
takes the form

(15)

Computer calculations of energy states in many-
electron quantum dots are a rather complicated prob-
lem, because the number of energy states included in
the Hamiltonian matrix grows exponentially with
increasing number of electrons. At the same time, sim-
ple estimates can be obtained, without tedious compu-
tations, by using the approach considered here, which
is based on a power expansion of thermodynamic quan-
tities in terms of the system size. In particular, the occu-
pation numbers of so-called self-organized quantum
dots of one semiconductor on the surface of another,
which are commonly shaped as cut pyramids (see, for
example, [4]), can be readily estimated with the use of
this approach.

This work was supported by the Russian Foundation
for Basic Research (project no. 00-02-17658) and by
the Russian Federation State Program “Physics of
Solid-State Nanostructures.”
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An unusual behavior was observed for the spontaneous Raman spectra in the range of the passband of trans-
poly(acetylene) nanoparticles. The following phenomena are observed for the stretching carbon–carbon vibra-
tions: large scattering cross section; high anti-Stokes-to-Stokes ratio; no correlation between the absorption
spectra of trans-nanopoly(acetylene) and the Raman excitation spectrum. A qualitative model is proposed for
synchronous weakly damping electron–nuclear vibrations in the ordered poly(acetylene) chain. © 2001
MAIK “Nauka/Interperiodica”.

PACS numbers: 63.22.+m; 71.45.-d; 78.30.Jw; 78.66.Qn
Over the last few decades, the properties of polymer
chains containing a system of conjugated π-electron
bonds have attracted attention of both chemists and
physicists. The dynamics of relatively weakly bonded
π electrons (as compared to σ electrons) in the conju-
gated chain is quasi-one-dimensional, leading to highly
anisotropic properties, both optical and conducting, of
π electrons. Poly(acetylene) (CH)x is the chemically
most simple π-conjugated polymer (Fig. 1, inset),
whose backbone is formed by the localized σ bonds
and in which the atomic orbitals of nonhybridized p
electrons of the nearest carbon sites overlap to form a
delocalized π-electron system. The π-electron density
between the adjacent carbon sites contributes to the
energy of localized σ electrons, thereby sizably affect-
ing the carbon–carbon bond strength; i.e., the trans-
(CH)x chain is characterized by strong electron–phonon
interaction. In this work, we report the unusual, for the
conventional theory of spontaneous Raman scattering
(SRS), behavior of the spectrum of C–C and C=C
stretching vibrations in nanopoly(acetylene) [nano-
(CH)x] samples. We also suggest a qualitative model of
synchronous electron–nuclear vibrations in the trans-
(CH)x chain and use it in interpreting the experimental
result. The main features observed in the SRS spectra
are as follows: the SRS cross sections and the intensity
ratios between the anti-Stokes and Stokes components
are unexpectedly large if nano-(CH)x samples are
excited in the range of the passband; moreover, no cor-
relation is observed between the absorption spectrum
and the SRS excitation spectrum.

The ground-state geometry of an ideal infinite trans-
(CH)x chain represents a sequence of almost equidistant
carbon sites (the difference between the C=C and C–C
bond lengths is small) and a coplanar zigzag formed by
0021-3640/01/7303- $21.00 © 20152
σ bonds (Fig. 1, inset). Such a model of an ideal infinite
chain is based on the most adequate ab initio calcula-
tions of the short poly(acetylene) chains (polyenes).
A value of ~0.05 Å obtained by these calculations for
the difference between the C–C and C=C bonds (alter-
nation parameter) at the midpoint of the chain is com-
parable with the quantum nuclear fluctuations in an iso-
lated C=C bond. The distinctions between the geome-
try and energy spectrum of the real and ideal π-
conjugated chains are mainly caused by two factors: the
chain-end and environmental effects. The chain ends
are almost isolated C=C bonds, which obtrude the
bond-length alternation upon the nearest bonds. At the
same time, numerical computations suggest that the
chain-end effect rapidly dies down at distances of a few
carbon–carbon bonds. Furthermore, the real chains
usually reside in a solvent or are surrounded by the
same chains. For the chains in a solution, the environ-
mental effect manifests itself as a fluctuating local field.
The solvent molecules affect each of the cells (e.g., the
C=C bond) differently, making the C=C bond strengths
in the chain different. This, in turn, suppresses the
translational order in the chain and drastically reduces
the π-conjugation efficiency. Analogous effects also
occur in the real (CH)x samples consisting of a set of
chains with a broad distribution of conjugation lengths.
It turned out that best ordered (CH)x chains are present
in the nano-(CH)x samples where the conjugated bonds
are assembled together as nanoparticles dispersed in a
matrix of saturated polymer [1]. The conjugated chains
in nano-(CH)x have a modest length, no longer than
30 nm, but are characterized by a narrow length distri-
bution and low concentration of conjugation defects
[2, 3]. The unusual features observed by us in the SRS
001 MAIK “Nauka/Interperiodica”
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spectra of trans-nano-(CH)x are due precisely to the lat-
ter fact.

Let us briefly summarize the known data on the SRS
spectroscopy of conjugated chains. In 1950s, it was
found from the SRS experiments on polyenes contain-
ing several carbon–carbon bonds that the addition of
each new C=C cell dramatically increased the SRS
intensity [4] in the range of stretching C–C and C=C
vibrations, usually denoted, respectively, as ν1 and ν3.
Another important effect was investigated in detail in
the last few decades. It consists in the lowering of the
ν1 and ν3 frequencies with an increase in the chain
length [5]. It was realized in [6, 7] that these facts are
due to the π- conjugation effect, because it is associated
with the delocalization of π electrons and, hence,
“washes away” electron density from the C=C-bond
region, making the C=C bonds softer.

Let us now describe the model of synchronous elec-
tron–nuclear vibrations in the trans-(CH)x chain. The
increase in the Raman activity of the ν1 and ν3 modes
of the trans-(CH)x chain can naturally be explained by
the fact that the chain of coupled oscillators has a col-
lective center-zone optical mode corresponding to the
antiphase vibrations of the adjacent C=C and C–C
bonds and, accordingly, in-phase vibrations of all C=C
and all C–C bonds in the chain. Among the chain
modes, this type of vibrations will provide the greatest
modulation of the π-electron polarizability and, hence,
the highest Raman activity. Indeed, within the frame-
work of the one-electron model, the trans-(CH)x chain
(Fig. 1, inset) with identical carbon–carbon bond
lengths will be metallic, while the alternating chain will
be a semiconductor because the unit cell in the latter
case will include two carbon sites and two π electrons.
If the C=C and C–C vibrations are in antiphase syn-
chronously in all chain cells, then the optical band gap
and the polarizability are strongly modulated. With real
(CH)x samples, such in-phase vibrations can occur in
the central part of a long conjugated chain. It is clear
that the SRS intensity due to the synchronous vibra-
tions will sharply increase with increasing chain length,
because not the intensities but vibrational amplitudes
add up in this case. Evidently, the closer the frequencies
of the adjacent C=C cells and the larger the number of
such cells in the central part of the chain, the more
probable the effect of synchronization of the vibrations
of coupled oscillators. This effect is analogous to the
effect of passive mode-locking in lasers. The structural
and thermal disorder will misphase the chain synchro-
nous vibrations. A structural defect, e.g., in the form of
a sp3-hybridized carbon site in the chain, will “disrupt”
the π conjugation because it sharply decreases the over-
lap of π-electron wave functions at the carbon sites sur-
rounding the defect. This will strongly suppress the
π-electron delocalization. Similarly, the thermal disor-
der is mainly associated with the out-of-plane chain
modes and also sharply reduces the conjugation effi-
ciency.
JETP LETTERS      Vol. 73      No. 3      2001
The SRS spectra were recorded at room temperature
with different spectrometers at several excitation wave-
lengths in the range 1064–488 nm [8, 9] using “reflec-
tion” scattering geometry. The (CH)x content in
(2−50)-µm-thick poly(vinyl butyral) films was ~1%.
Liquid samples were taken as highly diluted butanol–
poly(vinyl butyral)–(CH)x nanoparticle solutions. The
concentrations of cis and trans isomers in nano-(CH)x
were estimated at 50%/50%. In what follows, only
three experimental observations are discussed for the ν1
and ν3 lines: (i) large SRS cross section for the trans
isomer in the range of the passband; (ii) SRS excitation
spectrum; and (iii) high anti-Stokes-to-Stokes ratio for
the trans isomer excited in the range of the passband.

(i) It was found that the SRS cross section was unex-
pectedly large for trans-nano-(CH)x excited in the
range of the passband. The SRS spectrum of a liquid
sample (Fig. 2) was used to estimate the SRS cross sec-
tion for trans-nano-(CH)x relative to the most intense
band at ~2900 cm–1 due to the associated C–H bonds of
the solvent. For the trans-nano-(CH)x volume concen-
tration of ~2 × 10–4 in the solvent and with regard to the
correction factor “ω4,” one finds from Fig. 2 that the
integrated SRS cross section for trans-nano-(CH)x is
four orders of magnitude larger than the SRS cross sec-
tion for quite strong solvent lines [10]. The SRS cross
section for trans-nano-(CH)x in the range of the pass-
band is large to an extent that rather resembles reso-
nance SRS. However, nano-(CH)x is transparent at a
wavelength of 1064 nm; photothermal measurements
show1 that the absorption of nano-(CH)x is at least four
orders of magnitude weaker than the absorption in the
range of the fundamental dipole-transition band of
trans-nano-(CH)x (Fig. 1).

(ii) Figure 3 shows the SRS spectra of the trans and
cis isomers for four excitation wavelengths 1064, 647,

1 Unpublished data of N.V. Chigarev and one of the authors
(D.Yu.P.).

Fig. 1. Absorption spectrum of the nano-(CH)x film at room
temperature; trans and cis indicate zero-phonon lines of the
trans and cis isomers, respectively. The geometry of a chain
fragment of the trans isomer is shown in the inset.

Wavelength (µm)
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trans
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514, and 488 nm. A comparison of these spectra with
the absorption spectra of the trans and cis isomers
(Fig. 1) shows that the intensities of the cis SRS lines

Fig. 2. SRS spectrum of a solution of nano-(CH)x for the
excitation wavelength of 1064 nm.

Fig. 3. SRS spectra of the nano-(CH)x films for four excita-
tion wavelengths.

trans
trans

cis

cis cis
are the greatest, relative to the trans lines, for the exci-
tation wavelength closest to the absorption maximum
of the cis isomer (514 nm). For the other excitation
wavelengths, the cis lines are at least an order of mag-
nitude weaker than the lines of the trans isomer. An
unusual fact is that the line intensities of the trans iso-
mer correlate with its absorption spectrum for none of
the excitation wavelengths; in other words, the SRS
excitation spectrum of trans-nano-(CH)x is “insensi-
tive” to the fundamental dipolar absorption band. Note
that the integrated SRS cross section for the Stokes
components always increased linearly with a rise in the
excitation intensity [9].

(iii) Figure 4 shows the Stokes and anti-Stokes SRS
components of nano-(CH)x for the excitation wave-
length of 1064 nm. Within the framework of the non-
resonance SRS model, the observed high intensity ratio
between the anti-Stokes and Stokes scattering compo-
nents corresponds to the effective vibrational tempera-
ture of about 700 K, which is considerably higher than
the destruction temperature of (CH)x.

We relate high Raman activity of the ν1 and ν3
modes to the synchronous vibrations of the trans-nano-
(CH)x chain. In this case, the SRS cross section
increases to a level characteristic of the resonance RS
where the exciting photon falls within the absorption
band. The high ratio between the anti-Stokes and
Stokes components can reasonably be attributed to the
nonthermal population of the ν1 and ν3 modes. The
population will be effective if the lifetime of the syn-
chronous ν1 and ν3 modes is such that they do not decay
during the time interval between the scattering events.
Note that this anti-Stokes scattering mechanism corre-
sponds to the four-photon process underlying CARS
spectroscopy. In [11], detailed measurements of the
SRS excitation spectrum were performed for deeply
cooled trans-β-carotene, a finite analogue of trans-
(CH)x with nine C=C cells. For the absorption band and
below it, the SRS excitation spectrum measured from
the ν3 (C=C) mode of the ordered samples represented
a Franck–Condon sequence, with the SRS cross section
being the same both in the absorption peak and several
linewidths below it. For the less ordered samples, e.g.,
β-carotene in a solution, the SRS cross section sharply
decreased near the absorption band [11]. A high SRS
cross section in the ordered β-carotene microcrystals
can naturally be related to the synchronous vibrations
of the C=C bonds in the cells of the β-carotene chain.
Thus, one can conclude that the effect of coherent elec-
tron–nuclear motion is observable for ordered polyene
chains containing even ~10 C=C bonds.

Therefore, due to the π-electron subsystem, the
vibrations of the carbon–carbon bonds in the ordered
trans-(CH)x chain are synchronized over its extended
section, leading to the enhanced Raman activity of the
ν1 and ν3 modes. The characteristic length L of this sec-
tion can be estimated as a length for which the electron
JETP LETTERS      Vol. 73      No. 3      2001
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passage time with Fermi velocity VF ~ 1.5 × 108 cm/s
[5] is comparable with the period of ν3 vibrations; i.e.,
L ~ VF/ν3 . 300 Å. Consequently, L corresponds to a
chain containing ~100 C=C bonds, i.e., is on the order
of the characteristic size of the nano-(CH)x nanoparticle.
Note that the analogous effect of enhanced activity of
the vibrational modes correlated with the oscillations of
π-electron density is observed in the IR spectra of aro-
matic hydrocarbons and is also assigned to the collec-
tive electron–nuclear motions extended over the whole
conjugated molecule [12]. Moreover, the lifetime of
synchronous vibrations in the π-conjugated systems
may be rather long. For instance, weakly damping
C−C, C=C, and C≡C vibrations were observed in the
π-conjugated chain of poly(diacetylene) excited by a
5-fs optical pulse [13]. It should be emphasized that the
photoinduced states in the π-conjugated chains, in par-
ticular, trans-nano-(CH)x, are characterized by more
than one time constant up to the millisecond time scale
[2]. An important point is that on cooling trans-nano-
(CH)x, i.e., reducing the concentration of thermal
defects in the chain, the conjugated chain tends to

Fig. 4. SRS spectrum of the nano-(CH)x film for the
excitation wavelength of 1064 nm. Excitation intensity is
<20 kW/cm2.
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change its structure, as is evident from the splitting of
the SRS ν3 line [3]. Therefore, it is quite probable that
the well-ordered π-conjugated chain can undergo phase
transition to the state with undamped vibrations, i.e.,
correlated electron–nuclear motion without scattering.

This work was supported in part by the Russian
Foundation for Basic Research, project no. 99-02-
17785.
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