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It is pointed out that the degradation of Si single crystals after heating is due primarily to
structural transformations associated with a partial transformation of diamond–like Si into silicon
with the structure of white tin. These transformations, which are observed at high pressures,
occur as a result of the appearance of numerous zones of stress concentration due to the anisotropy
of thermal expansion of differently oriented microvolumes of the crystal. The high pressures
required for the indicated phase transition to occur can be reached in these zones. It is pointed out
that the structural transformations leading to the degradation of the electrical properties of
Si can be prevented by doping it with transition or rare–earth metals, which increase the
interatomic interaction energy and, as a result, decrease the thermal expansion. The
choice of dopant is made on the basis of calculations of the binding energy and charge density
based on a system of unpolarized ionic radii. ©1997 American Institute of Physics.
@S1063-7826~97!00109-9#

The problem of increasing the thermal stability of Si hasthe stressed state of a Si single crystal before and after
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existed nearly since the time it was used as the main mat
of semiconductor electronics.1,2 It still exists today, despite
the fact that it is long–standing. To decrease the degrada
of the material after it is heated and then cooled, heat tr
ment involving annealing at a definite temperature follow
by slow cooling is used.1–4

Heat treatment decreases but does not completely e
nate the degradation. It is therefore profitable to try to
solve this problem by doping Si with specially selected do
ants. In the present paper we examine the basis for choo
dopants for the purpose of increasing the thermal stability
Si.

The approach proposed for choosing dopants wh
would increase the thermal stability of silicon is based
ideas which we advanced concerning the reasons why
electrical properties of silicon are degraded after heating
cooling. In our view, the comparatively recently observ
structural transformations occurring in Si when it is hea
are due mainly to degradation of the material after hea
~Refs. 5–10!.1! It is well known11 that polymorphous trans
formations occur in Si under high pressures.

When Si is heated, as a result of the anisotropy of th
mal expansion, zones of stress concentration appear at
tions where differently oriented sections of the single crys
~subgrains, blocks! meet and high pressures develop in the
local sections of the crystal. Structural transformations as
ciated with the precipitation of Si with the structure of whi
tin occur in such high–pressure regions. These ideas are
ported by the results obtained in previous investigations
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treatment. The formation of a high–pressure phase in t
sections of the crystal that were discussed above resul
stress relaxation and further growth of the precipitates sto
However, the single–crystal nature of the material after he
ing and cooling in accordance with the appropriate stage
the technological process is substantially disturbed. This
sults in the formation of numerous lattice defects toget
with thermal donors associated with them~see Refs. 1–4!,
which lead to the degradation of the electrical properties
the material. Therefore, doping is used to introduce dopa
into silicon that would suppress these transformations
thereby increase the thermal stability of silicon.

It is obvious that substances which on dissolving in
increase the strength of the interatomic bonds, ther
strengthening the lattice as a whole, can play the role of s
additives. A consequence of this process should be a
crease in the thermal expansion and therefore a decrea
the probability of formation of high–pressure regions whi
lead to the phase transformation accompanied by a pre
tation of a different modification of Si~high–pressure
phase!. To provide a basis for choosing dopants which a
distinguished by the indicated properties, we employed
principles of the metal chemistry of complex doping whi
are based on a system of unpolarized ionic radii.13,14 A
scheme for calculating the parameters that determine
character of the interatomic interaction of the dopant ato
with the solvent~in this case with Si! is presented in Refs. 15
and 16 . To estimate the interatomic interaction in the cas
doping of a material, according to Ref. 15 it is necessary
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FIG. 1. Binding energyD versus in-
teratomic distanced between inter-
acting particles in binary systems o
Si atoms with elements from the pe
riodic table.
pay special attention to the directionality of the interatomic
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bonds and the covalence, hybridization, and anisotropy
the electronic distribution which accompany it. The sem
empirical approach, which makes it possible to take into
count these effects, is based on the use of a system of u
larized ionic radii.14 According to Refs. 14 and 15, we hav

log Ri
~zi !2 log Ri

~0!1zi tan a i50, ~1!

wherezi is the effective charge of the dopant atom, the ind
i denotes the type of atom,Ri

(z) and Ri
(0) are, respectively,

the radii of the ions and atoms,a i is the slope angle of the
function logRi5f(n), and n is the number of identifiable
electrons.14 The interaction of Si and dopant atoms can
represented schematically as an interaction of ionsA andB
at a fixed distanced. The effective charges and ionic radii o
the interacting particles are determined, according to Re
by solving the system of equations

RA
~zA!

1RB
~zB!

5d, ~2!

log RA
~zA!

5 log RA
~0!2~zA,min1D l /2!tan aA , ~3!

log RB
~zB!

5 log RB
~0!2~zB,min1D l /2!tan aB . ~4!

The quantityD l characterizes the degree of deformation
the electronic clouds of the interacting particles,zi ,min is the
charge of the reagents for a purely ionic interaction an
point contact of the interacting particles and is determin
from the condition that the charge density and electrone
tivities of the interacting particles equalize at the point
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particles are determined for a specific direction of the int
action and include as constituent parts a spherical compo
(zi ,min) and a directed component (D l /2): 15

zA5zA,min1D l /2;zB5zB,min1D l /2. ~5!

It follows from the solution of the system of equation
~2!–~4! that the effective charges and radii of the atoms
the interacting substances vary in conformity with the int
molecular distances and depend on the chemical individ
ity of the bonding partners. According to Ref. 15, this
taken into account by a set of parameters tana i andRi

(0) of
the system of unpolarized ionic radii.13,14

This approach does not postulate the value of the ef
tive charge of the interacting substances or that their e
tronic shells are spherical, and it gives a clear representa
of the directed character of the interatomic bonds.15,17

A special feature of the computational procedure d
scribed above is that the conditions of equality of the
rected charge densityr l hold for any value of the effective
charges of the interacting particles when ions with char
zA and zB come into contact and, according to Ref. 13,
determined from the relation

r l A
@e/Å #5

0.434

RA@Å #zA tan aA
, ~6!

where the indexl 5 l A signifies the directional nature of th
charge density. The correctness of this approach to estim
ing the charge density is confirmed by comparing this qu

876Glazov et al.
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the corresponding compounds.The most important conse
quence of this approach is establishing a direct correla
between the experimental values of the binding energy
the results of a calculation of the charge density using
~6!.15,16 According to Ref. 16 , this correlation can be repr
sented by the empirical equation

DF kcal

moleG585r l@e/Å#2310. ~7!

The relation~7! makes it possible to estimate, on th
basis of calculations of the charge density from the relat
~6!, the binding energy of a pair of atoms separated b
certain distance. The effect of the interatomic distances
the interacting substances is expressed in terms of Eq.~2!,
which is part of the system of equations whose solution gi
an expression for the directed charge density~6!.

On the basis of the ideas examined above, we perform
calculations of the binding energy in the case of the disso
tion of different simple substances in silicon.2! The results of
these calculations are presented in Fig. 1 in the form of a
of D5 f (d). We see that as the distance between the in
acting particles increases, the binding energy decre
nearly exponentially. Figure 1 shows the curvesD5 f (d) not
for all elements in the periodic table but rather only for t
most important donor- and acceptor-type dopants, which
employed for obtaining silicon with the required electric
properties, as well as for some transition metals and r
earth elements~REE!. Moreover, the binding energy depen
strongly on the physical-chemical nature of the interact
substances. The highest binding energies occur for pair
teractions in binary Si systems with transition metals W,
Ta, Cr, and others, as well as with rare-earth elements.
family of curves which lie in the region of high bindin
energies also includes a curve for the silicon–gold syste3!

Therefore, when these substances dissolve in Si, the the
stability of Si should increase as a result of an increase in
strength of the interatomic bonds in the crystal lattice of
solid solution.

It is well known that as the strength of interatomic bon
increases, the thermal expansion coefficient decreases.
behavior should primarily lead to a decrease in the num
of zones of stress concentration and, correspondingly, h
pressure regions in the crystal when it is heated. Furth
more, because of the decrease in the thermal expansion
efficient, the effect of the anisotropy of thermal expans
should decrease substantially. As a result, the pressure
veloping in the zones of stress concentration are not be
enough to induce a phase transition of Si with diamo
structure into Si with white-tin structure. Thus, it follow
from the curve shown in Fig. 1 that the energetics of
interatomic interaction depends substantially on the in
atomic distances, and therefore on the chemical nature o
interacting particles. However, in our specific case, when
problem of the nature of the interaction of the dopant ato
with the Si atoms is being solved, it is desirable to estab
a relation between the binding energyD and the charge den
sity at distanced51.4 Å, which approximately correspond
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to the interatomic distance in the silicon lattice.4! This depen-
dence is essentially obvious, considering the sequence of
culations and the constant spacing of the curvesD5 f (d).
Indeed, the dependence of the binding energy on the ch
density~Fig. 2! is found to be linear, and the rectilinear se
tion in the region of high binding energies agrees with t
tabulated data.18 This shows that our prediction is reliabl
and gives hope that doping of Si with transition or rare-ea
metals will lead to a solution of the problem of the therm
stability of Si.

1!In Ref. 6 ribbon precipitates of hexagonal Si with microindentations
diamond-like Si were observed in the temperature interval 400–500
The microindentations were attributed to a martensite transformation
cess.

2!We thank É. V. Prikhod’ko for a discussion of this problem and for assis
ing in the calculations.

3!According to Refs. 1 and 2, when Si is doped with gold, the lifetime of
nonequilibrium charge carriers drops sharply. For this reason, doping
gold is not recommended, since the cost is also taken into account.

4!The shortest interatomic distance between the~100! planes in the Si lattice
equals 1.3577 Å~Ref. 4!, but this distance can change when dopants d
solve in the lattice. This is why an approximate value is used in the te
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FIG. 2. Relation between the binding energyD and the charge densityr l for
interatomic distanced51.4 Å corresponding to the silicon lattice.
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Optical spectroscopy of excitonic states in zinc diarsenide

po-
A. V. Mudry , V. M. Trukhan, A. I. Patuk, I. A. Shakin, and S. F. Marenkin

Institute of Solid-State and Semiconductor Physics, Bellorussian Academy of Sciences,
220072 Minsk, Belarus
~Submitted December 20, 1996; accepted for publication December 25, 1996!
Fiz. Tekh. Poluprovodn.31, 1029–1032~September 1997!

The luminescence and transmission of zinc diarsenide single crystals near the fundamental
absorption edge have been investigated in the temperature range 4.2–300 K. Intense luminescence
and absorption lines at 1.0384, 1.0488, and 1.0507 eV, referring to the ground state (n51)
and excited states (n52, n53) of a free exciton were observed at low temperatures. The free-
exciton binding energy was found to be;13.9 meV on the basis of the hydrogen-like
model and the direct band gap was found to be 1.0523, 1.0459, and 0.9795 eV at 4.2, 78, and
300 K, respectively. ©1997 American Institute of Physics.@S1063-7826~97!01208-8#

The compound ZnAs2 is a II–V semiconductor which
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crystallizes in a monoclinic structure.The arsenic atoms
form chain structures which are oriented along the princi
crystallographic axisC. As a result, the physical~electrical,
optical, and other! properties of this material are strong
anisotropic.2–6 Until now, among the compounds in th
group of semiconductors, ZnAs2 has been studied in greate
detail, but many of its properties, primarily the optical pro
erties, have not been adequately studied. In most case
data on the fundamental parameters and band structur
this material are inconsistent.3–5 Furthermore, no one ha
investigated the luminescence near the intrinsic absorp
edge. Since optical spectroscopy is an effective method
determining band-structure parameters, in the present w
measurements of the optical transmission and luminesc
were performed near the fundamental absorption edge
wide range of temperatures in order to establish the fun
mental parameters of this material — the exciton bind
energy and an accurate value of the width of the band g

The investigations were performed on structurally p
fect ZnAs2 single crystals, grown by Bridgman’s method
vertical directed crystallization, and on crystals obtain
from the gas phase. The initial samples exhibited, as a r
p-type conductivity and possessed a carrier density;1014

cm23 and Hall mobility 150 cm2/~V•s!. The dislocation den-
sity in the crystals was less than 53102 cm22. The optical
spectra were recorded in unpolarized light in the tempera
interval 4.2–300 K. The spectral dependence of the abs
tion coefficienta(hn) was determined from the transmissio
spectra according to the ratio

T05
~12R!2 exp~2ad!

12R2 exp~22ad!
, ~1!

whereT0 andR are the reflectance and transmittance, and
is the thickness of the sample. It was determined that
transmittanceT0 in the spectral region 0.7–0.9 eV does n
depend onhn and equals 50–55% for all samples studie
i.e., ad!1 ~transmission region!. The reflectanceR for this
energy interval was determined from the relati
T05(12R)/(11R). The luminescence spectra were r
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sition of the lines in the optical spectra was determined
within 60.2 meV.

A typical absorption spectrum of one sample of zi
diarsenide (d.60 mm! at 4.2 K is shown in Fig. 1. Three
lines with maxima at 1.0384, 1.0488, and 1.0507 eV, wh
merge in the short-wavelength region, are clearly seen in
spectrum. The half-width of these lines equals;0.54 meV,
i.e., ;1.5 kT. It should be noted that the energy position
the lines is virtually identical for crystals grown by Bridg
man’s method or synthesized from the gas phase and rem
unchanged from sample to sample in the range60.2 meV.
The stability of the energy position of the spectral lines a
the quality of the half-widths in samples cut from differe
ingots or parts of the same ingot shows that the single c
tals synthesized by Bridgman’s method and the crys
grown from the gas phase were structurally perfect. T
structure of the absorption spectrum displayed in Fig. 1
characteristic of direct-gap materials and can be interpre
as a manifestation of the ground state (n51) and two ex-
cited states (n52, n53) of a free exciton — the lines
1.0384, 1.0488, and 1.0507 eV, respectively. If t
hydrogen-like model describing the energy of the excito
states is taken as a basis, the exciton binding energyEex can
be calculated and the direct gapEg can be estimated. Ac
cording to this model the energyEn of the excitonic states is
determined from the formula

En5Eg2
Eex

n2
. ~2!

Using the experimentally determined values of the ene
position of the ground state~1.0384 eV! and excited exci-
tonic states~1.0488 and 1.0507 eV!, we estimated the exci
ton binding energy as 13.9 meV and obtained a direct ga
1.0523 eV at 4.2 K.

Figure 2 shows the transmission spectra of a.300
mm-thick-sample at 4.2, 78, and 300 K. One can see tha
the measurement temperature increases, the excitonic s
shifts into the long-wavelength region of the spectrum,
correspondingn51, 2, and 3 lines are broadened, and t
components referring to the excited states gradually van

87990879-03$10.00 © 1997 American Institute of Physics
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The experiments showed that the relative energy split
between the lines does not depend on the temperature
remains constant. Lines withn53 andn52 are present in
the transmission spectra up to temperatures of 70 and 18
respectively. At room temperature only the exciton grou
staten51 is seen~Fig. 2c!.

As follows from Figs. 1 and 2a, besides the exciton
absorption peaks corresponding to the ground and two

FIG. 1. Absorption spectrum of zinc diarsenide at 4.2 K. The spectral r
lution is 0.1 meV.

FIG. 2. Transmission spectra of zinc diarsenide. The spectral resolutio
0.1 meV.T, K: a — 4.2, b — 78, c — 300.
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g
nd

K,
d
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cited states, then52 line possesses a fine structure, whi
consists of two additional components 1.0482 and 1.0
eV. These components are observed in the spectra up to
peratures;35 K, and at higher temperatures they are n
resolved because of temperature broadening. One reaso
the appearance of a fine structure in the first excited state
be given below.

The temperature dependence of the variation of the
ergies of the ground state and two excited states, as we
the gap width, are shown in Fig. 3. It follows from our e
periments that the exciton binding energy does not dep
on the measurement temperature. In accordance with Eq~2!,
the temperature dependence of the band gap can therefo
obtained by adding the exciton binding energy of 13.9 m
to the experimentally measured value of the ground-state
ergy ~the linen51). An estimate of the temperature coef
cient of the variation of the band gap in the region 110–3
K gives 3.131024 eV/K.

Figure 4 shows the luminescence spectra of zinc dia
enide single crystals at different temperatures. A doub
structure~1.0384 and 1.0396 eV! with a 3:1 intensity ratio is
observed near the absorption edge~Figs. 4a and 4b!. This
structure is due to the recombination of free excitons in
ground state. A large increase in sensitivity of the measur
apparatus~by a factor of;103) makes it possible to record
in the emission spectra a line at 1.0788 eV due to the a
hilation of excitons in the first excited state (n52). The
experiments showed that the energy positions of the abs
tion and luminescence peaks for excitonic states are
same. The 1.0344-eV~M5! luminescence line, which we ob
served previously, is attributable it to the radiative recom
nation of excitons localized at impurity–defect complexes8

The half-width of the excitonic luminescence lines wi
n51 andn52 at 4.2 K is equal to;0.48 meV, i.e., 1.3 kT.

o-

is

FIG. 3. Temperature dependence of the energy position of the excit
states and band gap in zinc diarsenide.
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As the temperature increases, these lines broaden and
into the low-energy region. AtT;48 K ~Fig. 4b!, together
with the n51,2 lines, a line referring to the second excit
staten53 is clearly seen in the luminescence spectra an
remains up to temperatures of;65 K. The excitonic state
with n52 is seen in the luminescence up to temperatu
;180 K.

As liquid-nitrogen temperature is approached, the d
blet structure of the split exciton ground state becomes
possible to resolve and at 78 K~Fig. 4c! a line with n51,
which broadens up to 4.5 meV, is observed.

A line at 0.963 eV, which corresponds to the exciton
ground state withn51, dominates the room-temperature l
minescence spectra.

We note especially the existence of splitting (;1.2
meV, Figs. 4a and 4b! of the excitonic ground state in lumi
nescence and the first excited state in absorption~Fig. 1!. In
our opinion, this could be due to the spin-orbit or exchan
interactions, as well as splitting of the energy bands. Effe
of this kind have also been observed for other semicondu
compounds.9,10

It was determined that the temperature shift of t
ground and excited states in luminescence is the same
transmission. The exciton binding energy, which turned
to be 13.9 meV, in agreement with the absorption data,
determined on the basis of the energy position of the lu

FIG. 4. Luminescence spectra of zinc diarsenide, the spectral resoluti
0.3 meV. a — 4.2, b — 48, c — 78, d — 3000.
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the hydrogen-like model.
The equation 1/m* 51/me11/mh, together with the

known expressions for the electron and hole effective mas
me50.345m and mh52.45m (m is the free-electron mass!,
give for the reduced mass of the excitonm* 50.3m. Taking
into account the permittivity«0515, we can define the bind
ing energy of the exciton in the ground state in the hydrog
like approximation as

Eex5
m* e4

2h2«0
2

. ~3!

Equation~3! gives the valueEex518.3 meV, which agrees
satisfactorily with the experimental value.

It should be noted that the lines 1.0375 and 1.0475
which refers to then51 andn52 states of a free exciton
were observed previously in Ref. 3 in the transmission a
reflection spectra at 4.2 K. The binding energy estima
from these data equals 12 meV, and the gap width eq
;1.049 eV at 4.2 K. However, the results obtained by
give different values forEex andEg .

In our opinion, the observation of a state withn53 in
absorption and states withn51, 2, and 3 in luminescence a
different temperatures made it possible to obtain more ac
rate values for the direct band gap and the binding energ

In summary, our experiments, which were performed
the first time, on the observation of the characteristic lum
nescence of zinc diarsenide with high spectral resoluti
supplemented by measurements of the optical transmiss
made it possible to determine to a high degree of accur
the binding energy of a free exciton (;13.9 meV! and the
band gap in the temperature interval 4.2–300 K.
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Research of the Republic of Belorus.
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The valence band structure in chalcopyrite Cu(In,Ga)Se 2 films
A. S. Kindyak and V. V. Kindyak

Institute of Physics of Solid State and Semiconductors, Belorussian Academy of Sciences,
220072 Minsk, Belarus

Yu. V. Rud’

A.F. Ioffe Physico-technical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
Fiz. Tekh. Poluprovodn.31, 1033–1036~September 1997!

The structure of the valence band at theG point of the Brillouin zone of Cu~In,Ga!Se2 films is
investigated on the basis of interference spectrophotometry data and an analysis of the
structure of edge absorption within the framework of the quasicubic model of valence-bandp2d
hybridization in chalcopyrite compounds. The fundamental parameters of the quasicubic
model associated with splitting of the valence band under the action of the tetragonal lattice field
(Dc f), the spin–orbit interaction (Dso), and the degree of adulteration~hybridization! of the
upper p-levels of the chalcogen by copperd states in Cu~In,Ga!Se2 chalcopyrite films are
determined. The dependence of the direct allowed transitionsEA , EB , EC on the
composition of CuInxGa12xSe2 solid solutions~for 0<x<1! is established. ©1997 American
Institute of Physics.@S1063-7826~97!01808-5#

1. INTRODUCTION the framework of the quasicubic model ofp2d hybridiza-
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Complex semiconductor I–II–VI2 compounds and solid
solutuions based on them are unique objects for the stud
the fundamental properties of chalcopyrite semiconduc
and for practical use in photo-energetics a
opto-electronics.1–6 In recent years thick-film structure
based on I–III–VI2 compounds have attracted much atte
tion in connection with the possibility of using them to bui
solar cells with efficiencies as high as 16217% ~Refs. 2–6!.
A special place among them is occupied by Cu~In,Ga!Se2

~CIGS! chalcopyrite thick films possessing high absorpti
coefficient (1042105 cm21) and optimal bandgap width
(1.021.7 eV!. In this regard, the frequency region near t
absorption edge is the most important segment of the s
trum for obtaining qualitative and quantitative informatio
about the band structure near the energy extrema. Howe
it should be noted that there have been practically no syst
atic, detailed studies of CIGS thick films in this regard, wh
the information available in the literature is qui
contradictory.2–5 The energy transitions in CIGS films ar
interpreted differently, and not all the transitions have be
identified. This has to do, first of all, with the fact that th
optical properties of CIGS thick films are especially critic
to the conditions of preparation of these films, and besi
for the most part only the transmission spectra have b
studied.

Previously, we published data on the structure of
edge absorption in laser-deposited, stoichiometric CuIn2

and CuGaSe2 films, solid solutions based on them, and
the observed splittings of the valence band connected
the tetragonal lattice field and with the spin–orb
interaction.7–11 The goal of the present work is to generali
these earlier data and to examine the structure of the val
band of CIGS thick films at theG point of the Brillouin zone
using both reflection and transmission interference spe
and an analysis of the structure of the edge absorption wi
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tion of the valence bands in chalcopyrite compounds.

2. SAMPLES

A study of the structure of the edge absorption was c
ried out on CuInxGa12xSe2 films (0 < x < 1), obtained by
pulsed laser evaporation, which allowed us to grow mu
component layers whose composition reproduces the com
sition of the target thanks to the high evaporation rate and
high degree of supersaturation. Deposition of CIGS fil
was carried out using a YAĜNd& laser operating in the free
lasing regime ~wavelength l51.06mm, pulse duration
t51023 s, E51502180 J! on glass substrates at substra
temperatureTs5350 °C ~Refs. 11 and 12!.

With the help of an x-ray diffractometer we determine
that the obtained films possessed chalcopyrite structure
were oriented in thê112& direction. The degree of disorien
tation of the crystallites in the~112! plane as inferred from
the rocking curves for the better samples did not exc
2.022.5° ~Refs. 11 and 12!. A determination of the compo
sition of the films by energy-dispersion x-ray analys
~EDAX! and Rutherford backscattering~RBS! showed that
the composition of the films corresponds to that of the ori
nal material within the limits of measurement err
(62%).

3. EXPERIMENT AND CALCULATIONS

The optical constants and absorption coefficients of
CIGS films were determined from the reflection interferen
spectraR(l) and transmission interference spectraT(l) in
the visible and near-infrared region of the spectru
(40021700 nm! at room temperature. The spectral distrib
tion of the reflection coefficientR(l) was measured on a
Beckman-5240 spectrophotometer using a KSVU-3M sp
tral computational complex. To make these measureme
we used a special attachment which has symmetric ray-p

88290882-04$10.00 © 1997 American Institute of Physics



for near-normal incidence of light on its surface. The error in
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the amplitude,DR, was ;2%. The transmission spectr
were taken on a Perkin–Elmer-280 spectrophotometer.
thickness of the films was 0.620.7 mm.

It is well known that allowing for all the optical phenom
ena in the system film–substrate, including multiple refl
tion and interference, leads to complicated transcende
equations that couple the refractive indexn2 and the absorp-
tion coefficient k2 of the film with the measurements o
R(l) andT(l).7–10 However, although the solution of thes
equations may cause some difficulties, it allows one to ob
the most accurate and complete information about the c
plex structure of the edge absorption in CIGS thick films a
about the band structure of chalcopyrite compounds.

The system of equations is

T145
12R12

12R12Ra
1 Ta ,

R145
R12Ta

2

12R12Ra
1 . ~1!

Here R125(n221)2/(n211)2 is the Fresnel coefficient o
reflection at the film–air boundary,Ra5C/A; Ra

15B/A;
Ta516n3(n2

21k2
2)/A; T14 and R14 are the measured trans

mission coefficient and reflection coefficient of the syst
film–substrate;

A5rt exp~gk2!1ds exp~2gk2!12S cos~n2g!

12t sin~n2g!,

B5rs exp~gk2!1dt exp~2gk2!12q cos~n2g!

12r sin~n2g!,

C5ts exp~gk2!1sr exp~2gk2!12q cos~n2g!

12r sin~n2g!,

s5~n22n3!21k2
2 , r5~n211!21k2

2 ,

t5~n21n3!21k2
2 , r 52k2~n321!~n2

21k2
21n3!,

d5~n221!21k2
2 , t52k2~n311!~n2

21k2
22n3!,

S5~n2
21k2

2!~n3
211!2~n2

21k2
2!22n3

214n3k2
2 ,

q5~n2
21k2

2!~n3
211!2~n2

21k2
2!22n3

224n3k2
2 ,

g54pd2 /l.

The solution of system of equations~1! was found itera-
tively. It was assumed that the refractive index of the init
phase (n1) and of the final phase (n4) both equal unity, and
that the refractive index of the substraten351.560.01. The
accuracy of determination ofn2 and k2 was 60.001. The
absorption coefficienta was determined from the expressio
a52pk/l. The spectral dependencea(\v) of the CIGS
films is shown in Fig. 1.

4. ANALYSIS AND DISCUSSION OF RESULTS

It is well known that the peculiarities of I–III-VI2 com-
pounds with chalcopyrite structure, in particular, tetrago
distortion of the crystalline lattice, have a substantial eff
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on the formation of the levels of the valence band.13 Since
the volume of the unit cell of chalcopyrite is four time
greater than the volume of the unit cell of sphalerite, t
valence band of chalcopyrite compounds consists of
three, but 12 branches, and in the case of I–III-VI2 com-
pounds, of 16 branches. The transformation from sphale
to chalcopyrite can be represented as the result of subs
tion of the metal atoms by metal atoms of two sorts. As
result of such a substitution, the symmetry of the lattice
lowered and the branches of the sphalerite valence band
deformed and partly split off, one from another. The top
the valence band, as in sphalerite, is located at theG point of
the Brillouin zone. At this point the representationG6 or
G7 develops in chalcopyrite~Fig. 2!.

FIG. 1. Spectral dependence of the absorption coefficient
CuInxGa12xSe2 thick films for x equal to 1.0~1!, 0.8 ~2!, 0.5 ~3!, 0.9 ~4!.

FIG. 2. Energy level diagram in the center of the Brillouin zone of CIG
chalcopyrite films.
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Here it shou

TABLE I. Valence band parameters of CuInxGe12xSe2 thick films
x EA EB EC ED EE EF EG 2De f Dso hybridization, %

0.00 1.68 1.78 1.98 2.60 2.80 – – 0.13 0.23 36
0.20 1.48 1.57 1.74 1.99 2.09 2.21 – 0.12 0.20 41
0.50 1.25 1.35 1.50 2.15 2.23 2.60 – 0.13 0.18 45
0.80 1.08 1.17 1.28 2.23 2.43 2.60 – 0.11 0.13 54
1.00 0.99 1.04 1.22 1.90 2.00 2.35 2.80 0.07 0.20 41

Note: All values of the energy parameters are given in eV.
ld be noted that the results of band-structure
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calculations for I–III–VI2 compounds differ from the dat
obtained experimentally.14–16 The hypothesis ofp2d hy-
bridization was in fact advanced to explain these differenc
In I–III-VI 2 compounds the upperp-like valence bands are
subject to the influence of the near-lyingd level of the
group-I metal. The Hopfield quasicubic model satisfactor
explains the observed splitting of the valence band in ch
copyrite compounds associated with the tetragonal lat
field (Dc f) and spin–orbit interaction (Dso), in terms of
p2d hybridization of the valence band under the action
the tetragonal distortion of the chalcopyrite crystalline l
tice, which leads to an adulteration of the upperp levels of
the chalcogen in the valence band by the copperd level.14–16

An analysis of the dependencea(\v) ~Fig. 1! of CIGS
thick films within the framework of the quasicubic mod
shows that a substantial contribution to the structure of
edge absorption of CIGS films comes from direct, allow
transitions defined by the relations (a\v)25A2(\v2Eg)
(Eg is the bandgap andA is a coefficient! in different energy
intervals: EA50.9921.68 eV for the transition valenc
band–conduction band (G7

n2G6
c); EB51.0421.78 eV for

the transition due to splitting of the valence band under
action of the tetragonal lattice field (G6

n2G7
c); and

EC51.2221.98 eV for the transition associated with spin
orbit splitting of the valence band (G7

n2G6
c). The high-

energy structure (ED , EE , EF , EG), which leads to an in-
crease ofa by nearly an order of magnitude, is due
transitions of electrons from the copperd levels mixed into
the upper chalcogenp levels in the valence band to the co
duction band under the action of the tetragonal distortion
the crystalline lattice. The degree of mixing~hybridization!
of the copperd levels into the chalcogenp levels in the
valence band is defined by the expression14

Dso
exp5bDc1~12b!Dd ,

whereDc are the calculated valuesDso
theor, Dd is the negative

spin–orbit splitting of thed levels~for copper compounds i
is assumed to be equal to 0.13 eV!, and 12b is the percent
content of copperd levels in the valence band.

For CIGS films the degree of adulteration of the chalc
genp levels by the copperd levels amounts to 36241%~see
Table I!, which is in good agreement with the data for copp
compounds reported in Ref. 14.

The main parameters of the quasicubic model, i.e.,
crystal field (Dc f) splitting and spin–orbit (Dso) splitting,
were determined from the data of the observed splittings
the valence band via the relations17
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E1,252
~Dso1Dc f!6

2F ~Dso1Dc f! 2
3

DsoDc fG ,

whereE15EB2EA andE25EB2EC . Thus we determined
the energies of theG7 valence bands relative to the top of th
G6 band. The calculated values ofDc f and Dso for CIGS
films, shown in Table I, are in good agreement with t
Dc f andDso data for single crystals.14

We have also established that the concentration dep
dences of theEA , EB , andEC transitions have a nonlinea
form and are described by the quadratic equations~Fig. 3!:

EA51.67821.003x10.317x2;

EB51.77220.966x10.244x2;

EC51.97821.168x10.401x2.

The nonlinearity parameter for theEA transition, equal to
0.317, differs from the value given in Ref. 5~0.160!, but
agrees well with the results of Ref. 18~0.298!.

The values of the energy transitions in CIGS thick film
obtained in the region of the fundamental absorption e
agree well with the experimental values for bulk crystals a
corroborate the valence-bandp2d-hybridization model in
chalcopyrite compounds.

FIG. 3. Concentration dependence of theEA , EB , EC transitions in
CuInxGa12xSe2 thin films.
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In summary, we have identified the complex structure of
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Physica Scripta44, 310 ~1991!.
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03
the edge absorption in CIGS thick films. On the basis of
analysis of the structure of the edge absorption within
framework of the quasicubicp2d hybridization model, we
have examined the structure of the valence band of C
thick films at theG point of the Brillouin zone. We have
determined the main parameters of the quasicubic mode
sociated with splitting of the valence band under the act
of the tetragonal lattice field, the spin–orbit interaction, a
the degree of hybridization of copperd states with the uppe
chalcogenp levels in the valence band of the CIGS cha
copyrite films.
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Electronic structure of the Er–O 6 complex in silicon
N. P. Il’in and V. F. Masterov

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted January 4, 1997; accepted for publication January 22, 1997!
Fiz. Tekh. Poluprovodn.31, 1037–1044~September 1997!

The energy diagram of the Er–O6 complex in silicon is calculated. The square amplitudes of the
wave functions of the complex on the erbium atom are determined. The results of our
calculations show that the Er–O6 complex is an acceptor in silicon. In addition, it is possible
that the electron trap energy level is located in the energy gap of silicon. On the whole,
the results of our calculations correspond to the Er–O quantum dot model proposed previously.
© 1997 American Institute of Physics.@S1063-7826~97!01908-X#

1. INTRODUCTION well, which interacts with a silicon band hole.
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A great deal of attention by researchers worldwide h
been given in recent years to the study of the physica
especially optical—properties of erbium-doped silicon. T
interest has been motivated, first of all, by the fact that t
material exhibits electroluminescence and photolumin
cence at 1.54mm due to the4I 13/22

4I 15/2 intracenter transi-
tions of the Er31 ion. As is well known, optical-fiber trans
mission lines have minimum losses and minimal dispers
at l'1.5 mm.

Numerous studies1,2 have shown that the optically activ
center in erbium-doped silicon is a complex formed as
result of the interaction of erbium with oxygen. The autho
of Ref. 3 used the EXAFS method to identify the optica
active complex consisting of an Er31 ion with a six-oxygen
environment~the Er–O6 complex!. The most symmetric con
figuration of the six oxygen atoms corresponds to an octa
dral complex. However, by virtue of the fact thatf 2 f tran-
sitions are forbidden by parity in this case, intracen
luminescence of the Er31 ions cannot be observed. Ther
fore, it is natural to assume that the symmetry of t
Er–O6 complex in erbium-doped silicon is lower than cub
as is the case, for example, for the erbium sites in Er2O3

~Ref. 4!, where two Er31 ion sites are observed with sym
metries C2 and C3i . Furthermore, the authors of Ref. 5 su
gested on the basis of an analysis of structural studie
Si : Er, O crystals that the optimal radiating objects
erbium-doped silicon are Er2O3 clusters having dimension
of 132.5 nm. Recent studies of amorphous doped silic
a-Si : H~Er! by Mössbauer emission spectroscopy6 indicate
that the optically active center is the low-symmetry comp
Er–O in amorphous erbium-doped silicon as well.

Obviously, the problem of determining the electron
structure of such complexes is of vital interest since it pla
an important role in the excitation mechanism off 2 f lumi-
nescence. The authors of Ref. 7 proposed a quantum
model of Er2O3 in silicon, where the quantum dot is approx
mated by a spherical square well of the second type.
well parameters were estimated from the parameters of
band spectra of silicon and erbium oxide. It was assum
that the excitation of intracenter luminescence is effected
Auger recombination of the ‘‘indirect’’ exciton formed as
result of trapping of an electron at a level in the poten
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In this paper we present results of a calculation of
energy spectrum of the octahedral Er2O6 complex in sili-
con, obtained within the framework of the cluster–ba
method. We have consciously chosen the symmetric octa
dral complex in order to be able to solve the problem a
lytically, understanding that the result so obtained is of
approximate nature. However, we believe that the main f
tures of the electronic structure of the center are preserve
the transition to a low-symmetry cluster with the differen
that here we have additional splittings of the individual le
els which are degenerate in our problem.

2. MODEL OF THE †ErO6‡

Q IN A SILICON MATRIX

According to the available experimental data,3 it may be
assumed that an atom is located at an interstice with disto
octahedral configuration of the nearest sites of the tetrahe
lattice.8 At these sites the silicon atoms are replaced by o
gen atoms. As a result, an ErO6 complex which is imbedded
in the silicon matrix is formed. Since the formal valence
oxygen is equal to two, each oxygen atom bonded with an
atom retains a bond with only one silicon atom.1! It may be
assumed that the remaining tetrahedral bonds of the sil
atoms, having been broken, close back up with each o
~Fig. 1!, by analogy with the formation of anA center in
silicon.

Disregarding distortion, we will treat the ErO6 complex
as a complex of octahedral type; Fig. 2 indicates the oxy
orbitals which take part in the formation of the bonds with
(spz , px , py) and Si (spz). Next, we will show that the
calculation of the electronic states of such a system can
reduced to a calculation of an ErO6 complex possessing tota
electrical chargeQ, where the quantum-chemical paramete
of this complex are renormalized with allowance for the
bonds with the Si matrix. The symmetry of the system
levels of the octahedral complex is described in the literat
~see, e.g., Ref. 9! and contains two levels each with symm
try a1g ~the bond of the 6s-orbitals of Er with the
spz-orbitals of O!, a level with symmetry eg @the
5d(Er)2spz(O) bonds# and a level with symmetryt2g @the
5d(Er)2px , py(O) bonds#, and also a group of nonbindin
levels, which can be subdivided into two subgroups: 1! oxy-
gen levels with symmetry t1u /spz /f and symmetry

88690886-07$10.00 © 1997 American Institute of Physics
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t1u , t2u , t1g /px , py /;2! 2! the 4f -levels of Er, whose split-
ting into levels with symmetrya2u , t1u , t2u we disregard in
light of the weak influence of the crystal field on this shell10

Finally, in addition to the 4f levels, there are the ten leve
of the ErO6 complex, on which the ‘‘valence’’ electrons o
Er and the O electrons are located, with the exception
those that participate in the bonds with Si.

Let us now determine the total number of ‘‘inner’’ ele
trons of the complex filling the above-enumerated levels.
ward this end, we take as our starting point the Er13O6

22

complex and then introduce corrections associated with
deviation from pure ionicity of the Er–O and O–Si bonds.
the approximation of complete polarization of these bon
the valence shell of the oxygen ion takes the form 2s22p6; of
the eight electrons here, six are localized on the ‘‘inne
spz ,px ,py orbitals and two on the ‘‘outer’’spz orbitals.
Thus the@ErO6#29 complex includes 36 electrons formal
assigned to the oxygen ions plus 11 electrons of the ion
shell of 4f . The first group of electrons must be assigned
the ten levels of different symmetry indicated above. Tak
into account the data on the structure of rare-earth oxide11

it may be assumed that these electrons occupy the lo
~binding! levels a1g ,eg ,t1g , and also nonbinding oxyge
p-levels (t1u ,t2u ,t1g ) and s-level (t1u ). The upper~un-

FIG. 1. Nature of the chemical bonds near an oxygen site in the sys
‘‘ErO6 complex in a Si matrix.’’

FIG. 2. Octahedral ErO6 complex; the oxygen orbitals which form the ‘‘in
ner’’ and ‘‘outer’’ oxygen bonds are shown.
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binding! levels a1g* ,eg* ,t2g* remain empty and constitute a
analog of a conduction band. This situation is shown sc
matically in Fig. 3. We have excluded the 4f -levels from
consideration since in what follows we will disregard the
hybridization with the states of the O atoms. This automa
cally means that thef -states, both filled and empty, do no
take part in the process of charge transfer. Therefore, th
levels are not shown in Fig. 3, but it is noted that the Er at
gives back three electrons to the formation of the bond—t
6s electrons and one 4f electron.

What will happen if we reject the hypothesis of comple
polarization of the bonds? As for the Er–O bonds, a redis
bution of the inner electrons of the complex will only affe
the effective charges of the Er and O ions, which now m
be written in the formq532x and q05221x/6, respec-
tively. The total charge of the complexQ5q16q0, of
course, will not vary.

The matter is somewhat different with the O–Si bond
It is clear that a redistribution of electrons on these bon
will have no effect on the number of ‘‘inner’’ electrons.

In any case we take for granted that in the formation
the complex the O atoms give back a total of three electr
to the outer bonds with three electrons from the Er at
compensating this loss. Here it is understood that the Si
trix contributes nine electrons to the bond with the comp
~and not six, as one might assume by simply ‘‘cutting t
Si–Si bond in two at the middle and replacing the neutral
atom by a neutral O atom!. In other words, we assume tha
the electronegativity of the O atom~electron affinity! is
manifested already in the very process of complex formati
and not only by the charge number, in the distribution on
O–Si bond of the electrons obtained from O and Si for pa
reasons~one from each atom!. Obviously, this must lead to
the appearance of holes in the silicon matrix. In this sen
such a complex should play the role of an acceptor.

However, this redistribution affects the total charge
the complex due to the change in the effective charge of

m

FIG. 3. Filling diagram of the one-electron levels in the@ErO6#Q complex
(Q,0); a — unbinding levels, b — binding levels, c — nonbinding levels.
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O atom, which should now be written in the form
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TABLE I. Values of the intraatomic parameters for Er and O.
q05221x/61d, whered is equal to the fraction of elec
trons forming the O–Si bond, which effectively belongs
the Si atom. To estimated, we may make use of data on th
Si–O bond in Si oxides. It is well known that the mean bo
energy here is equal to approximately 8 eV, where the fr
tion of the ionic and covalent contributions are rough
equal.12 We denote the effective energies of thesp3 orbitals
of Si and thesp orbitals of O byE1 and E2, respectively,
and their overlap integral~interaction integral! by b. From
elementary quantum-mechanical arguments we then obta
system of binding and unbinding levels:

Ea,b5
1

2
~E11E2!6A1

4
~E12E2

21b2!.

The bond energy is defined, in the first approximation, as
distance between these levels, i.e.,

Eb5A~E12E2!214b2.

Hence, taking the above into account we findb258 eV. The
square amplitude of the wave function of the lower bindi
level Eb on thesp-orbital of O is given by

C0
25F11

~Eb2E2!2

b2 G21

>0.85.

Thus, on the O atom is effectively located an electro
charge numerically equal to 1.7, i.e.,d50.3. Consequently
in a more accurate description the initial ErO6 cluster has
total chargeQ5q16g0527.2, and the Er and O charge
are equal, respectively, toq532x andq0521.71x/6. The
correctionx, associated with the redistribution of electro
the Er atom and the six O atoms, will be estimated below

3. CALCULATIONAL METHOD AND RESULTS

Within the framework of the cluster–band method, va
ous aspects of which were considered by us in a numbe
publications~see, e.g., Refs. 13 and 14!, the main character
istics of the electronic structure of the impurity center m
be obtained with the help of the one-electron Green’s fu
tion represented as

Gil ~E!5FE2Ei2
bil

2

E2El2blm
2 Gm~E!G

21

, ~1!

whereEi andEl are the effective energies of the orbitals
the central atom~Er! and the orbitals of the ligands~in the
present case, the O atoms!, bil andblm are the hybridization
integrals~of the covalent bond! between the Er and O orbit
als, and also O and Si;Gm(E) is the model Green’s function
for the Si matrix. The poles ofGil (E) determine the position
of the localized levels of the impurity center with respect
the Si bands prescribed byGm(E). Expression~1! allows us
also to calculate the square amplitude of the wave func
of the corresponding impurity levels on the Er orbitals, a
also the local density of states in the allowed bands.

The structure of the functionGm(E) for ideal semicon-
ductors with tetrahedral bonds was considered in detai
Ref. 15. Without discussing the details, we note only
following. Setting blm50, we obtain the pure cluster ap
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proximation for the ErO6 complex. However, expanding
Gm(E) near the center of the Si band gap, given byEm ~Ref.
13!, we can writeGil (E) in quasicluster form:

Gil ~E!5FE2Ei2
b̃ i l

2

E2Ẽl
G , ~2!

where the parametersbil andEl have been renormalized wit
allowance for the effect of the matrix; specifically,

Ẽl5~El1gEm!/~11g!, ~3!

b̃ i l 5
bil

A11g
,

whereg5blm
2 /(b1

22b2
2); the quantitiesb1 andb2 character-

ize the band structure of Si, and are uniquely determined
the width of the band gap and the width of the conduct
band. An estimate using the data on the Si–O bond con
ered above givesg50.40.

Let us now consider the effective energies of the 6s and
5d orbitals of Er and the 2s and 2p orbitals of O in the
ErO6 complex. We will start with the situation correspondin
to purely ionic bonds inside the complex (bil

2 50, x50,
Q50, q521.7). In this case we obtain, to start with, uno
cupied levels of the 6s and 5d orbitals in the Er13 ion; their
effective energies can be represented in the form

Es5Es
c111Us f1rQ,

~4!
Ed5Ed

c111Ud f1rQ,

whereEs
c andEd

c are the contributions of the Er shell~with
charge Qc514.0) to the corresponding orbitals;Us f and
Ud f are the intraatomic interaction integrals with particip
tion of the electrons in the 4f shell ~their values together
with the values of other intraatomic parameters were
tained by the method described in Ref. 16 and are given
Table I!; the number 11 in expressions~4! corresponds to the
number of f electrons, andr is a parameter of the electro
static interaction. The last term, whose fundamental imp
tance for the stabilization of the states of rare-earth ions
semiconductors was considered in Ref. 17, formally ta
into account the total electrostatic interaction with the en

Er O

Ef
c 2222.69 –

Ed
c 2117.41 –

Es
c 2106.34 2140.62

Ep
c – 2117.64

U f f 20.00 –
Us f 7.87 –
Ud f 8.77 –
Udd 9.40 –
Usd 7.44 –
Uss 5.79 24.22
Usp – 21.98
Upp – 20.02

Note: Values of the energies are given in eV~relative to the vacuum!.
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TABLE II. Energy parameters of Er and O for the free atoms and in the
ErO6 cluster.
is electrically neutral, the given term in fact determines

contribution to the effective energy from the Er electrons t
have been shifted over onto the O ions; the effective num
of these electrons is equal to the effective charge of the
ions. Utilizing the data given in Table I, we obtain for th
Er6

13O6
21.7 complex

Es5219.7713r; Ed5220.9413r. ~5!

The effective energies of the 2s and 2p orbitals of the O
ion are determined in an analogous way with the one dif
ence that here we are dealing with occupied states and,
sequently, it is necessary to exclude the ‘‘self-action’’ of t
electron in the corresponding orbital. Taking this fact in
account, we write

Ēs5 Ēs
c1Ūss~N̄ss21!1ŪspN̄p1 r̄ q,

~6!

Ēp5 Ēp
c1Ūpp~N̄p21!1ŪspN̄s1 r̄ q.

The overplaced bar in expressions~6! is needed to distin-
guish the O parameters from the corresponding Er par
eters. Above for the ion with effective chargeq521.7 we
determined values of the effective occupation numb
N̄s51.85 andN̄p55.85. Using the data of Table I, we find

Ēs58.5521.7r̄ ,
~7!

Ēp520.1221.7r̄ .

Let us turn our attention now to the role of the ‘‘outer
electrostatic field, which is taken into account by the para
etersr ~for Er! and r̄ ~for O!. The loss by the Er atom o
three electrons will lead to an abrupt drop in the effect
energies of the 6s and 5d orbitals since attraction to th
ionic shell now substantially dominates over the Coulo
interaction with the 4f shell. This is reflected in the signifi
cant negative value of the first terms in Eq.~5!. In contrast,
in the O ion, which has acquired almost maximally negat
charge, the reverse phenomenon occurs: neglecting the
trostatic interaction with the environment, we would obta
here an abrupt increase in the effective energies@the first
terms in Eq.~7!#. Taking this interaction into account make
it possible to stabilize the states of the corresponding ion
the sense of decreasing their deviation from the states in
neutral atom.

Naturally, it is impossible to estimater and r̄ from data
for free atoms and ions. Therefore, we use data on the s
of the Er and O ions in semiconductors. In this regard
should be noted that as a result of the interaction with
matrix the energies of the O orbitals are renormalized and
energies that figure in the calculation are, in fact, the ener
Ēl ( l 5s,p) defined above@Eq. ~3!#. The value ofEm can be
determined, departing from the fact that data on the pho
ionization threshold in Si give the position of the top of t
valence band En525.20 eV ~Ref. 18!; consequently,
Em524.64 eV ~all values of energies are given relative
the vacuum!. From Eqs.~5! and~7! it is clear that the lower
level for the Er13 ion is theEd level, and the upper level fo
the O ion is theẼp level. Using the value of the band gap
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Er2O3 ~Refs. 7 and 11!, the distance between these levels c
be set equal to 5.4 eV. On the other hand, to estimate
position of theẼp level we can make use of the data of Re
19 on the position of the 2p level of fluorine relative to the
top of the valence band of Si. This givesẼp5212.2 eV
~relative to the vacuum!, and finally, transforming fromẼp to
Ēp , we findr54.87 eV andr̄ 520.46 eV.

This radical difference in the values of the electrosta
interaction parameter for the Er and O ions is in some se
understandable. Bothr and r̄ are close to the values of th
corresponding intraatomic Coulomb integrals in these io
~see Table I!. It is just this similarity that accounts for th
stabilization effect: by losing~or acquiring! electronic charge
in the crystal, the impurity ion ‘‘feels’’ a charge of opposit
sign located at the surrounding atoms, and therefore does
deviate strongly from the electrically neutral state. Note t
this does not pertain to the effective energy of the 4f orbit-
als; for them the difference between the values ofr and
U f f is very substantial and therefore the levels of thef
electrons lie significantly lower in the Er13 ion than in the
free atom. The system of levels for the free Er and O ato
and for the corresponding ions in the Er13O6

21.7 complex are
given in Table II. Finally, the estimate we used for the p
rametersr and r̄ are of a qualitative character, like the pro
posed model as a whole.

Let us now consider the hybridization of the Er and
orbitals (bil Þ 0, x Þ 0), taking into account the main sym
metry aspects of the problem. In each irreducible repres
tation ~IR! of the groupOh , where hybridization occurs, th
equation@Gil

a(E)#2150 gives the pair of levels

E1,2
a 5

Ei1Ẽl

2
6AS Ei2Ẽl

2
D 2

1 b̃ i l
2 , ~8!

wherea is the index of the irreducible representation; na
rally, different values ofa correspond, in general, to differ
ent i and l . In particular, for the irreducible representatio
a1g the indexi 5s, and the indexl corresponds to the ‘‘hy-
brid’’ spz orbital of O ~see Fig. 2!, whose effective energy is
given by Ẽsp5(1/2)(Ẽs1Ẽp). For the irreducible represen
tationeg the indexi 5d, and the indexl also corresponds to
the spz orbital. For the irreducible representationt2g the in-
dex i 5d, but l 5p since the corresponding 5d orbitals of Er
hybridize here with the molecularp orbitals constructed
from thepx andpy orbitals of O.

Ed 2.71 26.33
Er Es 26.11 25.16

Ef 26.95 228.08
O Ep 213.62 214.66

Esp 221.05 220.44

Note: Values of the energies are given in eV~relative to the vacuum!.
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TABLE III. Self-consistent values of the effective parameters of the ErO6

complex in Si.
amplitude of the wave function corresponding to the le
Ek

a (k51,2) on the Er orbital is given by

Cka
2 5F11

~Ek
a2Ei !

2

b̃ i l
2 G21

. ~9!

Here the normalization conditionC1a
2 1C2a

2 51 is satisfied,
which allows us from here on to consider only the quantit
C1a

2 for the lower~binding! level in the irreducible represen
tation a. From expressions~8! and ~9!, with allowance for
Eq. ~2!, it is not hard to obtain a relation linking the quan
ties C1a

2 directly with the effective energiesEi and Ẽl :

Ei2Ẽi5u b̃ i l u
122C1a

2

A~12C1a
2 !C1a

2
. ~10!

Note the simple meaning of this relation. If in the give
irreducible representation the effective energy of the Er
bital lies above~below! the effective energy of the O orbita
then localization of an electron on the Er orbital is le
~greater! than 0.5. The case of complete localizati
(C1a

2 51) or complete delocalization (C1a
2 50) implies that

the hybridization parameterb̃ i l 50. Finally, the homeopola
bond (C1a

2 50.5) corresponds to equality of the effective e
ergiesEi5Ẽl . Since partial filling of the Er ‘‘valence’’ or-
bitals takes place forb̃ i l Þ 0, the effective energy of the latte
is now written in the form~numerical energy values ar
given in eV!

Es5219.771UssNs1UsdNd1rQ;
~11!

Ed5220.941UddNd1UsdNs1rQ,

whereQ532Ns2Nd , Ns , andNd are the effective occu
pation numbers. As for the valence orbitals of O, the expr
sions for the effective energies of the latter remains, as
fore, ~6!, but the quantitiesN̄s and N̄p change. In this case
the condition

Ns1Nd526~DN̄s1DN̄p!, ~12!

is satisfied since a redistribution of the electronic cha
takes place between the orbitals of the Er ion and the si
ions. To simplify the notation, we write the quantitiesC1a

2

for the irreducible representationsa1g , eg , andt2g in terms
of C11

2 , C12
2 , and C13

2 , respectively. Thus, allowing for the
number of electrons on the lower~filled! levels ~Fig. 3!, we
obtain the following expression for erbium:

Ns52C11
2 , Nd54C12

2 16C13
2 . ~13!

In order to write similar expressions for O, it is necessary
take the following two points into account: 1! the distribution
of the electron occupying the corresponding molecular
bital in the irreducible representationa between the orbitals
of the six O ions; and 2! participation in the formation of
molecular orbitals for the irreducible representationsa1g and
eg of the ‘‘hybrid’’ O sp orbital; we assume the electron
charge localized at such an orbital to be distributed equ
between the 2s and 2pz orbitals. We thus obtain
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N̄s51.852
1

6
C11

2 2
1

3
C12

2 ,
~14!

N̄p55.852
1

6
C11

2 2
1

3
C12

2 2C13
2 .

It is not difficult to guess that the condition of conservati
of total charge of the ErO6 complex@Eq. ~12!# is satisfied in
this case.

The calculation of the quantitiesC1a
2 , according to Eq.

~10! has, by virtue of the expressions for the effective en
gies@Eqs.~6! and~11!# and the effective occupation numbe
@Eqs.~13! and~14!#, a self-consistent character if the valu
of the hybridization integralsbil are known. To estimate
these latter, we may use the relations obtained by Harri
based on the pseudopotential method.20 Taking into account
the interatomic distances in the ErO6 complex and the char
acteristic mean radii of the 5d shells for the rare-earth ion
obtained by the same author, we find that the values ofbil

2 in
the irreducible representationsa1g , eg , andt2g are equal to
5.66, 3.39. and 0.34~eV!2, respectively. Obviously, in the
first approximation hybridization of the 5d orbitals of Er and
the 2p orbitals of O in the irreducible representationt2g can
be ignored; i.e., we can setC13

2 50. The self-consistent val
ues ofC11

2 andC12
2 here are equal to 0.03 and 0.05, respe

tively. The final values of the effective energies and occu
tion numbers for Er and O in the ErO6 complex are given in
Table III.

The values of the energies of the binding and unbind
orbitalsa1g , a1g* andeg , eg* can be obtained from Eq.~8!; as
for the t2g and t2g* levels, by virtue of the approximation
made above they are assumed to be nonbinding, where
empty levelt2g* corresponds to the energyEd , and the filled
level t2g corresponds to the energyẼp . We also have a sys
tem of nonbinding oxygen levels in the irreducible repres
tationst1g , t2u , andt1u , and in the last case two levels wit
energiesẼp and Ẽsp , which are calculated as describe
above.

In addition, we have two levels, which correspond to
occupied state and an empty state in the 4f 11 shell. The
energy of the occupied levels is given by

Ef5Ef
c110U f f1UstNs1UdtNd1rQ, ~15!

Er O

Ef 227.52 –
Ed 25.68 –
Es 25.00 226.94
Ep – 215.18
Nf 11.0 –
Nd 0.21 –
Ns 0.06 1.83
Np – 5.83
Q 2.73 21.66

Note: Values of the energies are given in eV~relative to the vacuum!.
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where we have made note of the absence of ‘‘self-action’’
the electron~or the presence of a ‘‘Coulomb hole’’ in Ander
son’s terminology21!. The energy of the empty level is de
fined here asĒ f5Ef1U f f . The final system of levels for an
ErO6 complex imbedded in a Si matrix is shown in Fig. 4
with the degree of localization of each level on the corr
sponding orbitals of the Er ion indicated.

4. DISCUSSION

Let us consider the energy spectrum of an Er–O6 cluster,
as shown in Fig. 4. As was already noted, the 4f states of the
Er ion, by virtue of their lack of hybridization with the state
of the O ions, do not participate in charge transport proces
even inside the complex, and this is not to speak of Si. O
viously, such a statement can be made regarding thet2g*
states, which are genetically related to the 5d states of the Er
atom since the square of their wave function on the Er ion
essentially equal to 1.

Thus, we have two systems of levels—the upper em
levels a1g* and eg* , which are genetically related to the 6s
and 5d states of the Er atom, and the filled, delocalized e
ergy levels located deep in the valence band of Si, the up
ones of whicht1g , t1u , t2g , t2u , and eg are genetically
related to the 2p states of the O atoms. The energy spectru
of the Er–O6 complex so obtained corresponds to the ba
structure of the rare-earth oxides~see, e.g., Ref. 11!, in which

FIG. 4. Energy spectrum of the Er12.74O6
21.66 complex; positions of levels

and band gap of Si are given relative to the vacuum. The filled le
Ef(4f 11), located substantially lower, is not indicated.
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the bottom of the conduction band is formed by the 5d states
of the rare-earth atoms and the top of the valence ban
formed by the 2p-states of the O atoms.

It should be noted that in the given calculation the
matrix was taken into account only by ‘‘renormalization’’ o
the parameters of the Green’s function for a cluster; the
fore, the energy spectrum shown in Fig. 4 does not con
levels which may arise due to the rearrangement of the bo
of the Si atoms on the boundary of the cluster, in particu
the formation of Si–Si double bonds shown in Fig. 1.

The energy spectrum of the Er–O6 complex, we believe,
confirms the main points of the model of a quantum w
created by the Er2O3 cluster in Si. Indeed, the bottom of th
electron well formed by theeg* states is located near the to
of the valence band~Fig. 5!, while the energy level of sym-
metry a1g* , located in the middle of the band gap, plays t
role of a quantum-well level in the potential well. For th
holes there exists a ‘‘potential barrier’’ with height of abo
8 eV. Thus, an electron excited in the Si matrix can g
trapped at an empty level of symmetrya1g* and, interacting
via the Coulomb interaction with a hole from the valen
band of Si, it can form an indirect exciton bound to th
Er2O6 complex. Auger recombination of this exciton is a
companied by excitation of a 4f electron of erbium.

We note once more that the results obtained in the
proximation of a symmetric octahedral Er–O6 complex
should be considered as qualitative, which give a faith
picture of the electronic structure of the Er–O complex
silicon, the order of the energy levels, their symmetry, a
their arrangement relative to the energy bands of silicon.

5. CONCLUSIONS

The results of our calculation of the electronic structu
of the octahedral Er–O6 complex in Si support the main
points of the model of a spherical square well proposed
Ref. 7 to explain the excitation off 2 f luminescence in

l

FIG. 5. Energy structure of an ErO6 cluster in silicon in the ‘‘well’’ repre-
sentation.
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6V.F. Masterov, F.S. Nasredinov, P.P. Seregin, V.Kh. Kudoyarova, A.N.
Kuznetsov, and E.I. Terukov, Pis’ma Zh. Tekh. Fiz.22, 25 ~1996! @Tech.

-

,

y

.C.
trapping of an electron from the conduction band of Si to
localized level of the complex with subsequent formation
an indirect exciton bound to the complex followed by
Auger recombination.

The Er–O6 complex is an acceptor in Si. This stateme
is valid only for such a complex, but not for the Er2O3 clus-
ter, which is most probably responsible for the optical pro
erties of Si : Er, O.

Finally, we note that analogous complexes can
formed in other semiconductors~e.g., III–V semiconductors
doped with rare-earth atoms and also with oxygen.
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1!The bonds of the erbium atoms with their oxygen environments, of cou
have a ‘‘diffuse’’ character substantially different from that of the O–
bond.

2!Wherever we indicate oxygen atomic orbitals, we have in mind the s
metrizeds andl orbitals constructed from them.
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ELECTRONIC AND OPTICAL PROPERTIES SEMICONDUCTORS
Quenching of EL2 defect-induced luminescence in gallium arsenide by copper atoms

F. M. Vorobkalo, K. D. Glinchuk,a) and A. V. Prokhorovich

Institute of Semiconductor Physics, Ukrainian National Academy of Sciences, 252028 Kiev, Ukraine
~Submitted June 10, 1996; accepted for publication December 25, 1996!
Fiz. Tekh. Poluprovodn.31, 1045–1048~September 1997!

It is shown that the introduction of copper atoms into gallium arsenide crystals containingEL2
antisite defects results in virtually complete vanishing of theEL2 –induced luminescence
bands with radiation maxima athnm50.63 and 0.68 eV. This occurs as a result of the deactivation
of the EL2 defects as a result of their interaction with copper atoms, which account for the
formation of electrically inactiveEL2-Cu complexes. ©1997 American Institute of Physics.
@S1063-7826~97!00509-7#

1. INTRODUCTION with energies in the experimental crystals«1* 5Ev10.14 eV
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It is well known that in GaAsEL2 defects, which are
binary donors with levels«1 lying 0.75 eV below the con-
duction band bottomEc and «2 levels lying 0.54 eV above
the valence band topEv and consist of antisite defect
AsGa, which are either isolated or bound in pairs with inte
stitial arsenic atoms Asi or gallium vacanciesVGa, initiate
the appearance of luminescence bands with maxima
hnm50.63 and 0.68 eV~Refs. 1–7!.1 The first band is due to
a transition of free electrons to filled hole leve
«15Ec20.75 eV, i.e., positively charged defectsEL21. The
second band is due to a transition of free holes into the
ergy levels «1 filled with electrons, i.e., neutral defec
EL20. We shall show below that the introduction of copp
atoms into gallium arsenide leads to complete quenchin
the EL2-induced luminescence as a result of the format
of electrically inactive complexesEL2 –Cu.

2. INVESTIGATION PROCEDURE

The initial crystals consisted of semi-insulating, undop
gallium arsenide crystals with resistivityr523108 V•cm at
300 K andEL2 defect densityN51.631016 cm23. The con-
ductivity decreased with temperatureT exponentially with
activation energy 0.75 eV. This shows that the electric pr
erties of the initial crystals are determined by the partia
compensated levels«15Ec20.75 eV ofEL2 defects — the
Fermi level in the experimental crystals was fixed near
level «1, i.e.,N5N11N0 andN0, N1Þ f (T). The shallow-
est acceptors in GaAs — carbon atoms with dens
NC.331015 cm23, which produce levels with energ
«C5Ev10.026 eV — were the main compensating impur
for EL2 defects.8 The equilibrium density of positively
chargedEL21 defects in the experimental semi-insulatin
undoped crystals wasN15331015 cm23.NC, the density
of neutral defectsEL20 was N051.331016 cm23, and the
lifetime of the minority current carriers~electrons!, which
was controlled by defects other thanEL2, is tn.10210 s at
77 K.

The copper atoms, which upon replacement of the g
lium atoms become double acceptors and form deep le
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and «2* 5Ev10.44 eV, were diffused into semi-insulating
GaAs crystals to densityNCu.1017 cm23@N at 750 °C in
4.5 h, which was followed by quenching. Diffusion was co
ducted in sealed quartz cells. The diffusion time was
equate for uniform saturation of the crystals with copper
oms. Quenching made it possible to avoid the precipitat
of copper atoms from the solid solution when the cryst
were cooled. The crystals obtained in this manner were
p-type and their resistivity was low compared with that
the initial crystals. The equilibrium hole density in the cry
tals at 300 K wasp0.831016 cm23 — it was determined
by the ionization of the carbon and copper atom
p0.NC1NCu, and at 77 Kp0.331015 cm23, determined
by the ionization of the copper atoms,p0.Nc . It follows
from the relationp0.Nc established experimentally at 77
that the carbon atoms in the crystals~just as in the initial
semi-insulating undoped crystals! were the dominant shallow
impurity ~see also Ref. 8!.

The Fermi level in the copper-doped crystals at low te
peratures (T<77 K) was located near the carbon leve
Therefore theEL2 defects in the crystals could be primari
in the positively charged stateEL211 (N115N,
N15N050), and the copper atoms could be in the neut
state CuGa

0 with energy level«1* 5Ev10.14 eV; the equilib-
rium concentration of neutral copper atoms isNCu

0 .NCu.
The diffusion of copper atoms into the semi-insulating Ga
crystals has virtually no effect on the lifetimetn of the ex-
cess electrons~i.e., the copper atoms do not produce a
combination channel for the excess current carriers tha
more efficient than the channels existing in the initial cry
tals! or on the density of the electrically active carbon ato
NC.

Annealing of the control crystals~no copper atoms on
the surface! had virtually no effect on the characteristics
the initial semi-insulating crystals (r, NC , tn , and the in-
tensities of the luminescence bands withhnm50.63 eV —
I 0.63 andhnm50.68 eV —I 0.68).

The photoluminescence~PL! of the gallium arsenide
crystals was excited by the strongly absorbed 1.96-eV ra
tion from a helium-neon laser. The light absorption coe

89390893-03$10.00 © 1997 American Institute of Physics
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cient was equal to 43104 cm21, the intensity of the excita-
tion photon flux wasL.1018 cm22

•s21, and the number of
excess electrons generated per cm2 of the crystal surface wa
dN5 Ltn . Excitation changed only slightly the density o
EL21 andEL20 defects in the initial crystals and CuGa

0 cop-
per atoms in the copper-doped crystals: TheEL21 and CuGa

0

states dominated in the radiative electron recombination
cesses and the stateEL20 dominated in the case of hol
recombination processes. The intensitiesI of the EL2- and
Cu-induced luminescence bands increased linearly with
number of excess electrons. The PL spectra were meas
at 77 K.

3. RESULTS

Figure 1 shows data illustrating the effect of copper
oms on theEL2 –induced luminescence in gallium arseni
crystals. The following points are of interest.

1. The luminescence bands withhnm50.63 and 0.68 eV,
which are due to radiative recombination of current carri
on theEL2 defects, dominate in the initial crystals.

2. Annealing of the control crystals~no copper layer on
their surface! does not change the form of the initial spec
or the PL band intensities.

3. The introduction of copper atoms into the sem
insulating undoped crystals, as expected, leads to the ap
ance of a luminescence band withhnm51.35 eV. This band
is associated with the transition of free electrons to neu
copper atoms CuGa

0 .2 However, in this case the luminescen

FIG. 1. PL spectra of gallium arsenide crystals: Initial semi–insulating
doped crystals~1!, crystals after being heated at 750 °C for 4.5 h without~2!
and with ~3! a copper film on the surface. The measurement temperatu
77 K. Dashed lines — decomposition of theEL2 –induced PL spectrum into
components with radiation maxima at 0.63 and 0.65 eV.
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pletely. Emission bands other than the bands due to cop
atoms are not observed in the PL spectra. The differenc
the intensities of the characteristic luminescence ba
(hnm.1.51 eV! between the initial undoped and coppe
doped crystals is due mainly to the difference in free–h
density in the crystals.2

4. DISCUSSION

The quenching of theEL2 –induced luminescence is un
doubtedly due completely to the copper atoms, since ann
ing of the seminsulating undoped control crystals had vir
ally no effect on the PL spectrum~see Fig. 1!.

As follows from the most general considerations~see,
for example, Ref. 2!, in the case under discussion the inte
sities I 0.63 and I 0.68 of the EL2 –induced photoluminescenc
bands are

I 0.635h1u15cn
1~N11dN1!dN

5cn
1~w11dw1!NdN, ~1!

I 0.685h0u15~h0/h1!I 0.63, ~2!

whereh1 is the fraction of the electrons which recombin
through theEL21 defects with emission of photons,h0 is
the fraction of holes which recombine through theEL20 de-
fects with the emission of photons,u1 is the intensity of
recombination of excess electrons and holes via the level«1,
cn

1 is the radiative capture of electrons byEL21 defects, and
w15N1/N anddw15dN1/N are the equilibrium and non
equilibrium fractions ofEL2 defects in the stateEL21.

As follows from Eqs.~1! and ~2!,

I 0.635cn
1N1Ltn5cn

1w1NLtn5~h1/h0!I 0.68 ~3!

in the initial semi-insulating GaAs crystals~in these crystals
the illumination changes the initial density of defects in t
EL21 state very little! and

I 0.635cn
1dN1Ltn5cn

1dw1NLtn5~h1/h0!I 0.68 ~4!

in the low-resistivity copper-dopedp-GaAs crystals~in these
crystals the equilibrium density of defects in the stateEL21

is low — the latter appear mainly under illumination!.
As follows from Eqs.~3! and ~4!, the substantial de-

crease in the intensity of theEL2 –induced luminescenc
observed experimentally after the copper atoms are diffu
could be due to the following factors:

1! Decrease in the lifetimetn of the excess electrons
since new efficient electron recombination centers appea
a result, the number of carriers recombining through theEL2
defects decreases;

2! Change in the fraction ofEL2 defects in the state
EL21: w11dw1.w1.0.2 in the initial semi-insulating
crystals and very likelyw11dw1.dw1!0.2 in the copper-
doped, low-resistivity crystal;

3! Passivation ofEL2 defects as a result of the forma
tion of electrically inactive complexesEL2 –Cu.

The first explanation is very unlikely, since as not
above, the diffusion of copper atoms has virtually no effe
on the lifetimetn of the nonequilibrium electrons.
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case, as a result of the decrease in the density of defec
the stateEL21 and the increase in the density of defects
the stateEL211, one would expect that luminescence ban
with hnm50.63 and 0.68 eV would transform into differe
bands with maxima near 0.9 and 0.5 eV, induced by a tr
sition of free electrons and holes to a second donor leve
the EL2 defects«25Ev10.54 eV. However, in the experi
ment no impurity luminescence bands other than the one
to copper atoms was observed~see Fig. 1!.

The latter explanation is the most likely one, since it
known that copper atoms can bind withEL2 defects to form
electrically inactive complexesEL2 –Cu, thereby substan
tially decreasing the density of isolatedEL2 defects.8,9 This
is confirmed by the copper-atom-induced transformation
served at 77 K of semi-insulating GaAs crystals into ‘‘co
ducting’’ crystals. Evidently, this occurs when the density
EL2 defects decreases from the valueN.NC to 2N,NC.
Hence it follows that ifN51.631016 cm23 in the initial
crystals, thenN.1.531015 cm23 after the diffusion of cop-
per atoms.

Therefore, the copper–atom–induced quenching of
EL2-induced luminescence bands is due mainly to a la
decrease in the density of isolatedEL2 defects as a result o
the interaction of these defects with highly mobile interstit
copper atoms Cui ~the copper atoms CuGaoccupying lattice
sites are immobile at the annealing temperatures employ!.
As noted above, some authors believe that theEL2 centers
studied consist of isolated AsGa defects,1,2,4,5 whereas other
authors believe that they consist of the complexes AsGaVGa

6,7

or AsGaAsi .1–3,5 Then the observed copper–atom–induc
passivation ofEL2 defects is due to the formation of com
plexes of EL2 defects with copper atoms AsGaCui or
AsGaCuGa or the associates AsGaAsiCui , whose electrical
properties differ substantially from those ofEL2 defects.

Undoubtedly, the quenching effect discussed in this
per can occur if the density of copper atoms is equal to
higher than the initial density ofEL2 defects. Then mos
EL2 defects become bound with copper atoms~the density
of the EL2 –Cu complexes produced is of the order of t
895 Semiconductors 31 (9), September 1997
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isolated EL2 defects decreases substantially and
EL2 –induced luminescence is almost completely quench
This is the case realized in our experiments.

5. CONCLUSIONS

Copper atoms in gallium arsenide play a dual role in
radiative recombination of excess current carriers. First, t
are centers of luminescence in gallium arsenide, inducing
appearance of different luminescence bands which are du
a transition to them of free electrons and electrons bound
shallow donors. Second, they can be luminescence que
ing centers, specifically, the luminescence due to antisite
fectsEL2, as a result of the formation of electrically inactiv
complexesEL2 –Cu.

a!Fax: ~044! 265-83-42; electronic-mail: mickle@semicond.kiev.us
1!The EL2 defects in the neutral state (EL20) and positively charged state

(EL21) correspond to the level«15Ec20.75 eV and defects in the posi
tively charged states (EL21 and EL211) correspond to the level
«25Ev10.54eV. Obviously, the total density ofEL2 defects is
N5N01N11N11 anddN01dN11dN1150, whereN0, N1, andN11

are the equilibrium densities ofEL2 defects in the neutral and singly- an
doubly-charged states, anddN0, dN1, anddN11 are the corresponding
excess densities with respect to equilibrium.

1A. N. Georgibiani and I. M. Tiginyanu, Fiz. Tekh. Poluprovodn.22, 3
~1988! @Sov. Phys. Semicond.22, 1 ~1988!#.

2K. D. Glinchuk, V. I. Guroshev, and A. V. Prokhorovich, Optoe´lektron.
Poluprovodn. Tekhn., No. 24, 66~1992!.

3D. J. Chadi, Phys. Rev. B46, 15053~1992!.
4Q. M. Zhang and J. Bernholc, Phys. Rev. B47, 1667~1993!.
5C. Y. Chang and F. Kai,GaAs High-Speed Devices: Physics, Technolo
and Circuit Applications, New York ~1994!, p. 48.

6R. A. Morrow, J. Appl. Phys.78, 3843~1995!.
7R. A. Morrow, J. Appl. Phys.78, 5166~1995!.
8W. J. Moore, R. L. Henry, S. B. Saban, and J. S. Blakemore, Phys. Re
46, 7229~1992!.

9B. H. Yang and H. P. Gislason, inProceedings of the 18th Internationa
Conference Def. Semicond., Sendai, Japan, 1995, p. 713@Mater. Sci. Fo-
rum, 196–201, 713 ~1995!#.

Translated by M. E. Alferieff
895Vorobkalo et al.



Investigation of the parameters of deep centers in n -6HSiC epitaxial layers obtained

-

by gas-phase epitaxy
A. A. Lebedev and D. V. Davydov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 28, 1996; accepted for publication February 13, 1997!
Fiz. Tekh. Poluprovodn.31, 1049–1051~September 1997!

Epitaxial layers of 6H-SiC obtained by gas–phase epitaxy have been investigated by capacitance
spectroscopy methods. It is shown that deep centers are present in the test samples. Such
centers were previously observed in SiC epitaxial layers obtained by sublimation epitaxy.
However, the total density of deep acceptors in structures prepared by gas-phase epitaxy
is two to three orders of magnitude lower than in epitaxial films obtained by sublimation epitaxy
with the same value ofNd2Na . It is suggested that the conditions of growth of the
epitaxial layers influence the density and the type of defects formed in them. ©1997 American
Institute of Physics.@S1063-7826~97!00609-1#
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Sufficiently pure epitaxial films (Nd2Na'101321014

cm23) have been obtained in recent years by gas phase
taxy ~GPE!. This has made it possible to produce on t
basis of such films diode structures with a breakdown v
ageUbr up to several kilovolts.1,2 At the same time, record
high values ofUbr have been attained in structures wi
small working areas (;1024 cm2). Breakdown in these
structures has been observed at substantially lower volt
than expected for a critical electric field strength in laye
with such values ofNd2Na . It was shown earlier that the
dislocation density is, as a rule, high in layers prepared
GPE (;1032104 cm22), i.e., one to two orders of magn
tude higher than in epitaxial layers prepared by sublimi
tion epitaxy ~SE!.3 It is also known that centers with dee
levels ~DCs! can have a large effect on the magnitude a
temperature dependence of the breakdown voltage of S
basedp–n structures.4 Thus, the investigation of the param
eters of compensating DCs in lightly doped silicon carb
layers obtained by GPE is a pressing problem.

2. EXPERIMENTAL PROCEDURE

Samples.The p–n junctions investigated in the prese
work were formed on the~0001! face of single–crystal 6H
silicon carbide substrates. The junctions were fabricated
gas phase epitaxy by the CREE Company~USA! ~GPEp–n
structures! and structures obtained by sublimation growth
a p1 emitter onn-type layers made by the CREE Compan5

~GPE–SEp–n structures! were investigated.
In both cases, Al~p-type! and N ~n-type! served as the

dopant. Thep-type epitaxial layers were 1–2mm thick and
the n-type layers were 5–10mm thick. Ohmic contacts to
n-type layers were formed by depositing Ni metal films a
ohmic contacts top–type layers were formed by depositin
films of the system@Al 1 Mo 1 Au# followed by fusing at
temperatures of 1000 and 1900 °C, respectively.

Capacitance–voltage characteristics.The density of the
uncompensated donor impurity and the magnitude of
contact potential differenceUd were determined by the
method of capacitance–voltage characteristics. For the
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off voltage Uc is determined by extrapolating the linea
curve C222U to C2250, whereC is the differential ca-
pacitance of thep–n junction andU is the voltage on the
structure. The quantityUc is related to the contact potentia
differenceUd by the relation6 Uc5Ud22kT/e, wherek is
Boltzmann’s constant, andT is the temperature. It was foun
that the experimental value of the uncompensated donor
purity densityNd2Na was equal to the value ofNd2Na

obtained from measurements of the capacitance of Scho
barriers formed on the surface of then layer prior to growth
of the p1 emitter or to the value ofNd2Na taken from the
specifications. TheC2U characteristics constructed i
C222U coordinates were linear in the experimental volta
interval.

The values obtained forUd are shown in Fig. 1. The
computed curvesUd5F(Nd2Na) for two values of the

FIG. 1. Contact potential difference for 6H-SiC p–n structures versus the
densityNd2Na in the base atT5300 K. Computed curves forEg , eV: 1 —
3.07, 2 — 2.86. Experimental values forp–n structures prepared differen
methods:3 — gas-phase epitaxy and4 — GPE together with sublimation
epitaxy.

89690896-03$10.00 © 1997 American Institute of Physics
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FIG. 2. Typical DLTS spectrum of ap–n structure prepared by gas-phase epitaxy~for spectrum parameterst1510 ms,n53). The spectrum was measure
1 — after injection of holes through the metallurgical boundary of thep–n junction and2 — without injection.
band gap, 2.86 and 3.07 eV, are also plotted in the figure. In
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Ref. 7 it was shown that the computed value ofUd for
6H-SiC p–n structures obtained by different technologic
methods agree better with experiment if the band gap
6H-SiC is assumed to beEg52.86 eV. As one can see from
Fig. 1, this correspondence also holds for GPE and GPE
p–n structures.

3. RESULTS AND DISCUSSION

Deep levels.The parameters of deep centers in the
perimental p–n structures were determined by deep-lev
transient spectroscopy~DLTS! and i-DLTS8,9 ~Fig. 2!. Es-
sentially the same deep levels that were previously obse
in films fabricated by GPE were observed in the GPEp–n
structures. The total density of the observed deep acce
centers with energyEna was approximately an order of mag
nitude higher than the density of deep donors.

Earlier it was shown that the density of DCs with ac
vation energy Ena in SE p–n structures, in which
Nd2Na51017 cm23, was equal to 10–30% ofNd2Na .10

As Nd2Na in the epitaxial layer was varied, the density
DCs with energy Ena also varied negligibly: For
Nd2Na51018 cm23 the compensation caused by them w
less than 3% and overcompensation of the epitaxial lay
was observed atNd2Na51016 cm23. This made it difficult
to obtain epitaxial layers withNd2Na<1016 cm23. We ob-
served a similar dependence of centers with energyEna on
Nd2Na in GPE p–n structures~Fig. 3!. However, the den-
sity of the observed deep acceptor centers in GPEp–n struc-
tures was two to three orders of magnitude lower than in
structures with the same value ofNd2Na . There was no
overcompensation of the GPE layers right up
Nd2Na.1014 cm23.

Discussion.In the experimental GPE structures, thei
centers and theD centers, whose parameters and proper
were close to those of thei centers, had the highest densit
Previously, i centers were observed in 6H-SiC crystals,
which were irradiated with Al ions, and in SE layers of S
which were not doped separately.11 The introduction of scan-
dium also led to the formation of such a center in 6H-SiC
and to the appearance of ‘‘defect’’ luminescence~DEL!
(hnmax;2.35 eV!.12 It was shown that all characteristics o
the DEL can be described on the basis of a donor–acce
recombination model:,nitrogen inpurity. –i center.13 It is
also known that irradiation of SiC with electrons, neutro
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DEL.14 Therefore, the formation ofi centers is not associatd
with any one type of impurity, but rather it can be caused
different factors including irradiation. This points to a pure
defect nature of the center.

In Ref. 15 it was found in x-ray investigations of SiC–
basedp–n structures obtained by different technologies o
the basis of SE layers that the minimum half–widths of t
x–ray peaks mainly occur in samples with maximum DE
intensity~high density ofi centers!. It was assumed there tha
the centers — DEL activators — are formed as stresses
the epitaxial layer relax, for example, during growth of
layer or during irradiation followed by annealing.

GPE SiC layers grow at much lower temperatur
~1500 °C! than SE layers~2000 °C!. This suggests that the
conditions for stress relaxation via the formation ofi–centers
and other analogous defects of an acceptor nature still do
exist during gas–phase epitaxy. In the present case such
laxation can occur, for example, as a result of the formati
of many dislocations. This assumption explains the obser
low density of deep acceptor levels and the high density

FIG. 3. Total density of deep acceptors versusNd2Na in the epitaxial
layers of p–n structures prepared by different methods:1 — gas-phase
epitaxy and2 — sublimation epitaxy. The solid line corresponds to a
acceptor density whenNa50.5Nd .
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dislocations in GPE SiC layers as compared with layers ob-
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tained by sublimation epitaxy.

4. CONCLUSIONS

The following conclusions can be drawn from this stud
1. The computed value of the contact potential diffe

ence obtained for GPEp–n structures using a band gap
2.86 eV for 6H-SiC agrees better with the experimen
value, just as for other types of SiC–basedp–n structures
investigated earlier.

2. Deep acceptor levels, which were previously obser
in SE structures, were observed in GPEp–n structures. How-
ever, the total density of deep acceptors in GPE structure
two to three orders of magnitude lower than in SE structu
with a similar value ofNd2Na .
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Anomalous magnetic properties of the solid solutions (InSb) 12x(CdTe)x at low

temperatures

A. V. Brodovo , V. A. Brodovo , L. M. Knorozok, V. G. Kolesnichenko, and S. P. Kolesnik

Institute of Materials Engineering Problems, 252680 Kiev, Ukraine
~Submitted July 8, 1996; accepted for publication March 18, 1997!
Fiz. Tekh. Poluprovodn.31, 1052–1054~September 1997!

The magnetic susceptibility of the solid solutions~InSb!12x~CdTe!x has been investigated. It has
been established that for the compositionx50.05 a tenfold anomalous increase in
diamagnetism is observed with decreasing temperature. This anomaly can be explained by the
appearance of metallic superconducting modifications in the volume of the crystal.
© 1997 American Institute of Physics.@S1063-7826~97!00709-6#

It is well known that a number of atomic semiconductorsis diamagnetic withx52(123.5)31027 cm3/g and is vir-
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and some semiconductor compounds under hydrostatic p
sure undergo a phase transition into a metallic state. A
rule, the metallic phases that are formed are superconduc

According to Ref. 1 , indium antimonide possesses se
eral polymorphous metallic modifications, and in Ref. 2
was established that under hydrostatic pressure of close t
kbar at room temperature the semiconductor compound I
undergoes an insulator–metal transition, which makes it p
sible to obtain a metallic state at quite low temperatures
gradually decreasing the pressure. Resistivity measurem
have shown that the metallic state in InSb is superconduc
with a transition temperature in the range3 2.1–5.1 K. It is
also known that the transition into a metallic state un
hydrostatic pressure is accompanied a change in the vol
and the lattice parameters of the crystal. A strong local d
tortion of the crystal lattice similar to the effect of a hig
pressure can be obtained by forming a system of three s
tions on the basis of semiconducting compounds whose
teracting elements possess different atomic and ionic ra
This suggests the possibility of forming a metallic state
InSb crystals by complex doping.

In the present work we investigated the magnetic susc
tibility ~MS! of single crystals of the solid solutions~SSs!
~InSb!12x~CdTe!x in the temperature range 4.2–300 K a
magnetic fieldsH.0.125 kOe. The SS samples were pr
pared by directioned crystallization of an InSb melt with t
addition of Cd and Te. The total impurity density rang
from 1.531019 cm23 (x50.001) up to 7.531020 (x50.05).
Synthesis was performed in quartz cells evacuated to a p
sure of 1023 Pa. The melt was homogenized at a temperat
of 1100 °C for 100 h. The ingots obtained were additiona
subjected to a homogenizing anneal at 500 °C for 100–
h. Equilibrium was considered to have been achieved w
the microstructure and microhardness no longer changed
were the same over the entire ingot. All samples weren-type.
The homogeneity and chemical composition of the ing
was monitored by Auger spectroscopy and x–ray crysta
graphic and chemical analyses.

The MS measurements were performed by the rela
Faraday method using electronic microbalances with a
matic compensation according to the procedure describe
Ref. 4 . The MS of all experimental specimens atH54 kOe

899 Semiconductors 31 (9), September 1997 1063-7826/97
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tually independent of temperature in the interval 77–300
~Fig. 1!.

It is well known that the MS of crystals which do no
possess an intrinsic magnetic moment consists of a sum
the contributions of the MS of the crystal lattice and t
Pauli paramagnetism of electrons. The MS of electrons
its dependence on density and composition of the SS h
been examined in detail in Ref. 5 on the basis of the Zaw
ski theory.6 The results of the calculations of the MS of th
electrons in~InSb!12x~CdTe!x for compositions in the range
0<NCdTe<5 mole % gave a susceptibility of the order
1029 cm3/g, which is two orders of magnitude less than t
experimentally observed value ofx. This suggests that the
magnetic susceptibility of~InSb!12x~CdTe!x is determined
mainly by the lattice component ofx.

As the temperature decreasesT,77 K, the paramagnet
ism of MS is observed to increase for solid solutions w
x50.001, 0.01, and 0.02. This is apparently due to the pa
magnetism of lattice defects, which was observed in narro
gap semiconductors during investigations of electron s
resonance~ESR! at temperatures below7 20 K.

Figure 2 shows a typical curve ofx versus the magnetic
field H for ~InSb!12x~CdTe!x single crystals. As one can se
from the figure, for the compositionx50.05 the magnetic
susceptibility increases rapidly for low values ofH, changing
from diamagnetic into paramagnetic state, which is char
teristic of substances possessing magnetic order. It can
assumed that in the experimental crystals disarranged reg
which can form around clusters of impurity atoms are
sponsible for the field dependence of the magnetic susce
bility. These disarranged regions are apparently produced
the high elastic stresses that appear in the cooling cry
because of the difference of the thermal expansion coe
cients of the main material and an impurity cluster. As t
x–ray crystallographic analysis has shown, the maxim
compression of the InSb lattice, which reaches 6.231022 %
with respect to the pure InSb lattice, is observed for the so
solution ~InSb!0.95~CdTe!0.05. This apparently leads to th
appearance of metallic modifications in the volume of t
crystal.2

89990899-02$10.00 © 1997 American Institute of Physics
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Measurements at 78 K showed that the character of
dependencex(H) remains unchanged. The paramagneti
of the test samples, however, increases slightly~of the order
of 5–10%!. An anomalous tenfold increase in diamagneti
is observed in the temperature dependence of the mag
susceptibility of~InSb!0.95~CdTe!0.05 ~Fig. 1, curve4! in the
regionT54.2230 K. This is apparently due to the appea
ance of superconductivity of a metallic modification form
as a result of local lattice deformations accompanying d
ing. The measurements of the magnetic susceptibility co
late well with ESR investigations performed atT<77 K. In
the course of the investigation of superconductivity by
ESR method, it was discovered that this method offer
unique capability which has been called microwa
diagnostics.8,9 This is the nonresonance microwave respo
of a superconductor that depends on the external magn
field. This response is detected with high sensitivity
means of an ESR spectrometer. The response is obse
only when the sample makes a transition into the superc
ducting state.

A SE/X-2544 ‘‘Radiopan’’ 3-cm radiospectrometer e
pecially equipped for measurements near zero magn
fields in a wide temperature interval was used for the E
investigations.10 In ~InSb!12x~CdTe!x crystals no microwave
absorption signal was observed inH50, while for a compo-
sition with x50.05 atT,77 K a ‘‘hysteresis’’ microwave

FIG. 1. Temperature dependences of the magnetic susceptibility of cry
of the solid solutions~InSb!12x~CdTe!x for different values ofx: 1 — 0.001,
2 — 0.01,3 — 0.02,4 — 0.05.
900 Semiconductors 31 (9), September 1997
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response signal does appear. The latter signal was previo
observed in high-Tc superconducting materials.10

In summary, it has been shown in the present work t
metallic phases form in the solid solution~InSb!0.95

(CdTe)0.05 as a result of local lattice deformations. This r
sults in a sign change in the magnetic susceptibility fro
negative to positive in weak magnetic fields. These pha
apparently become superconducting at liquid–helium te
peratures.
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alsFIG. 2. Field dependences of the magnetic susceptibility of crystals of
solid solutions~InSb!12x~CdTe!x at T5300 K for different values ofx: 1 —
0.001,2 — 0.01,3 — 0.02,4 — 0.05.
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Luminescence spectra of blue and green light-emitting diodes based on multilayer

um
InGaN/AlGaN/GaN heterostructures with quantum wells
K. G. Zolina, V. E. Kudryashov, A. N. Turkin, and A. É. Yunovicha)

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
~Submitted 27 September 1996; accepted for publication 18 March 1997!
Fiz. Tekh. Poluprovodn.31, 1055–1061~September 1997!

The luminescence spectra of blue and green light–emitting diodes based on
InxGa12xN/Al yGa12yN/GaN heterostructures with a thin~2–3 nm! InxGa12xN active layer
have been investigated in the temperature and current intervals 100–300 K andJ50.01-20 mA,
respectively. The spectra of the blue and green light-emitting diodes have maxima in the
interavals\vmax52.5522.75 eV and\vmax52.3822.50 eV, respectively, depending on the In
content in the active layer. The spectral intensity of the principal band decreases
exponentially in the long–wavelength region with energy constantE0545270 meV; this is
described by a model that takes into account the tails of the density of states in the
two–dimensional active region and the degree of filling of the tails near the band edges. At low
currents radiative tunneling recombination with a voltage-dependent maximum in the
spectrum is observed in the spectra of the blue diodes. A model of the energy diagram of the
heterostructures is discussed. ©1997 American Institute of Physics.@S1063-7826~97!00809-0#
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In the last three years substantial progress has been m
in the development of emitting heterostructures based
GaN and GaN–based solid solutions. The work perform
on the problem was presented at the First International Se
nar on GaN and Similar Materials at a meeting of the Soc
of Materials Engineering~December 1995, Ref. 1! and the
First European Seminar on GaN.2 Record results on the de
velopment of light–emitting diodes~LEDs! for the short-
wavelength part~violet, blue, green! of the visible spectrum
were achieved by a group from the Nichiya Company us
organometallic compound-hydride method.3,4 In Ref. 4 it
was shown that LEDs emitting in the indicated spectral
gion with a high quantum yield, reaching 4–9%, can be
veloped on the basis of multilayer InGaN/AlGaN/GaN h
erostructures with a thin~2–3 nm! InGaN active layer~see
also the review in Ref. 5!.

The electroluminescence spectra~EL! of these LEDs
have been investigated as a function of the currentJ and
temperatureT.4,6 In our on going study we investigated th
EL spectra of these LEDs in a wide range of currentsJ. We
also analyzed in detail the characteristic features of the s
tra. The spectral features are of interest for understanding
radiative recombination mechanisms and the factors in
encing the quantum yield of radiation in InGaN/AlGaN/Ga
heterostructures. Quantum-well and tunneling effects, fl
tuations of the potentials in the quantum wells, and doping
adjoining wide-gap regions are important in structures wit
thin active layer.

2. EXPERIMENTAL PROCEDURE

Ten LEDs made of structures, grown by hydrid
MOCVD and described in Ref. 4, were investigated~Fig. 1!.
A n-GaN:Si (t55 mm! layer was grown on a sapphire su
strate and a GaN buffer layer ('300 Å!. An thin
(d'20230 mm! InxGa12xN active layer was grown on thi
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changes from the blue to the green region as the compos
x of the active layer varies in the range 0.2–0.43; the wa
length also depends on the thickness of the layer. Thi
followed by a wide-gapp-Al0.1Ga0.9N:Mg layer ('1000 Å)
— a barrier for electrons, which is necessary for hole inje
tion and for lattice matching the active layer with the to
p-GaN:Mg ('0.5 mm! contact layer. Thep-Al0.1Ga0.9N:Mg
layer prevents the evaporation of the active layer during
growth of the comparatively thick top layer. A Ni–Au meta
contact is deposited onp-GaN:Mg. A Ti–Al metal contact to
n–GaN layer was produced after part of the structure w
etched off. The area of the crystal with thep–n heterojunc-
tion wasS53503350 mm2. For comparison, the spectra o
two blue and two green LEDs, containing two addition
epitaxial layers betweenn-GaN:Si and the active laye

FIG. 1. Energy diagram of InxGa12xN/Al yGa12yN/GaN heterostructures de
scribed in Ref. 4.

90190901-07$10.00 © 1997 American Institute of Physics



— n-Al0.1Ga0.9N

TABLE I. Parameters of group I and group II diodes.
Group Diode \vmax, eV E0 meV m DFH , eV Eg* , eV D(\v)1/2 , eV ne ,%*

I G3 2.435 68.2 1.105 20.125 2.584 0.152
G2 2.445 69.9 1.108 20.166 2.646 0.152 4.1
G4 2.446 66.8 1.123 20.123 2.559 0.151 4.0

II B3 2.709 54.5 1.005 20.141 2.853 0.133 0.86
B2 2.732 44.3 1.059 20.089 2.824 0.131
B5 2.752 49.1 1.104 20.091 2.851 0.134 0.70

Note: *The measurements of the external quantum yieldhe are described in Ref. 13.
:Si ~100 nm! and n-In0.05Ga0.95N:Si
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~50 nm!, from previous work by the Nichiya Company3 were
also investigated.

The radiation was observed in the standard LED c
struction through a plastic focusing bowl above the crys
with the structure.

The radiation spectra were investigated in the KSVU–
system, the signal from which was fed into a IBM PC-4
computer through ADCs and an interface. A QBASIC pr
gram was developed to control the spectral system.
mathematical analysis was performed with the ORIGIN a
EASYPLOT programs.

3. EXPERIMENTAL RESULTS

3.1. General form of the spectra.The room-temperature
electroluminescence spectra of several diodes~Table I! with
a dc currentJ510 mA are shown in Fig. 2. The maxima i
the spectra of the light–blue and blue–violet diodes~group
-
l

2

-
e

d

the In content in the active layer (x50.2020.25). For the
green diodes ~group I! \vmax52.3822.45 eV
(x50.4020.44). The diodes in the third group were fab
cated by a technology with additional heterolayers;3 they
correspond to the blue-green and greenish-b
\vmax52.4622.60 eV. Therefore, the LEDs, made with th
InGaN/AlGaN/GaN heterostructures, cover the entire sho
wavelength range of the visible region in accordance w
Refs. 1–4. For brevity, we shall call the group–II diod
light–blue diodes.

3.2.Dependence of the spectra on the current and sp
tral band shape.The emission spectra forJ52020.2 mA
and at room temperatureT are shown in Fig. 3. The dropof
of these spectra is described by the exponent
I;exp(\v/E1) and;exp(2\v/E0) in the short– and long–
wavelength regions, respectively. The decay constantE1 in
the exponential function is of the order of 1.021.3kT;
FIG. 2. Electroluminescence spectra of LEDs consisting of InxGa12xN/Al yGa12yN/GaN heterostructures with quantum wells at temperatureT andJ510 mA;
I — first group, II — second group, III — third group~see Table I!.
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FIG. 3. Emission spectra of LEDs as a function of current~the numbers in the column areJ in mA! at room temperature; a — light-blue N3 diode from group
I; b — green N2 diode from group II. The arrows mark the position of the maxima. Dashed curves — approximation by Eqs.~5!–~8!.
E0@kT and does not depend onT. The maximum in the
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spectra of the light-blue diodes is virtually independent
current in this interval. The maximum in the spectra of t
green diodes shifts with increasing current into the sho
wavelength direction by'60 meV.

For the light–blue diodes the intensity dropped rapid
at J,0.720.2 mA. This is seen in Fig. 3a as a change in
distance between the curves on a logarithmic scale. For
currents the long–wavelength part of the spectra of
light–blue diodes deviates from an exponential function. F
green LEDs a sharp drop inI (J) is not observed, and spectr
could be investigated down toJ510 mA with a resolution
up to '0.5 meV ~Fig. 3b!. The widths of the spectra wer
f

–

e
w
e
r

D(\v)1/251302150 meV for different diodes~see Table I!.
This made it possible to investigate the dependence of
radiation intensityF on J with constantT according to mea-
surements ofI max(J).

3.3. Interference-determined structure of the spect
The high intensity of the radiation made it possible to inve
tigate spectra with resolution down to 0.2 meV and an ac
racy of up to 0.1% and to observe the structure shown in F
4. The periodic structure was clearly resolved when a smo
approximation of the band~dotted line! was extracted from
the experimental spectrum. This structure is explained by
interference of the radiation reflected from the boundaries
FIG. 4. Structure of the EL spectrum~1! of a light–blue LED~N2, see Table I! resulting from interference in the GaN layer. Dotted line2 — smooth
approximation with Eqs.~5!–~8!; 3 — ratio of the approximation spectrum~2! to the experimental~1! spectrum;4 — the factor (11a•cos(2p(l2l0)/Dl));
a50.02060.001;Dl57.0260.07. The ordinate for curves3 and4 is on the right-hand side.
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the transparent n–GaN layer ~thickness
t6dt5560.5 mm!.6,7 The values ofn@11(l/n)(dn/dl)#
(n is the refractive index, anddn/dl is the dispersion!, cal-
culated from the equation

FIG. 5. Luminescence spectra of a light-blue LED~N5! at low currents and
room temperature. The intersections of the straight line and the sp
indicate the energy corresponding to the voltage on the diode.J, mA; 1 —
0.025, 2 — 0.01, 3 — 0.075, 4 — 0.1, 5 — 0.15. The position of the
maxima of the tunneling radiation band, eV:1 — 2.13,2 — 2.21,3 — 2.27,
4 — 2.33. Energy of the maximum of the short-wavelength band — 2
eV.
(Dl is the period! at t55.0 mm, are in the range 2.48 –
3.03. Sincedt'0.5 mm, this value agrees with the index o
refraction of GaN (n52.5).

3.4. Radiative tunneling recombination.A spectral band
with a maximum ranging in the interval\vmax52.1622.39
eV as the voltage on thep–n junction \vmax.eU ~Fig. 5!
was observed in the luminescence spectra of the light–b
LEDs at low currents (J50.0220.2 mA). The quantum
yield of the prinicpal spectral band drops by four orders
magnitude in this region. The observed band correspond
tunneling radiation, which was previously investigated a
described theoretically for other direct-gap III–
compounds.8 This band was not observed in the green LED
which correlates with their large serial resistance and
sence of a tunneling current component.

3.5. Temperature dependence of the spectra.As the tem-
perature decreased, the long-wavelength decay of the s
trum in the principal band remained nearly constant,
short–wavelength decay became appreciably steeper, an
parameter E1 decreased and became current-depend
Measurements of the temperatureT performed with a ther-
mocouple attached to the plastic cap of the diode show
that T changes appreciable when the diode is heated b
current exceeding 1 mA. For this reason, the variation of
spectra of one of the light–blue diodes as a function oT
with J51 mA, for which the heating is weak, is shown
Fig. 6. The integrated radiation intensityF was virtually
independent ofT, varying at this current by not more than
factor of 2.

3.6.Current and voltage dependences of the intens
The integrated intensityF depended linearly on the currentJ

tra

5

FIG. 6. Luminescence spectra of a light-blue diode~N2, see Table I! at different temperatures. Dots — approximation using the Eqs.~5!–~8!.
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s.
FIG. 7. Radiation intensity versus voltage~top scale! and current~bottom scale! for the light-blue~a! and green~b! LEDs. The straight lines correspond to Eq
~2! and ~3!. The parameters of the approximation using Eqs.~5!–~8! are indicated on the top scale; Room temperature.
for J51210 mA ~Fig. 7!, it grew sublinearly withJ for
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J.10 mA, and it dropped superlinearly with decreasingJ
(J,0.720.3 mA!. This drop can be described by the law

F;Jp. ~2!

For light–blue diodes the exponentp varied in the range
p54.525.2. Such a sharp dependence is due to the cha
in the ratio of the nonradiative and radiative recombinat
in the structure. For green diodes the drop inI was less
sharp,p'1.5. This is due to the difference in the mech
nisms of current flow in the diodes investigated. At low cu
rents for light-blue diodesU'V (V is the voltage on the
diode!, so that

I max5const•exp~eU/E1!, ~3!

whereE1 is the decay constant for the radiation intensity.
high currents a serial resistance appears:V5U1JRs . The
electric properties of diodes are studied in Ref. 9.

4. DISCUSSION

4.1.Energy level diagram.Let us examine the energ
level diagram of the heterostructure~Fig. 1!.

The effective band gapEg* in the active layer is

Eg* 5Eg~x,T!1DE1c1DE1v1DEp2Eexc2DED,A ,
~4!

whereEg(x,T) is the band gap in the layer,DE1c andDE1v
are the quantum wells in the conduction bands,DEp is the
change inEg as a result of deformations due to differences
the lattice constants in the layers of the heterostructure,Eexc

is the binding energy of a two–dimensional exciton, a
DED,A are the shifts produced in the edges of the effect
band gap by the potential of the donors and acceptors.10,11

For calculations it is necessary to know howEg* (x,T),
mc,v(X,T), DE1c , and DE1v depend on the band offse
DEc,v at the two heteroboundaries and on the thicknessd of
the active layer. It is necessary to know the tensors of
elastic constants, the deformation potentials, and the ion
tion energies (ED , EA) and densities (ND , NA) of the do-
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well. It is necessary to estimate the fluctuation of the pot
tial as a function of the well thickness and the impurity de
sity. Since the electric fieldE in the p–n junction is large,
Eg* , DE1c , andDE1v can depend onE.

Calculations ofEg* are complicated and they conta
specific parameters which are not always known.

4.2. Model describing the luminescence spectra.Here
restrict the analysis to spectra in the principal band, proce
ing from the following model. Efficient radiative recombina
tion occurs when current carriers of both signs are injec
into the active layer — into a quantum well. For low curren
the tunneling component can be substantial. For high c
rents some of the voltage falls across the serial resista
giving rise to heating. Let us examine the emission spectr
a quantum well in the current and voltage ranges that co
spond to efficient radiation emission.

We assume that optical transitions occur between
edges of two-dimensional conduction and valence ban
which possess tails of the density of states as a resul
different fluctuations of the potential~Coulomb field of the
impurities, quantum-well levels, composition of the solid s
lution, boundary roughness!. In this case we apply a formula
for the 2D density of statesN2(\v2Eg* ) that was used in
Refs. 11 and 12 to describe the luminescence of Ga
AlGaAs quantum wells:

I ~\v!;N2D~\v2Eg* ! f c~\v,kT,Fn!

3~12 f v~\v,kT,Fp!!; ~5!

N2D~\v2Eg* !5~11exp~2~\v2Eg
eff!/E0!!21. ~6!

The energy parameterE0 characterizes the exponenti
decay of the density of states in the long-wavelength reg
In Eq. ~5! f c and 12 f n are the filling functions of the state
near the band edges:

f c~\v,kT,Fn!5@11exp~~~1/m!

3~\v2Eg* !2DFn!/kT!#21, ~7!
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~12 f v~\v,k

TABLE II. Parameters in Eqs.~5!–~8! obtained by fitting the experimental spectra of the light-blue and green
LEDs. The number of significant figures corresponds to the accuracy of the fit.
N Diode J, mA V2JRs , V \vmax, eV E0, eV m DFH , eV Eg* , eV

B3 0.2 2.464 2.708 79.5 0.96 20.176 2.899
0.5 2.615 2.707 60.4 0.99 20.143 2.858
1 2.692 2.709 56.5 1.00 20.132 2.845
2 2.772 2.708 55.5 0.99 20.138 2.848
5 2.880 2.709 54.8 0.99 20.140 2.850

10 3.080 2.709 54.5 1.01 20.141 2.853
20 3.028 2.708 54.6 1.02 20.144 2.858

G4 0.022 2.285 2.409 65.9 1.05 20.238 2.672
0.05 2.351 2.409 65.9 1.04 20.236 2.668
0.1 2.422 2.409 70.1 1.02 20.241 2.670
0.2 2.480 2.410 70.0 1.00 20.254 2.678
0.5 2.597 2.416 69.6 0.96 20.303 2.722
1 2.683 2.423 69.0 0.94 20.293 2.712
2 2.791 2.426 68.6 0.94 20.370 2.790
5 2.955 2.435 68.3 1.00 20.212 2.666

10 3.078 2.446 66.8 1.12 20.123 2.599
20 3.188 2.460 67.7 1.23 20.106 2.602
T,Fp!!5@11exp~~~1~1/m!!
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3~\v2Eg* !2DFp!/kT!#21,

~8!

whereDFn5(Fn2Ec* ) andDFp5(Ev* 2Fp) are the Fermi
quasilevels for electrons and holes in the active region
are related by the relations

Fn2Fp5eU;DFp5eU2Eg* 2DFn ,Eg* 1Ec* 2Ev* ,
~9!

whereU is the voltage drop across the active region whi
in general, can be less than the voltage drop across thep–n
junction.

The parameters 1/m and (121/m) characterize the frac
tions of the energy (\v2Eg* ) that an electron possess
above the effective conduction band edgeEc* and a hole
possesses below the effective valence band topEv* . For di-
rect transitionsm5(11mc* /mv* ) in the case of parabolic
bands andm51 for transitions between the conduction ba
and an acceptor level. In the model proposedm is a phenom-
enological parameter. If the diode temperature is not m
sured directly, an increase in the parameterm with increas-
ing current could indicate heating of the diode.

The experimental spectra were normalized to 1 at
maximum and were described by Eqs.~5!–~8! with the aid of
the ORIGIN and EASYPLOT programs by fitting the param
eters\vmax, Eg* , m, E0 , andDFn so as to obtain the bes
description of the spectra as functions of the voltageU and
temperatureT.

The results are presented in Figs. 3–5 and in Table
We see that as the current varies over wide limits and as
intensity varies, in each spectrum the approximation
scribes the spectra well up to two decimal places. The
deviations over 2000 points did not exceed 731023 for the
spectra normalized to unity at the maximum; more than
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sented in Table II, and their variation with current for tw
diodes is shown.

The energy in the argument of the exponential funct
describing the short–wavelength decay of the spectral b
— the parameterE0 — is virtually independent ofJ for each
diode until ~for light-blue LEDs! the tunneling radiation
comes into play. The value ofE0 increases from diode to
diode from 49 to 70 meV as the maximum\vmax shifts in
the long–wavelength direction. Therefore, it can be co
cluded that the fluctuations of the potential in the quant
wells increase with increasing In content in the active la
of the diodes. In the publications with which we are familia
the characteristic fluctuations of the potential in the quant
wells of the structures studied were not analyzed.

The parameterm, which characterizes the difference
the energy in the argument of the exponential functions
Eqs. ~7! and ~8! from the valuekT ~in the calculations in
Table II it was assumed thatkT corresponds to room tem
perature!, almost equals 1 for all diodes, until heating sta
as the current increases. This increase is greatest for g
diodes, for whichRs527230 V. If it is assumed that the
apparent change inm is completely due to heating, then wit
a dc current of 20–30 mA the temperature of the act
region of the diode can reachT'390 K. The valuem'1
could mean that radiative transitions proceed from the tai
the density of states in the conduction band into local acc
tor levels. This assumption needs to be checked.

The value obtained for the Fermi quasilevelDFn for
electrons by the fitting procedure varies at low currents fr
20.11 to 20.36 eV ~from violet to green diodes!. The
deeper position of the Fermi level in green diodes correla
with large values ofRs and with the absence of tunnelin
radiation. An increase inDFn by 122kT with increasing
current corresponds to double injection of carriers into
active region.

The values ofEg* 5\vmax1D should be compared with

906Zolina et al.
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and
normalized to unity at the maximum. The dependence of
radiation intensity on the voltageU and on the approxima
tion parameters requires a simultaneous analysis of the s
tra and electric properties of the diodes. This falls outside
scope of this paper.

5. CONCLUSIONS

1. The luminescence spectra of LEDs based on het
structures with InxGa12xN/ Al yGa12yN/ GaN quantum wells
with a thin InxGa12xN active layer have maxima in the vis
ible region ranging from the violet to green part of the sp
trum, depending on the In content in the active layer. T
spectrum drops off exponentially in the short- and lon
wavelength parts.

2. A structure due to reflection of radiation from th
substrate and interference in the GaN layer appears in
spectra of the diodes. This shows that the optical yield of
radiation from the diodes can be controlled.

3. Radiative tunneling recombination is observed in
spectra of light-blue diodes at low currents. The maximum
the spectrum of this radiation shifts in proportion to the vo
age drop across thep–n junction.

4. The current and voltage dependences of the radia
intensity have three sections: The nonradiative tunne
component of the current is important in light-blue diodes
low currents; the quantum yield of radiation is greatest in
intermediate current and voltage ranges, which depend
the In content in the active layer (\vmax<eU<Eg* ); and at
high currents heating of the diodes is substantial and
quantum yield drops.

5. The shape of the principal spectral band in the in
cated region of maximum quantum yield is described well
a model of recombination in a two-dimensional quantu
well, with allowance for the exponential decay of the tail
the reduced density of states due to the fluctuations of
potential.

6. The parameter in the exponential function describ
in the model the decay of the spectra in the long-wavelen
907 Semiconductors 31 (9), September 1997
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the fluctuations of the potential which arise for different re
sons~roughness of the heterstructures, nonuniformity of
composition of the solid solution, Coulomb potential of th
impurities, etc.!.

7. The energy decay constant in the exponential for
short-wavelength dropoff of the spectra is close tokT. Its
variation gives an estimate of the heating of the region up
100 °C with a currentJ'20 mA.
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performing the electric measurements.
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Polarization photoluminescence study of the complex V GaTeAs in n -type GaAs in the

temperature range 77–230 K

A. A. Gutkin, M. A. Reshchikov, and V. E. Sedov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted March 18, 1997; accepted for publication March 20, 1997!
Fiz. Tekh. Poluprovodn.31, 1062–1070~September 1997!

The polarization of the photoluminescence band with a maximum near 1.18 eV, which is formed
as a result of the resonance excitation ofVGaTeAs complexes by polarized light, is
investigated for GaAs:Te with various electron densities in the temperature range 77–230 K.
Based on a previously developed model of these defects, theoretical equations for the
polarization of their luminescence are derived in the one-dipole approximation, taking into
account the possible reorientation of Jahn–Teller distortions of the complexes. It is shown that the
temperature dependence of the polarization of the investigated band is well described by
these equations, and the parameters characterizing the optical dipoles of the complexes are
estimated. A decrease in the degree of polarization at temperatures above;120 K is
explained by the transfer of excitation to complexes with any possible orientations of the initial
axis and by Jahn–Teller distortion~owing to thermal-field emission and retrapping of
holes by the photoexcited complexes!. The decrease in polarization can also be partially linked
to the reorientation of distortions during the lifetime of the emitting state of the complex.
The height of the energy barrier for such reorientation is at least;200 meV. © 1997 American
Institute of Physics.@S1063-7826~97!00909-5#

1. INTRODUCTION vacancy-donor complexes binding three holes in Si~Refs.
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Complexes containing a gallium vacancy (VGa) and a
shallow donor and occupying nearest-neighbor lattice s
excite a broad photoluminescence band inn-type GaAs, with
a maximum at the photon energy (\vem);1.18 eV~Ref. 1!.
This band is attributable to the radiative recombination of
electron from a state near the bottom of the conduction b
with a hole localized in a deep state of the complex.1,2 The
complex can form a radiative state inn-typeGaAs by trap-
ping a hole produced in the generation of electron-hole p
or by emitting an electron into the conduction band or in
shallow states as a result of the absorption of a photon by
complex in resonance excitation.

Investigations of such a defect in GaAs:Te have sho
that the complex does not have trigonal symmetry in
radiative~excited! state, but is distorted and can exist in o
of several equivalent configurations with different orien
tions of the distortion.3–5 The application of pressure to th
crystal along the@111# or @110# direction with the recombi-
nation of electron-hole pairs through the complex at l
temperatures (;2 K! has the effect of aligning thes
distortions.3–5 If pressure is applied in the@100# direction,
the distortions of the excited state align more slowly as
pressure is increased. These patterns have suggested a
of the excited state of theVGaTeAs complex whereby the
distortion of the initial trigonal symmetry of the complex
associated with the Jahn–Teller effect, i.e., with interact
between a hole trapped by the complex and partially sy
metrical vibrations of the atoms surroundingVGa atoms
~Refs. 5 and 6!. In this case the complex acquires monoclin
symmetry, and for each defect there are three equivalent
figurations corresponding to the three possible orientation
the Jahn–Teller distortion~Fig. 1!, as in the case of the
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7–9!. It follows from the results of an investigation of th
polarization of emission from theVGaTeAs complex in reso-
nance polarized excitation10,11 that its symmetry is also no
higher than monoclinic in the ground~absorbing! state. The
corresponding required additional distortion of the initia
trigonal complex in the ground state could be a result of
pseudo Jahn–Teller effect~or the Jahn–Teller effect if the
ground state binds one hole and the emitting state binds
holes!.

For this model to be qualitatively consistent with th
results of investigations of polarized photoluminescen
from the complex,10 it must also be assumed, as indicated
Ref. 12, that reorientation of the Jahn–Teller distortion c
not take place at low temperatures within the lifetime of t
excited state. The observed alignment of these distorti
under uniaxial pressure and in the presence of recombina
of electron-hole pairs3–5 can take place in the ground sta
and be preserved~at least partially! upon transition to the
emitting state~hole trapping!.11 This process is possible be
cause the barrier between equivalent configurations in
ground state can be lower than in the radiative state, and
complex has a long residence time in this state at lower
citation levels. The absence of variations in the polarizat
diagrams of the complex when the temperature is raise
77 K ~Ref. 10! indicates that the characteristic reorientati
time, even at 77 K, greatly exceeds the lifetime of the exci
state. With a further increase in temperature, however,
reorientation process in the excited state can become sig
cant, because the lifetime of this state is comparatively lo
(;1026 s; Ref. 13!.

Here we report an investigation ofVGaTeAs by polarized
photoluminescence methods14 at elevated temperatures. Th

90890908-08$10.00 © 1997 American Institute of Physics
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FIG. 1. VGaTeAs in n-type GaAs. The arrows show the direction of the axis of the optical dipole, and the dashed lines indicate the symmetry plan
complex.
polarization of photoluminescence fromVGaTeAs complexes
nd
e
lle
n
b
e
a

ica
it

ct
t
n

th
e
av
try

in
x
h
o

bl
ps
fe
a
th

th
s

rotates. We describe the position of this axis below by the

m-
es-
tion

is
te,
ing

ffi-

n-

c-
the
be

lla-
ct.

l

e

ion
nd

e
ary
ing
excited by polarized light from the impurity absorption ba
of GaAs:Te is calculated within the framework of the abov
indicated model. Possible reorientation of the Jahn–Te
distortion in the excitated state is taken into account, alo
with the thermal-field emission and retrapping of holes
the complexes. The relative influence of the Jahn–Teller
fect and the donor on the initial states of a hole localized
the complex is assumed to be arbitrary in the analyt
model. The results of the calculations are compared w
experimental data forVGaTeAs complexes inn-GaAs in the
temperature range 77–230 K. Certain parameters chara
izing the states of the defect are estimated on the basis of
comparison, and it is shown that the investigated laws do
conflict with previously proposed5,6,12models of theVGaTeAs

complex.

2. CHARACTERISTICS OF THE PHOTOLUMINESCENCE OF
A SYSTEM OF MONOCLINIC COMPLEXES WITH A
FIXED AXIS OF THE Š111‹ TYPE AND REORIENTED
DISTORTION

In accordance with the above-described model of
VGaTeAs complex,5,6,12 if the temperature is not too high, th
Jahn–Teller effect is static, and a single complex can h
three equivalent configurations of monoclinic symme
~Fig. 1!. A symmetry plane of the type$110% containing the
initial axis of the complex, i.e., the lattice sites correspond
to the initial positions of both components of the comple
exists in each configuration. The reorientation of the Ja
–Teller distortion of the complex reduces to the rotation
this plane about the initial axis through an angle6120°. In
crystals of III-IV semiconductors there are four equiproba
orientations of the initial axis and, accordingly, four grou
of the investigated defects; within each group a single de
admits three equivalent configurations, between which tr
sitions are possible, inducing reorientation. The axis of
elementary dipole~linear oscillator or rotator! characterizing
the emission and absorption of light by a defect lies in
symmetry plane of the defect and changes its direction a
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anglew measured from an axis of the type^110& situated in
the symmetry plane of the defect~Fig. 1!.

To analyze the experimental data, we calculate the te
perature dependences of the linear polarization of lumin
cence from such defects in the case of resonance excita
by polarized light. We make the following assumptions:

1. The distortion of the complex in the ground state
similar to the distortion of the complex in the radiative sta
and the directions of the axes of the emitting and absorb
dipoles coincide~one-dipole approximation!.

2. Each complex resides in the ground state for a su
ciently long time~low excitation intensity!, and the reorien-
tation time in this state is short enough for all possible co
figurations of the complex in the ground state~possible
directions of the axis of the absorbing dipole! to be equiprob-
able in the excitation of photoluminescence.

In the classical dipole approximation the optical chara
teristics of a point defect in a crystal are described by
superposition of an oscillator and a rotator, which can
regarded as incoherent.15 We introduce the parameterm,
which characterizes the relative contributions of the osci
tor and the rotator to the absorption of light by the defe
The values ofm range from 0 for the ‘‘pure’’ oscillator to 1
in the case of the ‘‘pure’’ rotator. The probability of optica
excitation of a single defect in theith group (i 51, 2, 3, 4 for
the initial axis of the complex directed along the@111#,
@1̄ 1̄1#, @11̄ 1̄#, and@1̄11̄# axes of the crystal, respectively! in
the jth configuration (j 51, 2, 3) can be represented by th
expression

Ai , j5s0@~12m!cos2g i , j1m sin2g i , j #N\v , ~1!

wheres0 is a constant characterizing the photon absorpt
cross section,g i , j is the angle between the dipole axis a
the direction of the electric vector of the light wave, andN\v

is the photon flux density of the exciting light.
For defects of theith group the concentrations of th

various configurations of the excited state under station
conditions are related to the characteristics of the excit
light and the parameters of the defect by the equations
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HereN is the number density of complexes,ni j is the density
of excited complexes with theith initial axis in thejth con-
figuration,t is a characteristic distortion reorientation time
the excited state, which depends on the height of the ba
between configurations and on the temperature,t0 is the life-
time of the excited state, which is determined by the reco
bination of a localized hole with an electron,cpp1 is the rate
of thermal-field emission of holes into the valence band~cp

is the rate of capture of holes by the complex!, p1 is the
density of holes in the valence band when the Fermi le
coincides with the level of the complex, anda i j is the sta-
tionary number of hole-trapping events per unit time a
complex with theith initial axis that lead to the formation o
the jth configuration.

For weak excitation~when the photoluminescence inte
sity is proportional toN\v) the density of excited centers
small in comparison withN and can be disregarded in th
first term of Eqs.~2!. Under these conditions we have

a i , j5ak,l5
m

12
cpp1(

i 51

4

(
j 51

3

ni j ~ i , j Þk,l !, ~3!

wherem is the ratio of the capture rate of holes by the
vestigated complexes to the total rate of departure of h
from the valence band~as a result of trapping by all dee
centers and interband recombination!. Solving the system
represented by the set of equations~2! for i 51, 2, 3, 4, we
can evaluateni j /t0 for any direction and polarization of th
exciting light and then determine the intensity and line
polarization of the emission for any direction of observati
of photoluminescence. It is necessary here to know the r
tive contribution of the rotator to the emission of light by
defect. In our calculations we assume that this quantity
equal to the relative absorption contribution of the rotato

In the polarized photoluminescence experiments we u
an orthogonal arrangement with mutually perpendicular
rections of the exciting light and observation of photolum
nescence. The direction of the electric vector of the excit
light wave was specified by the angleh measured from the
axis perpendicular to the directions of the incident light fl
and observation of photoluminescence. The degree of po
ization of the photoluminescencer(h) was measured:

r~h!5
I i~h!2I'~h!

I i~h!1I'~h!
, ~4!
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with the electric vector of the light wave parallel and perpe
dicular to the axis from which the angleh is measured. For
the most part two orientations of the crystal relative to t
directions of the exciting light and observation of photolum
nescence were used:@110#–@001# and @100#–@010# ~the first
and second of each pair give the direction of the excit
light and the direction of observation, respectively!. In these
casesr(h) has extrema ath50 and ath590°.

Calculations under the above-stated assumptions giv

r~h50!5r15
11~12m!t0cpp1

11t0cpp1

3

f 11
t

t0
~11t0cpp1! f 2

f 31
t

t0
F ~11t0cpp1! f 42

1

3
mt0cpp1f 5G ~5!

for the orientation@110#–@001# and

r~h50!5r25
11~12m!t0cpp1

11t0cpp1

3

t

t0
~11t0cpp1! f 5

f 31
t

t0
F ~11t0cpp1! f 42

1

3
mt0cpp1f 5G

~6!

for the orientation@100#–@010#. Here f 1 , . . . ,f 5 are quanti-
ties that depend only on the parameters of the dipole and
on the temperature:

f 15~122m!2~cosw22A2 sin w!2cos2 w,

f 252~122m!2~cos2w14 sin2 w!cos2 w,

f 354~11m!2,

f 45~cos2 w12 sin2 w12m cos2w!2

12~cos2 w12m sin2 w!2,

f 55~122m!2~cos2 w22 sin2 w!2.

On the other hand, for the same orientations we have

r~h590°![0. ~7!

Equations~5! and~6! show that the temperature dependen
of the luminescence polarization can be formed both b
variation of the probability of direct reorientation of disto
tion in the excited state@variation of (t/t0)(11t0cpp1)#
and by the emergence of excited centers of any group w
any possible direction of the distortion due to the emission
holes from photoexcited complexes and their retrapping
any unexcited complexes of the same nature~transfer of ex-
citation!.

The thermal–field emission of holes from complex
into the valence band also tends to lower the photolumin
cence intensity of these complexes,2,16 which is described by
the following expression in the case of photoluminesce
excitation by light from the fundamental absorption band
the semiconductor:
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ce
FIG. 2. Degree of polarization of photoluminescen
versus anglew. a! Oscillator; b! rotator; 1! r1,
t/t0→`; 2! r1, t/t0→0; 3! r2, t/t0→`; 4! r2,
t/t0→0.
1

te
he

o
e

m

so
s

o
d
he

r-
e

he

il

g

ra
th

wafers with dimensions;3315320 mm. The procedure for
tra
0.
nd
ni-
le,
d
er-
er

did
i-
po-
he

ed
we
ton
s-

um

er
the

low

its.
I 5mNe2h 11~12m!t0cpp1
, ~8!

whereNe2h is the number of electron-hole pairs genera
by the photoluminescence-exciting light per unit time. T
quantity m appearing in Eqs.~5!, ~6!, and ~8! can be esti-
mated, as in Ref. 16, from the variation of the intensity
quasi-interband recombination accompanying the decreas
I due to the thermal-field emission of holes from the co
plex.

If processes of emission and retrapping of holes in re
nance excitation do not occur, i.e., if the defect create
deep level and the temperature is not too high (cpp1→0),
the polarization of the emission for the chosen geometry
the experiment andh50 depends only on the direction an
type of radiator and on the possibility of reorientation in t
excited state, i.e., onw, m, and t/t0. Figure 2 shows the
dependence ofr1 and dr2 on w for limiting values of m
(m51 andm50) andt/t0 (t/t0→` andt/t0→0).

It is evident from Fig. 2 that reorientation of the disto
tions of the complex in the excited state produces a v
large absolute variation ofr(h50) in at least one of the two
investigated configurations for almost any direction of t
dipole ~except close to the initial axis of the complex!. This
conclusion is equally valid for the superposition of an osc
lator and a rotator except in cases where the values ofm are
in the neighborhood ofm50.5. We also note that, accordin
to ~5! and ~6!, w and m can be found analytically from the
values ofr1 andr2 at low temperature, whent/t0→`:

w56arctanSA1

2
1

r2

r1
S 16

3r1

2r2
D D , ~9!

m5
1

2
2

6A~3r112r2!~32r2!2
1

2
~3r112r2!

42r122r2
. ~10!

3. EXPERIMENTAL RESULTS

The investigated samples were cut from seve
GaAs:Te crystals grown by the Czochralski method in
@100# direction. They had various electron densities~n! in the
range;(231017–231018) cm23 and were in the form of
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measuring the intensity, polarization, and excitation spec
of photoluminescence was similar to that used in Ref. 1
The investigated sample was placed in a Dewar flask a
pressed tightly against a thick copper holder to ensure a u
form temperature distribution over the area of the samp
and a regulated flow of liquid nitrogen vapor was circulate
around it. The temperature was measured by two copp
constantan thermocouples clamped to the upper and low
ends of the sample. The readings of these thermocouples
not differ by more than 0.2 K at any time during the exper
ment. Control measurements showed that the degree of
larization of the light transmitted through the sample and t
Dewar flask did not exceed 1%.

In the photoluminescence spectra of all the investigat
samples at low temperature and with interband excitation
observe a band with a luminescence maximum at a pho
energy close to 1.18 eV, which is associated with the inve
tigated complexes, and edge luminescence with a maxim
at a photon energy;1.51 eV~Fig. 3!. As the temperature is
raised, the edge luminescence spectra shift toward low
photon energies and broaden. The luminescence band of
investigated defects changes very little at temperatures be

FIG. 3. Photoluminescence spectra of a sample withn5531017 cm23 for
excitation by light from the fundamental absorption band.1! T580 K; 2!
150 K; 3! 180 K; 4! 230 K. The intensities of ‘‘quasi-interband’’ and im-
purity photoluminescence for each temperature are shown in arbitrary un

911Gutkin et al.



it
i

e

e
e

t

e

ed
is
te

m
a

to
gy
is
s

s

n

e

h
d
m

-

the

l
me

pa-
r
la-

ed
ures
nd

his

f
of

tent

i-
i-
;140 K, but then with increasing temperature its intens
decreases, heightening the relative intensity of the band w
a maximum near 0.95 eV, which is attributed to complex
having a deeper energy level17 ~Fig. 3!. Here the ratio of the
intensities of bands with maxima at 0.95 eV and at 1.18
at the given temperature vary from one sample to the n
and, as a rule, decrease as the density of free electrons in
sample increases. The 0.95–eV band is predominant in
spectra of samples with concentrations;231017 cm23,
even at low temperatures. The temperature dependenc
the total intensities of ‘‘edge luminescence’’ (I cv) and lumi-
nescence from the investigated complexes~I! in interband
excitation is shown in Fig. 4. It has been observ
previously16 that the drop in intensity of the 1.18–eV band
accompanied by an increase in the edge-luminescence in
sity.

The excitation spectra of the 1.18–eV band are shown
Fig. 5a. It is evident from the figure that an increase in te
perature causes the long-wavelength edge to broaden
shift toward lower photon energies. The excitation of pho
luminescence by polarized light with a photon ener
(\vexc) smaller than the width of the band gap, as first d
covered in Ref. 18, induces polarization of the photolumine
cence. According to the results of the calculations discus
in Sec. 2, it is observed thatr(h590°)[0 for both of our
crystal orientations~@110#–@001# and @100#–@010#!.

The values ofr(h50) for these orientations depend o
\vexc and on the temperature. The dependence ofr(h50)
on \vexc has the same form at various temperatures for
ther orientation and is shown in Fig. 5b for@110#–@001#. It is
evident from Fig. 5 thatr(h50) is independent of\vexc for
sufficiently small values of the latter. The existence of suc
region in the photoluminescence polarization spectra in
cates that only resonance excitation of the investigated co
plexes takes place in it.1! The values ofr(h50) in this
region are independent of\vem within the measurement er

FIG. 4. Total intensity versus temperature for:1–3! the luminescence spec-
tral band of theVGaTeAs complex;4–6! quasi-interband luminescence.1, 4!
Electron density in the samplesn51018 cm23; 2, 5! 531017 cm23; 3, 6!
231017 cm23. The solid curves are calculated according to Eqs.~8! and
~12! for the following values of the parameters:ET5170 meV; 1!
(12m)t0cp

0Nv53.63104; 2! 8.73104; 3! 23105.
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ror limits and are a characteristic of these centers. For
orientations@110#–@001# and@100#–@010# they should corre-
spond tor1 and r2 @see Eqs.~5! and ~6!#. When the tem-
perature is increased from 77 K to;120 K, the experimenta
values ofr1 andr2 remain essentially constant and the sa
as at 2 K: 0.2860.02 and 0.0860.01, respectively.10 A fur-
ther increase in the temperature causesr1 andr2 to decrease
significantly. The experimental temperature curves of the
rameterr1, which is determined with a lower relative erro
thanr2, have been compared with the results of the calcu
tions. These curves are shown in Figs. 6 and 7.

4. DISCUSSION

A. Low-temperature region

The invariance of the polarization of the investigat
photoluminescence band over a wide range of temperat
~2–120 K! shows that neither the thermal-field emission a
trapping of holes by aVGaTeAs complex nor the reorientation
of distortions takes place directly in the radiative state in t
region. In this case, according to Eq.~9!, the ratio r1 /r2

depends only on the anglew characterizing the position o
the axis of the elementary radiator in the symmetry plane
the defect. The values of this angle, which are consis
with the experimental value ofr1 /r2, are equal to615° and

FIG. 5. a! Spectral distributions of the intensity of excitation of photolum
nescence in the 1.18-eV band; b! polarization spectra of this band for exc
tation by polarized light in the crystal orientation@110#–@001#. 1! T580 K;
2! 120 K; 3! 130 K; 4! 150 K; 5! 165 K; 6! 180 K; 7! 230 K.
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splitting of thet2-state ofVGa by the donor in the complex
the anglew can be linked to the ratio of this splitting, a
described in Ref. 6 by the parametera, to the energy of
Jahn–Teller stabilization (EJT). In this model, in fact, the
direction of the radiating dipole in real coordinatesx,y,z
~Fig. 1! coincides with the direction of the radius vector
the point at which the adiabatic potentials of the vacan
complex are a minimum in the space of mutually orthogo
generalized coordinatesQ4 ,Q5 ,Q6, which are associated
with F2 vibrations of the atoms surroundingVGa. In the first
approximation of perturbation theory with respect toa/EJT

this alignment yields the following relation betweenw, a,
andEJT :

A3 sin w512
2a

3EJT
. ~11!

Here a.0 ~Ref. 6!. It follows from Eq. ~11! that only the
angle w'15° concurs with the postulated relatively we
influence of the donor on the state of the vacancy in
VGaTeAs complex.6 Using the above-indicated values ofr1

and r2, it can also be inferred from Eq.~10! that m'0.16.
Consequently, the relative contribution of the linear oscil
tor to the absorption and luminescence of the complex is
greater than that of the rotator.

B. Temperature dependence of the photoluminescence
intensities with interband excitation

We now consider the temperature variation of the p
toluminescence intensity of the complexes in the presenc
interband excitation, as shown in Fig. 4. As mention
previously,2,16 these temperature curves are attributable
the thermal-field emission of defect-trapped holes into
valence band and can be described by Eq.~8!, in which

cpp15cp
0Nvexp~2ET /kT!, ~12!

where cp
0 ~rate of capture of holes by the complex in th

high-temperature limit!, Nv ~effective density of states in th
valence band!, andET ~activation energy of hole emission!
are identical constants for all samples. According to Refs
13, 16, and 19, the parameterst0 andm are practically inde-
pendent of the temperature in the region of strong varia
of I, but differ for different samples.

The approximation of the experimentalI (T) graphs by
Eqs. ~8! and ~12! is shown in Fig. 4 and is attained fo
ET5170 meV. The quantities (12m)t0cp

0Nv obtained in
this approximation are given in the caption to Fig. 4 f
samples with various electron densities.

As mentioned in Sec. 2, the range of possible values
m can be determined from the variation of the intensity
quasi-interband luminescenceI cv asI decreases with increas
ing temperature~Fig. 4!. Indeed, the observed increase ofI cv
in the region of the abrupt drop in the luminescence inten
of the complexes in interband excitation is associated with
increase of the nonequilibrium hole density in the valen
band due to the thermal-field emission of holes trapped
the complexes.2,16 Here the intensityI cv varies for the value
I cv

0 , which corresponds to the total absence of hole emiss
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almost complete return of holes trapped by the complexe
the valence band. Using the model discussed in Ref. 16,
can readily show thatm is related to the relative variation o
I cv by the following equation in the case of weak excitati
of photoluminescence~linear dependence ofI andI cv on the
excitation intensity!:

m512I cv
0 /I cv

em. ~13!

The experimental value ofI cv
em is determined by the maxi

mum of I cv ~Fig. 4!. The intensityI cv
0 can be obtained by

extrapolating the experimentalI cv(T21) curve from the low-
temperature region, where the thermal-field emission
holes from the complexes does not take place, to the t
perature at whichI cv

em is determined. The extrapolation erro
determines the interval of possible values ofm calculated
according to relation~13!. These values ofm are 0.85–0.95,
0.7–0.9, and 0.4–0.6 for samples withn51018, 531017,
and 231017 cm23, respectively.

C. Reduction of the induced polarization of
photoluminescence of the complexes at elevated
temperatures

It is evident from a comparison of Figs. 6, 7, and 4 th
the polarization of the investigated photoluminescence b
decreases with increasing temperature in approximately
same temperature range as that in which its intensity
creases. Consequently, the processes of emission and re
ping of holes by defects can play a significant role in t
temperature depolarization of the luminescence and mus
taken into account in analyzing the experimental plots
r1(T) by means of Eq.~5!. In order for the influence of
reorientation of the centers in the excited state on the t
perature depolarization of photoluminescence to be obse
under these conditions, it is necessary to investigate sam
having the smallest possible parameterm; this condition is
met by samples with a low electron density. However, su
samples are weak radiators in the investigated photolumi
cence band, and the intensity of this band begins to dimin
at lower temperatures. Moreover, the very strong photolu
nescence band with its maximum at a photon energy of 0
eV precludes any sufficiently accurate determination of
polarization of the investigated band for these samples. C
sequently, a detailed comparison with theory is made
samples withn5531017 cm23. The results of this compari
son are shown in Fig. 6. While the decrease in the polar
tion is associated entirely with the thermal-field emission a
retrapping of holes (t/t0→`), according to Eqs.~5! and~6!,
the temperature dependence ofr1 andr2 is determined en-
tirely by the temperature dependence oft0cpp1. The latter
can be determined from the dependenceI (T) ~Fig. 4! for
given m. Graphs ofr1(T) calculated in this way for various
values ofm are shown in Fig. 6a and for reasonable values
m are close to the experimental curve. The agreement
tween the experimental and calculated curves can be
proved if reorientation of the distortions of a complex in t
excited state is taken into account together with the emiss
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FIG. 6. Degree of polarizationr1 versus
temperature for the luminescence band
VGaTeAs complexes (\vexc51.35–1.36 eV,
\vem51.20–1.25 eV! in a sample with
n5531017 cm23. The solid curves are cal-
culated according to Eqs.~5! and~14!: a! in
the caset/t0→`; b! in the general case
The following parameters are used in th
calculations:w515°, m50.16, t051026 s,
ET5170 meV, cp

0Nv53.131025 s21; 1!
m50.7, EB5`; 2! m50.75, EB5`; 3!
m50.8, EB5`; 4! m50.85, EB5`; 5!
m50.9,EB5`; 6! m50.72,EB5200 meV;
7! m50.72, EB5225 meV; 8! m50.72,
EB5250 meV;9! m50.72,EB5`.
and retrapping of holes. Assuming that the characteristic
a

n

th

v
r

creases approximately from 0.4 to 0.9 and is consistent with
,

the
x-

del
of
ated
ut
ap-
at
ula-
. 6b
he

the
in

ht

e-

res
d
ly
ith
ller
y

or-
x.
at

ian

e

-

time of such reorientation depends on the temperature
cording to the equation

t5n21exp~EB /kT!, ~14!

where EB is the height of the barrier between equivale
configurations, andn is the frequency of collisions with the
walls of the barrier, we obtain good agreement between
calculations and experiment~Fig. 6b! for EB5200–260 meV
andn21510211–10213 s. These same parameters also gi
satisfactory agreement of the calculations with the expe
mental polarization curve for samples with other electro
densities~Fig. 7!. The quantityt0, which is needed for ap-
proximating the experimental data, varies from 0.6ms to 1.3
ms for samples with electron densities of 1018 cm23 and
231017 cm23, in good agreement with the values oft0 ob-
tained in Ref. 13. As the electron intensity increases,m in-

FIG. 7. Degree of polarizationr1 versus temperature for the luminescenc
band ofVGaTeAs complexes (\vexc51.35–1.36 eV,\vem51.20–1.25 eV!
in a sample withn5531017 cm23. The solid curves are calculated accord
ing to Eqs.~5! and ~14! for EB5225 meV and:1! m50.4, 2—0.85.t0,
1026 s: 1 — 1.07, 2 — 0.77. The remaining parameters are the same as
Fig. 6.
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estimates based on Eq.~13!. However, as mentioned above
the deviation of the calculated curves obtained without
reorientation of distortion in the excited state from the e
perimental curves is slight~Fig. 6a!. In this regard, the ex-
isting measurement error and the simplicity of the mo
based on the assumptions of temperature independencem
and the absence of thermal-field emission of holes gener
in the absorption of light by uncontrollable acceptors rule o
the unequivocal assertion that this reorientation plays an
preciable role in the depolarization of radiation
T5130–230 K. Consequently, the agreement of the calc
tions with the experimental data, as demonstrated in Figs
and 7, merely implies that the barrier for reorientation in t
excited state cannot be lower than;200 meV.

5. CONCLUSIONS

The foregoing analysis shows that the polarization of
photoluminescence band with a maximum near 1.18 eV
n-type GaAs:Te with resonance excitation by polarized lig
over a broad range of temperatures~2–230 K! is well de-
scribed by the one-dipole approximation within the fram
work of a previously developed5,6,11,12model of aVGaTeAs

complex inducing such photoluminescence. At temperatu
above;120 K the reduction of the polarization of this ban
induced as a result of excitation by polarized light is main
attributable to the transfer of excitation to complexes w
any possible orientations of the initial axis and Jahn–Te
distortion ~owing to the thermal-field emission of holes b
the photoexcited complexes and their retrapping!, and it can
also be partially associated with the reorientation of dist
tions during the lifetime of the excited state of the comple
The height of the energy barrier for such reorientation is
least;200 meV.

This work has received partial support from the Russ
Fund for Fundamental Research~Grant No. 95-02-04146-a!.
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1!Our observations thatr(h50) is constant andr(h590°) is equal to zero
in this region, along with the invariance ofr(h50) over the spectrum of
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The problem of intermediate temperatures or electric fields in the scattering of hot

it.
electrons by acoustic phonons
Z. S. Kachlishvili and L. G. Kukutariya

I. Dzhavakhishvili Tbilisi State University, 380028 Tbilisi, Georgia
~Submitted November 27, 1995; accepted for publication April 21, 1997!
Fiz. Tekh. Poluprovodn.31, 1071–1073~September 1997!

An approximate expression is derived for the momentum relaxation time in the quasielastic
scattering of hot electrons by acoustic phonons as a function of the electron energy and the lattice
temperature. The mobility and the dependence of the impurity breakdown electric field on
the degree of compensation are calculated in the electron-temperature approximation. The results
of the calculations are in good agreement with the experimental forn-type Ge. © 1997
American Institute of Physics.@S1063-7826~97!01009-0#

The so-called intermediate-temperature problem arisesDavydov nor the Streton distribution functions are valid in
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when the momentum of hot electrons is lost in scattering
acoustic phonons. The problem stems from the follow
situation. The momentum relaxation time in quasielas
acoustic scattering can be written in the form1,2

1

t
5

~16k0T!1/2

m1/2l ae
S k0T

ms2D 1/2
1

x3 E0

x

x4 cot xdx, ~1!

wherex5(2ms2«)1/2/k0T, « is the electron energy,m is the
effective electron mass,T is the temperature of the crysta
lattice,s is the sound velocity, andl ae is the mean free path
in the ‘‘high-temperature’’ approximation.

It is a well-known fact that a solution of the integral
Eq. ~1! does not exist for an arbitrary degree of excitation
lattice acoustic modes. A simple solution of the integral
obtainable only in the high-temperature and low-tempera
approximations, when the laws of equidistribution
phonons or zero-point lattice vibrations are valid.1,2 Appro-
priate energy distribution functions have been found
Davydov3 and Streton.4 The criteria of the high-temperatur
and low-temperature approximations impose restrictions
the average electron energy, which depends on the app
electric field. Consequently, in the steady state, when
energy acquired from the field is restored to the system
phonons, the average electron energy can be determined
function of the electric field, and the criteria of the hig
temperature and low-temperature approximations can th
fore be written in terms of the electric field strength:5

E1@E and E1!E, ~2!

where, in the case of germanium for example,E1'0.11T5/2

V/cm ~Ref. 5!.
In the impurity breakdown range the electric field d

pends strongly on the degree of compensation of the sam
and weakly on the lattice temperature. In this field ran
therefore, the asymptotic behavior of the distribution fun
tion is determined by the ratio between the degree of co
pensation of the sample and the lattice temperature. I
readily verified that the range of intermediate temperature
electric fields covers a fairly broad interval, which increas
rapidly with the temperature. The behavior of the kine
coefficients is unknown in this interval, because neither
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In many problems, including the applied kind, it is very im
portant to know how the kinetic coefficients behave in t
indicated interval. The custom, therefore, is to make vario
interpolations between the values obtained in the hi
temperature and low-temperature approximations. The m
role of the intermediate-field problem in the investigation
the kinetic coefficients in the presence of acoustic scatte
becomes all the more obvious in view of the complex dep
dence of the pump electric field on the applied field in t
presence of a magnetic field when the direction of the curr
is specified.

In this note we give the results of an investigation of t
problem of intermediate temperatures~between the high-
temperature and low-temperature approximations! or electric
fields. The corresponding mobility and electron temperat
as functions of the applied electric field are calculated
means of an analytical approximation of the expression
the momentum relaxation time~1!. The dependence of th
breakdown field on the degree of compensation is also
culated, and it is shown in a specific example that this ess
tially nonlinear problem cannot be satisfactorily described
the high-temperature or low-temperature approximations
comparison with experiment reveals good agreement
tween the theoretical and experimental results.

Calculations have shown that relation~1! is well ap-
proximated by the expression

1

t
5

~16k0T!1/2

m1/2l ae
S k0T

ms2D 1/2Fx2

5
1

x

4
exp~20.95x!G . ~3!

The discrepancy between the values oft obtained by means
of Eqs. ~1! and ~3! does not exceed 3.5% over the enti
range of variation ofx. Equation~3! is used to calculate the
mobility in the electron-temperature approximation:6

m5
4eslae

3p1/2k0T

1

xe
@12exp~21.2/xe!#, ~4!

wherexe5(2ms2/k0T)1/2(T/Te)
1/2.

These results enable us to calculate the dependenc
the electron temperatureTe /T on the applied electric field
From the energy balance equation we obtain

91690916-02$10.00 © 1997 American Institute of Physics
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E0
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5
Te

T S Te

T
21D xe

12exp~21.2/xe!
H 3

2
Ap1

15

29/4xe

3expF ~0.95xe!
2

8 GW2
11
4 ,2

1
4F ~0.95xe!

2

4 G J , ~5!

whereE05(6ms2k0T)1/2/elae , andWik(z) is the Whittaker
function.

A graph of Te(E)/T for n-type Ge (m50.22m0 and
T54.2 K! is shown in Fig. 1. Also shown in the figure a
curves corresponding to the high-temperature and l
temperature approximations. It is readily apparent that b
approximations underestimate the electric field for each fi
value of the electron temperature. This disparity is stron
manifested in the dependence of the breakdown electric
Ebr on the degree of compensation. In fact, it is evident fr
the plot ofEbr(C) in Fig. 2 that the breakdown fields are to
low in the indicated approximations for the same degree
compensationC. An expression for the differential captur
cross section derived previously7 on the basis of the result
of the corrected theory of Lax8 has been used in calculatin
the thermal capture coefficient. The impact ionization co
ficient is calculated by means of the differential cross sec
obtained on the basis of the generalized Born method:9

s5pa0
2S Ne

« i
2 D S h21

h D 3/2
b

h211w
, ~6!

where « i is the impurity ionization energy in units o

FIG. 1. Electron temperatureTe versus applied electric fieldE at a lattice
temperatureE54.2 K. 1! In the high-temperature approximation; 2! in the
low-temperature approximation; 3! according to Eq.~5!.
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Ry5m0e4/2\2, h5«/« i , a0 is the Bohr radius of a
hydrogen-like center,Ne is the number of electrons in th
shell from which ionization takes place,b59.3, andw52.5
~Ref. 9!.

Previous experimental results10,11 are also shown in Fig.
2. It is evident from the figure that the experiment is w
described by curve 3 over the entire range of electric fie
including the intermediate-field interval.
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Translated by James S. Wood

FIG. 2. Impurity breakdown electric fieldEbr versus degree of compensa
tion C. 1! In the high–temperature approximation; 2! in the low-temperature
approximation; 3! according to Eqs.~5! and ~6!; 4! experimental results
from Refs. 10 and 11.
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Mechanisms of current flow in zinc telluride–zinc selenide heterojunctions
V. E. Baranyuk and V. P. Makhni 

Yu. Fed’kovich Chernovtsy State University, 274012 Chernovtsy, Ukraine
~Submitted March 22, 1996; accepted for publication November 14, 1996!
Fiz. Tekh. Poluprovodn.31, 1074–1076~September 1997!

The electrical properties of zinc telluride–zinc selenide heterojunctions prepared by solid-phase
substitution reactions are investigated. It is established that the forward current is governed
by tunneling-recombination processes at low biases and by above-barrier carrier diffusion at high
biases. The initial segments of the reverse branches of theI–V characteristics are described
on the basis of the model of tunneling carrier transmission with the participation of deep levels. For
high reverse biases the current was found to increase abruptly as a result of impact
ionization. © 1997 American Institute of Physics.@S1063-7826~97!01109-5#

Variable-zincgap heterojunctions in the zinc telluride– Eg'2.1 eV ~Ref. 7!. As the forward bias is increased, th
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zinc selenide system are already finding applications in v
ous optoelectronic devices.1,2 It will be impossible to further
refine their operational parameters without gaining a dee
understanding of the physical processes governing the c
acteristics of heterojunctions. In this note we give the res
of experimental studies of the electrical properties
p-ZnTe/n-ZnSe heterostructures with a view toward clarif
ing the mechanisms of current flow.

The technology used to prepare the heterojunction
described in Refs. 3 and 4. The current cutoff voltageVI at
300 K lies within the limits 1.2–1.4 V, and the temperatu
coefficient of its variation isg'3.531023 V/K. The density
of surface statesNS at the interface, determined from capac
tance measurements, is'531011 cm22, which is several
orders of magnitude lower than the calculated va
(NS'1.531014 cm22; Ref. 5!. The investigated heterojunc
tions therefore have a sufficiently perfect interface and c
respond to Anderson’s model.

For such structures, in general, the forward current is
sum of the above-barrier currentI d , the recombination cur-
rent in the space-charge regionI gr , and the tunneling curren
I t ~Ref. 5!:

I 5I d1I gr1I t5I 0exp~eV/kT!1I gr
0 exp~eV/2kT!

1I t
0exp~aV1bT!, ~1!

where I 0, I gr
0 , ad I t

0 are the cutoff currents at the barrie
voltage V50, a and b are parameters independent of t
voltage and the temperature, and all other notation is s
dard.

It follows from Fig. 1 that the recombination current
dominant at low biases. The temperature dependence oI gt

0

in coordinates$ ln Igr
0 , 103/T% is approximated by a straigh

line, and the activation energy determined from its slope
Ea50.6560.05 eV. This value is considerably lower tha
expected on the basis of the Cah–Neyse–Shockley the6

according to whichEa5Eg/2'1.05 eV if recombination is
assumed to take place in a layer of the solid solut
ZnTexSe12x , even with a bandgap of the minimum widt
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recombination current is superseded by the tunneling curr
and the experimental values of the parametersa and b are
equal to 5 V21 and 2.531022 K21, respectively.

An analysis of the plots ofI (V,T) leads to the conclu-
sion that the forward current in the investigated range oV
and T is attributable to successive tunneling-recombinat
transitions through a series of levels in the space-charge
gion of the structure. According to the model adopted he
the total current~for any given pair of values ofV andT! is
limited by whichever process, tunneling or recombinatio
has the lower probability. SinceI t

0@I gr
0 in our case, the for-

ward current is controlled by recombination in the spa
charge region for small values ofV. When the voltage is
increased, becauseI gr depends more strongly onV, the re-
combination current is limited by the tunneling current,
observed in experiment~Fig. 1!. The given model therefore
provides a fairly good qualitative description of the observ

FIG. 1. Forward branches of theI–V curves at various temperatures.1!
T5410 K; 2! 380 K; 3! 340 K; 4! 300 K.

91890918-03$10.00 © 1997 American Institute of Physics
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current-voltage characteristics in the low-bias range.
With a further increase in the forward voltage, th

above-barrier transmission of carriers becomes domin
~Fig. 1!. The experimental dependence oflnI S on 103/T is
approximated by a straight line with slopeeV0'2.4 eV, con-
sistent with the energyEg for zinc telluride at 0 K~Ref. 7!.
At 300 K ~taking into account the experimental value ofg)
the diffusion potential isV0'1.35 eV, which is close to the
experimental value of the current cutoff voltage at room te
peratures. According to Ref. 5, the saturation current is
scribed by the expression

I S5SPNd2~Dn1 /tn1!1/2exp~2eV0 /kT!, ~2!

whereS is the area of the diode,Nd2 is the density of donors
in the n-type semiconductor,P is the carrier transmissivity
across the interface,Dn1 andtn1 are the diffusion coefficien
and lifetime of electrons in thep-type material. Assuming for
the investigated structures thatS'0.1 cm2, Nd2'1016 cm23,
Dn1'1 cm2/s, tn1'1028 s, and V0'1.4 eV, we obtain
I S'P•10219 A at 300 K. The experimental value of th
saturation current is approximately 10219 A. It follows from
these estimates thatP'1; i.e., the influence of the potentia
‘‘spike’’ at the heterojunction on the carrier transmissivi
can be disregarded. We also note that the potential barri
much lower on the ZnSe side than on the ZnTe side, so
the above-barrier current is primarily an electron current.

It is logical to assume that the current-flow mechanis
discussed above in the presence of forward bias can
operate in the presence of reverse bias. An analysis of
mechanisms leads to the following conclusions. First,
above-barrier carrier transmission the reverse currentI R is of
the same order of magnitude asI S . In the investigated tem
perature range, however,I S does not exceed 10215 A, which
is many orders of magnitude lower than the measured v
~Fig. 2!. For this reason the contribution of the above-barr
component to the reverse current is negligible and can
ignored. Second, as mentioned previously, the lowV

FIG. 2. Comparison ofI R(V) curves with Eq.~3!. 1! T5410 K; 2! 380 K;
3! 340 K; 4! 300 K. Inset: atV520.2 V, temperature dependence of:1! the
forward cutoff currentI g

0 ; 2! the reverse current.
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probable emission process in the space-charge region. In
case we haveI R'I gr

0 ;exp(Ea/2kT), which is corroborated
by experiment~see the inset to Fig. 2!. With a further in-
crease in the voltage, the measured value ofI R increases far
more rapidly than is required for the emission current, sin
the functional relationI R;AV02V must be observed for the
latter.5 Now the reverse branches of theI-V characteristics
are described over a broad range ofV by the characteristic
expression for the tunneling current5

I 5a1exp~2b1 /Aw02eV!, ~3!

where w05eV0, and b1 is a parameter independent ofV,
whose value is determined by the parameters of the het
junction and the form of the tunneling transitions. The p
rametera1 takes into account the degree of filling of th
energy levels from which tunneling originates. Th
T-independence~within the experimental error limits! of the
parametera1 suggests that electron tunneling transitions ta
place from within the valence band of ZnTe into the condu
tion band of ZnSe. However, since the calculated values
b1 for forward interband tunneling in the given heterojun
tions are much higher than the experimental values, it m
be assumed that deep impurity levels are involved in
tunneling transitions. Unfortunately, a lack of informatio
about their parameters is a hindrance to quantitative calc
tions. Moreover, the given model qualitatively explains t
observed plots ofI R(V) in the ranges ofV and T where
tunneling processes are predominant. The deviation of
experimentalI-V curves from the relation~3! in the low-V
range is associated with the contribution of the emission c
rent to I R .

The steeper rise ofI R in comparison with~3! for high V
is associated with avalanche carrier multiplication as a re
of impact ionization. This assertion is further confirmed
photocurrent multiplication. An analysis of the multiplicatio
factor M as a function of the reverse voltage indicates
pronounced difference between the impact ionization
electrons and that for holes. Since the current introduce
the strong-field region is an electron current, ionization ta
place predominantly by virtue of electrons in zinc selenid
The experimental impact ionization threshold energyEi , de-
termined from graphs ofM (V), is equal to 3 eV at 300 K.
For a direct-gap semiconductor, on the other hand,Ei is
given by the expression8

Ei5Eg@11mn* /~mn* 1mp* !#. ~4!

Substituting the known values ofEg , mn* , andmp* for zinc
selenide7 into Eq.~4!, at 300 K we obtainEi'3.2 eV, which
is close to the experimental threshold energy for impact i
ization.

The authors are grateful to V. D. Ryzhikov for furnish
ing the zinc selenide crystals.
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Resonant interaction of electrons with an rf electric field in asymmetric double-barrier

om-
structures
E. I. Golant and A. B. Pashkovski 

Scientific-Research Institute ‘‘Istok’’, 141120 Fryazino, Russia
~Submitted June 10, 1996; accepted for publication January 20, 1997!
Fiz. Tekh. Poluprovodn.31, 1077–1082~September 1997!

Analytical expressions for the electron wave functions, the low-signal, high-frequency
conductance, and the widths of the energy levels~minibands! in a asymmetric double-barrier
structure with thin barriers are obtained under conditions of coherent electron tunneling
strictly along the centers of the energy levels and with the electron energies deviating from exact
resonance. It is shown that an electron transmittance equal to 1 and a substantial increase in
the integrated~taking into account the energy distribution of the electrons incident on the structure!
rf conductance of the structure can be obtained by choosing the appropriate arrangement of
the minibands of the structure relative to the conduction band bottom of the semiconductor
materials to the left and right of the structure. ©1997 American Institute of Physics.
@S1063-7826~97!01209-X#

1. INTRODUCTION such structures. It is therefore desirbale to extend the c
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Interest in double- and many-barrier resonant tunne
structures has greatly increased in recent years as a res
the development of a unipolar quantum cascade infrared~IR!
laser operating on intersubband electronic transitions.1,2 The
theory and calculation of lasers of this type are ordina
constructed under the assumption of successive tunnelin
electrons; i.e., it is assumed that a substantial portion of
electrons passing through the structure undergoes collis
with phonons, destroying the coherence of the electron w
functions.3 At the same time, as shown in Ref. 4 , efficient
lasing on intersubband transitions can be done by us
structures with coherent tunneling, where the tunneling ti
of the electrons out of a quantum well is shorter than
phonon scattering time.

The characteristic features of the resonant interaction
coherently tunneling electrons with an rf field in symmetr
double-barrier, resonant-tunneling structures~DBRTS! and
in structures with barriers of different strength but the sa
level of the conduction band bottom inside and on both si
of the structure were investigated in Ref. 5. Analytic expr
sions were obtained there, in the approximation of stro
barriers, for the dynamic conductivity and width of the res
nance levels of a symmetric DBRTS as a function of the w
width and barrier height. This made it possible to estim
the working characteristics of DBRTS as an active elem
of terahertz-range devices with electron injection into an
bitrary energy level of the symmetric structure. However,
use of structures with a uniform profile of the conducti
band bottom implies the presence of an injector in the fo
of a barrier, a double-barrier structure, or a potential jum
all of which give a strongly nonequilibrium electron ener
distribution in the electron flux incident on the DBRTS.6,7

The use of DBRTS with different levels of the conductio
band bottom at the entrance and exit of the structure mak
possible to produce the required distribution without us
an injector, thereby greatly simplifying the fabrication pr
cess and expanding the spectrum of possible application
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putational method proposed in Ref. 5 to asymmet
DBRTSs with different levels of the conduction band botto
in order to analyze the possibility of increasing in such str
tures the dynamic conductivity and the intensity of radiat
transitions, which is proportional to it.

2. STRICTLY RESONANT TUNNELING OF ELECTRONS

Let us assume that a uniform low-amplitude rf fie
varying in time asE(t)5E(eivt1e2 ivt) is applied to a
structure with thin (d-like! barriers. For definiteness, we a
sume that the electrons move from left to right, that there
no field outside the structure, and that the space charge
be ignored. Then, under the assumptions made above
nonstationary Schro¨dinger equation has the form

i\
]c

]t
52

\2

2m*

]2c

]x2
1H~x!c1H~x,t !c, ~1!

H~x!52U@u~x!2u~x2a!#2U1u~x2a!1ad~x!c

1gad~x2a!,

H~x,t !52qE$x@u~x!2u~x2a!#1au~x2a!%

3~eivt1e2 ivt!.

Here q and m* are the electron charge and mass,a5wbb;
wb andb are the height and width of the first barrier, respe
tively; u(x) is a unit step function,g is a numerical factor
characterizing the asymmetry of the barriers, andU andU1

are the jumps of the conduction band bottom at the barr
~see Fig. 1!. Three basic situations are possible here.

1. Transitions occur between the levels which lie abo
the conduction band bottoms of the semiconductor mater
to the left and right of the structure~Fig. 1a!.

2. Electrons are injected into a level lying above t
conduction band bottom in the material on the left-hand s
~entrance! and pass into a level lying below the conductio
band bottom of this material~Fig. 1b!.

92190921-05$10.00 © 1997 American Institute of Physics
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3. Electrons are injected into a level lying below th
conduction band bottom in the material on the right-han
side ~exit! and pass into a level lying above the conductio
band bottom of this material~Fig. 1c!.

The ground-state wave functionc0, normalized to one
electron, is

c0~x!5H exp ik0x1D0 exp~2 ik0x!, x,0;

A0 sin kx1B0 coskx, 0,x,a;

C0 exp ik1~x2a!, x.a.

~2!

In the first case the correctionc1 to c0 in the low-signal
approximation is8,9

c15c1~x!e2 i ~v01v!t1c2~x!e2 i ~v02v!t,

wherev05«/\, « is the energy of the electrons incident on
the structure,

k05~2m* «/\2!1/2, k5@2m* ~«1U !/\2#1/2,

k15@2m* ~«1U1!/\2#1/2

are the wave numbers of the electrons. The functionsc6 for
this structure have the form

c6~x!

5H D6 exp2 ik06x, x,0;

A6 sin k6x1B6 cosk6x1x6~x!, 0,x,a;

C6 exp ik16
~x2a!1P6 exp ik1~x2a!, x.a,

~3!

where

k065@2m* ~«6\v!/\2#1/2,

k65@2m* ~«1U6\v!/\2#1/2,

k165@2m* ~«1U16\v!/\2#1/2, P1657
qEa

\v
c0~a!

the functions

x16~x!57qExc0~x!/\v1qEc08~x!/m* v2

are the partial solutions of the corresponding equation f
c6 ,8 and the system of equations for the coefficientsA16 ,
B16 , C16 , andD16 is found from the conditions for match-
ing the wave function and its derivatives at the barriers
each instant of time; this system of equations is

FIG. 1. Schematic representation of the band diagram of the double-bar
structures.
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S ik062y k6 0 0

0 sin k6a cosk6a 21

0 2k6 cosk6a k6 sin k6a ik162gy

D
3S D6

A6

B6

C6

D 5S f 1

f 2

f 3

f 4

D , ~4!

where

f 15x6~0!, f 252x68 ~0!, f 35P62x6~a!,

f 45~gy2 ik1!P61x68 ~a!, y52m* a/\2.

Equations~4! can be easily solved analytically, but the fo
mulas obtained are quite complicated and inconvenient
investigation. However, they can be substantially simplifi
under certain conditions. It is well known that the transm
tance in a DBRTS has a pronounced resonant character
in symmetric structures with thin barriers and the sa
height of the conduction band bottom inside and outside
structure, the electron wave number, for which the elect
transmittance equals 1~resonant tunneling!, is found from
the solution of the transcendental equation10

tan ka52
k\2

am*
52

2k

y
. ~5!

Let us assume that the transmittance~and also the interaction
probability! are maximum when

tanka52bk/y. ~6!

in the case of an asymmetric structure as well. It can
shown in a manner similar to Ref. 10 that this holds whe

b5~11g!/g. ~7!

Under resonant tunneling conditions the coefficients
the unperturbed wave function assume the form

D05
g2k02k1

g2k01k1

,B05
2g2k0

g2k01k1

, ~8!

A05
2g2k0

g2k01k1

y

k
1 i

2k1k0

k~g2k01k1!
,

C05
2gk0

g2k01k1

~21!N11.

It thus follows that for such a structure the reflection coe
cient vanishes fork15g2k0.

Let a monoenergetic electron flux pass through theNth
resonant level and let the frequency of the electric field c
respond to transitions to theLth resonance level (L51,
2, . . . ). Fory@k6 and wave number corresponding to th
resonant level, the determinant of the system~4! becomes
small:

ier
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and for transitions to a nonresonant levelD'k6y. For this
reason, for narrow resonant levels the probability of tran
tions between only two levels is substantial. However, in
case of wide levels with large numbers transitions to
bottom and top levels become important. Fory@k6 the de-
terminants for findingC6 andD6 have the form

DD6'
qE

m* v2

2g2k0

g2k01k1

~ ik11y!~ ik162gy!

3k6~cosk6a2coska!, ~10!

DC6'
qE

m* v2

2g2k0

g2k01k1

~ ik11y!~ ik062y!k6

3~cosk6a coska21!. ~11!

Using Eq.~6!, we see that, just as in a symmetric structu
we have

ucosk6a2coskau'ucosk6a coska21u'2

for transitions in which the change in the level number is
odd number, and we have

ucosk6a2coskau'ucosk6a coska21u'0

when the change is an even number. This well-known pa
selection rule is explained by the symmetry of the wa
functions and the perturbation.

For wave functions of the form~3! the low-signal dy-
namic conductivity at frequencyv is determined by the dif-
ference in the fluxes of electrons which have absorbed
emitted an energy quantum\v and leave the DBRTS:8

s5
\2v

2aE2m*
@k1~ uC1u21uD1u2!

2k2~ uC2u21uD2u2!#. ~12!

For monoenergetic electrons with densityn and transi-
tions between resonant levels Eqs.~9!–~12! yield the follow-
ing expression for the conductance of a DBRTS, taking i
account thatak6'pL:

s'ssim

8g6k0
2k6

~g2k01k1!2~g2k061k16!
, ~13!

where ssim is the resonant conductivity of a symmetr
DBRTS with a constant height of the conduction band b
tom inside and outside the structure with barrier strengtha
~Ref. 5 !

ssim'6
8q2m* a4n

pL\6v3
@12~21!N2L#. ~14!

Here the plus and minus signs correspond to transition
the top and bottom resonant levels, respectively.

It is interesting to note that forg→` andk05k ~for the
case in which the barrier is an infinite-wall type section w
a localized field! s58ssim.
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an electron passes lies below the conduction band bottom
the left-hand side of the structure, is of greatest interest
applications. In this case the ground-state wave function
the same form as in the preceding case, and the functionc2

assumes the form

c2~x!

5H D1 exp ¸x, x,0,

A2 sin k2x1B2 cosk2x1x2~x!, 0,x,a;

C2 exp ik12~x2a!1P2 exp ik1~x2a!, x.a,
~15!

where ¸5@2m* (\v2«)/\2#1/2. The system of equation
for determining the coefficients of the perturbed wave fun
tions has the form

S 1 0 21 0

2~¸1y! k2 0 0

0 sin k2a cosk2a 21

0 2k cosk2a k2 sin k2a 2gy1 ik12

D
3S D2

A2

B2

C2

D 5S f 1

f 2

f 3

f 4

D . ~16!

It is interesting that the determinant of this system is sm
almost under the same conditions as in the preceding ca

b5
~g11!y1¸

g~y1¸!
'

11g

g
2

¸

y
. ~17!

Here

D'
ik2k12

g
~21!L11, ~18!

DC2
'

qE

m* v2

2k0

g2k01k1

~ ik11gy!~¸y!k2

3~12cosk2a coska!. ~19!

We thus have, as in the preceding case, the same sele
rules as for a symmetric structure, and we obtain for
conductivity

s'ssim

8g6k0
2k2

~g2k01k1!2k12

. ~20!

In the third case, in which transitions occur from a lev
lying below the conduction band bottom on the right-ha
side to a level lying above the conduction band bottom,
ground-state wave function has the form

c0~x!5H exp ik0x1D0 exp~2 ik0x!, x,0,

A0 sin kx1B0 coskx, 0,x,a,

C0 exp@2¸~x2a!#, x.a.

~21!

Here ¸5@2m* (U12«)/\2#1/2. For this case the resonan
conditions are
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gy1¸

'
g

2
g2y

, ~22!

and the coefficientsD0 , A0 , B0 , andC0 assume the value

D051, B052, A05
2y

k
, C05

2

g
~21!N11. ~23!

The correction to the ground state is described by Eq.~3!.
Using the system of equations~4!, we obtain

DD1
'

qE

m* v2
2gy~ ik112gy!k1~cosk1a2coska!.

~24!

DC1
'

qE

m* v2
2y~ ik012y!k1~cosk1a coska21!

~25!

and, finally,

s'ssim

8g2k1

g2k011k11

. ~26!

3. PASSAGE OF ELECTRONS NEAR THE CENTERS OF THE
RESONANT LEVELS

In accordance with Eqs.~13!, ~20!, and ~26!, the mo-
noenergetic conductivitys is directly proportional to the
fourth power of the barrier strengtha. It would seem that
arbitrarily large values of the resonant conductivity of
DBRTS can be obtained by increasinga. However, as indi-
cated in Ref. 5 , this possibility is limited by narrowing o
the resonant levels of the DBRTS, which results in a hig
average residence time of an electron in the well and th
fore a greater role of scattering processes which destroy
coherence of the electron tunneling. Furthermore, the i
grated conductivity and working current of a DBRTS depe
strongly on the width of the energy levels. For this reason
estimate the potential possibilities of asymmetric DBRTS
is necessary to determine the width of the energy levels
the above-indicated variants of the arrangement of the le
relative to the conduction band bottom in the left- and rig
hand contact layers and to determine the intensity of
transitions between arbitrary allowed electronic states w
small deviations of the electron energy from the centers
the levels.

In Ref. 5 it was shown that the widthGM
sim of the M th

level (M th energy miniband!, which is determined by tun
neling through identicald barriers with the same level of th
conduction band bottom inside and on both sides of
structure, is inversely proportional toa2:

GM
sim5S \2pM

m*
D 3

1

a2a4
. ~27!

For a resonant wave vectork at the levelM and small
deviations from itdk!k, it follows from Eq. ~6! that

tan~k1dk!a52
bk

y
2dka. ~28!
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which transitions occur lie above the conduction band b
tom of the semiconductor material on the right- and left-ha
sides of the structure. Retaining in the determinant of
system~4! the correction with the maximum power ofy, we
obtain

D~k1dk!'S ik

g
~k11g2k0!2gy2dkaD ~21!M11. ~29!

If the half-width of a level in a nonsymmetric structure
assumed to be the distance from the resonance at which
intensity of the transitions~in the static case — the transmi
tance! decreases by a factor of 2@analysis of the determi-
nants for finding the coefficientsC6 andD6 and the expres-
sion ~29! shows that this corresponds to doubling of t
squared modulus of the determinant~9!#, then expressingdk
in terms ofd«, we obtain from Eq.~29! the expression

GM5GM
simg2k0a1k1a

2pMg2
. ~30!

Now let the electrons pass at a distanced« from the
resonance levelEN in a weak electric field with frequency
v5vNL1dv, wherevNL5(EN2EL)/\. Then, from the fact
that for small devaiations from resonance mainly the de
minant of the system~4! or ~16! changes and the determ
nants for finding the coefficients of the wave function rema
practically unchanged, we can write for the conductivity o
monoenergetic electron flux

s~EN1d«,vNL1dv!'s~EN ,vNL!

3U D~EN!

D~EN1d«!

D~EL!

D~EL1d«2\dv!
U2

5s~EN ,vNL!/FNL , ~31!

where

FNL511
g4y4a2

~k11g2k0!2S d«

2EN
D 2

1
g4y4a2

~k161g2k06!2S d«2\dv

2EL
D 2

1
g8y8a4

~k11g2k0!2~k161g2k06!2S d«

2EN
D 2S d«2\dv

2EL
D 2

.

~32!

For the case in which the level to which transitions occ
lies below the conduction band bottom of the semiconduc
on the left–hand side of the structure we obtain, just as
Eq. ~30!, the following expression from the expressions~16!
and ~18!:

GM5GM
sim k12a

2pMg2
. ~33!

We see that, as expected, for the same barrier stre
(g51) and in the absence of an offset of the conduct
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half that in an analogous symmetric structure.
In the third case, in which the level along which ele

trons are injected into the structure lies below the conduc
band bottom of the material on the right–hand side, we h

GM5GM
sim k0a

2pM
. ~34!

Here, for nonresonant conductivity in all three cases Eq.~31!
reduces to

s~EN1d«,vNL1dv!

'
s~EN ,vNL!

114S d«

GN
D 2

14S d«2\dv

GL
D 2

116S d«

GN
D 2S d«2\dv

GL
D 2 .

~35!

The integrated conductivityG is of greatest interest fo
device applications. Using Eq.~35! it can be defined as

G~EN ,v!5SE
0

` f ~«!

a
s@EN1~«2EN!,v#d«, ~36!

whereS is the cross-sectional area of the DBRTS, andf («)
is the electron distribution function over the ‘‘transverse
~pependicular to the barriers! energy« in the flux incident on
the structure. If the levels are sufficiently narrow, if the ele
tron density does not vary strongly over their width, and
the bottom level is much narrower than the top level, the

G~EN ,v!'S
f ~EN!

a
s~EN ,v!GL5zsNLGL . ~37!

It is interesting to note that when transitions occur fro
a level lying above the conduction band bottom to a le
lying below the conduction band bottom on the left-ha
side ~Fig. 1b!, it follows from Eq. ~20! that ask2→0 ~the
bottom level approaches the conduction band bottom on
right! the low-signal monoenergetic conductivity increas
without bound. This can be attributed to an unbounded
crease of the one-dimensional electronic density of st
near a conduction band bottom. At the same time, the i
grated conductivity

G'zsNLGL5zGL
simssim

4g2k0
2

~g2k01k1!2
~38!

does not depend onk12 at all. It is also interesting to note
that in this case the integrated conductivity increases mo
tonically asg→` and approaches a finite value~four times
greater than that for an analogous symmetric structu!,
while sNL→`. For k15g2k0, i.e. when the reflection coef
ficient of such a structure equals zero, the integrated con
tivity of the structure equals the conductance of an analog
symmetric structure.

4. CONCLUSIONS

We obtained the following results:
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resonant interaction with an rf electric field in double-barr
structures with thin, high asymmetric barriers and arbitra
height of the conduction band bottom inside and outside
structure were found.

2. The conditions under which the static transmittance
such structures is maximum~equals 1! were found.

3. Analytical expressions were obtained for the mono
ergetic, low-signal, resonance conductivity in asymme
DBRTSs.

4. Analytical expressions for the width of the resona
levels of an asymmetric DBRTS and the monoenergetic c
ductivity of electrons tunneling through a DBRTS near t
centers of the resonances were found for a number of st
tures.

5. It was shown that the resonant conductivity of a stru
ture with a thick exit barrier~i.e., a structure of the type
barrier —,for a number of structures.—, infinite wall.),
which is proportional to the intensity of the quantum tran
tions between the centers of the levels, is eight times hig
than the conductance of the analogous symmetric struct

6. It was shown for a structure in which the electro
pass into a level lying below the conduction band bottom
the semiconductor material on the left-hand side of the str
ture that the monoenergetic conductivity approaches2`
when the conduction band bottom of the material on
right-hand side of the structure approaches the level
which the transitions occur. At the same time, the integra
conductivity remains finite because of the decrease in
width of the bottom level.
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Investigation of the heteroexpitaxial structures ˆp -3C/n -6H‰-SiC

l

A. A. Lebedev, N. S. Savkina, A. S. Tregubova, and M. P. Shcheglov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted December 16, 1996; accepted for publication February 13, 1997!
Fiz. Tekh. Poluprovodn.31, 1083–1086~September 1997!

The parameters of the epitaxial structures$3C/6H%-SiC have been investigated. The
heteroepitaxial growth was conducted by sublimation epitaxy in an open system. The presence of
the 3C polytype was confirmed by x–ray investigations. The capacitance–voltage and
current–voltage characteristics and the electroluminescence spectra of thep–n structures were
investigated. It was found that a thin, slightly doped, defectivep-6H-SiC layer was formed
betweenp-3C-SiC andn-6H-SiC in the heteropolytypic structures; this layer detetmined the
electrical properties of the diode structures. ©1997 American Institute of Physics.
@S1063-7826~97!01309-4#
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The existence of a large number of SiC polytypes w
the same chemical composition but substantially differ
electrical properties make silicon carbide a promising ma
rial for constructing different heterostructures. It was sho
in Ref. 1 that by varying the Si/C ratio in the growth zone
adding definite impurities it is possible to obtain by sublim
tion epitaxy heteropolytypes of 3C–SiC or 4H–SiC films
deposited on 6H-SiC substrates grown by the Lely metho
In Ref. 2 a heteroepitaxial structure$6H/3C%-SiC was grown
in a molecular-beam epitaxy system with a gas–ph
source. However, the results of the investigations of
properties of the heterojunctions were not presented in R
1 and 2.

2. SAMPLES

In our case, heteroepitaxial growth ofp-type 3C-SiC
films was conducted by the method of sublimation epita
~SE! on a 6H–SiC substrate, obtained by the Lely metho
with a SE grown, slightly-doped@(223)31016 cm23]
n-6H–SiC layer. Thep-3C-SiC layer, which was 2–5mm
thick, was doped with aluminum during the growth proce
The carrier density in the substrate material wasNd2Na

'1018 cm23 and the substrates possessed~0001!Si orienta-
tion.

3. X-RAY INVESTIGATIONS

The layers grown consisted of 3C silicon carbide, as
confirmed by x–ray diffractometry. Rocking curves wi
half–widths of 10 and 249, corresponding to the reflection
~0006!6H and ~111!3C in CuKa radiation, were obtained
The structural perfection of the layers was assessed acc
ing to topograms obtained by x-ray topography methods w
different measurement geometries. Figure 1 shows an x
topogram of the heteroepitaxial structure$3C/6H%-SiC. It is
evident from this topogram that the growth of 3C silicon
carbide is of an island character; i.e., growth does not s
simultaneously on the entire surface of the substrate.
total area of the islands in this case was equal to 60–70%
the substrate area (;1 cm2). Our experiments showed tha
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islands expand over the substrate and their boundaries
when the thicknesses of the layers are>325 mm. In addi-
tion, the x–ray investigations showed structural nonunif
mity in the distribution of defects in the epitaxial layer. Th
can lead to a difference in the electrophysical parameter
the p–n structures formed on the basis of these epitax
layers.

4. INVESTIGATION OF THE ELECTRICAL PARAMETERS OF
THE STRUCTURES

Diode structures were fabricated by the standard te
nology, including establishment of contacts withn– and
p–type material, masking with aluminum, and plasm
chemical etching. The diodes were 100–500mm in diameter.
Some structures exhibited capacitance–voltage (C2U) and
current-voltage (J2U) characteristics, which are standa
for structures based on 6H–SiC obtained by SE but with a
substantial ohmic resistance. Extraordinary diodes were
observed. TheC2U characteristics of these diodes we
also linear inC222U coordinates but they exhibited a kin
at U'0 and the cutoff voltage was;1 V ~Fig. 2!. The
carrier densityNd2Na, which was determined from this
characteristic in the region after the kink was 3–5 tim
lower than in the region before the kink. The latter value w
close to the value ofNd2Na, which was determined from
the C2U characteristic of ordinary diodes, and to the val
of Nd2Na in the n-type epitaxial layer before the 3C-SiC
film was grown.

The current–voltage characteristics1! of the extraordi-
nary diodes exhibited the standard exponential fo
J5J0exp(qU/bkT) with b of the order ofb1;1.7 in the
low–current region (J;1029 A! andb2;1.7 in the high–
current region (J;1025 A! ~Fig. 3!. As the temperature in-
creased,b2 changed from 1.73 to 1.56.

For forward currents.1023 A an appreciable electrolu
minescence with a spectrum that was different for both ty
of samples appeared. In the case of the ordinary diodes
electroluminescence spectrum consisted of a wide band c
acteristic of SE diodes with a maximum in the yellow–gre
region of the spectrum. A peak with a maximum near;450
nm, due to carrier recombination on an Al acceptor leve3

92690926-03$10.00 © 1997 American Institute of Physics
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and a maximum near;425 nm, due to recombination of
free exciton4 ~Fig. 4!, predominated in the electrolumine
cence spectrum of the extraordinary diodes. The electrolu
nescence spectra of both types of diodes did not contain
maxima which, according to published data, could be att
uted to carrier recombination in 3C–SiC. Breakdown of the
diodes first appeared at voltagesUbr 520230 V ~which was

FIG. 1. X-Ray topogram of the$3C/6H%-SiC sample with a nonuniform
distribution of defects in the layer. Lang method, MoKa radiation.1 —
3C-SiC islands formed at the initial stage of growth. Magnification 8.5x.
i-
ny
-

Nd2Na determined from theC2U characteristics! and ex-
hibited a sharp and irreversible character.

5. DISCUSSION

The experimental results obtained can be explained fr
our point of view as follows. A lightly dopedp-6H-SiC layer
with a high density of defects formed over the entire area
the substrate betweenn-6H-SiC andp-3C-SiC. In the case of
the ordinary diodes, located outside the islands of grow
which formed at the initial stage of epitaxy, this defect r
gion was located in the volume of the grown epitaxial lay
and increased the ohmic resistance of the diode. In the
cess,p–6H–SiC formed directly onn–6H–SiC and the char-
acteristics of the ordinary diodes are virtually identical to t
standard characteristics ofp–n structures based on 6H–SiC
grown by SE.

In the case of the extraordinary diodes the buffer la
with defects grew directly on then-6H-SiC and coincided
with the metallurgical boundary of thep–n junction. When
the extraordinary diodes were engaged in the forward dir
tion, electron injection into the defective layer occurred. T
resulted in carrier recombination on aluminum acceptor l
els and the appearance of blue electroluminescence~as a
rule, the background Al concentration in the SE layers is l
and such electroluminescence is not observed in pn st
tures of this type!. Because the high compensation in th
layer, the Fermi level in it was located close to the center
the band. Since in then–region the Fermi level lies at a
depth of 0.2–0.3 eV at room temperature, the contact po
tial difference of thisp–n structure, which is defined as th
difference in the positions of the Fermi levels in then– and
p–regions of the diode, should equal;1 V, as was observed
experimentally. The high density of defects in this layer a
resulted in low breakdown voltages in these structures.

The thickness of the buffer layer evidently correspon
to the thickness of the space charge layer for which a k
was observed inC2U characteristics of the extraordinar
of
FIG. 2. Capacitance–voltage characteristics
extraordinary~1! and ordinary~2! diodes at
room temperature.
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diodes, i.e., several tens of microns. It can therefore be c
cluded that in the heteropolytypic structures a thinp-6H-SiC
layer with defects, which determined the electrical proper
of the diode structures, formed betweenp-3C-SiC andn-6H-
SiC.

In Ref. 5 it was shown that changing the Si/C ratio in t
growth cell and increasing the rate of growth in heteroe
axy of n-3C-SiC onn-6H-SiC increases the degree of stru
tural perfection of the transitional region between t
6H-SiC substrate and the 3C-Sic layer. Therefore, optimiza
tion of the technological growth conditions could make
possible to decrease the thickness of the region with def
and to obtain diodes whose electrical properties are de
mined by thep1-3C/n-6H heterojunction.

FIG. 3. Current–voltage characteristics of the extraordinary~1! and ordi-
nary ~2! diodes at room temperature.
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The influence of size quantization on the probability of optical transitions without an electron
wave-vector selection rule is investigated. It is shown that the inversion current is
essentially independent of the thickness of the quantum-well layer in the approximation of a
constant injection efficiency. Various approximations for calculating the rate of spontaneous
recombination are discussed. ©1997 American Institute of Physics.@S1063-7826~97!03108-6#

A model for optical transitions without an electron Here the summation is carried out over all initial states in
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wave-vector selection rule~k-selection! has been develope
to describe the properties of injection lasers with a dop
active region.1 The model takes into account the bimolecu
nature of the recombination process and reflects the influe
of imperfections of real laser structures on the emiss
spectra.2 It is also used to analyze the threshold and spec
characteristics of quantum-well heterolasers.3–6

However, the calculation of the threshold and invers
current in quantum-well lasers using the probability of op
cal transitions withoutk-selection for bulk semiconductor
tends to impart excessive values to these quantities. The
of spontaneous radiative recombination in a quantum-w
layer of thicknessd in a model withoutk-selection is calcu-
lated in this case as

Rsp5A
n1p1

d2
, ~1!

whereA is a constant, andn1 andp1 are the surface densitie
of electrons and holes, respectively.

For givenn1 andp1 Eq. ~1! states that the recombinatio
rate increases as the layer thickness is decreased, in in
proportion tod2. This result differs significantly from the
behavior of the recombination rate calculated for opti
transitions withk-selection, whereRsp is inversely propor-
tional to d ~Ref. 7!. The disparity in the predictions of thes
models is a consequence of the fact that the recombina
rate ~1! has been derived using the transition probability
a bulk semiconductor,1 whereas the density of nonequilib
rium carriers is calculated as for a quantum well. In th
article we analyze the influence of size quantization on
probability of optical transitions withoutk-selection and dis-
cuss techniques for calculating the spectra of spontane
recombination in quantum wells.

By definition, the number of spontaneous transitions
unit time in unit volume within a unit energy interval i
calculated as

r sp~\v!5
1

V(
i

(
f

v f i f eif h fd~Ei2Ef2\v!. ~2!
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conduction band~i! and all final states in the valence ban
~f!, and the quantityv f i gives the transition probability be
tween states. The Fermi-Dirac functions for electronsf ei and
holes f h f take the populating of states into account, andV is
the volume of the quantum-well layer. The energies of
initial and final states areEi and Ef , respectively; the
d-function eliminates all transitions except those with ene
\v from the summation. The probability of direct optic
transitions of an electron from the conduction band to
valence band isvniki nckc

5Acvdkckv
dncnv

, whereAcv is the
Einstein coefficient for band-band transitions, andnc , kc and
nv , kv enumerate the subbands and electron wave vecto
the conduction band and in the valence band, respective

In quantum-well layers it is often convenient to use t
‘‘surface’’ rate of spontaneous recombination~the number of
transitions per unit time on unit area and in unit energy
terval! r sp1. Here it is assumed that

Srsp1~\v![Vrsp~\v!, ~3!

whereS5V/d is the area of the quantum-well layer.
The threshold current of the laser can be estimated fr

the inversion current.2,7 The inversion current is determine
by the degree of excitation of the quantum well when t
difference in the Fermi quasilevels for electrons and ho
DF5Fe2Fh is equal to the minimum energy of emitte
photons\vmin . Assuming that the injection efficiency an
the quantum yield of luminescence are close to unity,
obtain the expression for the inversion current density

j inv5edRspuDF5\vmin
. ~4!

We calculater sp(\v) for a doped quantum-well layer. W
assume that the wave functions of the states of one of
bands are unperturbed and have the form

cnkc
5A2

V
exp@ i ~kxx1kyy!#sinS pnz

d
1

pn

2 D ,

wherekx andky are the projections of the wave vectorkc in
the xy plane, andz is the coordinate in the direction of th
normal to the quantum-well layer. The approximation of i

92990929-04$10.00 © 1997 American Institute of Physics



finite potential barriers is used here for simplicity. The states
1,8
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of the other bandc l are localized near impurities. The
electron transition probability in the quantum well from le
els of thenth subband to the impurity ground level differ
from Acv by the square of the overlap integral of the wa
functions:

v lmkc
5AcvK U E

V
c l* cnkc

dVU2L , ~5!

where the averaging signified by the angle brackets^•••& is
carried out over all possible impurity sites in the quantu
well layer 2d/2<z0<d/2. The integration in~5! is carried
out over the volume of the quantum-well layerV.

We consider two cases below.
1. d@a0, wherea0 is the effective Bohr radius of the

impurity. In this case we can ignore size quantization in
direction perpendicular to the plane of the layer~z-direction!
for impurity-localized particles, and the wave function of t
state of an impurity with coordinater 0 has the form

c l5
1

Apa0
3

expS 2
ur2r0u

a0
D . ~6!

Since the main contribution to the integral~5! is from the
immediate region of the impurity, the integration can be e
tended to infinite volume. We then have

v lnkc
~z0!'Acv

64pa0
3

V@11a0
2~kc

21p2n2/d2!#4

32sin2S pnz0

d
1

pn

2 D . ~7!

After averaging overz0 the result acquires the form

v lnkc
~z0!'Acv

64pa0
3

V@11a0
2~kc

21p2n2/d2!#4
. ~8!

This equation is analogous to the transition probability o
tained in the plane-wave approximation withz-component of
the electron wave vectorkz5pn/d ~Refs. 1 and 8!.

Since the transition probability obtained here depe
only on the energy of carriers in the subban
Ec5Ec01\2(kc

21p2n2/d2)/2mc, wheremc is the effective
electron mass, the transition can be easily made in Eq.~2!
from summation over states to integration with respect
energy. Here, according to our analysis, the two-dimensio
density of states

rc1~E!5
mc

p\2(n
H~E2Ec02Ecn! ~9!

must be used for the conduction band, whereas for the
purity band, which overlaps the valence band, the den
rv(E) must be used as in the case of a semiconductor w
bulk properties, because the presence of potential barrie
assumeda priori not to influence the hole energy spectru
HereE is the energy of the levels involved in transitions,Ec0

is the bottom of the conduction band,Ecn are the values of
the energies of the subband edges numberedn51, 2, . . . in
the conduction band, andH is the Heaviside unit step func
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the density of states is disregarded,rv(E) can be assumed to
be equal to the ordinary volume density

rv~E!5
~2mv!3/2

2p2\3
~Ev02E!1/2, ~10!

wheremv is the effective hole mass for the density of sta
Ev0 representing the top of the valence band.

Disregarding the dependence ofv lnkc
on the electron

wave vector in~8! and restricting it ton51, we write the
final expression for the spontaneous transition rates in
form

r sp~\v!5
A0

d E
Ec01Ec1

Ev01\v

rc1~E!rv~E2\v!

3 f e~E! f h~E2\v!dE. ~11!

Here A05(1/2)64pa0
3Acv /(11p2a0

2/d2)4 is the optical
transition probability withoutk-selection, andf e and f h are
the corresponding electron and hole distribution functio
The factor 1/2 appears as a result of taking into account
conservation of electron spin in transitions.

The total recombination rate is obtained by integrati
~11! over all possible emitted-photon energies:

Rsp5A0

n1

d
p, ~12!

wherep is the volume density of holes in the quantum-w
layer. The optical transition probability withoutk-selection
A0, which coincides with the result for bulk
semiconductors1,8 in the limiting cased→`, begins to drop
considerably with decreasing width of the quantum well
d.10a0.

2. d,10a0. With a further decrease in the width of th
quantum well, we need to take into account quantum lim
tions on impurity-localized carriers in the direction perpe
dicular to the plane of the layer. In the elementary valen
band model we can restrict the discussion strictly to he
holes.9 The wave function of the impurity ground state ca
then be written in the form

c l5
1

AN~a,d!
expS 2

ur2r0u
a D cosS pz

d D , ~13!

where the normalization constant is

N~a,d!

5
pa3

2 H 11
cos~2pz0 /d!

@~pa/d!211#2
1

exp~2d/a!

11~d/pa!2

3Fz0

a
sinhS 2z0

a D S 11
d

2a
1

1

~pa/d!211
D coshS 2z0

a D G J .

~14!

Here the characteristic lengtha is evaluated by a variationa
technique with respect to the state energy.9 In the approxi-
mationd→0 this procedure yieldsa→a0/2. The value ofa
rapidly approachesa0 as the width of the quantum well i
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increased: ford5a0 the localization parameter of carriers
impurities situated in the center of the well isa'0.8a0. The
approximation~13! ignores the penetration of the wave fun
tions into the barrier layers for potential barriers of fin
height, so thata tends to increase. From now on, therefo
we let a'a0.

The integration of ~5! is elementary in the two-
dimensional limitd50:

v lnkc
5Acv

8pa2

S~11a2kc
2!3

dn1 . ~15!

By analogy with the case of a wide quantum well we assu
that to calculate the recombination rate it is sufficient
know the value of~5! for a zero electron wave vector. Th
transition probability between ground levels of the subba
for arbitraryd can then be found directly by means of~14!:

v l10~d!5Acv

2

V K N2~2a,d!

N~a,d! L , ~16!

wherea'a0. For narrow quantum wells the normalizatio
constant depends linearly on the width,N(a,d)'pa2d/4.

Figure 1 shows the transition probability as a function
the width of the quantum well for various positions of th
impurity center. As the width of the quantum well is in

FIG. 1. Normalized transition probability between ground levels of the s
bands versus width of the quantum well for various positions of the impu
center.1 — z050; 2 — z05d/4; 3 — z05d/2.

FIG. 2. Normalized transition probability, averaged over the impurity s
z0, versus width of the quantum well. The dashed curve represents the
of the transition probability for the bulk-semiconductor case~8! to the value
v l10(0) in the two-dimensional limit.
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creased, the transition probability averaged over the impu
sites z0 ~Fig. 2! asymptotically approaches the bulk
semiconductor result~8!.

The contribution of transitions with a change in the su
band indices to the recombination rate can be estimated f
the probability ~5! of electron transitions to the impurity
ground level. It is evident from Fig. 3 that most rapid grow
of the contribution of transitions with increasing widthd is
exhibited by those with a unit change of the subband ind
Assuming that a similar dependence exists for transition
the next subbands in the valence band, we can then ass
that the selection rule for the subband index in radiative tr
sitions begins to be violated whend exceedsa0 by an order
of magnitude or more.

In accordance with the adopted approximation for t
wave functions~13!, the distribution of carriers in the impu
rity band must be described by the two-dimensional den
of states. For the calculations we use the unperturbed den
of states

rv1~E!5
mv

p\2(n
H~Ev02Evn2E!, ~17!

whereEvn are the initial levels of the subbands. Neglecti
the weak dependence of the transition probability ond and
introducing the ‘‘surface’’ probability of optical transition
without k-selectionA15(1/2)8pa0

2Acv , we obtain the final
expression for the rate of spontaneous transitions preser
the subband index:

r sp1~\v!5A1

mcmv

p2\4(n
E

Ec01Ecn

Ev02Evn1\v

H~\v2Ec02Ecn

1Ev02Evn! f e~E! f h~E2\v!dE. ~18!

The total recombination rate is

Rsp5A1(
n

n1np1n

d
, ~19!

wheren1n andp1n are the surface densities of electrons a
holes in thenth subbands. The expression for the recom

-
y

s
tio

FIG. 3. Ratio of the probability for the transition from conduction subban
with different indices to the impurity ground level to the transition probab
ity between ground levels versus width of the quantum well.1 — n52;
2 — n53; 3 — n54.
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nation rate is simplified for narrow quantum wells, in whic
the populations of all subbands except the first can be di
garded:

Rsp5A1

n1p1

d
. ~20!

For constant surface carrier densities, therefore, the rec
bination rate is inversely proportional to the thickness of
quantum-well layer.

An expression of the same form as~20! is obtained when
the transition probabilities between arbitrary subbands
assumed to be identical; this is applicable to wide quan
wells. However, it follows from the dependence of the tra
sition probability on the width of the quantum well~see Fig.
2! that the use of a constant coefficientA1 in this case makes
the recombination rate too high.

The results of calculations of the inversion current a
cording to Eqs.~12!, ~19!, and~20! are shown in Fig. 4. The
use of the two-dimensional density-of-states approxima
and the model of subband-index-preserving transiti
shows that the inversion current is essentially independen
d for narrow quantum wells. The slight drop in the inversi
current, according to~19!, is because the number of su
bands in the valence band increases more rapidly withd than
in the conduction band, and only transitions that preserve
subband indices are taken into account. With a further
crease ind, transitions with a change in the subband indic
must also be included. In this case the maximum permiss

FIG. 4. Inversion current densityj inv versus width of the quantum welld in
the model without satisfaction of a wave-vector selection rule, calculated
wide quantum wells in the approximation of the volume density of state
the valence band and for narrow quantum wells in the approximation of
two-dimensional density of states for transitions preserving subband ind
~solid cures! and without the subband index-selection rule~dashed curves! at
various temperatures in the system Al0.3Ga0.7As–GaAs–Al0.3Ga0.7As,
mc50.07me , mv50.40me , Acv51.53109 s21, a0517 Å. 1 — T5200 Å;
2 — T5300 Å; 3 — T5400 Å.
932 Semiconductors 31 (9), September 1997
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dashed curve, can be estimated by using expression~20!. The
approximation of the volume density of states in the valen
band~12! has been used for calculations in the range of w
quantum wells. As in the model withk-selection,7 the in-
crease in the inversion current with the width of the welld is
attributable to populating of the upper subbands, which is
most conspicuous at high temperatures.

The electrical neutrality conditionp12n151012 cm23 is
used to interrelate the electron and hole densities. T
choice of surface density of acceptors is required to sat
the condition for validity of the model withoutk-selection,
i.e., the hole density in the quantum well must not be sign
cantly higher than the impurity concentration.

It is important to note that our analysis of radiative tra
sitions with the transition probability to states in the impur
band regarded as equal to the transition probability from
most localized states has been simplified. Moreover,
hydrogen-like impurity model used here ignores the effe
of shielding, dispersion, and anisotropy of the effective c
rier masses. The results are therefore useful merely for
taining a transparent description of the passage to the t
dimensional limit as the width of the quantum well
reduced. From the mathematical standpoint the recomb
tion rate withoutk-selection according to~18!, in contrast
with the model of direct transitions, is foun
by replacing the delta-function transition probabili
vnvkvnckc

5Acvdkckv
dncnv

by a value that is identical for any
changes of the wave vector, i.e., the transition probability
averaged over states with different wave vectors in the pl
of the quantum-well layer. The value of the transition pro
ability without k-selection can be treated as a parameter
the theory and be determined from experiment.

This work has been supported, in part, by a G. So
International Foundation program in the exact sciences.
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LOW-DIMENSIONAL SYSTEMS
Contact-free determination of the parameters of a 2D electron gas in GaAs/AlGaAs
heterostructures

I. L. Drichkoa) and I. Yu. Smirnovb)

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted April 9, 1997; accepted for publication April 16, 1997!
Fiz. Tekh. Poluprovodn.31, 1092–1094~September 1997!

The parameters of a 2D electron gas in a GaAs/AlGaAs heterostructure — density, conductivity,
and mobility in zero magnetic field, transport and quantum~one-particle! relaxation times,
Dingle temperature, and spacer width — have been determined by a contact-free~acoustic!
method. © 1997 American Institute of Physics.@S1063-7826~97!01509-3#

To determine the electric parameters of a 2D gas The absorption coefficientG is determined by the
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~2DEG! in heterostructures by the standard dc method, i
necessary not only to prepare a sample in the form of a H
bridge, but also to make electric contacts. In the present
per we report a contact-free method for determining th
parameters by an acoustic method that does not require
cial preparation of the sample — a rectangular plate ca
serve as the sample.

Acoustic methods are based on the use of surface ac
tic waves~SAWs! that propagate along the surface of a
ezoelectric substrate in a piezoelectrically active directi
The deformation wave in this case is accompanied by an
electric field varying with the frequency of the SAW. Ther
fore, the 2D electrons are in a high–frequency electric fi
that redistributes the electrons and generates high-frequ
currents. This determines the absorption of energy from
wave. In the experiment the SAW absorption coefficientG,
which decreases as a result of the interaction with the 2D
is measured in magnetic fields of up to 30 kOe in the te
perature range 4.2–1.4 K. The coefficientG is determined by
the conductivity of the electronic system.1 For this reason,
the quantization of the electronic spectrum in a magn
field, which gives rise to Schubnikov–de Haas oscillatio
is accompanied by characteristic features in SAW absorp
as well. The coefficientG oscillates in a magnetic field in
manner similar to the Schubnikov–de Haas oscillatio
Such oscillations have been observed in GaAs/AlGaAs2,3,6

and InGaAs/InP7 heterostructures. In Ref. 6 it was show
that in the GaAs/AlGaAs structures studied in the pres
work in magnetic fields not exceeding 30 kOe, the 2D el
trons are in a delocalized state, so that the parameters o
2DEG can be determined reliably by the acoustic meth
The experimental procedure employed in the present wor
also described in detail in Ref. 6 .

The dependence of the absorption coefficientG at 30
MHz on the intensity of the transverse magnetic field
T54.2 K for GaAs/AlGaAs is shown in Fig. 1. It was foun
that the maxima ofG are equally spaced as a function
1/H. This makes it possible to determine the density of
2D electron gasns5731011 cm22 from the oscillation
(ns56.7531011 cm22—from the dc Schubnikov–de Haa
oscillations!.
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formulas

G58.68~K2/2!qA
~4psxx /«sv !c~q!

11@~4psxx /«sv !c~q!#2
, ~1!

A58b~q!~«11«0!«0
2«sexp~22qa!,

where K2 is the electromechanical coupling constant
lithium niobate;q and n are the SAW wave number an
velocity, respectively;a is the vacuum gap between th
lithium niobate and the specimen;sxx is the conductivity of
the 2DEG;«1 ,«0, and«s are the dielectric conductivities o
the lithium niobate, vacuum, and GaAs, respectively; a
b(q) andc(q) are complex functions ofa, q, «1 , «0 , and
«s . As one can see from expression~1!, if
(4psxx /«sn)c(q)51, then G reaches its maximum valu
GM , which does not depend onsxx .

To calculatesxx from G using Eq.~1!, it is necessary to
know the value ofa. It is impossible to measure this quanti
experimentally, since the heterostructure is pressed dire
to the surface of the lithium niobate and the gapa is found to
be uncontrollable. The value ofa can be found from acoustic
measurements by investigating the frequency dependenc
GM . Here

GM~q1!/GM~q2!5$@q1b~a,q1!#/@q2b~a,q2!#%e22a~q12q2!.
~2!

This equation yieldsa50.25 mm. Knowing a, we can use
Eq. ~1! to determinesxx(H) from the experimental values o
G. The functionsxx(H), calculated from Eq.~1!, is shown in
Fig. 1.

In accordance with Ando’s theory,8 sxx in a magnetic
field has the form

sxx5sxx* 1sxx
osc, ~3!

wheresxx* 5s0 /(11v2t0
2) is the classical Drude conductiv

ity, t0 is the transport relaxation time,vc5eH/m* c is the
cyclotron frequency,m* is the electron effective mass,s0 is
the conductivity atH50, andc is the speed of light. The
oscillating part can be represented in the form9

93390933-03$10.00 © 1997 American Institute of Physics
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osc;sxx* D~XT!exp~2p/vctq!cos~2pEF /\vc2p!,

~4!

whereD(XT)5XT /sinhXT , XT52p2T/\v, EF is the Fermi
energy, tq is the quantum~one-particle! relaxation time
which determines the collisional broadening of the Land
level by the amountg5\/2tq and which characterizes th
damping of the amplitude of the oscillations.

Analysis of the functionsxx* (1/H2) obtained from our
measurements showed that it is linear up toH'25 kOe~see
the inset in Fig. 2!. The mobility m05sxx(H50)/ens at
H50 can be determined from the slope, equal tonec2/m0. It
was found to be equal to (1.160.1)3105 cm2/~V•s! @which
differs by 15% from the Hall mobilitymH51.263105

cm2/~V•s!# and does not depend on temperature in the ra
1.5–4.2 K. Analysis of the oscillating partsxx

osc yields the
quantum~one-particle! relaxation timetq and Dingle tem-
perature.

Since the amplitudeDsxx of the oscillations is10,11

Dsxx52sxx* D~XT!exp~2p/vctq!, ~5!

to determine the quantum relaxation timetq we constructed
a curve of ln@DsxxD(XT))] versus 1/vct0 for three different

FIG. 1. Experimental curves of the absorption coefficientG ~curve a! and
conductivitysxx ~curve b! versus magnetic fieldH at a temperature of 4.2 K
and 30 MHz.
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temperatures~Fig. 2!. As one can see from the figure, th
function is linear with a slope2pt0 /tq . This means that
the relation~5! is applicable not only forvct0,1 ~see Ref.
8 !, but also whenvct0@1 if Dsxx /sxx* ,1. The quantity
t0 /tq , calculated from the slope, equals 5.560.5; it is
temperature-independent in the interval 1.5–4.2 K and c
responds to scattering by charged impurity centers, tak
screening into account. The Dingle temperature
T* 5\/2ptq51.5 K. The spacer width in the sample can
determined in accordance with Ref. 12 from the known v
ues oft0 /tq and the densityns . This yields the value 30 Å.

In summary, acoustic methods for investigating a 2
electron gas make it possible to determine by a contact-
method the densityns , the mobility m0 in a zero magnetic
field, the conductivitysxx and its dependence onH, the
transportt0 and quantumtq relaxation times, the Dingle
temperatureT* , and the spacer width.
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FIG. 2. Normalized oscillation amplitude ln@Dsxx(2sxx* D(XT))# versus
1/vct0 for different temperaturesT, K: 1 — 4.2,2 — 3.55,3 — 1.5. Inset:
sxx* — the nonoscillatory part of the conductivity — versus the recipro
1/H2 of the squared magnetic field.
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Binding energy of Coulomb acceptors in quantum-well systems

ble
V. I. Belyavski  and M. V. Gol’dfarb

Voronezh State Pedagogical University, 394043 Voronezh, Russia

Yu. V. Kopaev

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia
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The binding energy of a Coulomb acceptor state in a type–I heterostructure with several tunneling-
coupled quantum wells is investigated as a function of the positions of the impurity in the
structure. It is shown that the specific features of quantum-well hole states strongly influence the
binding energy, especially when subbands with negative effective masses arise. ©1997
American Institute of Physics.@S1063-7826~97!01609-8#
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semiconductor nanostructures~NS! are stimulating active in-
vestigation of such structures.1 The possibility of selective
doping opens up additional possibilities in the developm
of NS with prescribed properties.2 It is obvious that the en-
ergy spectrum and envelope functions of impurity states
determined by the specific features of the quantum-w
states and the position of the impurity in a given N
Hydrogen-like states in an isolated, infinitely deep quant
well ~QW! have been investigated theoretically in Ref.
Later, the theory was refined taking into account the fin
height of the barriers, the differences in the permittivities a
effective masses in the materials of the QW and barrier
ers, and the specific features of the valence-band structur4–6

Experimental investigations7 confirm the conclusion that th
binding energy of an acceptor impurity depends on the p
tion of the impurity in the NS. Of interest in this connectio
are asymmetric systems of QW, in which a relocation of
carrier envelope functions under the action of external fie
is most effective,8 making it possible to employ this struc
tures as elements of integrated circuits in nanoelectron9

The relocation of envelope functions also influences
spectrum of the impurities that are located in the heterost
ture and are capable of influencing appreciably the prope
of the structure.

The variational method in the effective-mass approxim
tion is used in most studies of the localized states in na
structures. The results of such calculations depend stro
on the form of the trial variational functions.10 The present
work is devoted to a study of shallow accept
states in asymmetric nanostructures with QW, such
Al xGa12xAs–GaAs. We employ a method previously us
in Refs. 11 and 12 to describe excitonic states in structu
with narrow QW and tunneling-transparent barriers. In ap
cation to impurity centers, it consists of expanding the loc
ized envelope functions of an impurity center in a 2D ba
in the space of envelope functions of the free carriers i
given NS. It is comparatively easy to take into account
differences in the effective masses and permittivities of
QW and barrier materials and, most importantly, the effe
of nonparabolicity of the valence band. The effective-m
method employing ceratin information about the structure
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to the investigation of localized states in NS, encounters
rious difficulties due to the need to take into account
potential which spatially confines the electrons and holes
lowers the symmetry of the system. For this reason it
natural to base the description of localized states on a var
of the effective-mass method that takes directly into acco
the required information about the structure of the 2
quantum-well subbands in the NS of interest. This make
possible to allow for the effects which are due to the co
plex structure of the valence band, specifically, the mixing
the heavy- and light-hole states.13 An approximation which
takes into account only one subband is found to be in
equate for the analysis of acceptor states, since the bin
energy of an acceptor~in contrast to shallow donors3,14! is
comparable, in general, to the characteristic separation
tween the subbands in the NS. The width of the quant
wells and barriers under consideration is, of course, a fa
that determines the accuracy of calculations based on
method of envelope functions in the effective-mass appro
mation. It is believed8 that the method is effective if the
characteristic sizes of the wells and barriers exceed a v
of the order of 10 Å. The characteristic dimensions of t
elements of structures which are studied in the numer
examples presented below are of this order of magnitude
the present paper, we do not consider the problem of ca
lating the binding energy of an impurity state to spect
scopic accuracy or the problem of determining the qual
tive dependence of the binding energy on the position of
impurity in the structure. The method of envelope functio
in the effective-mass approximation is most suitable for t
purpose.8

2. We write the effective Hamiltonian in the form
H5H (0) 1U, whereH (0) is the Hamiltonian of free holes in
a given NS, andU is an operator describing the Coulom
interaction between a hole and an impurity center. We w
the envelope function of the acceptor state as

u&5(
l,b

ulb&^lbu&, ~1!

wherel is a combined index which includes the index of t
valence band~of heavy HH or light LH holes! and the num-

93690936-05$10.00 © 1997 American Institute of Physics
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vector of a unit cell in the plane of the NS. The basis fun
tions ulb& can be represented as a linear combination of
functions

ulk&5
1

AS
f lk~z!exp~ ikr!, ~2!

which form a basis in which the Hamiltonian operator for t
free holes is diagonal. HereS is the area of the heterostruc
ture, andk is the 2D quasiwave number. Since the effect
localization radius of the impurity states in semiconductor
greater than the lattice constanta, a relatively small region of
quasimomenta near the center of the 2D Brillouin zo
makes the main contribution to the formation of the envelo
functionsu&, ka!1. Furthermore, the off-diagonal elemen
of the Luttinger Hamiltonian, which is usually employed f
describing hole states in semiconductor NSs,8, are much
smaller than the diagonal elements in the limitk→0, so that
a simplified classification of hole states, which is associa
with their character atk50, is possible for smallk. This
makes it possible to disregard the dependence of the 1D
velope functionsf lk(z) on k, denoting them simply asf l(z).
In this case the basis

ulb&5
1

AN
(

k
ulk&exp~2 ikb! ~3!

degenerates into a point~in the plane of the NS! basis which
is modulated by the envelope functionsf l(z); hereN is the
number of unit cells in the plane of the NS.

The system of equations for the coefficients in the
pansion of the envelope function of a localized state in
basis~3! has the form

~E2El~2 i¹!!^lbu&5 (
l8b8

^lbuUul8b8&^l8b8u&, ~4!

whereEl(k) is the 2D dispersion law for holes in al sub-
band, and¹ is the 2D gradient operator. The Coulomb i
teraction operator is diagonal with respect tob, so that in-
troducing the abbreviated notations^lbuUul8b8&[Ull8
andUll[Ul , the operatorsHl5El(2 i¹)1Ul can be de-
termined and Eq.~4! can be rewritten as

~E2Hl!^lbu&5 (
l8Þl

Ull8^l8bu&. ~5!

The solution of the system of equations~5! makes it possible
to determine the envelope functions and energy spectrum
the NS with an acceptor impurity, taking into account t
mixing of states that split-off from all 2D subbands. All in
formation about the profile of the 1D hole potential in
given NS and also about the effective masses of the hole
the QW and barrier materials is contained in the dispers
law En(k) and the 1D envelope functions of the holes.

3. Let us examine the case in which the acceptor sta
formed exclusively by states of the heavy-hole band, and
us use for simplicity the two-subband approximation; i.e.,
Eq. ~5! we take into account only two subbands:HH1 and
HH2. In what follows, we drop the index of theHH valence
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ing into account the influence of the states of the top (n52)
subband, will now play the role ofl. We note that the ap-
proximate approach employed here for describing locali
states can also be used to take account of the influence o
other subbands. This complication does not change fun
mentally the qualitative picture obtained in the two-subba
approximation. Usingcn(b) for ^lbu and defining the
Green’s operators for the HamiltoniansHn (n51,2) as
Gn(E)5(E2Hn)21, the system of two equations~5! can be
reduced to the single equation

~E2H1!c15U12G2~E!U21c1 , ~6!

which can be regarded as a Schro¨dinger equation with an
energy-dependent potential.

Let wnn(b) be the eigenfunctions of the operatorHn ,
wheren is the 2D quantum number enumerating the eig
functions of the operatorHn . We represent the Green’s func
tion Gn(E) in the form of a Hilbert–Schmidt expansion

Gn~E;b,b8!5(
n

wnn* ~b8!wnn~b!

E2Enn
, ~7!

whereEnn is the spectrum of the operatorHn . The system of
functions wnn(b)is complete, so thatcn(b) can be repre-
sented as an expansion in this system

cn~b!5(
n

annwnn~b! ~8!

and Eq.~6! can be put into the form

$E2E1n2Wnn~E!%a1n5 (
n8Þn

Wnn8~E!a1n8, ~9!

where

Wnn8~E![(
m

unm
12 umn8

21

E2E2m
, ~10!

(
b

w1n* ~b!U12~b!w2m~b![unm
12 ;

(
b8

w2m* ~b8!U12~b8!w1n8~b8![umn8
21 . ~11!

In determining the Coulomb interaction energy betwe
a hole and an impurity center, the difference in the perm
tivities of the QWs and barriers could have an apprecia
effect. The Coulomb matrix elements can be written as

Unn8~b,z0!5E dz fn* ~z!G~b,z,z0! f n8~z!, ~12!

where we have introduced the electrostatic Green’s func
G(b,z,z0), which for the NS considered here is written o
explicitly in, for example, Ref. 11 . There are grounds f
assuming that the off-diagonal elements~10! are much
smaller than the diagonal elementsWnn8!Wnn , mÞn8. This
inequality follows from the orthonormality of the 1D enve
lope functions and is especially valid in the case of asy
metric NS, in which the envelope functions corresponding
different subbands, as a rule, possess maxima in diffe
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the bottom subband can be found in the zeroth approxi
tion from the solution of the equation

E2E1n2Wnn~E!50. ~13!

Thus, in this approximation the problem of determining t
energy spectrum of a shallow acceptor in a NS reduce
calculating the spectrum ofE1n , taking into account only
one bottom subband, and the correctionWnn due to the in-
fluence of the states of the neigboring subband.

4. The equation determining the contribution of thenth
subband to the envelope function of an acceptor, disreg
ing the states of neighboring subbands, can be written in
form11

FEn
~0!2

\2

2mn
¹21Vn2Unn~b,z0!2EGcn~b!50. ~14!

Here En
(0) and mn are the energy~for k50) and effective

mass of a hole in thenth subband. The operatorVn , which
takes into account~for a smallk) the nonparabolicity of the
nth subband, can be written as11 Vn5\2bn

2k4/2m0, wherem0

is the mass of a free electron, and the typical values of
phenomenological parameterbn lie between 10 and 100 Å.11

Equation~14! can be solved by a variational method. In
doing, it is natural to choose the trial envelope function
the ground state in the form of a 2D hydrogen-like orbita

^nbu0&5A2k2

p
exp~2k/b! ~15!

with one variational parameterk. It should be noted that a
different approximate method, used in Ref. 11 and 12
investigate excitonic states, for calculating the ene
spectrum15 gives similar results.

The method of Ref. 15 is based on a representation
the Hamiltonian Eq.~14! in the form

Hn5Hn
~C!~x!1Hn

~1!~x!, ~16!

where

Hn
~C!~x!5En

~0!2
\2

2m*
¹21

xe2

b
, ~17!

and the operatorHn
(1)(x) is the complement of the Hamil

tonian ~17! with respect to the complete Hamiltonian in E
~14!. Ordinarily, the parameterx is determined from the con
dition that the first correction to the energy due to the ope
tor

Hn
~1!~x!5Vn1Unn~b;z0!2

xe2

b
~18!

equals zero. The operator~17! has both continuous and dis
crete eigenvalues. The latter eigenvalues obviously are
Coulomb series of equations16 with energies

En
~C!5En

~0!1
x2Ry~n!

S n1
1

2D 2 , ~19!
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x in Eq. ~19! is determined from the equation

^nmuHn
~1!~x!unm&50, ~20!

where the eigenfunctionsunm& of the Hamiltonian~17! with
a corresponding choice of the parameterx are, just as in Eq.
~15!, the standard wave functions of a 2D hydrogen ato
Specifically, the ground-state envelope function has the fo
~15! if kan52x, where an5\25umnue2. The method of
Ref. 15 can be somewhat improved,17 if instead of the con-
dition ~20! it is required that the energy of the impurity sta
calculated in first order in the perturbation~18! have a mini-
mum as a function of the parameterx. In this case, obviously
the result of the calculation of the ground-state energy by
method of Ref. 15 completely agrees with the variation
procedure.

To determine the correction due to the effect of the sta
in a neighboring subband, it can be assumed that the stat
the continuous spectrum make the main contribution toWnn .
The hydrogen-like series of discrete levels, split-off from t
upper subband in the field of the shallow acceptor, can
appreciably influence the value ofWnn provided that the
binding energy of these states is less than the splitting
tween the subbands. In this approximation,m evidently cor-
responds to the 2D quasimomentumk. Sincek !a21 is the
main contribution to the formation of the localized state, w
can write Eq.~11! approximately in the form

unk
1252

2e2

«
A2p

S
B12~z0!. ~21!

Here

B12~z0!5E dz f1* ~z!F~kuz2z0u! f 2~z!, ~22!

and the functionF(z) with relatively small differences in the
permittivities of the QW and barriers is defined as11

F~§!5§H p

2
@H1~§!2Y1~§!#21J , ~23!

where Y1(z) and H1(z) are the Bessel and Struve function
respectively. Therefore, the correction due to the second
band can be estimated as

Wnn~E!⇒S 2e2

« D 2

uB12~z0!u2E kdk

E2E2~k!
, ~24!

where the integration extends over the 2D Brillouin zone
If the dispersion relation for the second subband has

form

E2~k!5E2
~0!1

\2k2

2m2
, ~25!

then

Wnn~E!524Ry~2!uB12~z0!u2 lnU11
p2\2

2m2a2~E2
~0!2E!

U ,
~26!

and Eq.~13! can be easily solved graphically. The energy
the localized state can be estimated roughly as
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E'E1n24Ry~2!uB12~z0!u2 lnU11
p2\2

2m2a2D
U , ~27!

whereD5E2
(0)2E1

(0) .
The case where the dispersion relation in the second

band corresponds to hole excitations with negative effec
mass is of greatest interest:

E2~k!5E2
~0!2

\2k2

2m2
1

\2

2m0
b2

2k4. ~28!

In this case the integral in Eq.~19! can be expressed in term
of elementary functions

Wnn~E!524Ry~2!uB12~z0!u2
1

A8m2b2
2

\2
~E2

~0!2E!21

3H p

2
1arctan

1

A8m2b2
2

\2
~E2

~0!2E!21J ,

~29!

and a rough estimate of the energy of the impurity state
be obtained by solving the transcendental equation

FIG. 1. Ground-state energy of a Coulomb acceptor as a function of
position of the impurity atom in the NS Al0.3Ga0.7As–GaAs:1 — Taking
into account of the subbandsHH1 and HH2 and the difference in the
permittivities of the QWs and barriers;2 — same but neglecting the differ
ence in the permittivities;3 — taking into account only the bottom (HH1)
subband. One division on the abscissa corresponds to a lattice consta
5.65 Å.

939 Semiconductors 31 (9), September 1997
b-
e

n

3
1
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5. Figure 1 shows as an example the dependence~curve
1! of the binding energy of the acceptor state on the posit
of the impurity in a Al0.3Ga0.7As–GaAs NS with two QW of
width 5a and 3a and a barrier of width 4a, wherea is the
lattice constant. The outer barrier layers are assumed to
semi-infinite. For this NS the splitting between the subban
is equal to 32.1 meV, the effective mass in the second s
band is negative and equals in absolute magnitude 0.079m0,
and the parameterbn is assumed to be 25 Å. The paramete
of the NS correspond to those employed in Ref. 11 . F
comparison, Fig. 1 shows~curve2! the computational results
obtained without regard for the difference in the permittiv
ties in the QW and barrier materials~their average value wa
used in the calculations!. Taking into account only the firs
subband gives curve3, which has a noticeable minimum
inside the wider QW where the 1D envelope function of t
bottom subband is mainly localized.

The larger the overlapping of the envelope functions
the 2D subbands and the smaller the effective mass in
second subband and the energy gap between the subb
the greater the dip of the level as a result of the effect of
second subband. The effect of the states in the first subb
on the impurity~quasilocal! levels split-off from the second
subband can be taken into account similarly. In this case,
first subband has the effect of decreasing the binding ene
The correction is small in the region inside the barrier, wh
the envelope of the subband possesses a node and is
larger in the wells where the 1D envelope functions a
large; in this case the contribution of the second subband
be comparable in order of magnitude to the binding ene
of the acceptor state.

It should be noted that contrary to the widely held op
ion that the binding energy of a shallow acceptor is alwa
appreciably greater than that of a donor,4 for common NS
such as AlxGa12xAs–GaAs it is comparatively easy to giv
examples of structures in which these energies are com
rable ~see Fig. 1, curve1!. However, the closely space
~compared with the conduction subbands! valence subbands
and, correspondingly, the more uniform distribution of t
1D envelopes along the axis of growth of the NS have
effect that the dependence of the binding energy on the
sition of the impurity in the NS is weaker than in the case
deep impurities18 and shallow donors.19

In asymmetric systems of QW the envelope functions
the region of the inner barriers can be comparable in ma
tude to their value in the region of the QW. For this reas
taking into account the difference in the permittivities of t
QW and barrier materials could appreciably change the b
ing energy, especially since the difference in the permitti
ties of the QW and barrier materials i
Al xGa12xAs–GaAs heterostructures withx;0.1 equals
about 10% and, in general, is not negligible.

e
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The capacitive photovoltage and photoconductivity spectra of GaAs/InAs heterostructures with
quantum dots is discussed. For these structures, which were fabricated by metallorganic
gas-phase epitaxy, the photosensitivity spectrum has a sawtoothed shape in the wavelength range
where absorption by the quantum dots takes place, which is characteristic of ad-function-like
density of states function. The spectra also exhibit photosensitivity bands associated with the
formation of single-layer InAs quantum wells in the structure. An expression is obtained
for the absorption coefficient of an ensemble of quantum dots with a prespecified size distribution.
It is shown that the energy distribution of the joint density of states, the surface density of
quantum dots, and the effective cross section for trapping a photon can all be determined by
analyzing the photosensitivity spectrum based on this assumption. ©1997 American
Institute of Physics.@S1063-7826~97!01709-2#

Recently, new attention has been focused on GaAs/InAs
1–4

used previously to study heterostructures with quant
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heterostructures with quantum dots since the discovery
that interrupting the growth of a layer of InAs at the prop
moment causes formation of individual nanocrystals,
which carriers have the typical quantum-dot discrete ene
spectrum. These crystals form as a result of self-organiza
processes based on the Stranski-Krastanov mechanism.5

The authors of papers published until now have conc
trated primarily on studying the surface morphology of t
heterostructure after the growth is interrupted,6,7 together
with the photoluminescence from the quantum-dot str
tures. Because the density of states in a quantum dot is
scribed by Diracd- functions,8 the photoluminescence spe
trum of an individual quantum dot should consist of a narr
line whose natural width is determined by the lifetime of t
excited state in the quantum dot as determined by the un
tainty relation. When a sufficiently small number of quantu
dots is excited, it is possible to observe several narrow lu
nescence lines with temperature-independent widths o;
0.1 meV.6,9 When photoluminescence is excited over a re
tively large area of the sample, the photoluminescence s
trum has a much broader maximum due to natural scatte
the size distribution of the nanocrystallites.9 The spectral
linewidth is determined by the energy distributiong(E) of
the joint density of states in the quantum dot ensemble.

This density of states can be determined in several w
one of which is to measure the spectral dependence of
optical absorption coefficient.8 In this paper, we apply the
methods of capacitive photovoltage and planar photocond
tivity spectroscopy to this problem, methods that have b
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The goal of this paper is to elucidate how features of
photoelectric sensitivity spectra of GaAs/InAs heterostr
tures with quantum dots evolve as a function of the thickn
of the InAs layer, and to develop a methodology for det
mining certain parameters of the quantum dot ensemble f
these spectra: the energy spectrum, the absorption co
cient, the density of states, the surface density of quan
dots, etc.

1. THEORY

In the spectral region where interband transitions oc
between the quantum-well levels of a heterostructure c
taining quantum wells, the mechanism that gives rise to
capacitive photovoltage effect at a surface barrier invol
three basic stages:11 1! generation of electron-hole pairs i
the quantum wells, 2! emission of nonequilibrium carrier
from the quantum wells, and 3! separation of pairs in the
field of the surface barrier. Small-signal measurements of
capacitive photovoltage photosensitivity in this waveleng
range reveal that the absorptionSW(hn) is proportional to
the absorption coefficientbW(hn) of the quantum wells.12

Since the phenomena listed above will in principle occur
any system dominated by quantum-well effects~well, wire,
or dot!, we should expect the same mechanism to operat
structures with quantum dots.

Let us find the relation between the absorption coe
cient, the joint density of states, and the photosensitivity
an ensemble of quantum dots with a prespecified size di
bution.

94190941-06$10.00 © 1997 American Institute of Physics
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the structures under study here, it is convenient to replace
bulk absorption coefficient with a dimensionless absorpt
coefficient

bD~hn!5
DI

I 0
, ~1!

whereDI 5I 02I 1, here I 0 and I 1 are the intensities of the
incident light and the light passing through the plane conta
ing the quantum dots.

According to Fermi’s ‘‘golden rule,’’

DI 5
2~eF!2h

m0
2~hn!

(
i

uPeh
i u2d~Ee

i 2Eh
i 2hn!, ~2!

whereF is the electric field intensity of the incident electr
magnetic field,m0 is the free electron mass,e is the elemen-
tary charge,Ee

i and Eh
i are quantum-well energy levels fo

electrons and holes, andPeh
i is the matrix element of the

momentum operator for a transition between these le
within the ith quantum dot. The factor of 2 in the numerat
takes into account the spin degeneracy of the levels, and
summation runs over the entire quantum dot ensemble.

The matrix element is

uPeh
i u25uPu2E ch

i* ~r !ce
i ~r !dr5uPu2uXi u2, ~3!

wherech
i (r ) andce

i (r ) are envelope wave functions of hole
and electrons in theith quantum dot,uXi u2 is the overlap
integral of the wave function envelopes, andP is the matrix
element of the momentum operator taken over the rap
oscillating parts of the Bloch functions. In the Kane mode13

uPu2

m0
2

'
Eg

2mn
, ~4!

wheremn is the electron effective mass, andEg is the width
of the band gap of the barrier material~GaAs!. These barrier
quantities are chosen because of the smallness of the q
tum dots (;10 nm!, which causes the size-quantized ele
tron and hole levels to lie near the GaAs absorption edge
the envelope wave functions to be localized primarily in t
barrier material.

Assuming a weak dependence of the overlap intervaXi

on i, and sinceI 05cA«F2/2p, wheree is the dielectric con-
stant of the barrier, we obtain from Eqs.~1!–~4!

bD~hn!5
pe2h

cmnA«
uXu2g~hn!, ~5!

whereg(hn) is the joint density of states in the ensemble
quantum dots, anduXu2; 1.

The stages of emission of carriers from the quantum
and the appearance of a photovoltage are characterized
quantum efficiencyhD , which equals the ratio of the numbe
of electron-hole pairs separated by the barrier field to
number of pairs excited in the quantum dot. Let us den
the quantum efficiency for bulk GaAs absorption byh0, and
let SD denote the ratio of the photosensitivity for absorpti
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sorption edge of GaAs~the normalized photosensitivity!.
Then we can write12

SD5bD

hD

h0
. ~6!

The quantityhD should be close to unity for a quantum
dot in a sufficiently strong surface barrier field;h05 0.51
0.25 for a GaAs surface barrier of GaAs, and is only a we
function of the state of the surface.12 Hence, in our measure
ment regime we haveSD(hn);g(hn), implying that capaci-
tive photovoltage spectroscopy is a direct way to determ
the joint density of states of the quantum dot ensemble.

Using Eqs.~5! and ~6!, we can determine the surfac
concentration of quantum dotsNs by measuring the photo
sensitivity spectrumSD(hn). If the absorption peak is deter
mined by a single transition in the quantum dot, then

Ns5
1

2E g~hn!d~hn!5
cmnA«

2pe2huXu2E bD~hn!dhn. ~7!

The integration extends over that neighborhood of the p
in which the function under the integral sign contributes s
nificantly to the integral.

When we approximate the peak of the absorption b
Gaussian function, Eq.~7! can be written in the form

bm5sDNs , ~8!

where the quantity

sQD5
2Ap ln2e2h

cmnA«G
uXu2 ~9!

can be interpreted as an effective cross section for captur
a photon by a quantum dot,bm5bD(hnm) is the height of
the absorption peak, andG is the width at half-maximum.

2. EXPERIMENTAL METHOD

GaAs/InAs structures were grown on~001! substrates of
GaAs by metallorganic gas-phase epitaxy at atmosph
pressure. In order to obtain wedge-shaped structures,
crystals were grown in a laminar flux without rotating th
substrate. Tests indicated that the growth rates of InAs
GaAs in this case fell off linearly with increasing distan
from the edge of the substrate and were proportional to
another.

Structure 1, grown on ann1 substrate at 650 °C, con
sisted of a buffer layer of GaAs, a layer of InAs with qua
tum dots, and a covering layer of GaAs. The average th
ness of the buffer layer, based on the growth rate, was 0
m, that of the cover layer 0.24m; the average nominal thick
ness of the InAs layer wasd 5 1.6 monolayers. The struc
ture was doped with Si. Measurement of the dependenc
the capacitance on voltage indicated an electron concen
tion in GaAs of n05(224)31016 cm23. We investigated
the photoluminescence spectra of this structure at 77 K
capacitive photovoltage at 77 and 300 K, and t
capacitance-voltage characteristic (C2V) of a Schottky bar-
rier ~Al ! on it. In order to measure the photoconductivi
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TABLE I. Geometric parameters of structure 1

rrow
gle-

to
n of
spectrum of a sample grown on a semi-insulating substr
we grew structure 2 at 550 °C with parameters close to th
of structure 1. Structure 2 also had the shape of a wedge
order to measure the photoconductivity we excised 531-mm
samples from the structure at specific points along
wedge.

Photoluminescence was excited by a He–Ne laser
photoexcitation intensity of;1020 cm22

•s21. The method
of measuring the capacitive photovoltage was describe
Ref. 12.

3. RESULT AND DISCUSSION

C-V characteristics.Characteristic plateaus in theC-V
curves of these structures indicate crossing of the sp
charge region boundary of a quantum-size layer in which
motion of carriers is restricted along the direction of grow
of the structure.14 However, the measurement results do n
allow us to establish whether or not quantum confinem
occurs in the plane of the structure as well.

In Table I we show values of the thickness of the coat
layer Lbs obtained by theC-V method for six samples ex
cised from structure 1 and located a distancex along the
wedge. According to these data, we calculated the lo
nominal thickness of InAsd, taking into account that the
growth rates of InAs and GaAs were proportional, whi
leads us to the relationd(x);Lbs(x).

Based on the width of the plateau in the functionC(V),
we can determine the surface concentration of electr
ns5(1.160.2)31011 cm22 in the quantum-well layer.

Capacitive photovoltage and photoluminescence.Fig-
ures 1 and 2 show photosensitivity spectra of the capac
photovoltage at 30 and 77 K, respectively, measured
samples with various values ofd.

The most remarkable feature of these spectra, which
tinguishes them from spectra of GaAs/InxGa12xAs quantum-
well heterostructures,10–12 is the presence of a well-define
photosensitivity peak in an energy region smaller than
width of the GaAs band gap. It is natural to assume that
peak is due to the absorption of light in InAs quantum do
and that its shape reflects thed-function character of the
density of states function in a quantum dot. The regular c
tinuous shift in the absorption maximumhnm toward lower
energies with increasingd is explained by the increasing siz
of the quantum dots. The surface density of these dots
their size dispersion do not change appreciably, because
height of the peak and its width remain nearly constant.

Sample
No. x, mm Lbs , m d, monolayers D, nm

1 0 0.15 1.1 6
2 5 0.18 1.3 9
3 8 0.19 1.4 9
4 14 0.21 1.6 11
5 20 0.23 1.8 12
6 25 0.28 2.1 14
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At 77 K ~Fig. 2! a step-like band is also well resolve
with an edge energy of' 1.47 eV. A similar step with edge
'1.38 eV can also be observed at 300 K~Fig. 1!; however,
it is less distinct due to temperature-induced blurring of
absorption edge of GaAs. This band is present in all
capacitive photovoltage spectra, with a normalized hei
and edge position that do not change ford . 1 monolayer.
The appearance of this band is clearly explained by the

FIG. 1. Capacitive photovoltage spectra for various values ofd ~300 K!. The
numbers on the curve correspond to sample numbers in Table I. The a
shows the theoretical value of the ground-state transition energy in a sin
layer InAs quantum well.

FIG. 2. The same as in Fig. 1 at 77 K. The covering layer is tapered
induce a transition of the quantum-well layer into the space-charge regio
the surface barrier.
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layer. The presence of such a layer has been noted in a n
ber of papers~see, for example, Refs. 1–4,6, and 9!. Both
values of the edge energy are in agreement with the theo
ical estimates calculated for a rectangular InAs quantum w
with thickness of 1 monolayer~0.33 nm! according to the
model of Ref. 15: 1.464 and 1.374 eV, respectively~indi-
cated by the arrows in Figs. 1 and 2!.

Note that the photoluminescence peaks from the Ga
InAs quantum dots investigated in Refs. 1–4,6, and 7 w
shifted rather far into the low-energy region (hnm' 1 eV at
77 K!, whereas a photoluminescence peak is usually
served in the regionhn. 1.4 eV that is assigned to exciton
in the wetting layer of InAs. This discrepancy in the valu
of hnm from the quantum dots, as we will show below,
due to differences in the quantum dot size and shape, w
are in turn associated with differences in the technology
growth conditions for the quantum dots.

An alternative assumption, namely that the peaks in
capacitive photovoltage spectra are due to two-dimensio
excitons in the wetting layer of InAs, cannot explain a nu
ber of features of these spectra: the weak temperature de
dence of the normalized height, especially the width, of
peaks in the interval 77–300 K and on the nominal thickn
d in the interval 1.1–2.1 monolayers as the functionhnm(d)
varies continuously, and also the fact that the edge of
stepwise photosensitivity band, which we associate with
terband absorption in a quantum-well layer, is independ
of d. The latter fact implies that for the technological grow
parameters for quantum dots used in this work a transi
takes place from layered growth to three-dimensional gro
at d' 1 monolayer, and that further increase ind does not
increase the thickness of the wetting layer, but rather s
plies the material that goes into creating the quantum do

A bulge is observed on the left shoulder of the pea
associated with ground-state transitions with heavy-hole
ticipation e12hh1 in the quantum dot, which can be ass
ciated with transitions in which light holes participate, i.
e12 lh1. The shape of the capacitive photovoltage peak
well approximated by a Gaussian function. Analysis sho
that the capacitive photovoltage spectra in the rangehn,1.4
eV can be resolved into two Gaussian peaks from quan
dots with almost the same widths and a band from the qu
tum well ~Fig. 3!.

At 77 K ~Fig. 4! the photoluminescence spectra exhibi
single peak associated with the transitione12hh1 in the
quantum dots. The shape of the peak is also almost Gaus
with an energy position and width that coincide with t
parameters of the corresponding capacitive photovolt
peaks.

Temperature dependence of the capacitive photovolt
and location of the quantum dot relative to the surface b
rier. In the original structure, the quantum dots were loca
in the quasineutral bulk of the GaAs layer. In this case
capacitive photovoltage arises from thermionic emission
holes from the levelEhh1 into the valence band of GaAs
which subsequently diffuse to the surface of the barrier
this case the temperature dependence ofSD should have an
activation nature, as that in the case of a quantum w
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SD;exp(2Ea /kT), where Ea5Ehh12Ev .11 This tempera-
ture dependence ofSD leads to disappearance of the 77
photosensitivity in the wavelength range where the quan
dots absorb. In order to measure the capacitive photovol
at 77 K we used layer-by-layer etching of the coating lay
in order to transfer the quantum dots to the barrier region.
a rather strong field of;104 V/cm, the capacitive photovolt-
age in the wavelength range where the quantum dots ab
is determined by tunneling emission of electrons throug
triangular barrier lowered by the field. The quantum ef
ciencyhD' 1 ceases to depend on temperature.

In order for the photosensitivity to appear at 77 K in t
wavelength range in which the quantum dots absorb,
found it sufficient to thinLbs by 0.07mm for samples 1–4
and by 0.14mm for samples 5 and 6.

When the quantum dots are located in the surface b
rier, it is clear from Fig. 2 thatSD does not depend ond
within experimental error, i.e., on the size of the quantu

FIG. 3. Approximating the capacitive photovoltage spectra of quantum d
by Gaussian curves for sample 4~300 K!. 1—capacitive photovoltage spec
trum, 2—photosensitivity peak for the transitione1-hh1, 3—the same for
the transitione1-lh1, 4—capacitive photovoltage spectrum after subtracti
curves2 and3 from it.

FIG. 4. Photoluminescence spectra for various values ofd ~77 K!. The
numbers on the curves correspond to sample numbers in Table I.
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position of this layer with respect to the barrier. These sa
regularities have been observed in quantum-well structure12

and they imply thathD' 1. The fact that losses due to re
combination do not enter into the capacitive photovolta
effect is attributable to the rather small value of the activa
barrier that determines emission of nonequilibrium carri
from the quantum dot. This does not contradict the prese
of photoluminescence since the latter is observed at low t
peratures and at eight orders of magnitude higher level
photoexcitation.

The average values ofSD(hnm) for the families of
curves, shown in Figs. 1 and 2, are (461)31022 and
(662)31022 at 77 and 300 K, respectively. In light of th
possible values ofhD in Eq. ~6!, the absorption coefficien
bm at the maximum is estimated to be 1 to 231022. The
presence of a quantum well in the structure under study
lows us to determinebm more precisely, using the quantu
well as the absorption standard. The theoretical va
bW'731023 is close to that of the absorption edge.16 It is
clear from Figs. 1 and 2 thatSD(hnm)'SW , which implies
that the corresponding absorption coefficients are almost
same, from which we find by using Eqs.~7!–~9! that
sD'10 nm2 and Ns5(1.260.3)31011cm22. The value of
Ns is close tons in the quantum-well layer, which indicate
a significant equilibrium occupation of the quantum dots
electrons.

Dependence of transition energies on the quantum-
size. If we assume that the amount of InAs that goes in
forming the quantum dots is determined by the thicknesd
minus one monolayer, we can determine the size of the qu
tum dot if its shape is known. The latter can be determin
by comparing the theoretical dependence ofhnm on the
quantum dot size, calculated for a given shape of the nan
rystals, with experiment.

The calculations by Grundmannet al.17 were for pyra-
midal nanocrystals bounded by~110! planes; in Ref. 9
Marzin et al. approximated the shape of the nanocrystals
a cone with a base angle of 12.4° resting on a wetting la
one monolayer thick. Our experimental dependences ar
better agreement with the latter model.

Figure 5 shows the theoretical functionhnm(D) con-
structed on the basis of the data of Ref. 9. In contrast to R
9, we have plotted along the abscissa not the radius of
cone base under the monolayerr, but rather the diameter o
the cone at the monolayer levelD. It is clear that the experi-
mental values ofhnm for transitions with participation of
heavy and light holes are in rather good agreement with
theoretical curves. For our structures the diameterD varied
from 6 to 14 nm, depending ond, and the height varied from
0.8 to 1.6 nm for an average distance between quantum
of Ns

21/2'30 nm.
Photoconductivity.In structure 2, whose photocondu

tivity spectrum we measured,d and the thickness gradien
are smaller than in structure 1; therefore, the peaks in
photosensitivity associated with the quantum dots are sm
than the displacement with respect to the intrinsic photos
sitivity edge of GaAs~Fig. 6!.

With regard to the barrier nature of the photoconduct
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ity of the conducting layers of GaAs, the photoconductiv
and capacitive photovoltage phenomena observed in t
are closely related, since they are determined by change
the width and height, respectively, of the surface barrier a
result of exposure to light.10 In those cases where the contr
bution to the photoconductivity from the inner barrier at t
layer-substrate boundary can be ignored, the small-sig
photoconductivity and capacitive photovoltage spec
should coincide, which in fact we observed in our structur

The regularities in how the photoconductivity spectru
changes as a function ofd and temperature were qualitative
analogous to those described above for the capacitive ph
voltage. Because of the strong overlap of the quantum-

FIG. 5. Dependence ofhnm on the size of the quantum dots~77 K!:
1—photoluminescence peak,2—primary capacitive photovoltage peak,3—
secondary peak in the capacitive photovoltage. Theoretical depende
of the transition energies for the model structure of Ref. 9:4—e1-hh1,
5—e1-lh1.

FIG. 6. Photoluminescence spectra of structure 2.d, monolayer:1,3—1.6;
2,4—1.2. T, K: 1,2—300 K, 3,4—77 K.
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and quantum-well photosensitivity bands, the latter are not
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resolved in the photoconductivity spectra~the expected po-
sition of the edge for these spectra is indicated by an arro!.
Indirect evidence of the presence of a quantum well in t
structure is the decrease in the value ofSD(hnm) by roughly
a factor of 2 for curves1 and3, for which the overlap of the
bands is smaller.
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Quantum-dot lasers: Principal components of the threshold current density

er
S. V. Za tsev, N. Yu. Gordeev, V. I. Kopchatov, A. M. Georgievski , V. M. Ustinov,
A. E. Zhukov, A. Yu. Egorov, A. R. Kovsh, N. N. Ledentsov, P. S. Kop’ev, and Zh. I. Alfërov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Institut für Festkörperphysik, Technische Universita¨t Berlin, D-10623 Berlin, Germany
~Submitted February 4, 1997; accepted for publication February 10, 1997!
Fiz. Tekh. Poluprovodn.31, 1106–1108~September 1997!

Injection heterolasers based on quantum dots grown by molecular-beam epitaxy have been
investigated. It is shown that the room-temperature threshold current density can be lowered to
15 A/cm2 by decreasing the nonradiative recombination and increasing the degree of
carrier localization. The density of states in structures with vertically coupled quantum dots was
investigated by the electroabsorption method. ©1997 American Institute of Physics.
@S1063-7826~97!01809-7#
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InAs/GaAs/AlGaAs system are of interest because of th
spectral properties. Generation in a single longitudinal m
and a narrow optical gain spectrum have been observ1

These lasers also possessed a high temperature stabil
low temperatures. At the same time, the threshold cur
density at room temperature was quite high (;900 A/cm2).
Electroluminescence investigations of these structures h
shown that this is due mainly to strong nonradiative reco
bination in the active region. Another reason is activatio
migration of carriers out of the QD states at room tempe
ture. For such structures a transition from lasing via a Q
state to lasing via a state of the so-called wetting layer
been observed.2 By using arrays of vertically coupled~VC!
QDs3 we were able to avoid these effects, but carrier de
calization from the QDs still remained the main obstacle
improving laser characteristics. Using AlGaAs as a QD m
trix made it possible to decrease the threshold current den
substantially and raise the stimulated emission efficien4

However, estimates show that these parameters can sti
substantially improved. In the present work we investiga
the main leakage mechanisms that prevent the character
of QD lasers from coming close to the theoretical limits.

AlGaAs/GaAs laser structures were grown on a silico
doped GaAs~100! substrate in a Riber 32P molecular–bea
epitaxy system. The active region consisted of three or
layers of vertically coupled In0.5Ga0.5As/Al0.15Ga0.85As QWs
(N53 or 10, respectively!.5 The vertically coupled QDs
self-organized during the deposition of several layers
In0.5Ga0.5As QDs ~the effective In0.5Ga0.5As was 12
Å thick!, the QD layers was separated by a 50-Å-thick Ga
or AlGaAs layer.

Lasers with a closed ring mode were fabricated. T
laser characteristics were investigated with a pulsed pu
current~pulse duration 3ms and pulse repetition frequency
kHz! in the temperature range 80–300 K. To investigate
mechanisms of internal leaks in QD lasers, we studied
efficiency of the stimulated and spontaneous recombina
at different temperatures. To investigate the internal e
ciency of spontaneous processes, the radiation was mea
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structure. Special attention was devoted to suppressing
ing. This enabled us to estimate the losses to nonradia
recombination of carriers as a function of the pump curr
density assuming that the maximum efficiency of the sp
taneous radiative recombination is close to 100% at 77
Similar specimens were used to investigate electroabs
tion. The detected radiation passed through the substrate

FIG. 1. Internal quantum efficiencyP/I versus pump current densityJ.
Structures: InGaAs/GaAs, single-layer;2 — InGaAs/GaAs,N510; 3 —
InGaAs/AlGaAs.
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was absorbed in layers with QDs. The electroabsorp
spectra adequately represent the distribution of the densi
states in the active region. To estimate the quantum e
ciency of stimulated recombination, lasers with a strip geo
etry and different cavity lengths were prepared. Extrapo
ing to the ordinate the cavity length dependence of
reciprocal of the differential quantum efficiency gives t
internal quantum efficiency of lasing.

One can see from Fig. 1 that the internal quantum e
ciency of spontaneous radiative recombination in sing
layer laser heterostructures based on InAs/GaAs QDs
very low and nonradiative recombination processes did
saturate up to a 10-kA/cm2 pump current. Optimization o
the growth process and the use of several InGaAs/GaAs
layers enabled us to increase this parameter tenfold at
threshold current density. Although this efficiency at roo
temperature did not exceed 40% of its value at 77 K,
increase was the main reason for the corresponding decr
of the threshold current density from 1 kA/cm2 to 100
A/cm2.

To decrease the thermal activation of the carriers fr
the QD states Al0.15Ga0.85As was used as the matrix. One ca
see from Fig. 1 that the spontaneous recombination e
ciency with a low excitation level was higher in this case
well. We assume that this increase can be explained by
decrease of the threshold current density to 60 A/cm2 as a
result of stronger carrier localization. Nonetheless, at ro
temperature again only 40% of the carriers participate in

FIG. 2. Reciprocal of the quantum differential efficiency 1/hdiff of stimu-
lated emission versus cavity lengthL of InGaAs/GaAs lasers.
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diative recombination. A characteristic feature of the latter
curve is a large decrease in the efficiency with increasing
current density for InGaAs/AlGaAs structures, while for
InGaAs/GaAs structures with vertically coupled QDs it re-
mained virtually constant above the lasing threshold.

Figure 2 shows the effect of using a matrix of this type
with QDs on the differential quantum efficiency of induced
emission (hdiff). It is evident that the efficiency increases
with decreasing cavity length in a wide range~with the ex-
ception of relatively short lasers!. While for vertically
coupled InGaAs/GaAs QDs the limit of the reciprocal of the
differential quantum efficiency equals approximately 2~in-
ternal efficiencies of the order of 50%!, for vertically coupled
InGaAs/GaAs QDs this limit is close to 1.5~internal effi-
ciency of the order of 65%!. Therefore, approximately 35%
of the carriers still recombine via the excited states and the
states of the wetting layer in the spontaneous regime.

The results of the investigation of electroabsorption are
shown in Fig. 3. It can be concluded from the fact that, on
the one hand, the electroluminescence spectrumI EL is essen-
tially identical to the electroabsorption spectrumI EA and, on
the other hand, the spectrum remains unchanged with in
creasing bias voltage that the electroabsorption spectrum i
due mainly to the distribution of the density of states in the
QDs. In any case, the absence of a shift or change in the
shape of the absorption edge with increasing reverse-bia

FIG. 3. a — Electroluminescence~1! and electroabsorption~2! spectra for
structures with QDs. b — Electroabsorption spectra with bias voltages 0~1!
and 4 V ~2!.
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voltage is completely atypical for quantum layers. This
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makes the investigation of the electroabsorption spectra
effective method for studying the size distribution of QDs

In summary, two principal mechanisms of carrier lea
age from the ground states of QDs have been found in st
tures with vertically coupled QDs. Nonradiative recombin
tion of different types prevents carriers from settling in t
ground states of the QDs and excludes them from the am
fication process. We estimated the contribution of ea
mechanism in order to calculate the real current density
plied to the QDs at the lasing threshold. Only 65% of t
carriers participating in radiative recombination contribute
stimulated emission, and the internal quantum efficiency
of the order of 40%. Therefore, approximately 25% of t
current is used to reach the lasing threshold.

The results obtained show that although a very l
threshold current density and a high lasing effiiciency ha
already been obtained, the potential possibilities for la
heterostructures based on vertically coupled QDs are
very high. Actually, it has been shown that a threshold c
rent density of 15 A/cm2 can be achieved at room temper
ture without changing the composition and number of QD
No fundamental mechanisms preventing a further increas
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the electroabsorption method be used to investigate the
sity of states in QDs.
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The effect of a ‘‘Coulomb well’’ on the absorption and magnetoabsorption spectra

e

of strained InGaAs/GaAs heterostructures
A. V. Kavokin, S. I. Kokhanovski , A. I. Nesvizhki , M. É. Sasin, R. P. Se syan,
V. M. Ustinov, A. Yu. Egorov, A. E. Zhukov, and S. V. Gupalov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted December 5, 1996; accepted for publication February 20, 1997!
Fiz. Tekh. Poluprovodn.31, 1109–1120~September 1997!

The optical and magnetooptical properties of strained InGaAs/GaAs quantum-well heterostructures
grown by molecular-beam epitaxy were studied atT51.7 K in magnetic fieldsB<7.5 T.
The well-resolved oscillatory structure of the magnetoabsorption spectra makes it possible to
reproduce the ‘‘fan diagrams’’ for transitions between Landau levels of theHH1E1
quantum-confined states, taking into account exciton binding energies calculated variationally.
Based on these results, reduced cyclotron masses of carriers were calculated for quantum
wells with various indium contents. A self-consistent variational solution to the exciton problem
in the structure under study shows that for weak type-II potentials the effect of Coulomb
localization of the hole leads to a relative increase in the oscillator strength of theLH1E1 exciton
transition. In this case theLH1E1 andLH3E1 exciton transitions remain spatially direct
and retain a considerable intensity. The calculated splitting of;9 meV between these two states
in zero magnetic field is found to be in agreement with experiment. The significant
oscillator strength of light-hole excitons, along with the observed doublet structure, are
experimental confirmations that electron-hole attraction can transform a rather low barrier for
light holes in a type-II structure into a quantum well with a parabolic ‘‘Coulomb’’ shape
near its bottom, i.e., a ‘‘Coulomb well.’’ ©1997 American Institute of Physics.
@S1063-7826~97!01909-1#
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-
pe
g
h

s

o
a
to
si
t

n
th

ua
ole
e
e
he
c
h
ec

n

es
ca
ra
-

quantum-well and Coulomb potentials. As far as we know,
ves

d in

tal
of
sti-
illa-
of

tor
e-II

pa-
re-

lar

ated
rs

le-
T.

m.
ed

/0
The usual objects of study in the physics of low
dimensional heterostructures are quantum wells and ty
superlattices, where the carriers are confined in a sin
layer. In recent years, however, considerable attention
been focused on type-II heterostructures and system
which a type-I–type-II transition can take place. In such
transition the potential well becomes a barrier to one type
carrier. In these systems, the exciton spectrum differs gre
from that of a type-I quantum well, which allows one
observe unique phenomena. One member of this promi
class of heterosystems is InGaAs/GaAs, which belongs to
so-called mixed class with regard to the spatial separatio
carriers. Mechanical stress arising from the mismatch of
barrier-layer and well-layer lattice constants causes the q
tum wells to have a type-I energy profile for the heavy-h
exciton, whereas for the light-hole exciton the quantum w
becomes a rather low barrier corresponding to a weak typ
profile. Accordingly, it is assumed that transitions from t
light-hole state are associated with spatially indirect ex
tons, in which a hole from the ‘‘barrier’’ GaAs layer, whic
becomes a potential well for light holes, is bound to an el
tron from the InGaAs quantum well.

However, the spectral feature observed in absorptio1

photoconductivity,2 and electroreflectance,3 which is usually
associated with the spatially indirect exciton transitionLH1
E1, does not differ significantly from other spectral lin
associated with spatially direct type-I excitons. A theoreti
description of the exciton states of this system near the t
sition point from type-I to type-II must include a ‘‘compos
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no previous attempt has been made to do this, which lea
unresolved the question of whether the exciton observe
these spectra is spatially direct or indirect.

In this paper we report the results of an experimen
study of the hole energy profile and excitonic states
InGaAs/GaAs quantum-well heterostructures. These inve
gations are based on examining the absorption and osc
tory magnetoabsorption spectra of the latter. Comparison
experimental data with calculated energies and oscilla
strengths for various excitonic states near the type-I–typ
transitions leads us to propose a model in which theLH1E1
and LH3E1 states of a type-II heterostructure become s
tially indirect and direct above-barrier excitonic states,
spectively.

2. SAMPLES AND EXPERIMENTAL PROCEDURE

The GaAs heterostructures were grown by molecu
beam epitaxy, using GaAs films with~100! oriented surfaces
as substrates. The structures consisted of twenty isol
quantum-well InxGa12xAs layers separated by GaAs barrie
(x50.15, 0.2, quantum-well widthLz580 Å, and barrier
thicknessesLb5400, 800 Å!.

Optical measurements were made atT51.7 K in a
pumped-out helium cryostat with a superconducting so
noid, which allowed us to obtain magnetic fields up to 7.5
The samples were immersed in liquid helium in free for
Spectra were obtained for left- and right-circularly polariz

95090950-11$10.00 © 1997 American Institute of Physics
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light in the Faraday geometry using a high-transmission
fraction monochromator.

3. THEORY

The binding energies of various excitonic states (RB) of
a quantum well placed in an external magnetic field (B) can
be obtained by solving the corresponding Schro¨dinger equa-
tion variationally:4

RB5
3

16

\2a'
2

m'L4
1

\2

2m'a'
2

1
4

a'
2 E rdre22r/a'V~r!

2\vc
eS l e1

1

2D2\vc
hS l h1

1

2D , ~1!

where

V~r!52
e2

k E
2`

` E
2`

`

dzedzh

Ue
2~ze!Uh

2~zh!

Ar21~ze2zh!2
. ~1a!

Here L is the magnetic length,a' is the Bohr radius of an
exciton in the plane of the quantum well,m' is the reduced
mass of the exciton in the plane of the well,k is the dielec-
tric permittivity, Ue(h)(ze(h)) is the electron~hole! wave
function normal to the plane of the quantum well,vc

e(h) is the
electron ~hole! cyclotron frequency, andr is the electron-
hole coordinate for relative motion in the plane of the qua
tum well. In this paper we leta' be a variational paramete
which we find by minimizing the functionRB(a'). The
masses of the heavy and light holes in the plane of the la
are given by the well-known Luttinger parameters for Ga
and InAs. We will use the spherical approximation, alo
with the assumption that the Luttinger parameters dep
linearly onx. The binding energies obtained from Eq.~1! are
shown in Fig. 1.

FIG. 1. Binding energy of diamagnetic excitons (RB) in In0.2Ga0.8As/GaAs
heterostructures with quantum wells (Lz5 80 Å! as a function of magnetic
field B for transitions between various Landau subbands with quantum n
bersl to various quantum-well levels.HH1L1, l c5 0 ~a!, 1 ~b!, 2 ~c!, 3 ~d!,
4 ~e!, 5 ~f!, 6 ~g!; HH2E2, l c50 ~h!; LH~n!E1, n50 ~i!, 2 ~j!. l c corre-
sponds to the index of the electronic Landau level to which the transi
occurs,n is the number of the ‘‘oscillator’’ level of the ‘‘Coulomb well.’’
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fects optical transitions in size-confined structures in anot
way: when the motion of a charge carrier is spatia
bounded, its electrostatic attraction will modify the shape
the potential seen by a charge carrier of the opposite s
This leads to warping of the original potential, in gener
creating a well with its bottom at the center of the quantu
well structure. In type-I heterostructures this ‘‘Coulom
well’’ is present in both the electron and hole wells. How
ever, it is rarely taken into account, because its depth d
not exceed one or two dozen meV.

In general, the Coulomb well for the hole band is giv
by the potential

Vh~zh!52
e2

k E
0

`

2prdrE
2`

`

dze

f 2~r!Ue
2~ze!

Ar21~ze2zh!2
. ~2!

Here f (r) is the wave function of the two-dimensiona
electron-hole relative motion, which in our case is a tr
function. It is conveniently chosen in the form
f (r)5A2/pa'

21exp(2r/a'). For the electron potentia
Ve(ze) we must replaceeUe(ze) by Uh(zh) in Eq. ~2! and
integrate overzh . A fully self-consistent variational calcula
tion of the energy levels will take into account electrosta
effects of the Coulomb field automatically. Analytic expre
sions for Coulomb-well effects were obtained for the fi
time by Efros in Ref. 5, using perturbation theory. Howev
his analytic solution required the infinite-barrier approxim
tion, which makes the spectrum of eigenstates arising in
infinite Coulomb well identical to the spectrum of a on
dimensional harmonic oscillator, which consists of equid
tant oscillator levels with oscillator quantum numbe
n50, 1, . . . .

In general, we must superimpose the quantum-well a
Coulomb potentials. When the quantum-well energy dom
nates, the energy of the state in the well adds to the energ
an oscillator state, which puts the total energy outside
parabolic range of the Coulomb potential. This implies th
the total shift of the energy levels is insignificant. Howev
when the height of the barrier equals the depth of the w
and when the well becomes a barrier,Vh,e(zh,e) will exceed
the quantum-well potential. In this case, the role of the C
lomb well becomes dominant, and determines both the
ergy spectrum of the states and the oscillator strength of
transitions. This situation must inevitably arise in the neig
borhood of a type-I to type-II transition.

It is obvious that for our systems, i.e., quantum-well la
ers made up of InxGa12xAs/GaAs heterojunctions, increas
ing x leads to a proportional decrease in the width of t
band gapEg~InGaAs!. However, this decrease is accomp
nied by a strain«52Da/a that increases withx, wherea is
the lattice constant of an unstrained solid solution with
dium contentx, and Da is the difference between lattic
periods of the solid solution and the base GaAs layer. T
behavior of the deformation potential and elastic constant
InGaAs~assuming they vary linearly withx) lead us to con-
clude that the diagonal component of the strain tensor~the
‘‘hydrostatic’’ component of the strain! causes the revers
process, i.e., it tends to make the band gaps equal. The

-

n
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FIG. 2. Energies of quantum-well level
in strained InxGa12xAs/GaAs layers. a:
energy scheme illustrating the formatio
of barriers or wells, depending on com
position (x) and strain («). b: thin solid
curves—motion of the edges of the con
duction band and valence band with in
creasingx; the dashed curves show th
change with x of the energies of
quantum-well states of an electron (E1,
E2) and a heavy hole (HH1, HH2,
HH3! for Lz580 Å; the thick solid
curves~lower curve! is Elh(x).
result is found to depend on the axial component, which
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of the valence band; andD0(x) is the spin-orbit splitting
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splits the valence band and drives the heavy holes upw
into the band gap. As for the light holes, the top of their ba
lies above the wells for nearly all compositions of the so
solution in the range 0<x<0.25 ~Fig. 2!. Note that expul-
sion of the light-hole states from the well is confirmed by
number of direct experiments~see, for example, Ref. 2!.
Changing the material parameters within the range of p
sible values has only a slight effect on this result. The ra
of conduction and valence band offsets,Q5DEc /DEv, turns
out to be important. In general, this relation also depends
x. Thus, for the position of the top of the light-hole valen
band we may write:

Elh~x!5DEv
0~x!1DEv

~H !~x!2D«~x!/2

2~9/16!D«
2~x!/D0~x!, ~3!

whereDEv
0(x) is the fractional change in the width of th

band gap as a function ofx measured from the valence ban
without including strain;DEv

(H) is the fractional change in
the width of the bandgap due to hydrostatic strain, measu
from the valence band;D«(x) is the strain-induced splitting
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energy for a given composition. According to Ref. 6, atT52
K we haveEg(x)@eV#51.519221.5837x10.475x2; for the
unstrained state we have7 Q50.85/0.15 . Comparison with
the experiments of Ref. 8 lead us to propose that the hyd
static component, which is proportional to the strain, be d
tributed in the ratioQ«

(H)50.89/0.11. A more fundamenta
approach would be to assume for this quantity the co
sponding ratio of partial hydrostatic deformation potent
constants:Q«

(H)(x)5ac(x)/av(x), which also depends onx.
For a given composition, an estimate of the value ofav that
is linear inx is av(x)@eV#51.1620.16x ~Ref. 7!. However,
the partial parameters are difficult to measure and are
reliably known. Thus, the second term in Eq.~3! is written as
follows ~see Ref. 9!:

DEv
~H !~x!5a* ~x!@22l~x!#«~x!, ~4!

where l(x)52c12(x)/c11(x) for the ~100! plane. Invoking
Vegard’s law, we obtain«(x)52x/(13.91x) and write the
coefficienta* (x) in two ways: 1! as 0.11a(x), wherea(x)
3@eV#528.6812.77x ~based on Ref. 8!, and 2! as av(x),
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i.e., the form given above. The elastic stiffness constants
chosen to equalc12(x)511.2622.93x and c11(x)55.71
21.18x ~Ref. 6!, and the deformation-potential splitting
defined as in Ref. 9:

D«~x!52ub~x!u~11l~x!!u«~x!u, ~5!

where b(x)@eV#521.720.1x ~Ref. 8!. Using the expres-
sionD0(x)@eV#50.34120.09x10.40575x2 from Ref. 6, we
obtain the results shown in Fig. 3. According to these cal
lations, the value ofVlh for light holes is 56 2 meV for
compositions in the range 0.05,x,0.20, dropping to zero a
x50 andx50.256 0.03. It is also necessary to include th
renormalization of the barrier height due to the unequal h
effective masses in the well and barrier materials. The or
of this renormalization is the nonzero wave vector of holes
the quantum well, which in turn is a consequence of
Coulomb attraction between the exciton electron and h
This effect was discussed in detail by one of us in Ref.
Using results from that paper, we estimate that the heigh
the heavy-hole potential barrier is lowered by 36 1 meV for
our materials, while the height of the type-II light-hole p
tential increases by 36 1 meV in a quantum well of width
80 Å. In the end, we haveElh5 7 6 3 meV. Meanwhile,
numerical calculations based on Eq.~2! predict that the Cou-
lomb well for light holes has a depth ofVlh

(0)5215–20 meV.
Consequently, the attractive Coulomb well clearly ov
whelms the barrier repulsion for light holes in this case,
dicating that its role is decisive.

We can draw no practical inferences from the Coulom
well picture unless we take into account the finite barr
height. In that case we see that the potential@Eq. ~2!# is not
parabolic as in Ref. 5, but rather bell-shaped, with a smo
transition to a constant value at large distances from the
ter of the well. In general form, the problem turns out to
difficult to solve analytically, which motivates us to look fo
some way to approximate the potential that is maxima
close to the real potential@Eq. ~2!# and allows a rigorous
~variational! fit to the energy levels of interest to us. W
choose the well-known hyperbolic functioncosh2z @see Eq.
~11!# for this purpose, which reduces to a constant~flat! po-

FIG. 3. Change in the position of the top of the valence band for light ho
Elh as a function ofx. 1,2—two ways to calculate the hydrostatic comp
nent of the strain-induced shift of the top of the valence bandEv

H(x), as
explained in the text.
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tential for largez and to a parabola asz→0. We can thus
approximate the potential in Eq.~2! by the function

Vh~zh!52
V0

cosh2 azh

, ~6!

whereV0 anda are fitting parameters chosen in such a w
that there is agreement between potentials in Eqs.~2! and
~6!. The wave functions of the electron and heavy hole
pend primarily on the quantum-well phenomenon, and c
be viewed as wave functions of an isolated particle in
square well perturbed by the Coulomb potential~see Ref. 4!.
On the other hand, the wave function of the light hole in
type-II quantum well with a very small band offset is dete
mined by the Coulomb potential Eq.~2!.

For comparison, in Fig. 4 we show the ‘‘true’’ shape
the Coulomb well obtained by numerical calculations bas
on Eq.~2!, and its approximation based on Eq.~6!. Clearly, it
is difficult to choose parameters of this problem such t
good agreement is observed over the entire energy inte
Therefore, once we solve the problem self-consistently,
choose these parameters for the energy interval of intere
us. It is especially difficult to obtain a ‘‘good’’ result fo
oscillator levels with large oscillator quantum numbersn,
which bunch together asn→`. This forces us to fit the pa
rameters self-consistently for each level individually. T
wave functions of particles in the potential@Eq. ~6!# are well
known:7

cn5~12j2!q/2FS 2n,2q1n11,q11,
12j

2 D , ~7!

where

s

FIG. 4. Real shape of the ‘‘Coulomb well’’ in the InxGa12xAs/GaAs system
with a quantum-well layer of thicknessLz580 Å~in 1,2! and its approxima-
tion ~in 3,4! for two values of the fitting parametera' . In 1,3—a'5100 Å,
in which caseV05 16.7 meV and the firstn50 oscillator level is well
defined; in2,4- –E15 14 meV, in which caseV05 13.5 meV, and the third
n52 level E35 3 meV is well defined.
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g~g11!

1
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1 . . . .

Here j5tan azh , q5(22mhEh /\2a2)1/2, Eh is the hole
energy, andmh is the mass of a hole in thez direction.

In the present case, wherea52n, the expression forcn

can easily be found:

c05~12j2!q/2,

c15~12j2!q/2j,

c25~12j2!q/2@12~2j13!~12j2!/2~j11!#, ~8!

etc. It is worth noting that the functionscn should be nor-
malized by the condition

E
2`

`

dzhcn
2~zh!51. ~9!

The wave functionscn are perturbed by the presence of
type-I or type-II quantum-well potential. We first includ
only the mixing between hole statesc0 and c2, since the
smooth quantum-well potential ensures mixing of states
the same parity. Therefore, hole statesc1, c3 need not be
taken into account. On the other hand, the rectang
quantum-well potential for light holes is considerably weak
thanVh(zh) for light holes, and consequently can be trea
as a perturbation. A similar approach was developed in R
12 to describe the Stark effect in a mixed type-I–type
quantum well. The perturbed wave functions can be writ
in the following way:

c 0̄5A~c01Cc2!, ~10a!

c 2̄5B~c22Cc0!, ~10b!

where

C5
Vb

~E02E2!
E

2Lz/2

Lz/2

c0~zh!c2~zh!dzh ,

whereA and B are normalization constants, andE0 and E2

are eigenenergies of the corresponding unperturbed stat

En52
\2a2

8mhi
F2~122n!1A11

8mhiV0

a2\2 G ~11!

Vb is the original depth~height! of the quantum well~bar-
rier!, which is assumed to be negative for type I and posit
for type II ~in our case,Vb[Elh).

ReplacingUh(zh) in the potential@Eq. ~1a!# by wave
functions~10a! and ~10b! allows us to compute the bindin
energy for the two lowest states of the light-hole exciton i
type-II heterostructure. We will calculate this se
consistently in what follows. We first set the Bohr radius
the excitona' in the plane of the quantum well equal to th
Bohr radius of a two- dimensional exciton. This allows us
compute the potential Eq.~2! and the wave functionsc 0̄ and
c 2̄ to first approximation. We then find a refined value ofa'

by variationally solving the problem of an exciton in a qua
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the zero-order wave functionsc 0̄ and c 2̄ ~for more detail,
see Refs. 4 and 12!. We then compute more precise wav

functionsc 0̄ andc 2̄ with the newa' , and continue until we
have satisfactory accuracy.

This approach allows us to understand how exciton sp
tra change during a type-I–type-II transition. To this end,
will label the exciton states of a type-II heterostructure as
do the corresponding states of the type-I structure. For
ample, we refer to the two lowest resolved light-hole excit
transitions asLH1E1 andLH3E1, in light of the similarity
of the oscillator-state wave functions withn50 and 2 to the
light-hole quantum-well levelsLH1 andLH3, respectively.

The possible optical transitions in heterostructures w
type-I and type-II quantum wells are shown in Fig. 5.
type-I heterostructures direct transitions between hole
electron quantum states dominate. The potential of the C
lomb interaction causes a rather small long-wavelength s
of the lines. This shiftdE can be estimated approximate
from the ‘‘tail’’ of the potential, which remains when th
originally rectangular quantum well is superimposed on
‘‘Coulomb’’ well. Thus, the value of the shiftdE is larger
the smaller the width of the quantum wellLz , but does not
exceedV0 ~see Fig. 5a!. A problem of current interest is to
incorporatedE into type-I quantum well states, primarily a
part of attempts to establish an exact correspondence
tween theoretical and experimental energy spectra
quantum-confined states. Direct transitions also take plac
the intermediate case where one of the bands, e.g., the
lence band, is originally flat, i.e., neither well nor barri
~Fig. 5b!. However, in this case the transitions take pla
from oscillator levels of the Coulomb well. Furthermor
parity selection rules forbid transitions to the first electron
level from oscillator states of holes with odd numbersn51,
3, . . . . As thewell potential becomes flat, levels of the be
shaped well with largen, including, e.g.,n53, . . . `, bunch
together to form a quasicontinuum, along with the true co
tinuum, from which above-barrier transitions are possib
For the InGaAs/GaAs system light-hole states outside
quantum well, i.e., in the GaAs barrier layer, turn out to
higher in energy if the Coulomb well is not included. How
ever, inclusion of the Coulomb well causes a degree of s
tial localization of the light hole within the quantum- we
layer, and the optical transitions once more become direc
this case the oscillator strengths of some transitions can
out to be larger than in the corresponding type-I wells. T
resulting spatially direct exciton transitions can play a fu
damental role in the absorption spectra of heterostructu
that are weakly type- II. The corresponding exciton states
described by the expressions given above. On the other h
in a structure that is strongly type-II any asymmetric pote
tial fluctuation can lead to the appearance of a spatially
direct exciton (i in Fig. 5!. A problem of this kind was
solved variationally in Ref. 12. In the same way we can a
describe above-barrier resonance states~see Ref. 13!, which
are in principle present in quantum wells of both types.

We now establish what the energies and oscilla
strengths are of the two lowest allowed transitions of a lig
hole exciton. Using the method described previously, we
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FIG. 5. Energy profiles of type-I~a! and type-II~c! quantum wells, with an intermediate structure with a ‘‘flat’’ valence band~b!—sketches.d,u,i are direct,
above-barrier, and spatially indirect transitions, respectively. The lower part of the figure shows the shape of the oscillator wave functionsc0 andc2, and also
the wave function of an electronce . The corresponding quantum well withLz5 80 Å plotted above these curves is to scale with respect toz.
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termined by the expression

D5E22E01VbE
2Lz/2

Lz/2

dz@ c̄2
2~z!2 c̄0

2~z!#. ~12!

The oscillator strength of the exciton, which is proportion
to the longitudinal-transverse splittingvLT , can now be eas
ily found using the results of Ref. 4:

vLT5vLT
bulk

2aB
3

Lza'
2 F E dzUe~ze!Uh~zh!G2

, ~13!

wherevLT
bulk and aB are the longitudinal-transverse splittin

and Bohr radius in bulk gallium arsenide, respectively. H
we also replaceUh(zh) with c0̄ or c2̄ for the excitonLH1E1
or LH3E1 transitions, respectively.

This method allows us to find the wave functions of t
ground and excited hole states of the composite poten
near a type-I–type-II transition analytically. The se
consistent variational solution to the exciton problem c
completely describe the Coulomb effects in the system us
only one variational parameter. Two advantages to
method of calculating exciton states should be mentione
comparison with the widely used method
Berroir-Bastard.14 First of all, we now can use analytic ex
pressions for the hole wave function; the presence of
fitting and variational parameters make this calculation rat
precise. Secondly, our method allows us to calculate par
eters not only for the ground state, but also for the exci
exciton states, which are needed for magnetooptic studie
a system with a type-I–type-II transition.

4. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 6 shows a typical absorption spectrum for th
types of heterostructures. It can be regarded as consistin
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sponding to absorption continua in type-I quantum-well h
erostructures. We interpret the first peak, in order of incre
ing energy, in the usual way, i.e., as theHH1E1 exciton
resonance associated with a transition between the low
quantum-well levels of the heavy hole and electron. The s
ond, as we have already mentioned, is associated with
spatially indirect transitionLH1E1 for an exciton made up
of the first electronic state of the quantum well and a lig
hole state in the barrier; the third corresponds to an exc
transition between the first excited quantum-well heavy-h
and electron levels in the well (HH2E2!. In this figure we
illustrate the decomposition of the absorption spectra into
components. This decomposition involves fitting Gauss
curves to the long-wavelength regions of the correspond
absorption maxima, taking into account the fact that the s
ond and third peaks are fitted to reproduce the height of
absorption continua from the previous state. We thus h
the ability to compare oscillator strengths of various ex
tonic states, just as with the reduced density of states in
continua.

The optical interband absorption coefficient in type
quantum wells in the absence of excitonic effects is we
known.15 For convenience of comparison, we write th
quantity as follows:

a~v!5~A/h! f cv
0 I eh

2 N2D~v!;~A/h!

3~Ep /\v!apm'I eh
2 Q~\v2Ei j !. ~14!

Here A52p2e2\/m0c, h is the refractive index,
f cv

0 52uPcvu2/m0\v is the oscillator strength of interban
three-dimensional transitions,uPcvu is the modulus of the
dipole interband transition matrix element, andI eh

2 is the
squared integral for overlap of hole and electron wave fu
tions. N2D(v)5(m' /p\2)Q(\v2Ei j ) is the interband
joint density of states,m' is the reduced effective mass of a
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ectral
FIG. 6. Experimental absorption spectrum of In0.15Ga0.85As/GaAs ~solid thick curve! and its decomposition.T51.7 K, Lz580 Å. 1d , 2d
(0) , 2d

(2) , 3d—
Gaussian lineshapes corresponding~in order! to the discrete exciton maximaHH1E1, LH1E1 (n50!, LH3E1 (n52!, HH2E2. 1c , 2c and 3c are continua
of states forHH1E1, LH1E1, andHH2E2, respectively. The inset shows the postulated shape of the ‘‘Coulomb well’’ which is combined with the sp
lines of the light-hole transitions.
electron and hole in the plane of the layer,
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Ep5(2m/\2)uPcvu2, Q(v) is the~Heaviside! unit step func-
tion, andEi j is the energy of the absorption edge for a pair
subbandsi and j ; the coefficientap depends on the polariza
tion of the light and the magnetic quantum numbers of sta
i and j (M561/2, 63/2 for light and heavy holes, respe
tively!. In the case of interband absorption in type-II hete
structures, for one of the states~initial or final! we should
include the three-dimensional density of states. In our c
this turns out to be the light-hole density of statesNlh , which
can be written as

Nlh~E!5
A2

p

mlh
' Amlh

i D2L

\3
AE, ~15!

whereD and L are the dimensions of the samples para
and perpendicular to the layers, respectively. The ove
integral I i j for each state in a type-II quantum-well heter
structure is small by a factor ofLz /L; however, it disappears
when we calculate the absorption coefficient, due to the
tegration overk̄ i . To computeI i j , we write the hole wave
function in the form of a linear combination of even and o
components, and take into account that the parity of thei th
electronic function allows only one of these components
contribute toI i j . For definiteness let us consider a transiti
to the first electronic level from even wave functions. Th
we will look for an even hole state with energyE above a
barrier of heightV and widthLz . It is not difficult to show
that the wave functions of such an above-barrier state ca
written as follows:
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Ulh~z!5
AL~11r 2!

35
exp@ ik2~z1Lz/2!#

1r exp@2 ik2~z1Lz/2!#,z,2Lz/2,

exp@2 ik2~z2Lz/2!#

1r exp@ ik2~z2Lz/2!#,z.Lz/2,

A cosk1z,2Lz/2,z,Lz/2,

~16!

where

r 5
11 i ~k1 /k2!tan~k1Lz/2!

12 i ~k1 /k2!tan~k1Lz/2!
, A5

11r

cos~k1Lz/2!
,

k15A2mlh
i ~E2V!

\2
, k25A2mlh

i E

\2
.

Once we have calculated the values of the overlap in
grals in this way, we can find the relative contribution
light and heavy hole transitions in type-II heterostructures
the spectral continuum absorption:

aLH1E1
~`!

aHH1E1
~`!

5
A2

3p

Ehh
`

Elh
`

mlh
' ~me1mhh

' !

mhh
' ~me1mlh

' !

3
Amlh

i L

\

I LH1E1
2 ~v!

I HH1E1
2

A\v2Elh
` , ~17!
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.
FIG. 7. Plots of the magnetoabsorption spectrum in unitsa(B)/a(0) for In0.15Ga0.85As/GaAs sample 1-166.T51.7 K. B, T: a— 3.0, b—4.5, c— 6.0, d— 7.5
The arrows indicate the positions of the exciton maximaLH1E1 andLH3E1 . The double arrows are the same atB50.
where Ehh
` and Elh

` are the long-wavelength edges of the
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continuum for the transitionsHH1E1 andLH1E1, respec-
tively; the L cancels when we substitute in the explicit for
of I LH1E1

2 . Calculations using Eq.~17! do not predict a pla-
teau, as for a two-dimensional type-I system with quant
wells; rather, they yield a function with a peak located
meV aboveElh

` . This peak corresponds to the maximu
value of the overlap integral, which is reached at an ene
that corresponds to a quasistationary above-barrier stat
the light hole, for whichUlh(6Lz/2)50. The shape of the
continuum is in satisfactory agreement with the experime
data if we postulate the presence of both a quasicontinu
and a true continuum modified by the Sommerfeld fact
along with a somewhat larger oscillator strength for the
citon HH2E2 than would follow from the assumption of
flat LH1E1 continuum~the latter could be correct only for
type-I heterostructure, which is ruled out by the calculatio
of Sec. 3!. Furthermore, in comparing with the experimen
data shown in Fig. 6 we have approximately included inh
mogeneous broadening by assuming that it is a quantit
the same order of magnitude as the half-width of the exc
state for the transitionLH1E1.

The form of the excitonic absorption coefficient in qua
tum wells of a type-I heterostructure is well known. F
HH1E1 andHH2E2 ~in the case of correspondence Q wi
type-I! we can write it as

aexp~v!;~A/h!~Pcv
2 /\v!ap~1/a'

2 !I eh
2 d~v!. ~18!

Hered(v) is a function that describes the shape of the d
crete line. In the approximation of a two-dimensional stru
ture it follows from Eq.~18! that
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3expF2
~\v2ENM!2

H2 G . ~19!

Equation~19! allows us to compare the integrated absorpt
coefficients for transitions to ground exciton states for diff
ent quantum-well levels with quantum numbersN and M .
Here we fit the discrete exciton lines to a Gaussian sh
with a half-width H, in light of the dominant role of inho-
mogeneous broadening in generating these lineshapes.
integrated absorption coefficient can be defined
K5ApHamax or determined by direct numerical integratio
~whereamax is the amplitude of the absorption coefficien!.

For transitions fromLH1E1 states of the Coulomb wel
we can use Eq.~13! with the wave functionsc̄0. ForV 5 10
meV these calculations givevLT

LH1E1/vLT
bulk51.8. If we esti-

mate that vLT
HH1E1/vLT

bulk5(2aB
3/a'

2 Lz)I HH1E1
2 .5.6 for the

HH1E1 transition of a type-I quantum well withLz5 80 Å,
we obtain vLT

LH1E1/vLT
HH1E1.0.32. Analogously,

vLT
LH3E1/vLT

bulk50.9, which givesvLT
LH3E1/vLT

HH1E1.0.16.
The decomposition into spectral components illustra

in Fig. 6 was based on fundamental physical considerati
regarding the nature of the lines. The fact that subtract
this theoretical set of spectral features from the experime
spectra leaves only an insignificant remainder is an ind
tion of how good the agreement with experiment is when t
procedure is used. The segment betweenLH1E1 and the
continuum without including the Coulomb interaction ca
probably be filled in by quasicontinuum excitonic transitio
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FIG. 8. Fan diagram for In0.15Ga0.85As/GaAs sample 1-166
in right-circular polarization. The dashed curves are dra
through the experimental points. The solid curves are co
puted transition energies between Landau levels, and
‘‘oscillator’’ light-hole levels and the zero Landau level o
an electron~the heavy curves! obtained by adding the bind-
ing energy of diamagnetic excitonsRB to the experimental
positions of the maxima~see Fig. 1!. The numbers to the
right indicate the label of the electronic Landau level f
transitions between the quantum-well levelsHH1E1. The
postulated positions of transitions from the oscillator sta
n50, 2 atB50 are indicated by arrows on the energy ax
constructed out of higher even-parity oscillator states of the
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light hole (n>2) from the Coulomb well. A certain arbitrari
ness can be tolerated when including the ‘‘crawl’’ of th
relatively ‘‘powerful’’ absorption edge of the quasibulk ba
rier layer of GaAs toward the high energy states. Note t
the slight deviation ofHH1E1 from Gaussian behavior ca
be explained by a possible error of63 monolayers inLz .

Magnetic fields higher than 2 to 3 T cause oscillations in
the absorption spectrum. In Fig. 7 we plot the transmiss
spectra of one of our samples measured in a fieldB divided
by the transmission when the magnetic field is switched
A considerable number of absorption maxima are record
sometimes more than 20 peaks. The fact that such a l
number of strong oscillations is observed in the magneto
sorption attests to the rather high quality of the quantum-w
layers, despite the relatively large half-width of the line
Accordingly, we can assert that the intrinsic half-widthGhh

0

of the exciton absorption lines for heavy holes is relativ
small, and that the observed half-width is determined prim
rily by an inhomogeneous broadeningdG, whose effect on
the quality of the magnetooptic spectrum is insignifica
whendG!\V, whereV is the sum of cyclotron frequencie
of electrons and holes. The ‘‘fan diagram’’ shown in Fig.
which is typical of the structures under study, consists
lines that are almost independent of field and lines that
strongly affected by the field.

This oscillatory behavior of the magnetoabsorpti
maxima, which is characteristic of the interband magneto
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GaAs/~AlGaAs system.16 It appears when the strong-fiel
criterionb5\V/2R* @1 ~whereR* is the binding energy of
an exciton forB50! is not satisfied by the excitonic groun
state, and is observed only when excited states of the exc
participate in the absorption. Note, however, that these
cited states need not be clearly distinguishable whenB50,
although the lifetime of an exciton in these states must
long enough that the states can be detected in a mag
field. The corresponding inhomogeneous broadeningdGn>2

can easily mask the absorption lines of excited states wheB
5 0, and yet be insignificant in the regime where the os
lations are observed ifdGn>2,\V.

We calculated the heavy-hole and electron energy lev
as functions of the quantum-well widthLz and indium con-
tent x, taking into account the effect of strain on the ener
structure, while the binding energies of the exciton sta
HH1E1, HH2E2, andLH1E1 were once more calculated a
a function ofN and magnetic field.

From the fan diagram shown in Fig. 8 it is clear that t
‘‘dynamic behavior’’ of Landau levels of the excitonic state
HH1E1 andHH2E2 is strongly distorted if we disregard th
exciton binding energyRB . Extrapolating the positions o
the spectral lines to theB50 axis gives a considerable dis
crepancy between the energies of the ground state and
excited state. This discrepancy disappears completely if
takeRB into account. In this case~see the solid curves in Fig
8! all the curves for transitions between Landau subban

958Kavokin et al.
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including the first Landau subband withl 50, converge to a
single energy atB50 with insignificant discrepancies.

The fan diagram forEmax(B) corrected in this way al-
lows us to estimate the reduced effective massm of an elec-
tron and hole in the plane of the quantum well, from t
slope of the reconstructed straight line for the transition
tween Landau subbandsDE/DB. These estimates giv
m21m05 20.2 and 18.18 forx5 0.2 and 0.15, respectivel
~Fig. 9!. Using the corresponding heavy-hole masses in b
material, we can estimate the electron masses to first
proximation. They turn out to beme50.056 and 0.059m0,
respectively. These estimates do not contradict the res
obtained from calculations based on known dependence
m* on x for bulk material @for example,m* (x)50.0660
20.0537x10.0116x2; see Ref. 17#. Note that the functions
shown in Fig. 9 reveal a certain nonparabolicity of the el
tronic spectrumEc(k) at large energies, associated with
tendency for the functionEl

max(B) to follow a sublinear rela-
tion.

We now return to analysis of the fan diagrams, taki
into account the structure of the light-hole magnetoabso
tion transitions LH1E1 ~see Fig. 8!. Unfortunately, the
magneto-oscillations of a heavy-hole exciton are difficult
distinguish from the background of the family of relative
strong lines belonging toHH1E1. Nevertheless, in fields
B. 3 T the method of elimination can be used to separ
out weak transitions that are stimulated by the magn
field. These can be associated with excitonic transitions fr
‘‘oscillatory’’ light-hole states. The shift in the value of th
energy towards higher energies~see the computed data i
Fig. 1! and the extrapolation toB50 give the position of the
absorption maximum, which is found to be above the po
tion of theLH1E1 ground state by 9 meV~see the arrows in
Figs. 7 and 8!. We can interpret this maximum as a seco
even-parity oscillator state in the Coulomb well (n52!. In
this case the value 9 meV is found to be in good agreem
with the calculated gap between levelsn50 and 2 obtained
by using Eq.~9!, i.e., 8 meV. Analysis of the fan diagram

FIG. 9. Positions of maxima in the magnetoabsorption corrected for
binding energy of diamagnetic excitons plotted as a function of the cy
tron energy of a free exciton and the Landau number (l c11/2) for
InxGa12xAs/GaAs sample 1-166 (x50.15! ~upper! and 1- 159 (x50.2!
~lower!.
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allows us to regard as likely the observation of a third (n54!
oscillatory state.

Figure 10 shows the dependence of the oscilla
strength forLH1E1 andLH3E1 excitons (n50 and 2! on
the barrier height near the transition from type-I to type-II f
a In0.2Ga0.8As/GaAs quantum well of width 80 Å, calculate
using Eq.~10!. The oscillator strength of theLH1E1 state
(n50! decreases markedly asVb increases, i.e., as the type
band structure converts into a type-II structure. At the sa
time, we observed an increase in the oscillator strength
stateLH3E1 (n52!. ~We calculated the oscillator strength
for a switched-on magnetic field for reasons of convenien
since perturbation theory can be used. Otherwise, ted
numerical calculations would be necessary.! Important also
is the fact that near a type-I-to- type-II transition the oscil
tor strengths of statesLH1E1, LH3E1 are quite large. The
positions of spectral lines associated with these resona
are shown in the inset to Fig. 6; their intensity, which
comparable to the intensity of lines corresponding to exci
transitions in a type-II quantum well, includes the ar
bounded by the discrete linesLH1E1 andLH3E1 in Fig. 6.
The shapes of the corresponding wave functionsc0 andc2

in a type-II quantum well are shown in Fig. 5b.
The overall results of our spectroscopic studies and co

putations reveal the following tendencies. As the system
comes a stronger type-I system, the stateLH1E1 evolves
into a spatially indirect exciton with its electron and ho
localized in different layers. However, the oscillator streng
of this excitonic state should be rather low due to the l
value of the electron-hole overlap integral. On the oth
hand, the stateLH3E1, which does not contribute signifi
cantly to the spectra of type-I quantum wells due to t
smallness of the electron-hole overlap integral, becom
more visible in the spectra as the system quantum wells
come type-II wells.18 In the strong type-II limit, this state
probably becomes a spatially direct quasistationary abo
barrier exciton state similar to that described in Refs. 19 a
20. The splitting between the two hole statesLH1 andLH3
is minimal near the transition point, and increases in typ
and type-II regions. In the approximation of treating the s

e
-

FIG. 10. Dependence of the oscillator strengthf / f 0 of transitions from the
Coulomb well on the height of the barrierVb for statesLH1E1 (n50! and
LH3E1 (n52! at B54 T ~solid curves! and 7 T~dashed curves!.
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2X. M. Fang, X. C. Shen, H. Q. Hou, W. Feng, J. M. Zhou, and F. Koch,
Surf. Sci.228, 351 ~1990!.
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equal to the discontinuity in the valence bandV0 5Vb . The
observed doublet~triplet! structure can be explained usin
the model described in Sec. 3. In conclusion, we would l
to mention that recent papers have reported seeing a do
structure for heavy-hole excitons in reflectance spectra
CdTe/CdMnTe heterosystems near the type-I-type
transition.21

5. CONCLUSIONS

We have investigated the absorption coefficient and
diagrams of InGaAs/GaAs quantum-well structures exp
mentally and theoretically. Analysis of the absorption sp
trum by decomposing it into spectral components cor
sponding to discrete and continuum states has allowed u
obtain satisfactory quantitative and qualitative agreem
with experiment atB50. Using the computed dependenc
of the binding energy of various excitonic states on magn
field, we have reconstructed the true ‘‘dynamic behavior’’
the Landau levels and found the effective masses of car
in these structures. Our theoretical investigations of lig
hole states in type-II quantum wells lead us to conclude
the observed light-hole exciton is spatially direct. The hi
value of the oscillator strength for theLH1E1 exciton and
the appearance of a doublet structure near the light-hole
citon resonance are in good agreement with our theore
predictions. General considerations suggest that our mod
the behavior of this spectrum is likely to work for mo
significant excursions of the heterostructure towards typ
as well.
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The effect of a longitudinal magnetic field on electronic intersubband transitions

ss
in asymmetric heterostructures
F. T. Vas’ko and G. Ya. Kis

Institute of Semiconductor Physics, Ukraine National Academy of Sciences, 252650 Kiev, Ukraine
~Submitted April 4, 1996; accepted for publication March 14, 1997!
Fiz. Tekh. Poluprovodn.31, 1121–1125~September 1997!

Infrared absorption spectra are calculated for electronic intersubband transitions in asymmetric
heterostructures subjected to a longitudinal magnetic field. The systems discussed include
a single quantum well in a transverse electric field, a ‘‘stepped’’ quantum well, and a double well
with tunnel-coupled excited levels. The longitudinal magnetic field causes collisionless
broadening of the absorption peaks~because the effect of the magnetic field on the dispersion
law of an electronic state varies from state to state, which modifies the transitions between
them! and absorption of normally incident light~due to changes in the selection rules!. © 1997
American Institute of Physics.@S1063-7826~97!02009-7#
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1. The excitation of intersubband transitions of 2D elec-
trons by infrared light in heterostructures has been activ
studied in recent years~see Refs. 1–3!. In Ref. 4, Petrov and
Shik discussed the effect of a longitudinal magnetic field
transitions excited by incident light, whose electric field h
a component perpendicular to the plane of the heterost
ture. Such a magnetic field changes the size-quantized e
tronic states considerably,5–7 leading not only to a shift in the
levels~i.e., to a change in the frequency of the intersubba
transitions!, but also to anisotropy in the dispersion law« jp

~wherep is the longitudinal momentum, andj is the subband
index!. The character of this anisotropy is qualitatively d
ferent for symmetric and asymmetric structures: wherea
the first case the field simply makes the effective mass
isotropic @by an amount that is small with respect to t
parameter (d/ l H)2, whered is the characteristic thickness o
the structure, andl H is the magnetic length#, the asymmetry
gives rise to contributions to« jp that are proportional to the
magnetic field and top. These contributions give rise to
substantial amount of collisionless broadening of the abs
tion peaks, since the functions« jp are different for different
j, and to breaking of the selection rules for intersubba
transitions.1! A mechanism of this kind was discussed pre
ously for inversion layers in a longitudinal magnetic field,
which the transitions were excited by microwave radiatio6

Various mechanisms for optically induced interband tran
tions in electric fields parallel to the 2D layer have been
discussed in a number of papers~for citations see Ref. 8! so
that transitions excited by the component of the electric fi
of the infrared light parallel to the 2D layer are now allowed.

In this paper we calculate the spectral dependence o
infrared absorption. Our treatment differs from that of Ref
in that we include the asymmetry of the heterostructures.
following structures are considered~see Fig. 1!: a single
quantum well in a transverse electric field, a ‘‘steppe
quantum well, and a double quantum well with tunn
coupled excited levels. We obtain the relative absorptions
light polarized perpendicular and parallel to the 2D layer,
and also compare the collisional broadening of the abs
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mechanism discussed here.
Let us define the ratio of the absorbed power to the

cident flux of infrared light as the relative absorptionj(v).
For strongly degenerate electrons and transitions from
ground state~j 5 0! to an excited level with labelj the
quantity j(v) is determined by the usual quantum
mechanical expression

j~v!52
~2pe/L !2

vAe
(
i ,p

u^0puev̂u j p&u2

3u~«F2«0p!dG~«0p2« j p1\v!. ~1!

in which u(«F2«0p) is the Fermi distribution for electrons
L2 is the normalized area,e is the uniform dielectric permit-
tivity of the heterostructure,v̂ is the velocity operator, which
takes into account the longitudinal magnetic field,e is the
polarization vector, and\v is the energy of an infrared
quantum. The collisional broadening is taken into acco
phenomenologically through the replacement of thed func-
tion with a Gaussian function, i.e.
d_G(«)5exp@2(«/G)2#/ApG with a characteristic half-
width G. The Fermi energy«F is connected with the 2D
electron concentration by the usual normalization condit
~the spin splitting of levels in a magnetic field is ignore
assuming that theg-factor is small!. The energy« jp and elec-
tronic statesu j p& in Eq. ~1! are found by solving the eigen
value problemĤu j p&5« ipu j p& with the Hamiltonian of an
asymmetric heterostructure in a longitudinal magnetic fi
H ~using thep,z representation!:

Ĥ5
p2

2m
1

p̂z
2

2m
1U~z!2vcpy~z2zH!1

mvc
2

2
~z2zH!2.

~2!

Here U(z) is the potential energy localizing an electro
along the direction of growth of the heterostructure~i.e., the
Z axis; the direction of theX axis is chosen to be alongH!,
p̂z52 i\d/dz, p5(px ,py), m is the effective mass and
vc5ueuH/mc is the cyclotron frequency. The constantzH is
arbitrary due to the gauge invariance of the problem.

96190961-05$10.00 © 1997 American Institute of Physics
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Making the polarization dependence of the absorpti
explicit in Eq. ~1!, we have

j~v!5ez
2j'~v!1ey

2j i~v!, ~3!

where

j',i~v!5
2a

\v(
j
E dpu~«F2«0p!dG~«0p2« j p1\v!

3H u^0puv̂zu j p&u2, '

vc
2u^0puzu j p&u2, i

. ~4!

Here we use the expression for they-component of the ve-
locity operatorv̂y5 p̂y /m2vc(z2zH) and introduce the ef-
fective fine structure constanta5e2/(\cAe). Equations~3!
and~4! describe the absorption of incident infrared light wit
electric fields both transverse~along Z! and longitudinal
~along Y! to the growth direction. Next we use the conne
tion between the matrix elements of thez-component of the
velocity and thez-coordinate, i.e.,̂ 0puvzu j p&5 i («0p2« j p)
3^0puzu j p&/\ to obtain the relation9

j i~v!'~vc /v!2j'~v!. ~5!

This result implies that in the infrared region of the spectru
the longitudinal absorptionj i(v) repeats the features of th
transverse absorptionj'(v), only with smaller amplitude.
Therefore, we will discuss only the behavior ofj'(v) in
what follows.

The calculations given below depend on the spec
form of the dispersion relation and the matrix elements of t
velocity operator, both of which enter into the spectral fun
tions j'(v). They are carried out below for the heterostru
ture shown in Fig. 1.

2. Let us begin our discussion of the spectral depe
dences with the case of an isolated quantum well of widthd
in a transverse electric fieldF ~Fig. 1a!. When the condition
d/p l H,1 holds, we may consider the magnetic field to be
small perturbation7 and the dispersion relations have th
form 2!

« jp5« j1p2/2m1vcpy^ j uz2zHu j &

FIG. 1. Energy band diagrams for the heterostructures discussed in S
2-4 ~also shown are the positions of levels and wave-function shapes!: a—a
quantum well in a transverse electric field, b—a ‘‘stepped’’ quantum we
and c—a double quantum well~the electric field corresponds to the absorp
tion curves shown in Fig. 4b!.
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where the unperturbed energy levels« j are determined from
the equationĤ0u j &5« j u j &, andĤ0 is the Hamiltonian~2! for
H5 0 andp5 0. We will discuss only transitions betwee
the two lowest subbands, so thatj'(v) is given by the ex-
pression

j'~v!5
2a

\v
v01

2 E dpdG~E011VHpy2\v!u~«F2«0p!

5
4a

\v
v01

2 E
2pF

pF
dpyApF

22py
2dG

3~E011VHpy2\v!. ~7!

Here pF5A2m(«F2«0). The transition energy
E015«02«11D«H is determined not only by the distanc
between levels atH50, but also by a termD«H that is qua-
dratic in the magnetic field from the next term in Eq.~6!:
D«H5A(\vc)

2/«0, whereA'0.12 for the case of a squar
quantum well andF50. As F increases, the coefficientA
increases slowly and almost linearly, reaching a value of
for F5 100 kV/cm. The transition matrix elementv01 and
characteristic velocityVH are introduced as follows:

v015^0uvzu1&,VH5vc~^1uzu1&2^0uzu0&!. ~8!

In the collisionless limit, i.e.,G50, the integration in Eq.~7!
leads to a ‘‘semielliptic’’ spectral dependence:

j'~v!54a
pFv01

2

\vVH
DS \v2E01

VHpF
D ,

D~x!5A12x2u~12x2!. ~9!

It is clear that the magnetoinduced broadening of the abs
tion peak is characterized by a widthuVHupF . WhenH50
~or for a symmetric structure whenVH50 and in a magnetic
field! the spectral dependence Eq.~9! becomes ad-function-
like peak, which is broadened only by collisions.

In order to include collision-induced broadening wh
VHÞ0, we must do the integration in Eq.~7! numerically.
The characteristic velocity Eq.~8! and transition energyE01

must also be determined numerically for the potential pro
shown in Fig. 1a. The results we present here are fo
GaAs/Al0.45Ga0.55As heterojunction quantum well of width
9.5 nm for G5 1 meV and an electron concentratio
n5431011 cm22. The spectral dependences plotted in F
2 illustrate the broadening of the peak as we increase b
the magnetic and electric fields. For the parameters u
here, the characteristic collisionless broadeninguVHupF

reaches 1.9 meV in the largest fields (F5 150 kV/cm and
H5 6 T!.

3. The collisionless broadening is larger in a stepp
quantum well, since the heterostructures can be highly as
metric. This calculation differs from that described abo
only in the calculation ofv01, VH andE01 for the potential
profile shown in Fig. 1b. Figure 3 shows the spectral dep
dences of the relative absorption for a stepped quantum
consisting of layers of GaAs and Ga0.85Al0.15As with widths

cs.

,
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5 and 4.3 nm for the deep and shallow portions of the w
respectively, and barriers made of Ga0.65Al0.35As ~a structure
with similar parameters was discussed in Ref. 10! for G5 1
meV andn5431011 cm22. The spectra shown there illus
trate the transition to the collisionless absorption regime
magnetic fields larger than 5 T, for which the curve chan
from a Gaussian to a ‘‘semielliptic’’ shape as in Eq.~9!,
since the valueuVHupF5 4 meV ~for H5 6 T! exceedsG
considerably.

4. For double quantum wells the spectral dependen
turn out to be more complicated and sensitive to magn
field, since the intersubband absorption peak is split by
tunnel coupling of the levels, which in turn is strongly influ
enced by the magnetic field.11–13Here we restrict the discus
sion to the case of a double quantum well in which electr
occupy the ground state of the deeper left-hand~l! well @such
a state can be described by analogy with that in Sec. 2,
the dispersion relation«0p

l is given by Eq.~6!#. The tunnel-
ing resonance occurs between the first excited state of
well and the ground state of the right-hand~r! well, which
have the dispersion laws«1p

l and«0p
r . Mixing of these states

gives rise to excited6 states of the double quantum we
Double wells were investigated in Ref. 14~see Fig. 1c!. In

FIG. 2. Spectral dependencesj'(v) for an isolated quantum well. Solid
curve—F 5 0, dashed curve—F5 100 kV/cm, dotted curve—F5 150
kV/cm ~the values of magnetic field in T are shown in the figure!.

FIG. 3. Spectral dependencej'(v) for a stepped quantum well~values of
the magnetic field in T are given in the figure!.
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states can be described by a superposition of wave funct
based on orbitals of thel- and r- quantum wellsfz

l andfz
r

~see Ref. 13! c l
6fz

l 1c r
6fz

r , where the coefficientsc l ,r
6 turn

out to depend onpy :

c l
656A~16DH /DT!/2, cT

65A~17DH /DT!/2,

DH~py!5«1p
l 2«0p

r 5D2ṼHpy ,

DT~py!5ADH
2 1~2T!2. ~10!

Here D is the splitting of the resonance levels atpy50,
which takes into account the corrections quadratic in
magnetic field,DH and DT determine the splitting of levels
for finite py in the absence of tunneling and taking tunneli
into account, andT is the tunneling matrix element. Th
characteristic velocityṼH5vcDz now can be expressed i
terms of the distance between centers of thel- andr-orbitals
Dz. For the dispersion relations of the6 states we have13

«6p5~«1p
l 1«0p

r !/26DT~py!/2. ~11!

The spectral dependencesj'(v), including transitions to the
6 state, are given by analogy with Eq.~7! by the expression

j'~v!5
2a

\v
v01

2 (
6

E dpuc l
6u2dG

3~«6p2«0p
l 2\v!u~«F2«0p

l !, ~12!

in which the matrix elementv01 is computed for states of th
l-well ignoring tunneling, and the factoruc l

6u2 determines
the oscillator strengths for transitions from the ground st
to the6 states. In the collisionless limit we also obtain th
following expression, which is analogous to Eq.~8!:

j'~v!54a
pFv01

2

\vṼH
S T

d«v
D 2

DS d«v2D2
T2

d«v

ṼHpF

D , ~13!

where we introduce the frequency detuningd«v5\v2E01
l ,

whereE01
l is the distance between the ground level and

excited level of thel-well at p5 0 ~see Sec. 2!. An additional
hyperbolic dependence ond«v appears in the argument o
the D-function, which is attributable to the fact that the e
ergy conservation law in Eq.~12! depends onpy . Because of
this dependence, a bandgap appears at the center of the
(d«v5 0!, which divides it into two semielliptic peaks tha
merge together asT→0. The factorsuc l

6u2 give rise to an
additional amplitude factor that is proportional toT2.

In order to include collisions, it is necessary to calcula
the following integral numerically:

j'~v!5
2a

\v
v01

2 (
6

E
2pF

pF
dpyApF

22py
2

3~16DH /DT!dGS 2DH6DT

2
2E01

l 2\v D .

~14!

This was done for a half-width ofG5 1 meV as a function
of longitudinal magnetic fieldH and transverse electric fiel
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F, which gives the energy splittingD between the coupled
levels. The structure we investigated was one with para
eters close to those used in Ref. 14: the deep well was a l
of GaAs of width 8 nm with electron concentratio
n5431011 cm22, the shallow well was an undoped layer
Ga0.8Al0.2As with width 5.6 nm, and the interwell barrier wa
a layer of Ga0.2Al0.8As with thickness 2.5 nm. The extern
barriers were also Ga0.2Al0.8As. The compositions were cho
sen so that the conditions for applicability of the tunneli
approximation were satisfied~see Ref. 13!. Figure 4 shows
the spectral dependences of the absorption for various s
ting energies. ForH5 0 ~the dashed curves! casea corre-
sponds toD. 0, caseb corresponds to resonance (D5 0!,
andc corresponds toD, 0. For zero splitting energiesD and
small tunnel coupling, the6 wave functions are essentiall
localized in one of the wells~l or r, depending on the sign o
D); intrawell transitions corresponds to higher absorpt
peaks, while the peak that corresponds to tunneling is sm

FIG. 4. Spectral dependencesj'(v) of a double quantum well for the
following F, kV/cm: a—6.9, b—8.4, c—9.9~values of the magnetic field in
T are shown in the figure; the dashed curve corresponds toH5 0!.
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redistribution of the peak amplitudes, depending on the m
tual positions of levels in thel- and r-wells.14 For small
magnetic fields, as in the cases discussed previously,
peaks are broadened and suppressed. However, when
broadening is large enough, the coherence factor is switc
on @see Eq.~13! for the collisionless case#, and the amplitude
of the peaks begins to increase again, while the peaks th
selves are already fused into a single peak at 6 T. For str
tunnel coupling, where the levels are far separated, this ef
is not observed. The assymmetry in the behavior of the pe
shown in Fig. 4b is explained by the presence of a correc
D«H in D that is quadratic in magnetic field, which caus
the levels to separate from one another by a few meV.

5. Thus, a longitudinal magnetic field gives rise to a n
mechanism for broadening of absorption lines, which is
strong function of the magnitude of this field and of th
degree of asymmetry of the structure. We have demonstr
this fact by numerical calculations for several simple types
heterostructures~more exact self-consistent calculations
the energy levels and inclusion of the depolarization eff
did not appreciably change the shape of the spectra on
parameters at which the transition from collisional to co
sionless broadening mechanisms takes place!. Moreover, im-
posing a longitudinal magnetic field changes the selec
rules for intersubband transitions, which leads to a weak
sorption of the field component polarized along the 2D layer.
The extreme sensitivity of the absorption spectrum of dou
quantum wells with weak tunnel coupling, which is appare
for sufficiently weak electric and magnetic fields, is al
noteworthy. For these reasons, the use of infrared spec
copy in a longitudinal magnetic field to determine the para
eters of the energy spectrum and the character of electr
relaxation in asymmetric heterostructures is of considera
interest.

1!For (d/p l H)2!1 the anisotropy of the effective mass considered in Re
can be omitted from Eq.~6!. Including this contribution would lead to an
additional broadening of ordereF(\vc/silon0)2, which for the values of
parameters used in this paper turns out to be of order 0.1 meV.

2!For (d/p l H)2!1 the anisotropy of the effective mass considered in Re
can be omitted from Eq.~6!. Including this contribution would lead to an
additional broadening of order«F(\vc /«0)2, which for the values of pa-
rameters used in this paper turns out to be of order 0.1 meV.
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Radiation hardness of porous silicon
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The effect of irradiation by 300-keV Ar1 ions on the properties of electrochemically produced
porous silicon is studied at doses of 5310142131016 cm22. Raman scattering and
photoluminescence data are used to show that the radiation hardness of porous silicon layers is
substantially greater than that of single crystal silicon. ©1997 American Institute of
Physics.@S1063-7826~97!02109-1#
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Because of its intense luminescence, its relative eas
production, and the possibility of ‘‘introducing’’ it into an
already highly developed silicon technology, porous silic
is extremely attractive as a material for optoelectronics, s
as the fabrication of combination highly integrated op
microelectronic circuits. Various properties of this materia1

especially those which are important from the standpoin
the reaction of porous layers to various kinds of chemi
and thermal processing,2–6 have been studied in many rece
papers. Another major factor determining the technolog
applications of semiconducting materials is their radiat
hardness. In the past, radiative interactions~ion implantation!
have been used either as a step in the fabrication of po
layers7,8 or for introducing specified impurities into prev
ously prepared layers.8,9

In this paper we study the effect of ion bombardment
the intrinsic structural and luminescence properties of por
silicon (por-Si!. Information on changes in the properties
por-Si layers following ion bombardment has been obtain
by measuring optical Raman scattering and photolumin
cence.

EXPERIMENTAL TECHNIQUE

The initial material was a single crystal slab~100! of
p-type silicon with a resistivity of 0.5V•cm. Porous layers
were prepared in an electrochemical cell with an HF~49%!:
C2H5OH51:1 electrolyte at a current density of 3
mA•cm22 for 4 min. The thickness of the resulting laye
was 4–5mm and their porosity was 70%.

Samples with layers ofpor-Si, as well as single crysta
c-Si substrates for comparison, were irradiated in a H
Voltage Engineering Europa ion accelerator by 300-keV A1

ions at doses of 531014, 231015, and 131016 cm22 at room
temperature. Raman scattering spectra were obtained
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pump ~wavelengthl5488 nm!. Photoluminescence mea
surements were made on an SDL-2 spectrometer with
LGI-503 argon laser as a pump (l5488 nm! at an intensity
of 0.5 W•cm22. These studies were conducted at room te
perature.

In order to estimate the path length of the Ar1 ions in
the porous silicon, Monte Carlo model calculations we
done. Figure 1 shows the calculated spatial distributions
implanted Ar in samples of metallic silicon with the actu
~curve1! and reduced to 30%~in accordance with the poros
ity mentioned above; curve2! densities. These data sho
that Ar1 ions penetrate the surface region of single crys
slabs to a depth on the order of 0.5mm, and that inpor-Si
the penetration region was less than 2mm deep. This latter
value can obviously be regarded as an estimate of the d
for possible defect formation in these experiments.

RESULTS AND DISCUSSION

Figure 2 shows data from the optical Raman scatter
experiments. A line corresponding to scattering on b
phonons~520 cm21) can be seen for the initial sample o
single crystal silicon. After implantation to a dose
231015, this line vanishes because of the complete am
phization of the surface layer.10

The Raman scattering spectra for thepor-Si layers con-
sist of a superposition of scattering lines from bulk phono
and from vibrations in nanocrystals and in the amorpho
phase.11 This can be explained by the composite structure
por-Si, which is made up of parts with rather large chara
teristic dimensions and have essentially bulk properties
well as structural elements with transverse dimensions on
order of a few nanometers or less. After ion implantati
there is a reduction in the Raman scattering signal, but e
at an implantation dose of 131016 cm22 lines associated
with bulk phonons and vibrations in nanostructures can

96690966-04$10.00 © 1997 American Institute of Physics
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FIG. 1. Calculated variation in the spatial distr
bution of the concentration of implanted Ar in
the surface layers ofc-Si ~1! andpor-Si ~2! for
300-keV Ar1 ions at an irradiation dose o
131016 cm22.
seen. These data indicate that the destructive effect of the ion
s.
pa
ro
as
ct

i

conductor technology, a fairly intense emission band can be

of
ly

cts
be
ith
beam is less inpor-Si layers than in single crystal sample
The luminescence of these samples was studied in

allel with the Raman measurements. As can be seen f
Fig. 3, the emission intensity falls off relatively smoothly
the irradiation dose is raised while the luminescence spe
change little~Fig. 4!. However, even at a dose of 131016

cm22, well beyond that customarily used in ion beam sem
r-
m

ra

-

seen in the luminescence spectra of porous silicon.
As for the causes of the greater radiation hardness

porous layers, first of all it is evident that the extreme
developed surface of porous silicon~up to 600 m2/cm3)12

can serve as an efficient sink region for radiation defe
which are subsequently annihilated. In addition, it may
noticed that during the interaction of high energy ions w
FIG. 2. Raman scattering spectra forc-Si ~a! and por-Si ~b!: ~1! initial samples;~2–4! after irradiation to doses of 531014, 231015, and 131016 cm22,
respectively.
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FIG. 3. Photoluminescence intensity ofpor-Si as a function of Ar1 ion irradiation dose.
the elements of a porous structure energy may be transferred
o

sp

trum in nanometer silicon structures.The energy gained by

this

not only to individual atoms, but also to clusters or parts
‘‘silicon filaments.’’ This sort of ‘‘collective’’ energy accep-
tance is possible because of the changes in the phonon
f

ec-

groups of atoms inpor-Si nanostructures will evidently be
less than the amount acquired by individual atoms and
reduces the damage from the ion beam.
FIG. 4. Normalized photoluminescence spectra for the initialpor-Si ~smooth curve! andpor-Si implanted with Ar1 ions to doses of 531014 ~1!, 231015 ~2!,
and 131016 cm22 ~3!.
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The results presented here indicate that optoelectronic
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4S. M. Prokes, W. E. Carlos, and V. M. Bermudez, Appl. Phys. Lett.61,
1447 ~1992!.

pl.

l.

o,
emitting structures made of porous silicon will continue
operate under high radiation conditions. Furthermore, i
beam technology can be used directly in fabricating th
structures without the risk of major damage to the emitt
layer.

This work was carried out as a project of the Russ
Fund for Fundamental Research.
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Study of porous silicon obtained by krypton ion implantation and laser annealing

dy
M. F. Galyautdinov,* N. V. Kurbatova, É. Yu. Buı̆nova, E. I. Shtyrkov,
and A. A. Bukharaev

Kazan Physical-technical Institute, Russian Academy of Sciences,
420029 Kazan, Russia
~Submitted August 20, 1996; accepted for publication October 25, 1996!
Fiz. Tekh. Poluprovodn.31, 1130–1134~September 1997!

An ellipsometric technique is used to study the formation of a finely porous layer saturated with
atoms of an inert gas in a crystalline silicon lattice that has been doped by high doses of
krypton and then irradiated by nanosecond laser pulses. The changes in the complex refractive
index of this layer induced by laser pulses at different powers are studied. A scanning
field ion microscope is used to follow the transformation of the pores, as the energy per unit area
of the annealing laser light is varied, and to estimate their sizes. ©1997 American
Institute of Physics.@S1063-7826~97!02209-6#
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Over the last five years many papers have been p
lished on porous silicon produced by electrochemical etch
of single crystal Si.1–5 A reaction in the original single crys
tal Si causes the formation of a branched system of vo
with sizes ranging from 2 to 50 nm, which are directed in
the depth of the crystal.5,6 Interest in porous silicon has bee
stimulated by one of its unique properties: an intense ph
luminescence in the visible, which makes it especially va
able for optoelectronics.1–3,5,7Despite a large number of pa
pers devoted to exploring the microscopic nature of
photoluminescence in porous silicon, this question rema
open.8 Most researchers believe that the unusual proper
of porous silicon are caused by size quantization effe
Others believe that the photoluminescence in porous sili
is caused by siloxene and its derivatives formed during
ode etching. From the latter standpoint the porous silic
which we have obtained by implanting Kr1 inert gas ions in
single crystal substrates and then annealing with a laser9 is of
interest for study because it differs significantly from poro
silicon prepared in the traditional way.

In this paper studies are made using ellipsometry
scanning field microscopy techniques on porous silicon
tained in different implantation and laser annealing regim

EXPERIMENT

We have studiedp-type single crystal silicon doped wit
E540 keV Kr1 ions at dosesD5631014, 1.0831015,
4.831015, 631015, 1.0831016, 631016, 2.431017 cm2 with
ion current densities ranging from 2 to 5mA/cm2. Discrete
segments on each of the seven implantation samples
annealed by pulsed ruby laser light~wavelengthl50.69
mm, pulse durationt550 ns! passed through a diaphragm
different energy densitiesW50.122.0 J/cm2. Thus, on
each sample there were several simultaneously existing
ments with different degrees of disordering of the crystall
lattice ranging from complete amorphization atW50 to
complete recrystallization at a threshold value ofW that was
characteristic of each sample, as well as a control segme
silicon which had not been subjected to implantation.
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the change in the polarization of a monochromatic lig
beam (l50.63 mm! on reflection from each annealed se
ment, and from the control, for all the samples, which d
fered in the amount of implanted Kr atoms. The measu
ments were made at room temperature and atmosph
pressure with the probe light incident on the sample at
angle of 70°, which is optimal for silicon.9 The measured
polarization parameters of the reflected light,D andC, de-
pend on the angle of incidence of the light on the sample
on the thickness of the natural SiO2 oxide layer and its re-
fractive index, as well as on the distribution of the refracti
index n and extinction coefficientk over the depth of the
sample. The parametersD and C are integral, since they
contain information on the properties of the entire test v
ume of the sample, whose dimensions are determined
turn, by the penetration depth of the light. In highly diso
dered silicon samples the probe light (l50.63 nm! does not
penetrate further than 100 nm because of strong absorp

The implanted part of the substrate was removed la
by layer using anode oxidation followed by etching of t
oxide in dilute acid. In our experiment, the thicknessd of the
etched layer was 10 nm in each step. The ellipsometric
rametersD and C were measured after each layer remov
step.

The ellipsometric parameters are related to the opt
constantsn andk of the test surface by the basic equation
ellipsometry,10

tan C exp iD5 f ~n,k,...!. ~1!

When n and k are determined from the experimental elli
sometric parameters, the specific form of the function on
right hand side of this equation depends on the model cho
for the surface. In order to obtain the unknown optical co
stantsn andk, the inverse ellipsometry problem was solve
for each etching step using a ‘‘clean surface’’~‘‘air/
implanted layer’’! model in a special program for analyzin
ellipsometric measurements.11 The choice of this particular
model is based on the fact that in these samples the p
light did not penetrate to a depth greater than the thicknes
the implanted layer because of high absorption. The effec

97090970-04$10.00 © 1997 American Institute of Physics



-

f
r

FIG. 1. The change in the effective

optical constantsñ and k̃ ~real and
imaginary parts of the complex re
fractive index! in the surface layer of
silicon doped with high doses o
krypton ions after nanosecond lase
annealing: ~a! E540 keV,
D5631014 cm22; ~b! E540 keV,
D52.431017 cm22.
optical constantsñ and k̃ were calculated for the entire re-
e
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curves for two of the samples are shown in Figs. 1a and 1b.
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maining part of the implanted layer after each etching st
This operation was performed ten times, until the layer c
taining the Kr1 ions had been completely etched (d.100
nm!. The differential valuesn(d) andk(d) were not calcu-
lated for each thin layer, since we were only interested in
behavior of the optical constants within the implanted par
the substrate, and not in their absolute values within e
thin layer. Thus, we have studied the variation in the eff
tive constantsñ and k̃ in the surface layer which contain
atoms of the inert gas krypton. Similar layer-by-layer elli
sometric studies of silicon doped with Ar1 ions (E540 keV,
D51015 cm22)12 have shown that the behavior of the effe
tive optical constantsñ and k̃ in the implanted layer is con
sistent with the behavior ofn(d) and k(d) calculated for
each thin layer.

As a result, for each test sample we obtained profi
characterizing the variation in the refractive index and
tinction coefficient~i.e., the real and imaginary parts of th
complex refractive indexN5n2 ik) over the entire layer
containing the implanted impurity for segments annealed
pulses of laser light at different energiesW per unit area. The

971 Semiconductors 31 (9), September 1997
p.
-

e
f
h
-

s
-

y

The broken line joining the calculated points only indicat
that the measurements were discrete, taken after the sa
had been etched by a 10-nm thickness. The dashed hori
tal lines in all the graphs in Fig. 1 correspond toñc and k̃ c ,
the optical constants of the original single crystal. They w
measured on the control segment of the silicon sample wh
had not been subjected to implantation. These measurem
were also made layer-by-layer, in 10 nm steps. The c
stancy ofñc and k̃ c over the entire 100-nm-thick layer is a
indication of the perfection of the crystal lattice of the orig
nal silicon, since the complex refractive index is known to
sensitive to the slightest changes in the structure of the
terial.

The microscopy studies were conducted using a
SPM-MDT scanning field microscope developed by t
Nanotekhnologiya-MDT Company~of Zelenograd, Russia!.
The measurements were made in a contact mode.

DISCUSSION OF RESULTS

It can be seen from Fig. 1a that implantingKr 1 ions to
a dose of 631014 cm22 in a perfect Si crystal lattice with

971Galyautdinov et al.



FIG. 2. Scanning field microscope images of silicon surfaces doped with Kr1 ions (E540 keV, D52.431017 cm22): ~a! initial single crystal KDB-1 Si
~111!; ~b! amorphous segment;~c! after laser annealing,l50.69 nm,t550 ns,W50.19 J/cm2; ~d! after laser annealing,l50.69 nm,t550 ns,W51.1
J/cm2.
fixed optical constantsñc53.85 andk̃ c50.02 over the en-
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tire depth does cause a substantial increase inñ and k̃ within
the layer where the measurements were made. This indic
that the crystal structure of the material has been dama
significantly; the layer with the highestñ55 lies at a depth
of 30 nm in the sample, while the maximum ofk̃50.5 oc-
curs at the surface. The difference in the depths of th
maxima is explained by the fact that theñ(d) profile is de-
termined by the defect distribution, as well as by the dis
bution of the implanted ions, while thek̃ (d) profile is deter-
mined only by the defects.9,12 Laser annealing of this kind o
sample at a fixed energyW per unit area restores the dam
aged crystal lattice, along with theñ(d) and k̃ (d) profiles
~Fig. 1a,W51.4 J/cm2).

When the Kr1 ion dose is raised by almost a factor
10, recrystallization during laser annealing has a distinct f
ture that we have pointed out previously.9 Specifically, irra-
diating an amorphous sample with a single nanosecond l
pulse having an energy per unit area below the threshold
epitaxial recrystallization causes formation of a layer
thickness;30 nm near the surface with an effective refra
tive index ñ.3 that corresponds neither to crystalline nor
amorphous silicon. This can be explained by the format
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mation of gas ‘‘bubbles’’ in semiconductors doped with hig
doses of inert gases (.1017 cm22) is a known effect.13 Here,
however, the main point of interest is the possibility of co
trolling the properties of porous silicon by laser annealing

Void formation in samples heavily doped with krypto
(.1016 cm22) and their transformation as a result of puls
laser irradiation is traced in Fig. 1b. A porous layer can
formed immediately as a result of implantation with an ef
ciency that is higher when more inert gas ions are implan

~The reduction inñ in the surface layer compared toñc is
greater in the sample with a maximum dose of inert g
atoms.! An interaction with a single weak nanosecond pu
appears to cause a transformation of the voids, since we
see a substantial drop in the effective refractive index and
increase in the effective extinction coefficient by more tha

factor of 50 compared tok̃ c ~Fig. 1b for W50.26 J/cm2).
With this absorption, the thickness of the probed layer is l

than 20 nm and the small value ofñ indicates that the main
contribution to the refractive index is from voids filled wit
the inert gas concentrated in this surface layer.

Irradiating this kind of porous silicon with a single nan
second laser pulse with an energy per unit area ofW.1

972Galyautdinov et al.
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implanted impurity krypton being expelled to the surface a
then released as a gas.14 The result is a finer grained porou
material with a refractive index close toñc ~Fig. 1b for
W51.22 J/cm2).

These conclusions regarding the formation of poro
silicon and its modification by nanosecond laser pulses ba
on our ellipsometric studies have been confirmed by stu
with a scanning field microscope. Unexpectedly, howev
this was not a simple task. The scanning field microsc
was used to study a sample with the maximum inert
dose, Si←Kr1 (E540 keV,D52.431017 cm22), which the
ellipsometric measurements had shown should clearly ha
porous structure near the surface. But this structure co
only be observed after electrochemical etching of a 10-n
thick layer beneath which the porous silicon was bur
~Figs. 2a–2d!.

The initial single crystal KDB-1 Si, with a~111! orien-
tation, has a flat surface~Fig. 2a! with negligible roughness
of height;1 nm and transverse dimensions of;10 nm.

In the implanted Si~Fig. 2b!, one can see pores wit
sizes of;100 nm and depths of up to 150 nm. After anne
ing by a weak laser pulse (l50.69 nm,t550 nm,W50.19
J/cm2), the transverse dimensions of the pores increase
;150 nm, while the depth decreased to;30 nm ~Fig. 2c!.
After irradiation by a single pulse withW51.1 J/cm2, we
obtained a finely porous silicon with pore sizes of 30–50
~Fig. 2d!.

CONCLUSIONS

These ellipsometric and microscopic studies of kryp
ion doped silicon have shown that implanting inert gas ato
to levels of 101521017 cm22 with subsequent annealing b
single nanosecond laser pulses transforms perfect Si s
crystals with optical constantsñc53.85 andk̃ c50.02 into a
material which contains a porous layer near its surface, ‘‘b
ied’’ under a 10-nm-thick film of silicon. These voids a
973 Semiconductors 31 (9), September 1997
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effective refractive index of the sample by a factor of 3 co
pared to ñc , while the effective extinction coefficient in
creases by a factor of 50 compared tok̃ c . Here the void
dimensions can be controlled over a range from 10 to 1
nm by varying the energy per unit area of the annealing la
pulse from 0.1 to 1.5 J/cm2.
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Photoluminescence and photoexcitation spectra of porous silicon subjected to anodic

nd
oxidation and etching
V. V. Filippov1) and P. P. Pershukevich

Institute of Physics, Academy of Sciences of Belarus, 220072 Minsk, Belarus

V. P. Bondarenko

Belarus State University of Information Technology and Electronics, 220027 Minsk, Belarus
~Submitted January 18, 1996; accepted for publication March 18, 1997!
Fiz. Tekh. Poluprovodn.31, 1135–1141~September 1997!

The photoluminescence and photoexcitation spectra of porous silicon films with an initial
porosity of 50–60%, produced on single crystals ofp-type silicon and subjected to anodic
oxidation and chemical etching, are studied. The existence of an amorphous phase in the
etched porous silicon is found not to affect the photoluminescence spectrum of porous silicon.
Features of the photoexcitation spectra before and after etching, as well as the evolution
of the photoluminescence and photoexcitation spectra after etching, can be interpreted in terms
of a uniform quantization model that includes elastic stresses in the silicon crystals of the
porous silicon. ©1997 American Institute of Physics.@S1063-7826~97!02309-0#

INTRODUCTION Silicon oxide is a good pacifier of the crystallite surfaces a
po
io

s
ze

i-
s
n
in
h

i-
p

he
la
e

of

ta
e
ue

ct
id
to

r-
th
i

pe
ta
e
o

hly
gen
by

ous
is-
are
F.

ro-
par-

of

c-
40

ial
%.
odic

ge

ctra
eter

ion

ec-
pot
rors
ted

n
th
to-
for

/0
The mechanism for the visible photoluminescence of
rous silicon continues to be the subject of intense discuss
In many cases, the size quantization effect first proposed
Canham1 fully describes the observed features of lumine
cence in porous silicon films which contain nanometer si
crystallites~silicon cores!. The emission of light from porous
silicon is undoubtedly also affected by its extended~tex-
tured! surface with dangling silicon bonds on which chem
cal compounds are formed. Thus, the character of the pa
vation of porous silicon surfaces and the role of silico
hydrogen compounds on the crystallite surfaces, includ
polysilanes, continue to be discussed widely in t
literature.2–6

In this paper we study the evolution of the photolum
nescence and photoexcitation spectra during oxidation of
rous silicon samples in air at room temperature after t
have been etched in highly dilute hydrofluoric acid. Simi
studies of just the photoluminescence spectrum have b
carried out previously,6 using freshly prepared samples
porous silicon with a substantial concentration of Si2Hx

(x51,2,3) compounds on the surface of the silicon crys
lites. During the oxidation process, these compounds w
replaced by Si2O bonds and this determined the nonuniq
variations in the photoluminescence spectrum~vanishing of
SiH and SiH2 groups and the appearance of SiO2) observed
in the earlier work.6 In order to eliminate this ambiguity, in
the present work the porous silicon samples were subje
to anodic electrochemical oxidation. Then the anodic ox
was etched in a water solution of HF, which, according
our data and earlier papers,7–9 does not lead to the appea
ance of silicon-hydrogen bonds on the surface. Thus,
only factor which determines the evolution of the photolum
nescence and photoexcitation spectra in the present ex
ments was oxide formation on the surface of silicon crys
lites. As will be shown below, our data support the siz
quantization mechanism for luminescence in porous silic
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increases the emission efficiency of the material. In fres
prepared samples this function is served by silicon-hydro
structures. This type of porous silicon is not distinguished
stable photoluminescence. Films of anodic-oxidized por
silicon, on the other hand, are highly transparent in the v
ible and have stable luminescence characteristics which
recovered after repeated etching in a water solution of H
Furthermore, an oxide shell on the silicon crystallites p
duces mechanical stresses, one consequence of which is
tial polarization of the emission from the porous silicon.10

1. EXPERIMENTAL TECHNIQUE

Porous silicon films with a thickness of 5mm were pre-
pared by electrochemical anodizing on single crystals
boron-doped silicon with a resistivity of 10V•cm and ori-
entation in the~111! plane. The anode currents during ele
trochemical processing in 36% HF were 10, 20, and
mA/cm2, respectively, for samples 1, 2, and 3. The init
porosities of samples 1, 2, and 3 were 50, 55, and 60
These samples were then subjected to galvanostatic an
electrochemical oxidation in an NH4NO3-ethylene glycol so-
lution with a current density of 10 mA/cm2. The initial volt-
ages lay in the range of 6–7 V and the final forming volta
was 30 V for all the samples.

The photoluminescence and photoexcitation spe
were measured on an automated SDL-2 spectrofluorom
based on diffraction grating monochromators for excitat
~MDR-12! and detection~MDR-23!. The excitation source
was a DKSSh-120 xenon arc lamp. In the excitation sp
trum measurements the constancy of the excitation s
shape was ensured by introducing a special system of mir
after the excitation monochromator. The signal was detec
with an FÉU-100 photomultiplier operating in a photo
counting regime. The spectral widths of the slits of bo
monochromators were varied over 2.4–3.0 nm. The pho
excitation and photoluminescence spectra were corrected

97490974-06$10.00 © 1997 American Institute of Physics
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TABLE I. Anodizing current densityI , cutoff wavelengthl i for the inter-
ference pattern, and peak wavelengthlm of the photoluminescence spec-
sensitivity using standard methods. The error in measu
the luminescence spectra was less than 2–3%. The refle
and transmission spectra were recorded on a Jasko IR
spectrometer with a spectral resolution of 2 cm21.

2. RESULTS AND DISCUSSION

2.1. Reflection and absorption spectra.Figure 1 shows
reflection spectra for porous silicon samples obtained with
anode current density of 20 mA/cm2. In the visible the re-
flection spectra are characterized by a distinct interfere
pattern which vanishes on approaching the UV region.
can be seen from Fig. 1, the cutoff wavelengthl i for the
interference pattern was 423 nm for the porous silic
sample prior to anodic oxidation. After anodic oxidation
this sample,l i fell to 372 nm. An interference pattern wa
observed for all the porous silicon samples that were te
and the cutoff wavelengthl i for the interference pattern de
pended on the conditions under which the samples were
pared and characterized the shift in the edge of the intrin
absorption band of the porous silicon. This shift can
caused only by a quantum-well effect in nanometer-si
crystallites~silicon cores! of the porous silicon. Another pos
sible reason, a large fraction of the transparent phase in
porous silicon film associated with voids and the oxide, c
not explain the vanishing of the interference pattern near
UV region. Furthermore, it proceeds quite rapidly~asl de-
creases!, which indicates a rapid rise in the absorption with
the film. Thus, the boundary between the transparency
strong absorption regions lies in the region ofl i . Since the
interference falls off when the intensity of the wave reflec
off the boundary between the film and the substrate, wh

FIG. 1. Reflection spectra of sample 2 before~a! and after~b! anodic oxi-
dation.
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participates in the interference, falls by a factor ofe, we can
estimate the level of absorption corresponding tol i .10 Here
al j•h51, whereal j is the absorption coefficient at wave
lengthl i andh is the thickness of the porous silicon laye
For our films, with a thicknessh5531024 cm, we have
al j553105 cm21. The values ofl i for all the samples are
listed in Table I. Also given there are the wavelengths of
peaks in the photoluminescence spectra. Judging froml i ,
which characterizes the effect of the shift in the edge of
intrinsic absorption band, sample 1 has the smallest sili
crystallites. This conclusion is independent of the position
the photoluminescence peak. As the table shows, howe
there is a correlation between photoluminescence and
size of the crystallites: the smaller they are~sample 1!, the
more strongly the peak of the photoluminescence spect
will be shifted toward the blue.

The films of anodically oxidized porous silicon wer
then subjected to etching in a water solution of hydrofluo
acid ~H2O:HF59:1!, washed in distilled water, and dried
10–15 minutes after etching, their photoluminescence
photoexcitation spectra were taken. The choice of a dil
water solution of hydrofluoric acid for etching was dete
mined by the fact that it yields a flat and perfect boundary
the silicon after the oxide is removed.11 IR absorption spectra
were taken on identically processed samples. These
shown in Fig. 2. The spectral features were identified us
data published elsewhere.12–15 As can be seen from Fig. 2
anodic oxidation of porous silicon causes a large increas
the absorption band at 1100 cm21, which indicates that the
fraction of oxide in the porous silicon samples increases a
anodic oxidation. The IR spectra of the anodically oxidiz
samples contain no absorption bands characteristic of the
brations of the SiH2 and SiH3 groups or clusters of them.14

We note that a peak at 938 cm21 has been attributed to
vibrations of an Si2H group only in two papers14,15 ~935
cm21) but is absent in the other studies. After etching, we
broad absorption bands appeared at 2160 and 1635 cm21,
which may be evidence of the presence of silicon-hydrog
compounds in the etched samples. However, since the
sorption at 2160 and 1635 cm21 is very weak, we have
eliminated compounds of the type SiHx from further consid-
eration as a possible reason for the observed changes i
photoluminescence spectra of the porous silicon films.4,6,16

2.2.Photoluminescence spectra.Depending on their ini-
tial porosity, the porous silicon films had different oxid
fractions. This explains the different etching times requir
for significant changes to show up in the luminescence ch
acteristics. The photoluminescence spectra of samples 1
2, which had the smallest size silicon cores and largest ox

trum for porous silicon samples subjected to anodic oxidation.

Sample No. I , mA/cm2 l i , nm lm , nm

1 10 335 645
2 20 372 680
3 40 383 695

975Filippov et al.



1
FIG. 2. IR absorption spectra of samples
~1!, 2 ~2!, and 3~3! prior to etching, sample
2 ~28) after etching twice for 3 min and
sample 2~29) prior to anodic oxidation.
fraction, were essentially unchanged after 20 s of etching. At
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the same time, noticeable changes were observed for sam
3. Its spectrum became narrower and underwent a shift
shorter wavelengths~Fig. 3!. This shift continued to increase
for up to 19 h after etching, although the width of the spe
trum began to increase by 1 h after etching. Afterwards the
photoluminescence spectrum began to widen and return b
to the red, but measurements made after 14 days showed
the initial position had still not been recovered and the pe
was displaced by 18 nm.

The photoluminescence spectrum of sample 2 shifted
shorter wavelengths with an etching time of 3 min. Its su
sequent evolution was completely analogous to that of
photoluminescence spectrum of sample 3.

FIG. 3. Time evolution of the photoluminescence spectrum of sample
after etching followed by oxidation in air for the following times~h!: ~2! 0.3,
~3! 1.3, ~4! 19, ~5! 336. Curve1 is the initial spectrum prior to etching.
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trum of sample 1 only after the sample had been etched
three minutes with subsequent washing in water, drying,
control measurements, for a total of eight times. The evo
tion of the photoluminescence spectrum of sample 1 was
same as that of samples 2 and 3. After the photolumin
cence spectrum initially became narrower, in all the samp
the spectrum underwent broadening, mainly as a result of
long-wavelength wing. In sample 1 the width of the spe
trum exceeded that of the control sample~by 17 nm!, but
because of oxidation in the air after a few days it broade
to its original value and returned to the initial position it ha
occupied before etching.

These features of the evolution of the photolumine
cence spectra can be understood fully if we attribute the
served emission of the porous silicon to a quantum-well
fect for carriers in the crystallites of the silicon core of th
porous silicon films. In fact, after etching of the oxide sh
on the surface of the crystallites in porous silicon, with o
dation in the air there is a reduction in the sizes of the cr
tallites and, as a consequence, a blue shift in the photolu
nescence spectrum. Evidently, a surface layer of the po
silicon undergoes etching to a depth which depends on
etching time. In sample 3, where the crystallites are the la
est and the fraction of silicon oxide is relatively small~the
interference pattern shows up most weakly!, it is etched
away more rapidly. In sample 1, where the oxide fraction
large and the crystallites are smallest, however, as nat
oxidation proceeds after etching they are reduced to crit
sizes where the surface state and surface defects caus
nonradiative recombination channel to become dominant
result of the small volume of the crystallites. In this regard
subsequent second etching of the samples is significan

2

976Filippov et al.



h

a
d

h
f

e

o

h

e

r
e
c
i

lv

ngth
ng

i-

of
are
d
d to

to-
oxi-
tate
ys-
on
oth
he
he

-
e of

ter-
e-
the
n.
of

ion

en

by
m
tal

of
n
di-

fter
smaller crystallites are formed in the surface region of t
porous silicon after an initial etching~i.e., the photolumines-
cence spectrum seems shifted to the blue after etching
oxidation in the air!, then a subsequent etching woul
quench their emission for the above reason. Here the pho
luminescence spectrum is not shifted to the blue, but to t
red ~Fig. 3, spectrum 5!. We shall discuss the broadening o
the photoluminescence spectrum somewhat later.

Figure 4 shows photoluminescence spectra of sampl
for different excitation wavelengthslex before and after
etching. We note that the position of the peak in the phot
luminescence spectrum is independent oflex for the initial
sample prior to etching~Fig. 4a!. Similar behavior of the
photoluminescence spectra of anodized porous silicon
been observed previously.17 The behavior of these photolu-
minescence spectra is entirely different for freshly prepar
samples of porous silicon with a large content of SiHx

groups,18,19 as well as in the case of hydrogenated amo
phous silicon.20 In them, the peak of the photoluminescenc
spectrum is observed to depend monotonically on the ex
tation energy. A similar dependence exists when porous s
con is anodized after etching~Fig. 4b!. This sort of porous
silicon, as we have seen, is not a stable system and evo
relatively rapidly~compared to freshly prepared samples! to
an equilibrium state that is close to the initial state~Fig. 3!.

The half width of the photoluminescence spectra of th

FIG. 4. Photoluminescence spectra of sample 2 before~a! and after~b!
etching for different excitation wavelengths~nm!: ~1! 250, ~2! 350, ~3! 450.
The normalization factors for the spectra are~a! ~1! 0.7, ~2! 1.0, ~3! 6.0; ~b!
~1! 1.5, ~2! 1.0, ~3! 4.0.
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unetched samples, however, does depend onlex . This de-
pendence results from a change in just the short wavele
wing of the photoluminescence spectrum, while the lo
wavelength wing is essentially the same for alllex . The lack
of a definite dependence of the half width of the photolum
nescence spectrum onlex in different samples is indicative
of a difference in the distribution of the high energy part
the carrier photoexcitation. Thus, the spectra of Fig. 4a
evidence of a high level of uniformity in the excitation an
emission processes in porous silicon samples subjecte
anodic processing.

2.3. Photoexcitation spectra.The evolution of the pho-
toexcitation spectra shown in Fig. 5, like that of the pho
luminescence spectra, reflects the approach, during the
dation process, to a stable state that is close to the initial s
prior to etching and depends on the size of the silicon cr
tallites. Photoexcitation spectra for different observati
wavelengths are shown in Fig. 6. They all have a smo
extremum in the region 275–280 nm. It correlates with t
position of one of the two short wavelength peaks in t
imaginary part of the pseudodielectric function«2 of single
crystal silicon~293 nm!,21 which is shifted to shorter wave
lengths as a result of quantum-well effects. The existenc
a single peak in«2 has been confirmed22 in porous silicon
near the position of the peak corresponding to direct in
band E2 transitions in single crystal silicon. Thus, singl
crystal silicon, rather than amorphous silicon, determines
behavior of«2 and the absorption spectrum of porous silico
This conclusion also holds for the photoexcitation spectra
anodized porous silicon shown in Fig. 6. The absorpt
spectrum and the pseudodielectric function«2 have been cal-
culated theoretically on the basis of first principles wh
quantum-well effects occur.23,24 Sanders and Chang23 con-
sidered quantum wires of silicon and Budaet al.24 have
taken into account the passivation of a surface of wires
hydrogen. The resulting complicated multipeaked spectru23

is, as yet, difficult to compare with available experimen
data. At the same time, the calculations of Budaet al.24 im-
ply that in the case of quantum wires with a diameter
0.76–1.14 nm,«2 has a distinct maximum in the regio
340–366 nm, which depends weakly on the transverse

FIG. 5. Time evolution of the photoexcitation spectra of sample 2 a
etching with oxidation in air for the following times~h!: ~2! 0.13,~3! 1.5,~4!
47, ~5! 144, ~6! 336. Curve1 is the initial spectrum before etching.
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mensions of the wires. In single-crystal silicon it correspon
to the direct-bandG152G258 ~366 nm! transition. However,
neither the porous silicon absorption spectra of Ref. 22
the photoexcitation spectra shown in Fig. 6 contain this pe
which is attributable to the quantum wire crystalline stru
ture.

The situation is entirely different after etching~Fig. 6b!.
While the photoexcitation spectra for the short waveleng
wing of the photoluminescence spectrum do not change
nificantly, the photoexcitation spectra for its long waveleng
wing have a distinct maximum after etching, precisely in t
region where the maximum of«2 should lie according to the
calculations of Ref. 24. Why does the photoexcitation sp
trum not have this maximum at the short wavelengths of
photoluminescence spectrum where it might seem that
quantum-well effect should show up more clearly? We b
lieve that the reason lies in the elastic stresses to which
silicon core, covered with its oxide shell, is subject. Th
change the symmetry of the crystal lattice~the lattice con-
stant of porous silicon becomes larger in the direction norm
to the film boundary25!, which should affect the characteris
tics of the photoluminescence process fundamentally. T
in particular, can explain the absence of the above-mentio
peak in the photoexcitation spectra of the initial anodiz
samples. After etching of the oxide, the stresses in the silic
core ~or crystallites! are substantially lowered, i.e., the ca

FIG. 6. Photoexcitation spectra of sample 2 before~a! and after~b! etching
for different photoluminescence wavelengths~nm!: ~1! 550, ~2! 600, ~3!
650, ~4! 700, ~5! 750. The normalization factors for the spectra are~a! ~1!
10, ~2! 2.5, ~3! 1.25, ~4! 1.0, ~5! 1.5.
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true of the small-size crystallites, for which the effect
surface stresses remains important because of their
volume-to-surface ratio. Thus, in the short wavelength p
of the photoluminescence spectrum, which is caused
small sized crystallites according to the quantum-w
mechanism, the influence of structural features on the ph
excitation spectra of single crystal silicon is masked. W
have attributed the partial polarization of the emission fro
porous silicon~which, just as above in the short waveleng
part of the photoluminescence spectrum, falls off monoto
cally with increasing wavelength10,26! to these stresses.10 Yet
another argument in favor of this interpretation is a drop
the degree of polarization after etching, followed by a retu
to a level close that prior to etching.

The cause of the extremum in the photoexcitation sp
tra of etched porous silicon may be an amorphous phas
silicon. Single crystal silicon surfaces treated in hydrofluo
acid are known to have a surface layer of highly disorien
silicon atoms which form a disordered amorphiz
phase.27,28In a porous silicon layer treated with HF, the fra
tion of this phase will not be small. Its role in the mechanis
for the luminescence of porous silicon has been discus
elsewhere.29,30 In some papers the photoluminescence of p
rous silicon films has been attributed directly to the am
phous phase.31,32 For us here, the important thing is tha
spectra of the imaginary part of the pseudodielectric funct
of amorphous silicon have a maximum atlex5355 nm.33

Evidently, if the porous silicon is photoexcited through
amorphous phase, then the size of the crystallites is unim
tant. Hence, if this maximum is caused by the amorph
phase, then it should be present in the photoluminesce
spectra for all the photoluminescence wavelengths, but th
not observed. This argument, along with the arguments
sented above, imply that the amorphous phase of silico
unimportant in the photoexcitation processes for porous
con. Nevertheless, the surface states and the states in the
of the bands of amorphous silicon are of some significa
for photoluminescence processes in porous silicon film
They are responsible for the observed broadening of the l
wavelength wing of the photoluminescence spectrum a
etching, which was discussed in Sec. 2.2. Their role as c
ters for the nonradiative relaxation of photoexcited carrier
more important. In fact, after etching of the oxide shell, t
photoluminescence intensity falls off, sometimes subst
tially ~see Fig. 3!. Then, as an oxide shell forms during th
gradual oxidation of the disordered surface layers of
crystallites, the photoluminescence intensity partially rec
ers and, after the second and subsequent etchings, us
completely.

CONCLUSIONS

We have studied the photoluminescence and photoe
tation spectra of films of anodized porous silicon before a
after etching in a water solution of HF, as well as their tim
evolution. The absence of silicon-hydrogen compounds
the surface of the silicon crystallites in an anodized poro
silicon film has made it possible to exclude the polyhydrid
as possible contributors to the photoluminescence of por

978Filippov et al.
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photoexcitation spectra and their time evolution after etch
are entirely caused by the oxide shell of the silicon crys
lites and any changes in it. The observed features of th
spectra and their time evolutions cannot all be comple
interpreted in terms of a quantum-well model; this is partic
larly true of the absence of a maximum in the photoexc
tion spectra associated with the theoretically predicted24 peak
in the imaginary part of the pseudodielectric function of t
porous silicon and its appearance after etching in the lo
wavelength wing of the photoluminescence spectrum.
cluding elastic stresses in this model makes it possible
explain this behavior of the photoexcitation spectra, as w
as the previously observed degree of polarization of the p
toluminescence of porous silicon and the variations in t
polarization owing to etching. The different character of t
quantum-well structures considered in Ref. 22~quantum
wires with passivation of the surface by hydrogen! and in
this paper makes more rigorous quantitative compariso
such as cross sections of the wires and crystallites, imp
sible. However, this difference does not affect the gene
conclusion that the photoexcitation spectra of porous sili
contain features that are structurally related to absorption
crystalline silicon in the porous silicon core. The amorpho
phase of silicon, which forms the surface layers of crys
lites with disoriented silicon atoms as a result of etching
not important in the photoexcitation processes. Howeve
does have an effect on the photoluminescence of porous
con which shows up primarily as a drop in the photolum
nescence intensity and a broadening of the long wavele
wing of the photoluminescence spectrum.

We thank V. A. Yakovtseva and A. V. Bondarenko f
help in preparing this paper for publication.

1!Fax: 0172-39 31 31
E-mail: ifanbel%bas03.basnet.minsk.by@demos.su

1L. T. Canham, Appl. Phys. Lett.57, 1046~1990!.
2R. Kumar, Y. Kitochi, and K. Hara, Appl. Phys. Lett.63, 3032~1993!.
3J. M. Lavine, S. Sawan, Y. T. Shieh, and A. J. Balezza, Appl. Phys. L
62, 1099~1993!.

4K. H. Jung, S. Shin, D. L. Kwong, C. C. Cho, and B. E. Gnade, Ap
Phys. Lett.61, 2467~1992!.
979 Semiconductors 31 (9), September 1997
g
l-
se
ly
-
-

g-
-

to
ll
o-
s

s,
s-
al
n
y

s
l-
s
it
ili-
-
th

t.

.

6Y. M. Weng, Z. M. Fan, and X. F. Zong, Appl. Phys. Lett.63, 168~1993!.
7S. Shih, K. H. Jung, D. L. Kwong, M. Kovar, and J. M. White, App
Phys. Lett.62, 1904~1993!.

8J. Vial, F. Bsiesy, F. Gaspard, R. Herino, M. Ligeon, F. Mulle
R. Romestain, and R. Macfarlane, Phys. Rev. B45, 14171~1992!.

9M. B. Robinson, A. C. Dilon, and S. M. George, Appl. Phys. Lett.62,
1493 ~1993!.

10V. V. Filippov, P. P. Pershukevich, V. P. Bondarenko, and A. M. Dor
feev, Phys. Status Solidi B184, 573 ~1994!.

11Y. G. Chabal, G. S. Higashi, N. Raghavachari, and V. A. Burroug
J. Vac. Sci. Technol. A7, 2104~1989!.

12W. B. Pollard and G. Lucowski, Phys. Rev. B26, 3172~1982!.
13M. H. Bordski, M. Cardona, and J. J. Cuomo, Phys. Rev. B26, 3356

~1977!.
14Y. Ogata, H. Niki, T. Sakka, and M. Iwasaki, J. Electrochem. Soc.42, 195

~1995!.
15M. S. Brandt, H. D. Fuchs, M. Stutzmann, J. Weber, and M. Cardo

Solid State Commun.81, 307 ~1992!.
16A. Nakajima, T. Itakura, S. Watanabe, and N. Nakayama, Appl. Ph

Lett. 61, 46 ~1992!.
17T. Motohiro, T. Kachi, F. Miura, Y. Takeda, S. Hyodo, and S. Nod

Japan. J. Appl. Phys.31, L207 ~1992!.
18N. Ookubo, J. Appl. Phys.74, 6375~1993!.
19Y. H. Xie, W. L. Wilson, F. M. Ross, J. A. Mucha, and E. A. Fitzgeral

J. Appl. Phys.71, 2403~1992!.
20J. Shah, A. Pinczuk, F. B. Alexander, and B. G. Bagley, Solid St

Commun.42, 717 ~1982!.
21D. E. Aspnes, and A. A. Studnia, Phys. Rev. B27, 985 ~1983!.
22N. Koshida, H. Koyama, Y. Yamamoto, and G. J. Collins, Appl. Ph

Lett. 63, 2655~1993!.
23G. D. Sanders and Y. C. Chang, Phys. Rev. B45, 9202~1992!.
24F. Buda, J. Kohanoff, and M. Parrinello, Phys. Rev. Lett.69, 1272~1992!.
25L. P. Avakyants, V. M. Avdokhina, and G. B. Demidovichet al., Pov-

erkhnost’ 5, 95~1989!.
26A. N. Starukhin, A. A. Lebedev, B. S. Razbirin, and L. M. Kapitonov

Pis’ma Zh. Tekh. Fiz.18, 80 ~1992! @Tech. Phys. Lett.18, 160 ~1992!#.
27G. Renand, P. Fuoss, A. Ourmazd, J. Bevk, B. Freer, and P. Hahn, A

Phys. Lett.58, 1272~1991!.
28T. Konishi, K. Uesugi, K. Takoka, S. Kawano, M. Yoshimuta, and T. Ya

Japan. J. Appl. Phys.32, 3131~1993!.
29N. Noduchi, I. Suemune, and M. Yamanishi, Japan. J. Appl. Phys.31,

L490 ~1992!.
30F. Koch, Microelectronic Engineering28, 237 ~1995!.
31T. George, M. S. Anderson, W. T. Pike, T. L. Lin, R. W. Fathane

K. Jung, and D. L. Kwong, Appl. Phys. Lett.60, 2354~1992!.
32J. P. Perez, J. V. Malobes, P. McNeill, J. Prosad, R. Cheek, J. Kelber,

Estrera, P. D. Stevens, and R. Glosser, Appl. Phys. Lett.61, 563 ~1992!.
33D. T. Pierce and W. E. Spicer, Phys. Rev. B5, 3017~1972!.

Translated by D. H. McNeill
979Filippov et al.



Comparison of equilibrium and nonequilibrium charge carrier mobilities

in polycrystalline synthetic diamond and amorphous diamond-like carbon films

Yu. V. Pleskov1) and A. R. Tameev

A. N. Frumkin Institute of Electrochemistry, Russian Academy of Sciences, 117071 Moscow, Russia

V. P. Varnin and I. G. Teremetskaya
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113105 Moscow, Russia
~Submitted May 12, 1996; accepted for publication April 1, 1997!
Fiz. Tekh. Poluprovodn.31, 1142–1145~September 1997!

Nonequilibrium charge carrier mobilities of 1023 and 331028 cm2/V•s in films of
polycrystalline diamond and diamondlike carbon, respectively, are determined from the time of
flight of injected carriers through the films. In polycrystalline diamond the nonequilibrium
hole mobility is 3 orders of magnitude lower than the equilibrium mobility (0.121 cm2/V•s!
obtained from the dc electrical conductivity of the films. This can be explained by the
effect of trapping of nonequilibrium carriers on their transport. ©1997 American Institute of
Physics.@S1063-7826~97!02409-5#

Synthetic semiconducting diamond is a promising mate-
1

Mobility measurements.The transport of nonequilibrium
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rial for electronics, optics, and a number of other areas.It
has recently been studied extensively as a possible mat
for indestructible electrodes in electrochemistry.2 In this pa-
per we use a combination of electrical~the time dependenc
of the transient current when nonequilibrium current carri
are injected into a film! and electrochemical~contact imped-
ance spectroscopy of a diamond film-electrolyte3! measure-
ments to determine the hole mobility of diamond, knowled
of which may be useful for describing transport processe
bulk diamond and at interphase boundaries. We have c
pared the hole mobility of diamond measured under equi
rium and nonequilibrium conditions.

EXPERIMENTAL TECHNIQUE

The samples.We grew the polycrystalline diamond film
on a tungsten substrate by chemical gaseous phase de
tion from a mixture of methane and hydrogen activated by
incandescent filament, as described previously.4 For measur-
ing the film conductivities by electrochemical contact impe
ance spectroscopy, we used highly conducting boron-do
films4 with a resistivity on the order of 104 V•cm and a
majority carrier concentration of 10172331018 cm23. The
time dependence of the transient current was measure
dielectric ~undoped! samples with a resistivity of 10921010

V•cm. All the films were relatively monocrystalline; the a
erage size of the visible crystallites on the film surfaces w
as large as 1mm.

Diamond-like films ofa-C:H were produced on a mo
lybdenum substrate from gaseous phase cyclohexane in
discharge plasma~13.56 MHz!.5 Before the films were de
posited the substrate surface was initially processed in a4
plasma. The films about 100 nm in thickness were depos
at room temperature.
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charge carriers in the diamond films was studied by a tim
of-flight technique.6 The time dependence of the transie
current owing to unipolar drift of injected nonequilibrium
charge carriers in a metal-sample-metal sandwich struc
under the influence of an applied dc electric field was
corded. In our case, one of the metal electrodes was
tungsten or molybdenum substrate and the other was a l
of gold evaporated onto the surface of the test film. A pac
of charge carriers in the form of a thin layer of width muc
smaller than the sample thickness was injected into the
mond film being tested.

Excess charge carriers were generated by a light pu
Since the quantum yield for photogeneration of charge c
riers in the intrinsically diamond and diamond-like films
the laser wavelength was not high enough~on the order of
1024 in diamond7!, the sandwich structure was suppl
mented by a layer of selenium~between the film surface an
the gold electrode!, within which photogeneration and sep
ration of charge carriers took place and from which carri
were injected into the test film. The thickness of the seleni
layer ~0.220.5 mm! was much less than that of the diamon
film, but comparable to that of thea-C:H film. Thus, in the
first case, we disregarded the voltage drop in the Se la
while in the second, when determining the field strength
the a-C:H film required to calculate the mobility, we intro
duced an approximate correction for the actual electric fi
distribution in the sandwich structure.

The light pulse source was an ILGI-503 nitrogen las
(tpulse510 ns at half-maximum and wavelength 337 nm!.
The time dependence of the transient current was reco
on an S9-8 storage oscilloscope with a preamplifier~Ya-40
–1102 differential amplifier! combined with a computer fo
data acquisition and processing. The time constantRmCm of
the measurement circuit was less than the carrier time

98090980-03$10.00 © 1997 American Institute of Physics
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flight tT . A G5-54 pulse generator served to simultaneou
trigger the laser pulse and oscilloscope. All the measu
ments were made at room temperature.

RESULTS AND DISCUSSION

After an initial drop corresponding to charging of th
RmCm circuit ~segmentA!, the plots of the transition curren
during injection of electrons into a diamond film as a fun
tion of time ~a typical curve is shown in Fig 1! have a char-
acteristic plateau~segmentB! followed by a relatively rapid
drop in current~segmentC!. The timetT at which this drop
begins~denoted in the figure by an arrow! corresponds to the
arrival of the leading edge of the charge carrier packet at
opposite electrode after passing through a diamond film
thicknessd.

We calculated the drift mobilitym of the charge carriers
using the formulam5d/FtT , whereF5U/d is the electric
field strength andU is the applied voltage. The mobilitie
determined in this way are listed in Table I along with t

FIG. 1. A plot of the transient current during injection of holes into po
crystalline diamond. Sample 475~see Table I!. The electric field is
F51.93104 V/cm. The time of flight,tT , is denoted by an arrow.
TABLE I. Hole mobilities and values of quantities us

981 Semicond
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conductivity s of boron-doped films using the formul
m5s/pe. Here

p5@~NANv!1/2/A2#exp~2EA/2kT!

is the majority carrier concentration~holes in B doped dia-
mond, which is ap-type semiconductor!, NA is the acceptor
concentration~more precisely, the concentrationNA2ND of
uncompensated acceptors!, Nv>231019 cm23 is the density
of states in the valence band, andEA50.37 eV is the ioniza-
tion energy of the acceptor B. The values ofs andNA given
in the table are taken from Refs. 2 and 3. In those papers
determined the electrical resistance of films by extrapolat
the real component of the electrode impedance in the c
plex plane to an infinite frequency and the uncompensa
acceptor concentration, from the slope of Mott–Shottky pl
for the diamond-̂electrolyte solution& contact.

When holes are injected into a diamond film, the sha
of the transient current, the time of flight, and the calcula
mobility are close to the above case of electron injecti
The electric field dependence of the nonequilibrium mob
ity, if there actually is one, is extremely weak~in the range of
fields, 1032104 V/cm, that we studied!. We did not investi-
gate the nature of this dependence.

The current decay curve for ana-C:H film after hole
injection qualitatively resembles that shown in the figu
However, the nonequilibrium charge carrier mobility
a-C:H is 4–5 orders of magnitude lower than in polycryst
line diamond, both for holes~see the table! and for electrons,
which is substantially lower than that for films8 grown in a
CH41Ar plasma. As in the case of polycrystalline diamon
in a-C:H the mobilities of electrons and holes are rough
the same.

Because of the essentially unipolar nature of the indu
conductivity in diamond for the present experimental set
the injected carriers do not undergo recombination~although
the lifetime of electron-hole pairs in diamond is extreme
short! since there are practically no carriers of the oppos
sign. Nonequilibrium carriers, however, can be trapped
the time to free them from traps is much greater than
time of flight tT of the bulk of the injected carriers, then th
ed in the calculations.

981kov et al.
Nonequilibrium Equilibrium
Sample mobility mobility
No. d, mm F, V/cm tT , ms mm, cm2/~V•s! s, V21/~V•s! NA , cm23 mm, cm2/~V•s!

Polycrystalline diamond
475 26 1.43104 0.3 6.231024 7310210 – –

1.93104 0.16 8.431024

508 8 0.753104 0.055 1.931023 3310210 – –
354 10 0.093104 1.1 1023 – – –
306 10 – – – 0.931024 531017 1
559 6 – – – 0.531024 331018 0.1
419 2.5 – – – 0.631024 (0.631017) ~6!
420 2.3 – – – 1.231024 (1017) ~7!

a–C:H
228 0.1 9 4 331028 – – –

Note: Less reliable values are given in parentheses.

uctors 31 (9), September 1997 Ples
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no effect on the measured mobility. The tiny residual curr
in the final, smooth segmentD of the curve~see the figure! is
probably caused by the arrival at the collector electrode
carriers which have been trapped in the volume of the fi
and then released. If, on the other hand, charge carriers
be trapped and released during the time of flight, then
should slow down the flight of the packet, i.e., reduce
effective mobility.

Our measured mobilities~both equilibrium and nonequi
librium! in polycrystalline diamond films are several orde
of magnitude lower than the drift mobility of electrons an
holes in single-crystal diamond~2500 and 2100 cm2/~V•s!,
respectively9!. This is not surprising if we note the obstacl
to the transport of free carriers created by intercrystal
boundaries, as well as by other defects in the crystal struc
of polycrystalline diamond. This is confirmed by the ve
low charge carrier mobility we have measured ina-C:H,
which can serve roughly as a model for the material in
intercrystallite boundaries of polycrystalline diamond.

A comparison of the data in the table shows that
equilibrium hole mobility in the diamond films we have stu
ied is three orders of magnitude higher than the nonequ
rium mobility. This difference can be explained by the fa
that equilibrium holes~in boron-doped films! and nonequi-
librium holes and electrons injected into undoped~‘‘dielec-
tric’’ ! diamond films are transported by two different mech
nisms.

A model of jumps over centers can be applied to car
transport in a relatively disordered medium such as polyc
talline diamond films. For measurements of the mobility u
der nonequilibrium conditions, i.e., in the dielectric sampl
the carriers injected into the sample fall into capture cen
~traps! which lie deeper and which had not been filled un
then. The transient currents are determined by charge car
that have been trapped and then released. Probably
mechanism is predominant for nonequilibrium holes a
982 Semiconductors 31 (9), September 1997
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comparatively low values of the mobility. For measureme
under ‘‘equilibrium’’ conditions– in doped samples– on th
other hand, the traps are filled and the conductivity of
film is determined by free charge carriers. This second, p
allel, mechanism for conductivity becomes noticeable o
for a sufficiently high equilibrium hole concentration, as
provided by introducing B dopant into the diamond. Wi
this mechanism for the conductivity, the mobility is highe
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cussion of the results.
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THE PHYSICS OF SEMICONDUCTOR DEVICES (PHOTODIODES, LASERS, ETC.)

in
Recombination in the space charge region and its effect on the transmittance
of bipolar transistors

S. V. Bulyarskiı̆, N. S. Grushko, A. I. Somov, and A. V. Lakalin

M. V. Lomonosov Moscow State University, Ulyanovsk Branch, 432700 Ulyanovsk, Russia
~Submitted December 3, 1995; accepted for publication February 10, 1997!
Fiz. Tekh. Poluprovodn.31, 1146–1150~September 1997!

The effect of recombination in the space charge region of the emitter junction on the
transmittance of bipolar transistors is considered. Measurements of the transmittance of several
commercial transistors at low injection levels essentially agree with theoretical values
given by the expressions obtained here, which take into account deep levels and recombination
through them. ©1997 American Institute of Physics.@S1063-7826~97!02509-X#

For many years after the publication of Shockley,
1

of deep centers, andEt is the location of the deep centers
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Noyce, and Sah,it was assumed that the principal indicatio
of recombination in the space charge region is a charact
tic dependence of the current on voltage of the fo
exp(qU/2kT). This dependence overlooked the fact that
the injection level is raised, the stationary population of
deep levels changes, because that the position of the F
quasilevel changes. While the current-voltage character
is determined by the rates of emission of free carriers in
initial portion, at higher injection levels it is determined b
their trapping rate. Thus, charge exchange of the recomb
tion centers takes place at a variable rate; this leads to
observed features of the current-voltage characteristic.
charge-exchange processes have been examined in mor
tail elsewhere.2,3

Our task in this study was to find the limits of applic
bility of the theory of recombination in the space char
region of ap-n junction1 and of the method for determinin
the parameters of the centers from the current-voltage c
acteristic in this range of variation of the current, as well
to demonstrate the role of recombination in reducing
small-signal efficiency of the emitter in a transistor.

The current-voltage characteristics were measured o
automatic PC-controlled apparatus. The basic current m
surement device was a V7-46, which made it possible
average each value of the current and voltage directly in
course of the measurements.

SEPARATION OF THE INDIVIDUAL RECOMBINATION
PROCESSES INTO COMPONENTS

According to the Shockley–Read–Hall theory, the ra
of recombination through a simple two-charge center
given by1

R~x!5
cncpNt@n~x!p~x!2ni

2#

cn@n~x!1n1#1cp@p~x!1p1#
, ~1!

where n15Ncexp(2 Etn /kT), p15Nvexp(2 Etp /kT), cn and
cp are the capture coefficients for electrons and holes
given center averaged over all states,Nt is the concentration

983 Semiconductors 31 (9), September 1997 1063-7826/97
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the band gap. Ec2Ev5(Ec2Et)1(Et2Ev)
5Etn1Etp5Eg .

Usually, one considers recombination in quasineutral
gions. But, as experiments show, in silicon and other wid
gap semiconductors, in the initial portion~at low injection
levels! the recombination currents in the space charge reg
are comparable to or greater than the diffusion curre
Thus, recombination in the space charge region ofp-n junc-
tions at low injection levels must also be considered in or
to understand the processes occurring in microwave tran
tors operating as small-signal amplifiers.

If the bending of the bands in the space charge region
a p-n junction is described by the potentialC(x) ~Fig. 1!,
whose reference point is the bottom of the conduction b
in the n-region, then the distributions of the electronn(x)
and holep(x) concentrations in the space charge region
given by2

n~x!5nn expS 2
C~x!

kT D ,
~2!

p~x!5pp expF2
q~Udif2U !2C~x!

kT G .
Substituting Eq.~2! in Eq. ~1!, we obtain

R~x!5

cncpNtNi
2S exp

qU

kT
21D

cn@nn exp~2w1!1n1#1cp@pp exp~2w2!1p1#
,

~3!

wherew15 C(x)/kT andw25q(Udif2U)2C(x)/kT.
The recombination current can be found by integrat

the recombination rateR(x) over the volume of the spac
charge region:2

i r5qSE
2xp

xn
R~x!dx, ~4!

whereS is the area of thep-n junction. However, since the
functionR(x)5R(C(x)) is determined by the specific shap
of the p-n junction, in general, the integral~4! is not solved

98390983-05$10.00 © 1997 American Institute of Physics
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simply by substituting Eq.~3! in Eq. ~4!. The integral~4! can
be estimated. In fact, the recombination rate in the sp
charge region is localized and has the form of a bell sha
curve with exponential wings.2,3 The maximum recombina
tion rate occurs at the potential

Cmax5
q~Udif2U !

2
1

kT

2
lnS cnnn

cppp
D , ~5!

and the recombination rate at this point is

Rmax5

cncpni
2NtFexpS qU

kT D21G
2niAcncp expS qU

2kT D1cnn11cpp1

. ~6!

We now find the increment in the coordinate@relative to
the position of the center of the distributionR(x) in the
space charge region# for which the recombination rate drop
by a factor of 2.73,

expS 2
DC

kT D5 exp~21!; DC5
]C

]x
Dx52EDx.

This implies that

E
2xp

xn
R~x!dx'2RmaxDx5

2kT

qE
Rmax,

whereE is the average field strength in thep2n junction,

E5
w~U !

q~Udif2U !
.

For the current we then obtain

i r~U !5qSw~U !
cncpni

2Nt~eqU/kT21!

2niAcncpeqU/2kT1cnn11cpp1

3
2kT

q~Udif2U !
. ~7!

In the case of several deep centers the resulting current i
sum of the currents due to recombination through each of
deep centers:

FIG. 1. Band diagram of a forward biasedp-n-junction. The bending of the
band is described by a potentialC(x) such that C(x5xn)50,
C(x52xp)5q(Udif2U).
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m51 2niAcnmcpmeqU/2kT1cnmn1m1cpmp1m

3
2kT

q~Udif2U !
, ~8!

wherew is the width of the space charge region, andp is the
number of deep centers.

Equation~8! is valid as long as the maximum recomb
nation rate does not lie on the edge of the space cha
region. The voltageU at which this occurs is the limit of
applicability of the Shockley–Noyce–Sah theor
qU5Eg2kT ln (cpNcNv /cnnn

2) if the p-region of the
p2n junction is more heavily doped
qU5Eg2kT ln (cpNcNv /cnpp

2) if the n-region of the
p-n junction is more heavily doped, an
U5Udif2(kT/q)ln(cn /cp) is thep2n junction is symmetric.

We now analyze the recombination currents for low
jection levels and examine in more detail the recombinat
method which allows us to obtain the parameters of the d
levels from the current-voltage characteristics when
width of the space charge region of ap-n junction is
known.2 Let us examine Eq.~7!. For concreteness we assum
that the deep level lies above the middle of the band gap,
cnn1@cpp1. Depending on the applied voltage, the con
tions for populating the center will vary. Two cases are p
sible:

1. Let

2niAcncp expS qU

2kT D!cnn1 . ~9!

Then

i r~U !'qSw~U !Ntcp

ni
2

n1
expS qU

kT D
3

2kT

q~Udif2U !
} expS qU

kT D . ~10!

2. Let

2niAcncp expS qU

2kT D@cnn1 . ~11!

Then

i r~U !'qSw~U !NtniAcncp expS dU

2kT D
3

2kT

q~Udiff2U !
} expS qU

2kT D . ~12!

The change in the current-voltage characteristic is attrib
able to the charge exchange of the deep level. Equations~10!
and~12! can be used to calculate the parameters of the d
level. For analyzing the current-voltage characteristic, ho
ever, it is more convenient to introduce another physi
quantity, the reduced recombination rateRnp , which is de-
fined as

984Bulyarski  et al.
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Rnp~U !5
i r~U !

qSw~U !niFexpS qU

2kT D21G•
q~Udif2U !

2kT
, ~13!

wherei r is the current flowing through thep-n junction.
The relationship of this quantity to the deep-center

rameters is evident from Eqs.~7! and ~13!:

Rnp~U !5

cncpniNtFexpS qU

2kT
11D G

2niAcncp expS qU

2kT D1n1cn1p1cp

. ~14!

In the first case@Eq. ~9!# ~segment 1 in Fig. 2!, we have

Rnp5 const• exp~qU/2kT!,

and in the second@Eq. ~11!# ~segment 2 in Fig. 2!, we have

Rnp5Rnp
max5AcncpNt/2. ~15!

If we consider the voltageU1/2 at which the condition
Rnp5Rnp

max/2 is satisfied, then
cnn11cpp152niAcncpexp(qU1/2/2kT). Assuming that the
deep center lies above the middle of the band gap~i.e.,
cpp1!cnn1), we find

Etn5
~Eg2qU1/2!

2
1d, ~16!

whered5
kT

2
ln(1

4cnNc /4cpNv).

There are often a number of deep centers in the sp
charge layer, however, and recombination takes place in
allel through these centers. Thus, the recombination curr
corresponding to each deep center add up to the total cu
in accordance with the superposition principle. Thus, the
tual function Rnp5 f (U) is the sum of several ‘‘shelves’
~Fig. 3!.

FIG. 2. AnRnp5 f (U) curve for the case of recombination through a sing
deep center.
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The algorithm for separating the experimentalRnp curve
into components relies on the conditions~15! and consists of
the following:

1. The current-voltage characteristic of the forward
asedp-n junction is measured at voltages belowUdif ~there
should be quite a few points!. Rnp is evaluated for each poin
using Eq.~13!. The quantitiesw(U) andUdif are determined
from capacitance measurements.

2. The resulting lnRnp(U) is decomposed into compo
nents by graphical separation. According to Eq.~15!, each of
the shelves which form it should have an initial slope giv
by q/2kT and be constant in the final segment~Figs. 2
and 3!.

3. For each of the shelves found in this way we findU1/2

such thatRnp(U1/2)5Rnp
max/2 and estimate the activation en

ergy of the corresponding deep center using Eq.~16!, ne-
glecting the termd there. The systematic error associat
with disregard ofd is determined by the ratio of the trappin
coefficientscn /cp ~16! and is>0.05 eV forT5300 K.

4. If the ratiocn /cp of the trapping coefficients is known
~from other experiments or by calculation!, then it is possible
to calculate the lifetimes in highly dopedn-type materials,
tp0, andp-type materials,tn0 using the formulas3

tp05~cpNt!
215

1

2
A cn

cp
~Rnp

max!21,
~17!

tn05~cnNt!
215

1

2
A cp

cn
~Rnp

max!21.

Thus, it is possible to determine the deep-level para
eters approximately from current-voltage characteristics
capacitance measurements, without resorting to tempera
measurements.

EFFECT OF RECOMBINATION PROCESSES ON THE
AMPLIFYING PROPERTIES OF TRANSISTORS

The analytic models of bipolar transistors used to cal
late the emitteri e , basei b , and collectori k currents4,5 ne-
glect the field of the mobile charge in the emitter and colle

FIG. 3. The separation of complex recombination processes into com
nents.
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tor p-n junctions and in the base, the resistance of the in
regions of the emitter, collector, and base, and recombina
in the space charge region of the emitter junction.

The transmittancea can be regarded as the product
three coefficients:

a5g1g2g3 ,

g15dine /die5dine /d~ i ne1 i pe!, ~18!

g27dink /dine , g35dik /dink ,

whereg1 is the efficiency of the emitter junction,g2 is the
transmittance through the base,g3 is the efficiency of the
collector junction,i ne is the diffusion current of electron
injected from the emitter junction~here and below it is as
sumed that the transistor is ofn-p-n-type!, i nk is the current
of electrons through the collector junction, andi pe is the
diffusion current of holes injected into the emitter. The c
efficient g3 equals unity in the absence of generation a
avalanche processes.

In practice, at low injection levels there is almost alwa
a segment of the forma5 f (Ueb), in contrast with Ref. 4,
wherea5 const~Fig. 4!. This effect is explained by nonra
diative recombination in the emitter junction, but it has n
been discussed analytically in the literature. Thus, it is
portant to obtain the transmittance of the transistor as a fu
tion of the injection level.

The difference in the approach described below is t
the effect of the recombination current in the space cha
region of the emitter junction on the coefficientg1 is taken
into account explicitly. Including the recombination curre
the efficiency~18! of the emitter junction is given by

g15
dine

die
5

dine

d~ i ne1 i pe1 i r !
5S 11

dipe

dine
1

dir
dine

D 21

.

~19!

Compared to Eq.~18! this expression contains a ne
termdir /dine , which is attributable to the fact that for a low
injection level the recombination current can be mu
greater than the diffusion and drift currents. Let us calcul

FIG. 4. The transmittance of a transistor.~1! The a5 f (Ueb) curve of a
bipolar transistor calculated in accordance with Refs. 4 and 5;~2! a calcu-
lation using Eqs.~21! and ~22! when two deep recombination centers a
present. The points are experimental data.
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the current in the base for an ideal drift-free transistorto-
gether with Eqs.~8! and ~19!, we find

dir
dine

5 (
m51

p
w~Ueb!cnmcpmNtmNbLn

Dncoth~wb /Ln!

3
@niAcnmcpmeu~eu11!1eu~cnmn1m1cpmp1m!#2kT

eu~2niAcnmcpmeu/21cnmn1m1cpmp1m!2q~Udif2Ueb!
,

~20!

whereu5qUeb /kT, w is the width of the space charge re
gion of the emitter junction,wb is the width of the quasineu
tral part of the base,Ln is the electron diffusion length in the
p-base,N0 is the concentration of the shallow acceptor im
purity in the base, andUeb is the voltage across the emitte
junction. In the derivation, if this expressio
w(U)/(Udif2U) as a function of the voltage is ignored i
contrast with the exponential factor, settin
w(U)/(Udif2U)' const. Forg1 we obtain

g15S 11
DpNbLnth~wb /Ln!

DnNeLp~we /Lp!
1

2kT

q~Udiff2Ueb!

3
w~Ueb!NeLn

Dncoth~wb /Ln!eu

3 (
m51

p
cnmcpmNtm@niAeu/2~eu11!1Beu#

~2niAeu/2B!2 D 21

,

~21!

whereA5Acnmcpm, B5cnmn1m1cpmp1m , p is the number
of deep levels,m indicates the corresponding center,Ne is
the concentration of the shallow donor impurity in the em
ter,Lp is the hole diffusion length in then-emitter, andwe is
the width of the quasineutral part of the emitter. As befo
the coefficientg2 is given by the expression

g25
1

cosh~wb /Ln!
. ~22!

Thus, the presence of deep recombination centers in
space charge region of the emitter junction causes a re
tion in the efficiencyg1 of the emitter junction and in its
dependence on the voltageUeb across the emitter junction
As the voltage is raised,g1 approaches a constant value.

Measurements were made on an 808AM-GM transis
The current-voltage characteristic of the emitterp-n junction
was analyzed by the method described above and the pa
eters of the deep levels were determined from theRnp(U)
curve. It was found that the recombination currents in
emitter junction are caused by deep centers with activa
energiesEt150.52 eV (Rnp

max53.53105 s21) andEt250.37
eV (Rnp

max52.03106 s21). These values were then used f
calculating the transmittancea using Eqs.~21! and~22! with
g3 assumed equal to unity. Figure 4 shows the results of
calculation and some experimental measurements of
transmittancea. The experimental and calculated values
a are in good agreement.
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bipolar transistors.Calculations show that the lifetime, in
cluding Auger recombination, is 1023 s for a voltage of 0.8
V. In our case, however, this form of recombination has
effect ona at low injection levels, since the variation ina is
observed at voltages where Auger recombination is unimp
tant. Thus, recombination in the space charge region of
emitter junction is mainly responsible for the reduction of t
emitter efficiency at low injection levels.
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