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In the present review we summarize original results where 1! we have experimentally discovered
a novel class of spontaneously ordered nanostructures, namely equilibrium arrays of three-
dimensional, coherently strained islands on crystal surfaces; 2! we have developed a theory of
spontaneous formation of semiconductor nanostructures in heteroepitaxial systems; 3! we
have experimentally demonstrated the existence of a novel class of semiconductor heterostructures,
namely perfect quantum dots having an atom-like energy spectrum; we have performed a
detailed investigation of the optical properties of quantum dots; 4! we have fabricated quantum
dot-based injection lasers demonstrating unique charactristics, namely high-temperature
stability of the threshold current and ultra-high material gain. ©1998 American Institute of
Physics.@S1063-7826~98!00104-5#
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1. INTRODUCTION

Heterostructures1 with spatially limited charge carriers in
all three dimensions~quantum dots! realize the limiting case
of size quantization in semiconductors, when modificatio
of the electronic properties of the material are most stron
expressed. The electron spectrum of an ideal quantum
~QD! is a set of discrete levels separated by regions of
bidden states, and corresponds to the electron spectrum
isolated atom, although a real quantum dot can consis
hundreds of thousands of atoms. Thus, the unique possib
of modeling the experiments in atomic physics with mac
scopic objects presents itself. From the device point of vi
the atom-like electron spectrum of charge carriers in qu
tum dots in the case where the distance between the leve
noticeably greater than the thermal energy makes it poss
to eliminate a major problem of contemporary micro- a
optoelectronics, namely ‘‘smearing’’ of charge carriers ov
an energy window of the order ofkT, leading to a degrada
tion of device properties with increase of the working te
perature. In addition, all of the material characteristics t
are most important for applications, e.g., the radiative reco
bination time, the energy relaxation time between elect
sublevels, the Auger recombination coefficients, etc. turn
to depend radically on the geometric size and shape of
quantum dot, which makes it possible to use the same s
conductor system to realize devices that impose substant
different requirements on the active medium.

Over many years attempts have been made worldwid
fabricate quantum dots and devices based on them by ‘
ditional means,’’ e.g., by selective etching of quantum-w
structures,2 growth on profiled substrates and on cleava
faces,3 or condensation in glassy matrices.4 Within the scope
of these efforts device-oriented structures have not been
3431063-7826/98/32(4)/23/$15.00
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ated, but the fundamental possibility of realizing an ato
like spectrum of the density of states in a macroscopic se
conductor structure has not been explicitly demonstrated

A qualitative breakthrough in this case involves the u
of self-organizing effects of semiconductor nanostructure
heteroepitaxial semiconductor systems. This effort led to
realization of ideal heterostructures of quantum dots w
high crystalline perfection, high quantum yield of radiativ
recombination and high size homogeneity~;10%!. In such
fabricated structures unique physical properties were dem
strated for the first time which had been expected for id
quantum dots for many years, effects associated with ene
relaxation and radiative recombination of nonequilibriu
carriers, etc. and optoelectronic devices such as quantum
injection heterolasers were constructed for the first time.

2. SPONTANEOUS ORDERING OF SEMICONDUCTOR
NANOSTRUCTURES. FORMATION OF QUANTUM DOTS

2.1. General information

The spontaneous appearance of periodically orde
structures on semiconductor surfaces and in epitaxial se
conductor films encompasses a wide range of phenomen
solid state physics and in semiconductor technology. T
sponataneous appearance of nanostructures belongs
wider class of fundamental phenomena of self-organiza
in condensed media. The explosion of interest in this fi
has been due to the need to fabricate semiconductor n
structures with characteristic dimensions of 1–100 nm, a
the spontaneous ordering of nanostructures makes it pos
© 1998 American Institute of Physics
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to obtain inclusions of narrow-band semiconductors in
wide-band matrix and thereby create a localizing poten
for current carriers. Periodic structures of such inclusions
form superlattices consisting of quantum wells, quant
wires, or quantum dots. The phenomenon of spontane
formation of nanostructures creates a basis for a new t
nology of fabricating ordered arrays of quantum wires a
quantum dots—a basis for a new generation of opto-
micro-electronics.

In the context of the physical mechanisms of the sp
taneous appearance of ordered nanostructures it is custo
to distinguish two fundamental possibilities. First, order
nanostructures can arise in closed systems, e.g., when
nealing samples or upon extended interruption of grow
Such structures are equilibrium structures, and a thermo
namic approach is used to describe them. Second, ord
structures can arise in open systems during crystal gro
These structures are not equilibrium structures, and a kin
treatment must be used for their description. In our stud
we understand, ‘‘self-organization’’ of nanostructures in
broad sense, as any sort of appearance of macroscopic
in an originally homogeneous system.5 Such a use of the
term encompasses both equilibrium phenomena and
equilibrium processes, and also combinations of the t
Such an approach makes it possible to analyze from a un
position the various mechanisms of spontaneous appear
of nanostructures, where, as a rule, equilibrium is only pa
established~e.g., equilibrium may be established on the s
face but not in the volume!.

In this section we consider spontaneously ordered na
structures, among which we can distinguish four lar
classes, as shown in Fig. 1. These nanostructures are

—structures with periodic modulation of content in ep
taxial films of semiconductor solid-solutions;

—periodically faceted surfaces;

FIG. 1. Different classes of spontaneously arising nanostructures:
structures with modulation of composition of the solid solution; b
periodically faceted surfaces; c—periodic structures of planar elastic
mains; d—ordered arrays of three-dimensional, coherently strained isl
~2! on substrate~1!.
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—periodic structures of planar domains~e.g.,
monolayer-high islands!;

—ordered arrays of three-dimensional, coheren
strained islands in heteroepitaxial mismatched systems.

Although the reason for the instability of the homog
neous state is different for each class of nanostructures
reason for ordering in the inhomogeneous state is the s
for all classes of nanostructures. In all these systems ne
boring domains differ in their lattice constant and/or surfa
structure and, consequently, the domain boundaries
sources of long-range strain fields. This makes it possibl
use a unified approach to all four classes of ordered na
structures and treat them as equilibrium structures of ela
domains corresponding to a free-energy minimum. Until
cently, the domain structures depicted in Figs. 1a–c h
been traditionally considered outside the scope of semic
ductor nanostructures. The unified approach developed
Refs. 6–9 allows one to delineate the main regularities
formation of ordered structures in these simpler cases~Figs.
1a–c! and then, on the one hand, apply them to a descrip
of arrays of three-dimensional coherently strained isla
~Fig. 1d! and, on the other hand, use them in the devel
ment of a new technology of fabricating semiconduc
nanostructures.

The applicability of the thermodynamic approach to pr
cesses taking place during molecular-beam epitaxy~MBE! of
III–V semiconductors was grounded earlier in a number
works ~see, e.g., Refs. 10–14!. It is on this basis that the
thermodynamic approach to the description of processe
spontaneous formation of nanostructures during MBE
III–V semiconductors is presently founded.

2.2. Concentration elastic domains in semiconductor solid
solutions

The possibility of the spontaneous formation of stru
tures with modulated composition in solid solutions is co
nected with the instability of a homogeneous solid solut
to spinodal decomposition.15,16 For the solid solution
A12cBcC this instability means that a solid solution wit
some inhomogeneous composition profilec(r )5 c̄1dc(r )
has a lower free energy than the corresponding homogen
solid solution with the compositionc(r )5 c̄. The change in
the free energy of the system due to fluctuations of the co
positiondc(r ), is

dF5E $@H~ c̄1dc~r !!2TSi~ c̄1dc~r !!#

2@H~ c̄!2TSi~ c̄!#%dV1Eelastic, ~1!

whereH is the enthalpy,Si is the entropy of mixing,T is the
temperature, andEelastic is the elastic energy. The instabilit
of the homogeneous solid solution to fluctuations of the co
position arises when the enthalpy of formation of the so
solution A12cBcC from the binary components AC and B
is positive, DH formation5H(A12cBcC)2(12c)H(AC)
2cH(BC).0, which is valid for all ternary solid solutions
of III–V semiconductors. Thus, atT50 a two-phase mixture
of the pure ingredients AC and BC has a lower free ene
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than the homogeneous solid solution A12cBcC, and the latter
turns out to be unstable. At finiteT the contributionSi to the
free energy corresponds to complete mixing of the com
nents and stabilizes the homogeneous solid solution.

The elastic energy is due to the dependence of the e
librium lattice parameter of the solid solution,a, on the com-
position c according to Ve´gard’s law. Regions of the solid
solution with different compositions have different values
the equilibrium lattice constant. Mating of the two regio
takes place by way of elastic deformation, and the ela
energy is associated with this elastic deformation. It is s
cifically the elastic energy that depends on the spatial pro
of the composition that defines the ‘‘soft mode’’ correspon
ing to the most unstable fluctuations of the composition. I
bulk sample the soft mode is due only to elastic anisotropy
the crystal and can be represented as a composition w
with wave vector parallel to a direction of lowest stiffness
the crystal.15 For most cubic materials these are the@100#,
@010#, and @001# directions. The final state of the decayin
solid solution is a 1D layered structure of elastic concen
tion domains alternating along one of the lowest-stiffne
directions.16

Since Eelastic50 in a homogeneous solid solution an
Eelastic.0 in the inhomogeneous solid solution, the elas
energy stabilizes the homogeneous solid solution. The ca
lation of the critical temperatures of instability of the sol
solution to spinodal decomposition carried out
Stringfellow17 showed that bulk crystals of ternary solid s
lutions of III–V semiconductors are stable to spinodal d
composition at all temperatures.

To investigate the possibilities of spontaneous format
of nanostructures, Ipatovaet al.18,19 constructed a theory o
spinodal decomposition in epitaxial films of solid solution
where relaxation of strains near a free surface should
crease the effect of elastic stabilization of the homogene
solid solution. For a solid solution in an epitaxial film on
~001! substrate of cubic crystal lattice-matched with the h

mogeneous solid solution with compositionc̄, they found a
‘‘soft mode’’ of the composition fluctuations. They showe
that the soft mode is localized near the free surfacez50 and
that it falls off exponentially into the film:dc(r );exp
(2ukzu)exp(ikir i), and the wave vector in the surface pla
ki5(kx ,ky) is aligned with the lowest-stiffness axis@100#
~or @010#!. Because of relaxation of the strains near the f
surface, the elastic energy associated with the ‘‘free mod
is decreased by a factor of'1/3 in comparison with the
elastic energy in a bulk sample, and many solid solutio
turn out to be unstable to spinodal decomposition alread
450–500 °C. They found the equilibrium structure with co
position modulation for which the composition was mod
lated in the surface plane in either the@100# or the @010#
direction, and the amplitude of modulation is maximum
the free surface and falls off into the film. These stud
showed that relaxation of strains near a free surface fa
tates the spontaneous formation of nanostructures, and
elastic anisotropy of the material determines the orienta
of the nanostructures.
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2.3. Periodically faceted surfaces

The reason for spontaneous faceting of a flat crystal s
face is the orientational dependence of the surface free
ergy. If the flat surface has a large specific surface ene
then it spontaneously transforms into a structure of ‘‘hi
and troughs.’’20 This reduces the total free energy of th
surface in spite of increasing its area.

The explanation for the appearance of a periodically f
eted structure is linked to the concept of capillary pheno
ena on solid surfaces.21,22 Since atoms on a solid surface a
located in a different environment than atoms in the interi
the equilibrium distance between surface atoms differs fr
the equilibrium distance between atoms in the interi
Therefore, microscopically the surface of a crystal can
considered as an elastically strained layer. In the phen
enological description the surface possesses a surface
sion, and the dependence of the surface energyg on the
deformation tensor«ab contains a nonvanishing linear com
ponent in the expansion

g~m;«ab!5g0~m!1tab~m!«ab

1
1

2
Sabwf~m!«ab«fw1... ~2!

Here m is the surface normal, andtab(m) is the surface
stress tensor. The quadratic expansion coefficientsSabwf(m)
have the meaning of excess surface elastic moduli, which
be both positive and negative.

Surface tension on the surface of a crystal leads to c
illary effects analogous to the Laplace pressure unde
curved liquid surface.21 The discontinuity in the surface
stress tensor at a crystal edge leads to the appearanc
elastic deformation fields in the crystal. The presence o
linear term in the deformation in the expansion of the surfa
energy ~2! leads to the result that the contribution of th
surface tension to the crystal energy is negative. In ot
words, surface tension-induced relaxation of the elastic
ergy occurs.

A theory of spontaneous formation of periodically fa
eted surfaces was constructed by Andreev23 and
Marchenko.24 This approach was later extended to face
surfaces in heteroepitaxial strained systems and is one o
starting points for our consideration of arrays of thre
dimensional strained islands.

According to Marchenko,24 the total energy of a periodi
cally faceted surface with periodD, defined per unit area o
the initially flat surface, is

E5Efacets1Eedges1DEelastic, ~3!

whereEfacets5const(D) is the surface free energy of the slo
ing faces,Eedges5C1D21 is the short-range component o
the energy of the edges, andDEelastic52C2D21 ln(D/a) is
the elastic relaxation energy. Since deformations are cre
by line sources~edges!, DEelastic depends logarithmically on
D, and the total energy~3! always has a minimum at som
optimal periodDopt.
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2.3.1. Heteroepitaxial structures on periodically faceted
substrates

Periodically faceted surfaces afford the possibility of
rect fabrication of ordered arrays of quantum wires in
case where growth of material 2, which is deposited on
surface of material 1, takes place in ‘‘troughs.’’ To exami
this possibility, an original theoretical study of possib
structures of a heteroepitaxial system formed upon dep
tion of material 2 on a faceted surface of material 1 w
performed.25 This study considered a situation in which, fir
of all, the two materials are almost lattice-matched~an ex-
ample is the system GaAs/AlAs! and, second, both the su
face of material 1 and the surface of material 2 are unsta
to faceting. At temperatures significantly below the melti
point such an instability should hold for vicinal and hig
index surfaces. Faceting has been experimentally obse
for surfaces vicinal to~001! in GaAs,26,27 in AlAs,26, on
~311! surfaces in GaAs and AlAs,28 and on the~775! surface
in GaAs.29 For this situation several possibilities for the mo
phology of a heterophase system were considered~shown in
Fig. 2! and the energies were compared.

The total energy of the heterophase system is25

E5Efacets1Eedges1DEelastic1Einterface. ~4!

This expression contains the interface energy, in addition
the three contributions present in the energy of a face
surface of one material. The comparison of energies for s
eral different types of heteroepitaxial structures carried ou
Ref. 25 yields the following conclusion.

The choice between the two possible growth regime
determined by whether the deposited material 2 wets the
eted substrate 1. If it wets it, a uniform coating of the pe

FIG. 2. Possible heteroepitaxial structures on a faceted surface.1—substrate
material,2—deposited material, a—uniform coating; b—system of isola
‘‘thick’’ clusters; c—system of ‘‘thin clusters,’’ d—heterophase system w
a large amount of coating. The periodically faceted surface structure
been reconstructed. ‘‘Hills’’ on the surface of the heterophase system
located above the ‘‘troughs’’ of the substrate and vice versa. The
erophase system contains a continuous layer of material2 with periodically
modulated thickness.
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odically faceted substrate is formed~Fig. 2a!. AlAs depos-
ited on a periodically faceted GaAs~001! vicinal surface,
misoriented by 3° in the@11̄0# direction may serve as a
example.30

If the deposited material does not wet the substrate, t
isolated clusters of deposited material are formed in
‘‘troughs’’ of the periodically faceted surface~Fig. 2b!. Such
a situation is realized when GaAs is deposited on
AlAs~001! vicinal surface, misoriented by 3° in the@11̄0#
direction, and also in the deposition of GaAs/AlAs~311! and
AlAs/GaAs~311!. Experimental studies of the system GaA
AlAs~311! ~Refs. 31 and 32! have demonstrated the possib
ity of direct fabrication of isolated clusters of GaAs on AlA
and subsequent formation of quantum wires during grow
of the structure.

In the case of a nonuniform cluster coating, the perio
faceting of the surface is reconstructed after deposition
several monolayers. Thus, ‘‘hills’’ on the surface of the d
posited material are formed above ‘‘troughs’’ of the substr
and vice versa, and a continuous layer with modulated th
ness is formed~Fig. 2d!. Thus, formation of clusters during
heteroepitaxial growth makes it possible to directly fabric
isolated quantum wires, superlattices of quantum wires,
quantum wells with modulated thickness. Thus, perio
modulation of the thickness of a quantum well was obser
by transmission electron microscopy~TEM! for a GaAs well
in an AlAs matrix for the middle orientation of the~775!
face.29 The modulation period was 12 nm and the modulat
amplitude was 1.2 nm.

2.3.2. Faceted surfaces in a heteroepitaxial mismatched
system

A theoretical study of the effect of heteroepitaxial stra
on the faceting of a surface was carried out in Refs. 33
34. A heteroepitaxial mismatched system was considered
the case where the surface of the film material is unstabl
faceting. In this case, two sources of deformations
present in the system: first, lattice mismatch between the
and substrate and, second, the discontinuity in the sur
stress tensor at the edges. The dependence of the fac
period on the mismatch was found. It was shown that as
mismatch is increased, the faceting period at first grows,
after that the possibility of equilibrium faceting disappea
The method for calculating the deformation fields and
elastic energy developed for such a system was later app
to a system of three-dimensional strained islands.

2.4. Surface structures of flat elastic domains

Structures of flat domains on a surface arise when
ferent phases can coexist on the surface.35,36 Examples are
the surface reconstruction phases (231) and (132) on
Si~001!, islands of monolayer height in heterophase syste
etc. Thus, neighboring domains have different values of
surface stress tensortab , and effective forces on the crysta
arise. These forces create a field of elastic deformations
contribute to the relaxation of the elastic energy. The to
energy of the system of flat domains is36

as
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E5Esurface1Eboundaries1DEelastic. ~5!

The surface energyEsurfacedoes not depend on the period
the structureD, the energy of the domain boundaries
Eboundaries5C1D21, the elastic relaxation energy has th
form DEelastic52C2D21 ln(D/a), and the total energy~2.5!
always has a minimum for some optimal periodDopt.

2.4.1. The heteroepitaxial system InAs/GaAs(001) with
submonolayer and monolayer coatings

In Refs. 37–39 the photoluminescence method was u
to study grown-on layers of InAs~001! in a GaAs matrix,
grown out to submonolayer and monolayer heights. For
system with submonolayer coating we observed a nar
line, which shifted toward shorter wavelengths relative to
luminescence line of the structure with one InAs monolay
The anisotropy of the spectrum gives evidence of the n
equivalence of the@110# and @11̄0# directions. The authors
concluded that InAs forms islands which are stretched in

@ 1̄10# direction and which have identical width. Later th
conclusion of the existence of nanosize islands for a s
monolayer coating in InAs/GaAs~001! was confirmed by
scanning tunneling microscopy,40 where it was shown tha
the width of the islands is 4 nm.

The effect of prolonged interruption of growth on th
structure of an InAs coating deposited on GaAs~001! was
investigated in Ref. 41. For a system with submonola
coating, for prolonged interruption of growth followin
growing-on of structures and measurement of the photolu
nescence spectra it was established that an InAs mono
coating is unstable and decays into surface segments
submonolayer coating and into islands a few monolayer
height. For systems with submonolayer coating it was sho
that the photoluminescence spectra are not fundamen
changed by using the method of interruption of growth. T
indicates that a heterophase system of islands of monol
height for a submonolayer coating is stable.

The results of Refs. 38, 39, and 41 demonstrate that
system of islands of monolayer height in the system In
GaAs is an equilibrium system. This interpretation was
vanced as a counterweight to kinetic models of the forma
of islands for a submonolayer coating.42 Thus, experiments
on annealing for submonolayer and monlayer coatings tes
to the stability of arrays of islands of monolayer height a
confirm the applicability of the thermodynamic approach
describe heterophase systems of III–V semiconductors f
submonolayer coating.

Surface morphology studies aided by scanning tunne
microscopy43 have shown that growth of one monolayer
the singular surface~001!GaAs and 30-s interruption o
growth lead to the appearance of a one-dimensional co
gated structure which can be described as an array of ‘‘qu
tum wires’’ with 30-nm width, oriented in the@100# direc-
tion. Increase in the amount of deposited material lead
the appearance of a more complicated ‘‘parquet structur
in which relief is present in the two dimensions@100# and
@010#. Increasing the interruption of growth from 2 to 30
makes the relief more visible.
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Deposition of 1 and 1.5 monolayers of InAs on a Ga
vicinal surface, misoriented by 3° in the@110# direction rela-
tive to the~001! surface, leads to a more complicated corr
gated surface on which relief is present in the@100# direction
as well as in the direction perpendicular to the steps.

The stability of these surface structures upon interr
tion of growth indicates that the equilibrium porphology
the heteroepitaxial system InAs/GaAs~001! was observed for
intermediate~subcritical! thickness of the deposited InA
layer. The symmetry of such equilibrium structures is det
mined by the symmetry of the surface stress tensortab and
by the symmetry of the bulk elastic moduli of the substra
The principal axes of the surface stress tensors of GaAs
InAs are@11̄0# and @110#, while the bulk elastic properties
of the materials are determined by the directions of
lowest-stiffness axes:@100# and @010#. Thus, there is a tran
sition here from orientation of the elastic domains for su
monolayer coating in the@11̄0# direction, observed in Refs
38 and 40, to orientation in the@100# and@010# directions for
1.0–1.5 monolayer coatings. This transition may be int
preted as the result of growth of the lattice mismatch con
bution to the strain field in comparison with the contributio
due to the discontinuity intab at the boundary of the two
phases. This growth is due to an increase in the volume
deposited InAs. On vicinal surfaces an additional contrib
tion to the strains appears due to the steps.

2.5. Ordered arrays of three-dimensional, coherently
strained islands

2.5.1. General morphology of mismatched heteroepitaxial
systems

In heteroepitaxial growth it is customary to distinguis
three regimes:

The Frank-van der Merwe regime, in which layer-b
layer ~two-dimensional! growth of materialB on substrateA
is realized;

The Volmer–Weber regime, in which island~three-
dimensional! growth ofB on an open surface of the substra
A occurs;

The Stranski–Krastanow regime, in which layer-b
layer growth ofB andA is first realized, followed by forma-
tion of three-dimensional islands ofB on the open substrate

In lattice-matched heteroepitaxial systems the growth
gime is determined only by the relative values of the en
gies of the two surfaces and the interface energy. If the s
of the surface energy of the epitaxial layerg2 and the inter-
face energyg12 is less than the surface energy of the su
strate:g21g12,g1 , i.e., if the deposited material 2 wets th
substrate, then the Frank-van der Merwe regime arises.

Variation of the sumg21g12 can lead to a transition
from the Frank-van der Merwe regime to the Volmer–Web
regime.

In a heteroepitaxial system in the presence of latti
mismatch between the deposited material and the subst
initial growth can take place in a layer-by-layer mode. Ho
ever, a thicker layer has a larger elastic energy, and there
tendency for the elastic energy to decrease via formation
isolated islands. In these islands relaxation of the stra
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takes place with a corresponding decrease of the elastic
ergy. The Stranski–Krastanow growth regime arises in
manner.

Experiments on InAs/GaAs~001! ~Ref. 44! and on Ge/
Si~001! ~Refs. 45 and 46! have in fact demonstrated the po
sibility for the formation of three-dimensional, coherent
strained, i.e., dislocation-free, islands. Theoretical studies47,48

have shown that formation of three-dimensional, cohere
strained islands leads to a decrease of the elastic energy
for not too large a volume of the island~up to '106 atoms!
is more favored than formation of islands with dislocation
However, it has been traditionally assumed that in a sys
of three-dimensional islands ripening~coalescence! must in-
variably take place, when large islands grow due to diffus
redistribution of material, which leads to diminution and d
appearance of small islands,49 and finally islands of such siz
are formed in which formation of mismatch dislocations
energetically favored. Such a coexistence of coherent isla
and islands with dislocations was observed in Ref. 50.

However, subsequent experimental studies of array
coherently strained islands in InGaAs/GaAs~001! and InAs/
GaAs~001! unexpectedly showed that a narrow size distrib
tion of the islands is possible.51,52 In addition to a narrow
size distribution of the islands, the detection of a correlat
in the positions of the islands, which is characteristic o
square lattice, was reported in Refs. 53–59. They sho
that upon interruption of growth the dimensions of the
lands and their mutual arrangement reach a limiting va
and thereafter do not change further with time. The exp
mental results of those studies indicate the existence of a
class of spontaneously ordered nanostructures—ordere
rays of three-dimensional, coherently strained islands o
surface.

2.5.2. Equilibrium state in a system of coherently strained,
three-dimensional islands

In connection with the experimental data of Refs. 53–
a theoretical study of equilibrium in a system of thre
dimensional, coherently strained islands was carried ou
Refs. 60–65. In these studies a heterophase system was
sidered. It consisted ofQ monolayers of material 2 deposite
on a substrate of material 1 under conditions of growth
terruption when the total amount of material 2 is fixed. If t
thicknessQ exceeds the critical thickness of the wettin
layerQc , then the excess amount of material~Q2Qc mono-
layers! forms islands. To examine the fundamental possi
ity of formation of an ordered array of islands, it can
assumed that all the islands have the same shape and siz
that they form a periodic superlattice on the surface. Th
the change in the total energy of the system per unit sur
area when part of the material from the flat strained la
goes into the islands is written in the form

DE5
Ẽisland

A0
1

Ẽinteraction

2A0
. ~6!

Here Ẽisland is the change in the energy of the system as
ciated with formation of one island,Ẽinteraction is the energy
of interaction of one island with the others, andA0 is the
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surface area underlying one island.Q2Qc monolayers with
areaA0 form one island with volumeṼisland, and the condi-
tion for conservation of the amount of material is

~Q2Qc!aA05Ṽisland, ~7!

wherea is the lattice constant.
The change in the energy of the system due to the

mation of one island can be represented as the sum of t
contributions

Ẽisland5DẼelastic1DẼsurface1Ẽedges. ~8!

A system of strained islands has two peculiarities dist
guishing it from other classes of nanostructures. First, i
system of islands there are two sources of strain fields: on
one hand, lattice mismatch between the deposited mat
and the substrate, and on the other hand, the discontinui
the surface stress tensor at the edges of the islands. C
spondingly, the elastic energy is equal to the sum of the b
elastic relaxation energy, the elastic relaxation energy at
edges, and the interaction energy of the two elastic fie
Second, the deformational dependence of the surface en
due to capillary effects is important. Thus the change in
energy of the system upon the apperance of one island60

Ẽisland~L !52 f 1l«0
2L31~DG!L2

2
f 2t2

l
L lnS L

aD1 f 3hL. ~9!

Here the first term is the bulk elastic relaxation energ
DEelastic

V , which is always negative. The second term is t
variation of the surface energy of the system allowing
renormalization of the surface energy in the deformat
field. The variation in the surface energy contains contrib
tions due to the appearance of tilted faces of the islands,
appearance of an interface between the island and the
strate, and the disappearance of the flat segment of the
ting layer. It also contains linear and quadratic terms in
deformation due to renormalization of the surface energy
the deformation field. Key here for further analysis is that t
quantity ~DG! can be both positive and negative. The thi
term in expression~9! is the contribution of the edges of th
island to the elastic relaxation energy;2L ln L; this con-
tribution is always negative. And finally, the fourth term
expression~9! is the short-range contribution to the energy
the edges, whereh is the characteristic energy per unit leng
of an edge. The coefficientsf 1 , f 2 , and f 3 are determined
only by the shape of an island and do not depend on its s

For a dilute array of islands, when the mean distan
between the islands is large in comparison with the size o
islandL, the migration time of the atoms over the surface
one island is significantly less than the migration time b
tween islands. Therefore the equilibrium shape of any o
island is established faster than the equilibrium structure
the entire array of islands, and for islands of any volum
there exists an equilibrium shape. This shape is determ
by the minimum of the energy~9! under the condition of
fixed volume of the island. At temperatures far from t
melting point, the equilibrium shape contains only faces w
small surface energy; as a rule, these are faces withe
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Miller indices. To analyze the possibility of formation of a
equilibrium array of three-dimensional strained islands, i
sufficient to assume that the equilibrium shape of an isl
does not depend on its volume and that it coincides with
experimentally observed shape of an island—a pyramid w
a square base. Thus, the quantity~DG! entering into expres-
sion ~9! is expressed in terms of the surface energies of
different surfaces as follows:

~DG!5
g2

cosq
1g122W2g1t«02g2S«0

2 . ~10!

Hereg2 is the specific surface energy of the lateral faces
the pyramid,q is the tilt angle of the lateral faces of th
pyramid,g12 is the specific surface energy of the interfac
W is the specific surface energy of the wetting laye
(2g1t«0) is the interaction energy of the two elastic field
which defines the renormalization of the surface energy
is linear in the mismatch«0 , and (2g2S«0

2) is the renormal-
ization of the surface energy that is quadratic in the m
match.

The equilibrium state in the system of islands is reach
as a result of exchange of material between the islands
migration over the surface of the wetting layer. For a dilu
system of islands, the elastic interaction between islands
be ignored. Thus, substituting expression~9! into Eq.~6!, we
obtain

DE56~Q2Qc!a cot qF2 f 1l«0
21

DG

L

2
f 2t2

lL2 lnS L

2paD1
f 3h

L2 G . ~11!

Note that the bulk elastic relaxation energyDEelastic
V @the first

term in ~11!# does not depend on the size of an islandL. To
find the minimum ofDE from Eq. ~11!, it is convenient to
introduce a characteristic length

L052pa expF f 3hl

f 2t2 1
1

2G ~12!

and characteristic energy per unit area

E05
3 cot q~Q2Q8!a f2t2

lL0
2 . ~13!

Thus the energyE8(L) of the sum ofL-dependent terms
takes the form

E8~L !5E0F22S L0

L D 2

lnS e1/2L

L0
D1

2a

e1/2 S L0

L D G . ~14!

The behavior of the energy per unit area as a function of
diameter of a single islandE8(L) is governed by the control
ling parameter

a5
e1/2lL0

f 2t2 ~DG!. ~15!

The physical meaning of the parametera is that it is the ratio
of the change in the surface energy of the system upon
mation of one island, (DG)L2, to the contribution of the
edges to the elastic relaxation energy,uDẼelastic

edgesu. The depen-
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dence of the energy of a dilute array of islands per u
surface area on the size of an island is plotted in Fig. 3
different values ofa. Analysis of this dependence allows u
to determine whether there is a thermodynamic tendenc
the system of islands toward ripening. Ifa.1, then the mini-
mum of the energyE8(L) corresponds to islands whose si
tends to infinity. Physically, this means that the change in
surface energy of the system due to formation of one isl
is positive and large. Therefore, it turns out to be energ
cally favorable to unite all the islands into one; i.e., there i
tendency in the system toward ripening. Ifa<1, then the
minimum of the energyE8(L) is reached at some optimum
diameter of the islands. In this case, the change in the sur
energy of the system due to formation of one island is eit
positive and small or it is negative. Thus, unification of t
islands into one is not energetically favorable, and there is
tendency in the system toward ripening.

Note that the change in the surface energy due to for
tion of an island~DG! can be negative even when the fl
surface of deposited material itself is stable to spontane
faceting, as is, for example, the case for the~001! surface of
InAs. Upon the formation of an island, the appearance
tilted faces with area greater than the area of the base o
island is accompanied by the disappearance not of segm
of flat surface of deposited material, but of segments of
wetting layer, whose surface energy can be strongly ren
malized, first of all, because of chemical bonds with the s
strate and, second, because of the deformational depend
of the surface energy.

For a dense array of islands, where the distance betw
the islands is comparable with the diameter of a single
land, their elastic interaction due to penetration into the s
strate of the inhomogeneous strain field created by the
lands becomes important. The main interaction at la
distances is the dipole–dipole interaction,U'F(w)/r 3,
whereF(w) is a factor that depends on the azimuthal an

FIG. 3. Energy of a dilute array of three-dimensional, coherently strai
islands per unit surface area as a function of island size. The parametea is
the ratio of the variation of surface energy upon formation of an island to
contribution of the edges of the island to the elastic relaxation energy
a.1, there is present in the system a thermodynamic tendency for
islands to coalesce. Ifa<1, there exists an optimal size of the islands, a
the system of islands is stable to ripening.
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in the plane and is determined by the elastic anisotropy of
substrate. In contrast to a bulk crystal, in which the inter
tion of the elastic inclusions is sign-changing as a function
direction between the inclusions,66 the interaction between
islands on the surface is repulsive for any direction betw
the islands, which ensures stability of the array of island

To find the mutual arrangement of the islands in a pla
posssessing minimum energy, we calculated the elastic
ergy for several different island superlattices. Figure 4 pl
the results of this calculation for islands having the shape
pyramids with square base and small tilt angleq0 of the
island faces to the~001! surface. The graph plots the sum
the bulk elastic relaxation energy and the interaction ene
of the islands as functions of the fraction of surfaceq cov-
ered with islands,DEelastic

V 1Einteraction5(Q2Q8)al̆«0
2q0

(2g(q)). Here l̆5(c1112c12)
2(c112c12)

3c11
23

3(c111c12)
21, and the functions (2g(q)) are plotted in

Fig. 4 for different arrays of islands.
These results are for the energy of the islands that in

act on a~001! surface of an elastically anisotropic cubic cry
tal. Among the various arrays of islands the minimum cor
sponds to the two-dimensional square lattice of islan
whose primitive translation vectors are aligned with t
lowest-stiffness axes@100# and @010#. A comparison calcu-
lation, carried out for islands of the same shape but arra
on the surface of an elastically isotropic medium, shows t
in this case a hexagonal superlattice has the least ene
Thus, the energetic advantage of a square lattice over a
agonal lattice is explained by the elastic anisotropy of
substrate, not by the shape of an individual island. In Ref.
it was shown that the results obtained in the approxima
of a small tilt angle of the faces of the islands are preser
for a large tilt angle, in particular, forq0545°, i.e., for the
experimentally observed shape of InAs/GaAs~001! islands.

The effect of the interaction between the islands on

FIG. 4. Energy per unit areaDEelastic
V 1Einteraction5(Q2Q8)al̆«0

2q0

(2gi(q)) for different arrays of interacting, coherently strained islands a
function of the fraction of surfaceq covered with islands.1—two-
dimensional square lattice of pyramids with primitive translation vect
~1,0,0! and~0,1,0!; 2—two-dimensional hexagonal lattice of pyramids wi

primitive translation vectors (2
1
2,2)/2,0) and ~1,0,0! and 3—two-

dimensional square lattice of pyramids in the form of a ‘‘checkerboa
with primitive translation vectors, and3 terminate at the maximum possibl
covering for the array of islands of the given symmetry.
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possibility for the existence of an optimum size of the islan
was examined in Ref. 60. It was shown that fora,0 the
minimum energy corresponding to finite size of the islan
for a dilute array is kept for a dense array of interacti
islands, and the tendency toward ripening does not ar
Thus, a theoretical treatment demonstrates the possibility
the existence of an equilibrium array of islands which ha
optimal size and which are ordered in a square lattice.

2.6. Technology of fabrication and structural studies of
InAs/GaAs „001… three-dimensional islands

In Refs. 53–59 arrays of coherently strained InA
GaAs~001! islands were fabricated by molecular-beam e
taxy. The surface morphology was monitoredin situ by high-
energy electron diffraction. After deposition of a fixe
nominal thickness an InAs structure was grown on the Ga
substrate, yielding a system of InAs points in a GaAs mat
which was then examined by transmission electron micr
copy and photoluminescence spectroscopy.

A morphological study of the heterophase system InA
GaAs~001! gave the following results. After deposition of
critical mean thickness of InAs~001! ~1.6–1.7 monolayers!
formation of three-dimensional InAs islands takes pla
Deposition of 2 monolayers of InAs leads to formation
small-size islands, which for the most part do not manif
distinct crystallographic facets and which possess a wide
distribution. Increasing the thickness of the deposited InAs
4 monolayers leads to the formation of a dense array of
lands which have a square base with sides oriented along
@100# and @010# axes, and a length 140 Å. High-resolutio
transmission electron spectroscopy studies, observing in
plane of the surface and in cross section, revealed that
InAs islands have the shape of pyramids with~101! tilted
faces and sharp edges between the faces. A statistical s
of the mutual arrangement of the islands showed that
preferred directions between nearest neighbors are along
@100# and @010# axes.

2.6.1. Effect of growth interruption on the formation of
islands

The application of growth interruption after InAs dep
sition before growing-on of the system of islands to t
GaAs layer leads to dramatic changes in the morphology
the heterophase system in comparison with rapidly grown
samples.6 Interruption of growth at 40 s~10 s! is sufficient to
allow the islands to reach a size of;140 Å for 2.5 mono-
layers~3 monolayers! of InAs. For very long interruption of
growth ~100 s! the islands attain the same size even af
deposition of 2 monolayers of InAs. These results indic
that the size of the InAs islands is'140 Å, the equilibrium
size, which can be achieved as a result of growth interr
tion.

2.6.2. Effect of arsenic pressure on the morphology of a
heterophase system

To investigate the stability of the fabricated array of
lands to changes in their growth conditions, the authors
Ref. 6 examined the dependence of the morphology o
heterophase system on the arsenic pressure. Depositio
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four monolayers atT5480 °C and standard arsenic pressu
for molecular-beam epitaxy (PAs

0 '231026 Torr) leads to
equilibrium dots with a high concentration per unit ar
(531010 cm22). The parameters of the array of dots do n
change when the arsenic pressure is varied by'50% near
this value. Increasing the arsenic pressure by a factor of 3~to
3•PAs

0 ! leads to dramatic changes in the morphology of
system. The concentration of dots is decreased, and a
concentration of large ('500– 1000 Å) InAs clusters, which
contain dislocations, appears.

Decreasing the arsenic pressure leads to a diffe
change in the morphology of the heterophase system. A
arsenic pressure of (1/6)PAs

0 three-dimensional islands com
pletely disappear, and flat InAs islands with sizes'1000 Å
are formed.

To elucidate the character of the phase transition fr
three-dimensional islands to flat islands, four monolayers
InAs were deposited; the indium feed was then shut off. T
method ofin situ high-energy electron diffraction was use
to examine the morphology of the surface. It was found t
the given phase transition at low arsenic pressures is rev
ible, while the transition from coherent three-dimensional
lands to large-scale clusters containing dislocations, wh
takes place when the arsenic pressure is raised, is irrev
ible.

All changes in the morphology of the heterophase s
tem attendant to varying the arsenic pressure can be
plained on the basis of surface energies. It is well known t
the stoichiometry of~001! surfaces of III–V semiconductor
in equilibrium with the gas phase depends on the vapor p
sure of the group-V elements in the gas phase. Thus, var
the As2 pressure leads to a change in the GaAs~001! surface
energy and even to a change in the surface reconstructi67

It is natural to expect that the surface energy of the In
GaAs~001! wetting layer also depends on the arsenic pr
sure. An increase in the surface energy of the wetting la
leads to an increase of the parametera, which controls the
dependence of the energy of the heterophase system o
land size, and can induce a transition from the regime
which the island size is optimal to the regime in which the
is a tendency toward ripening. The experimental data in
cate that the tendency toward ripening arises when the
senic pressure is increased fromPAs

0 to 3•PAs
0 .

It is well known that at low arsenic pressures indiu
forms segregation layers on a GaAs surface. Such layers
be considered as a quasiliquid phase,11–14whose surface en
ergy can differ strongly from that of crystalline InAs. Such
change in the surface energy alters the critical thicknes
the strained layer at which three-dimensional islands form
Ref. 68 it was experimentally established that growth
InAs on GaAs~001! under conditions of an indium exces
takes place pseudomorphically up to a thickness of se
monolayers.

2.7. Arrays of vertically coupled quantum dots

Grown-on islands~quantum dots! of material 2 in a ma-
trix of material 1 are coherent elastic inclusions, which cre
long-range strain fields over the entire grown-on heterph
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system. Upon repeat deposition of material 2 onto
grown-on heterostructure a fundamentally new growth
gime arises: growth in a strain field created by grown-on d
of the first layer. Since the bulk diffusion coefficients of th
atoms of the main components in III–V semiconductors
MBE temperatures are several orders of magnitude less
the surface diffusion coefficients, bulk diffusion can be i
nored. Therefore the distribution of the components of a h
erophase system in the volume of the grown-on heterost
ture are ‘‘frozen in place.’’ This distribution creates a sta
strain field which defines the kinetics of surface migratio
The surface migration consists of diffusion and drift in t
strain field.

Such growth kinetics in an open system were inve
gated theoretically in Refs. 69 and 70 for epitaxial growth
a solid solution. Criteria were established for amplification
composition fluctuations of a solid solution with epitaxi
film thickness, which is the initial stage of the process
self-organization of structures with periodic modulation
the composition of the solid solution. It was shown that a
plification of the composition fluctuations during growth
an open system arises over a wider temperature interval
spinodal decomposition under equilibrium conditions in
closed system.

If growth is interrupted during deposition of material
onto a structure with grown-on dots, then the deposited m
terial will tend to come to partial equilibrium, i.e., to a
equilibrium surface morphology with a ‘‘frozen’’ distribu
tion of material in the volume of the heterophase structu

It has been known for some time44 that in a multilayer
system of InAs dots in a GaAs matrix the dots are spatia
correlated. However, in those studies the distance betw
the dots noticeably exceeded the size of the dots themse
In such a case, the spatial correlation of the dots does
alter their electronic structure.

In order to acquire the possibility of control and optim
zation of the electronic structure of quantum dots with t
aim of applying them in optoelectronics, the technology
fabricating arrays of electronically coupled quantum d
was developed.6,71–74 With this aim, the alternating depos
tion of InAs and GaAs was used. The amount of deposi
GaAs was chosen such that the InAs pyramid was grown
only partly. Then, in the following deposition cycle the InA
dots, grown above the first layer of dots, should be electro
cally coupled with the first layer of dots.

Figure 5 shows images of vertically coupled InAs qua
tum dots in a GaAs matrix.6 The images were obtained b
transmission electron microscopy in the surface plane~plan
view! and in cross section. Growth was realized by MB
with alternating deposition of 5.5 Å of InAs and 15 Å o
GaAs. The cross section of the structure shows that a v
cally coupled quantum dot consists of three regions of In
separated by thin~3–4 monolayers! regions of GaAs.

The dimensions of the upper part of a vertically coupl
dot are larger than the dimensions of the lower part and
equal to 170 Å. The plan-view image shows that the d
have a square base, oriented in the@100# and @010# direc-
tions. A histogram of the directions between the given d
and its nearest neighbor was constructed in Ref. 73 and d
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onstrates the preferred orientation of a pair of nearest ne
bors along the@100# and @010# axes.

Similar results in the growth of vertically coupled do
by gas-phase epitaxy from metallo-organic compounds w
obtained in Ref. 75.

3. ELECTRONIC STRUCTURE AND OPTICAL PROPERTIES

3.1. General information

If the size of the semiconducting crystal is decreased
few tens or few hundreds of atomic spacings, then all
fundamental characteristics of the material are radically
tered as a result of quantum-well effects.76 The limiting case
of quantum-well effect is realized in structures with spat
confinement of the charge carriers in all three dimensio
These so-called ‘‘superatoms’’ or ‘‘quantum dots’’ affor
the possibility of the most radical modification of the ele
tron spectrum in comparison with the case of a bulk sup
conductor. According to the theoretical estimates, devi
such as diode lasers using quantum dots as the active
dium should possess substantially superior properties
comparison with the currently widely used quantum-w
lasers.77 Such superior properties include a substantia

FIG. 5. TEM images of vertically coupled InAs quantum dots in a Ga
matrix: cross-sectional image above, plan-view image below.
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larger material gain, a lower threshold current density,
complete insensitivity to the lattice temperature, better
namic characteristics and greater possibilities for controll
the radiative recombination photon energy~‘‘color’’ !. Ex-
perimental confirmation of the indicated advantages has
come possible because of the appearance of quantum
which satisfy very rigid requirements on their size, sha
uniformity, and density.

3.2. Requirements placed on quantum dots

3.2.1. Minimum size

The lower limit for the size of a quantum dot is define
as the size at which only one electronic level exists in
quantum dot. This critical dimension (Dmin) strongly de-
pends on the conduction band discontinuity (DEc) in the
corresponding heterojunction used to fabricate the quan
dot. In a spherical quantum dot only one electronic le
exists in the case in whichDEc exceeds the value78,74

DEc* 5
\2

2me*
S p

Dmin
D 2

[DE1
QW, ~16!

whereme* is the effective electron mass, andDE1
QW is the

first level in the rectangular quantum well~QW! with infinite
walls and infinite widthDmin . Assuming the conduction
band discontinuity to be of the order of 0.3 eV, which
typical of direct-band quantum wells in the syste
GaAs–Al0.4Ga0.6As, we find that the diameter of a quantu
dot should not be less than 40 Å. This is, generally speak
the absolute lower limit for the size of a quantum dot sin
for quantum dots even of somewhat greater size the en
distance between the electronic level in the quantum dot
the electronic level in the matrix material will be extreme
small, and at finite temperatures the thermal ejection of c
riers from the quantum dot can lead to their destruction.
the system InAs–AlGaAs the conduction band discontinu
is substantially greater; however, the electron mass is sm
and thus the quantitiesDEcme* are comparable, and the crit
cal sizes of the quantum dots are similar.

3.2.2. Maximum size

If the distance between the energy levels becomes c
parable with the thermal energy (kT), then the population of
the upper levels grows. For quantum dots the condition
which the population of the higher-lying levels can be dis
garded is written as78,74

kT<
1

3
~E2

QD2E1
QD!, ~17!

whereE1
QD andE2

QD are the energies of the first and seco
quantum-size levels, respectively. This means that in
case of a spherical~or cubic! quantum dot, the advantages
size quantization can be completely realized if74

kT<E1
QW. ~18!

This condition places an upper limit on the size of a quant
dot of the order of 120 Å in the system GaAs–AlGaAs a
of the order of 200 Å for the system InAs–GaAs, because
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the substantially smaller effective electron mass in the lat
case. Effective hole quantization requires even smaller siz

3.2.3. Structural perfection, density, and homogeneity

For applications to optoelectronic devices, the quantu
dots should not contain dislocations or point defects, and
heterojunctions forming the quantum dot should posses
low surface recombination rate. These conditions make
preferable to use methods of direct fabrication of quantu
dots. Dense arrays of quantum dots (;1011 cm22) are re-
quired to realize high modal gain in lasers. The unique a
vantages of quantum-dot structures can be realized onl
the quantum dots are as uniform as possible in shape
size. Ordering of quantum dots in the substrate plane and
possibility of creating periodic lattices of quantum dots in a
three dimensions are also desirable in a number of cases

3.3. Formation of ordered quantum-dot arrays and
demonstration of the quantum-dot electron spectrum,
similar to an atomic electron spectrum

Efforts were undertaken to fabricate quantum dots
local etching or mixing of quantum wells, growth on profile
substrates, condensation in glassy matrices, etc. At the s
time, these methods have not made it possible to simu
neously satisfy the requirements of Secs. 3.2.1–3.2.3 and
basic requirements of present-day semiconductor technol
~planar surface, the possibility of current injection, etc.! In
contrast, the use of the effect of transition to thre
dimensional growth, which has been traditionally consider
by technologists as extremely undesirable, has led to a bre
through in the direct fabrication of quantum dots. The pos
bility of forming three-dimensional islands in a wideban
matrix was demonstrated as early as 1985.44 It did not attract
great attention at that time, however, because the prospec
fabricating quantum dots of uniform size by that metho
raised grave doubts, and the formation of macroscop
strongly defective clusters was assumed to be unavoidabl50

Significant experimental and theoretical studies~de-
scribed above in Sec. 2! were needed before dense arrays
quantum dots, of high structural perfection and uniform
size and shape coould be realized in practice.53 Figure 6
presents a plan view~surface view! of a structure with InAs

FIG. 6. Plan-view TEM image of InAs quantum dots in a GaAs matrix
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quantum dots in a GaAs matrix. The formation of dens
(;1011 cm22) arrays of quantum dots was first demo
strated in this work. The effect of the growth parameters a
composition of the quantum dots on their optical propert
was investigated and their size and shape were determi
In Refs. 56 and 58 a histogram of directions between a gi
dot and its nearest neighbor was constructed and spatial
relation of the dots characteristic of lateral ordering of qua
tum dots in a square lattice with principal axes in the@100#
and @010# directions was established.

The cathodoluminescence spectra of quantum dots
investigated with high spectral and lateral resolution in R
53 ~see Fig. 7!. It was shown there that the quantum d
luminescence peak, broadened due to fluctuations of
shape and size of the islands, decays when excited by a
cused electron beam into a set of super-narrow lines fr
isolated quantum dots.

At the same time, an article was published by the Fren
group on observation of super-narrow lines in nanosize m
sas fabricated from quantum-dot structures.79 Note that the
independence of the luminescence linewidth of a quan
dot on the observation temperature is unambiguous proo
the similarity of the electron spectrum of a quantum dot w
the electron spectrum of an atom. Such independence
first demonstrated in Ref. 55.

The absorption, photoluminescence, and luminesce
excitation spectra of quantum-dot array samples~Fig. 8!

FIG. 7. Low-temperature~5 K! cathodoluminescence~CL! spectra with high
spatial resolution from a structure of InAs quantum dots in a GaAs ma
Above—monochromatic CL intensity distribution, below—CL spectrum f
excitation focused at the pointA.
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were compared for the first time in Ref. 53. The unique f
tures of the optical properties of quantum-dot structures w
also determined for the first time in that study. Thus, it w
demonstrated there for the first time that the absorption p
and the luminescence peak of the ground state of a quan
dot coincide. The ground-state peak is absent in the phot
minescence excitation spectra of quantum-dot ensemb
This has to do with the fact that the spectrum of the den
of states of a quantum dot is similar to the atomic spectr
and with the absence of transport between neighboring q
tum dots. We have noted that resonant excitation of
ground state of a quantum dot is possible only if the pho
energy corresponds exactly to the absorption spectrum o
quantum dot. During radiative recombination a quantum
emits a photon with exactly the same energy, and thus
quantum-dot excitation and luminescence photons can
separated only in experiments with temporal resolution. D
having the same ground-state energy can have diffe
excited-state energies due to fluctuations in the shape o
quantum dot and the inhomogeneity of the strain fiel
Thus, in the photoluminescence excitation spectrum the c
est energy to the recording energy is a feature associ
with the first exciton excited state of the quantum dot. T
feature of the quantum-dot photoluminescence excita
spectrum, unique in comparison with the photoluminesce
excitation spectrum of quantum-well structures, makes
easy to determine the presence of quantum dots in a sa
by purely optical methods by comparing the photolumin
cence excitation and absorption~or optical reflection!. The
given work also showed for the first time that the quantu
dot excitation spectrum is modulated with an energy co
sponding to theLO phonon energy in InAs. This has to d
with the fact that relaxation to the ground state of a quant
dot takes place faster if the energy distance between
ground state and the excited state is equal to a multiple of
number ofLO phonons, and the probability of nonradiativ
recombination in the excited state is lower. At the same tim
the large spectral width of the modulation and the prese

FIG. 8. Calorimetric absorption spectrum~CAS!, photoluminescence~PL!
spectrum, and photoluminescence excitation~PLE! spectra of InAs
quantum-dot structures in a GaAs matrix.
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of efficient relaxation for nonresonant excitons gave grou
for the first time to conclude that these relaxation proces
take place very rapidly, and that the so-called ‘‘bottlene
effect’’ in quantum dots80 does not play a significant role
Later we showed that the relaxation time to the ground s
does not exceed 25–40 ps, depending on the geometry o
quantum dot, and that it can be substantially less than
quantum-well structures.74 Moreover, the relaxation time ca
be decreased to 13 ps in structures with coupled quan
dots. On the other hand, it should be noted that in contras
quantum-well structures, the population time of the grou
state in a quantum dot corresponds to the destruction tim
an excited state in the quantum dot, and the latter time
thus be substantially longer than the destruction time of
upper subband in quantum-dot structures~0.5–1 ps!. This
fact underlies the great promise of using quantum-dot str
tures in radiation sources in the middle and far infrared
erating on interlevel transitions.

3.4. Interrelationship between growth regimes and optical
properties of quantum dots

3.4.1. Structures fabricated by submonolayer deposition

Altering the conditions of growth, composition, an
amount of deposited material has a dramatic effect on
optical properties of quantum dots. The width of the pho
luminescence spectrum of an ensemble of quantum dots
ies typically in the range 100–10 meV.6,53,56,58The effect of
the amount of deposited InAs and the growth interrupt
time after deposition on the concentration and size of
quantum dots and on the luminescence properties
quantum-dot structures was investigated in Ref. 6. It w
shown there that submonolayer growth of InAs
GaAs~100! leads to the formation of stretched two
dimensional islands, of one monolayer height, as was
suggested in Ref. 38 and later confirmed in independ
scanning electron microscopy studies.40 The high size unifor-
mity of the islands leads to the appearance of a narrow lin
the photoluminescence spectrum on the long-wavelen
side of the exciton luminescence line of GaAs. A feature
the luminescence of submonolayer inclusions distinguish
it from the photoluminescence of structures of supert
quantum wells is the absence of line broadening attendan
increases in the pump density, which is a feature of the sp
trum of the island density of states.6

The optical properties of structures with submonolay
inclusions were investigated in Refs. 81 and 82. Such inc
sions can also be interpreted as quantum-dot structure
virtue of the characteristic dimensions of the islands that
calize the exciton. It was shown that inclusion of a sing
InAs submonolayer in a GaAs matrix leads to the appeara
in the optical reflection spectrum of a distinctly express
feature which is resonant with the photoluminescence
from the submonolayer islands. Analysis of the optical
flection spectra shows that the exciton oscillator strength
the submonolayer inclusion (t rr '80 ps) depends only
slightly on the amount of deposited material~0.08–0.3
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monolayer!,81 which cannot be explained within the fram
work of the narrow quantum-well model, but accords w
the concept of a quantum-dot array.83

Magneto-optical studies of submonolayer structu
were carried out by us.82,84We showed that the exciton bind
ing energy in a submonolayer structure substantially exce
the exciton binding energy in a super-narrow quantum w
of analogous mean composition.82 Efficient scattering with
spin flip in submonolayer structures was first observed
Ref. 84, and the violation of the momentum selection ru
necessary for such a process was interpreted as eviden
efficient localization of the exciton on the islands. T
g-factors of heavy and light holes and the correspond
excitons were also determined.

The small exciton localization energy on submonola
islands associated with their small thickness leads, howe
to efficient destruction of localized states with growth of t
temperature. To overcome this problem, the concept of s
monolayer inclusions was extended to the system Cd
ZnSe, where the large effective masses of the charge car
and the large binding energy and small Bohr radius of
exciton make localization of excitons on submonolayer
lands substantially more efficient.85,86

The large oscillator strength associated with submo
layer inclusions in systems of wideband compounds was
demonstrated in this system. Structures with a set of pla
with submonolayer inclusions were also fabricated and th
properties investigated. Thus, it was shown that in submo
layer superlattices lasing occurs at energies resonant with
exciton ground state.85,86 In contrast, in quantum-well struc
tures or in bulk material the laser photon energy is shif
from the exciton transition by the energy of one or ev
severalLO phonons toward longer wavelengths. This is
result of the necessity of satisfying the momentum selec
rules ~excitons with noticeable momentum in flat quantu
dots, dominant at finite substrate temperatures and high
citation densities, cannot recombine radiatively since the
sulting photon must possess zero momentum, and an a
tional particle, e.g., a phonon, is required for moment
transfer87!. Thus, localization of excitons in a submonolay
leads to a lifting of the momentum selection rule and
laser generation has a resonant character. This fact in c
bination with the large oscillator strength of the exciton tra
sition motivated us to advance the concept of an ‘‘exci
waveguide effect’’ and the idea of a laser based on this
fect, in which external optical confinement of the active m
dium by layers with a lower reflection coefficient is abse
and the waveguide effect is achieved as the result of a r
nant modulation of the refractive index, which is associa
with exciton absorption in a submonolayer superlattice a
described by the Kramers–Kronig relations.88 At present, us-
ing the indicated concept, lasers having a super-nar
buffer layer and super-low CdSe concentration in the ac
medium, which work without external optical confineme
by material with a lower refractive index, even at room te
perature, have been realized.89
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3.4.2. Three-dimensional islands: Effect of the amount of
deposited material, arsenic pressure, and growth
interruptions on the luminescence of quantum dots

The effect of growth interruption on the photolumine
cence of structures with three-dimensional InAs–Ga
quantum dots was investigated in Ref. 6. It was shown th
that increasing the amount of deposited InAs all the way
four monolayers leads to a shift of the quantum-dot photo
minescence line toward longer wavelengths, which is in l
with the increase of the characteristic size of the quant
dots observed in TEM studies. Increasing the mean thickn
of the InAs layer to more than four monolayers did not le
to further shift of the line or to an increase in the size of t
quantum dots; however, mesoscopic clusters containing
locations appeared in the structure, and the photolumin
cence intensity of these structures was lower. These res
confirm the presence of a ‘‘limiting’’ or ‘‘equilibrium’’ size
of the quantum dots, which follows from TEM data.6 In-
creasing the growth interruption time after deposition of t
quantum dots leads to the result that for the same m
thickness of the InAs layer~two monolayers! the photolumi-
nescence peak is shifted toward longer wavelengths and
size of the quantum dots reaches the indicated ‘‘equi
rium’’ value ~see Fig. 9!.

The effect of arsenic pressure on the optical proper
and size of the quantum dots was also investigated in Re
It was shown that a substantial increase in the arsenic
during deposition leads to a degradation of the luminesce

FIG. 9. Effect of interruption of growth on the structure and optical spec
of quantum dots. Plan-view TEM images and photoluminescence spect
InAs quantum-dot structures in a GaAs matrix. All structures were fa
cated by molecular-beam epitaxy at a temperature of 480 °C and an ar
pressure of 231026 Torr. a—deposition of two monolayers of InAs, b—
deposition of four monolayers of InAs without interruption of growth; c—
deposition of two monolayers of InAs in the submonolayer epitaxy regi
~0.3-monolayer InAs cycles interrupted by 100-s intervals!.
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properties and a decrease in the characteristic size of
quantum dots. TEM data indicate the appearance in
structure of mesoscopic InAs clusters that contain dislo
tions. At large arsenic pressures only the InAs wetting la
line ~;1.4 eV, 4 K! is present in the photoluminescen
spectra. In contrast, a substantial decrease in the arsenic
leads to suppression of the formation of three-dimensio
islands and the InAs distribution has a quasi-tw
dimensional character with locally formed mesosco
bulges~Fig. 10!. Formation of dislocations in this case do
not take place; however, the photoluminescence intensit
this case is also substantially lower while the photolumin
cence line width is substantially greater than in the case
quantum dots formed at optimum arsenic pressure. Thus
growth regimes leading to formation of ordered quantum-
arrays are also optimal to obtain the best luminescence p
erties of the structure.

FIG. 10. Effect of arsenic pressure on the structure and optical spect
quantum dots. Plan-view TEM images and photoluminescence spect
InAs quantum-dot structures in a GaAs matrix. All structures were fa
cated by molecular-beam epitaxy, the amount of deposited InAs was
monolayers;PAs—standard arsenic pressure 231026 Torr, at which coher-
ently strained three-dimensional islands of InAs~quantum dots! are formed.
Lowering the arsenic pressure suppresses the formation of quantum do
leads to a two-dimensional structure with a corrugated surface. Raising
arsenic pressure leads to ripening of the three-dimensional islands an
mation of large InAs clusters containing dislocations.
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3.5. Geometry and spectrum of electron states of quantum
dots

Under optimal deposition conditions at 460 °C pyram
dal InAs quantum dots with principal axes oriented in t
directions$001% are formed on the surface. These dots hav
square-base (;120 Å) and height;60 Å ~Ref. 90!. In-
creasing the substrate temperature to 480 and 520 °C lea
an increase in the lateral size of the islands to 140 and 18
respectively.6 In this case the height of the quantum dots
decreased. A detailed analysis of the structural propertie
the quantum dots was carried out in the origin
studies.57,91,92Thus, on the basis of molecular dynamics c
culations it was shown that an adequate high-resolu
cross-section TEM image of a quantum dot can be obtai
only under optimal defocusing conditions, for film thickne
not greater than two side lengths of the quantum dot,
under the condition that the quantum dot is completely
compassed by the film.91,92 In the opposite case, a pyramid
quantum dot appears truncated and its real size can be e
reduced or increased by the strain fields induced in the
trix by the quantum dots. TEM images~not high-resolution!
of pyramidal quantum dots always have the shape o
‘‘lens’’ or a ‘‘truncated pyramid,’’ regardless of the imagin
conditions.92

Detailed theoretical calculations of the strain fields a
the electron structure of pyramidal quantum dots allow
for piezoelectric and exciton effects were performed
us.93–95 A comparison of these calculations with the expe
mental data showed that one electron level and several
levels exist in a pyramidal quantum dot with side length
nm. Only u3/2,3/2& hole states contribute to the spectrum
localized hole states.

A cross-sectional TEM image of an InAs–GaAs qua
tum dot ~left! and a plan-view TEM image of the samp
~right! are shown in Fig. 11~upper part!, taken from Ref. 90.
The lower part of Fig. 11 shows the ground-state wave fu
tion and excited-state wave functions of a hole in a pyra
dal quantum dot with side length 12 nm calculated in Re
93–95.

Figure 12~taken from Ref. 6! is a plot of the electron
ground-state energy and the hole ground-state energy
excited-state energies as a function of the base length o
pyramid. The hole ground state has an;88% overlap with
the electron ground state. In contrast to a cubic or spher
quantum dot, the wave functions of the excited hole sta
u001& ~u002&! also have a significant overlap with the electr
ground state of the order of 34%~11%!, thereby forming an
allowed transition. The small finite overlap of the wave fun
tions of the electron ground stateu001& with the hole states
u010& ~0.5%! and u110& ~2.5%! is due to piezoelectric effect
on the lateral edges of pyramids of type$112%. The exciton
binding energy in a quantum dot is close to 20 meV, i.e., i
greater by an order of magnitude than the exciton bind
energy in bulk InAs.

Photoluminescence spectra of InAs quantum dots w
base length 120 Å in a GaAs matrix are shown in Fig. 1
The band of the exciton ground state in the quantum d
which has a full-width at half-maximum~FWHM!
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;40– 50 meV, dominates the spectra. The photolumin
cence intensity of this band saturates at large excitation d
sities, and lines associated with the excited hole statesu001&
and u002& appear in the spectrum. All three peaks and
feature associated with the transition due to the InAs wet
layer are also observed in the calorimetric absorption sp
trum. The calculated positions of the corresponding tran
tions are indicated by arrows. The width of the ground-st
peak ~40 meV! corresponds roughly to variation of th
quantum-dot side length by 1 nm, as follows from Fig. 1
This fact indicates that the mean fluctuation of the charac
istic quantum-dot side length does not exceed two mono
ers.

Excited states of quantum dots appear only at large
citation energies, when the ground state of the quantum
is saturated. This indicates that relaxation of an exciton to
ground state takes place very rapidly. The capture time
quantum dot was estimated in Ref. 90 to be less than
approximately equal to 1 ps, and the interlevel relaxat
time was estimated to be in the range 25–40 ps~Ref. 74!
~depending on the presence or absence of resonance w
multiple number ofLO phonons, respectively!. The radiative
recombination time of an exciton in the ground state
roughly 1.5 ns and depends weakly on the size of the qu
tum dot.6,74

3.6. Phonon spectrum and resonant luminescence of
quantum dots

The photoluminescence spectra of a quantum-dot st
ture with resonant excitation with a photon energy of 1.1
eV, to an exciton excited state in the quantum dot are sho
in Fig. 14.6,96 For comparison, the figure also shows the ph

FIG. 11. TEM images of InAs quantum dots in a GaAs matrix: cro
sectional image~upper left!, plan-view image~upper right!. Wave functions
of the holes in these quantum dots are shown below.
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FIG. 12. Electron ground-state energy, hole ground-state energy and
excited-state energies in an InAs quantum dot having the shape of a pyr
with square base in the~001! plane and̂ 101& lateral faces and located in a
GaAs matrix. Energies are plotted as a function of the base length of
pyramid.

FIG. 13. Photoluminescence spectra of InAs quantum dots in a GaAs
trix, plotted as functions of the excitation power. At low power levels t
exciton ground-state band dominates. At high power levels the intensit
this band saturates and lines appear in the spectrum. These lines are a
ated with excited states of the exciton with participation of a heavy hol

-
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toluminescence spectrum for nonresonant excitation w
photon energy greater than the width of the band gap of
GaAs matrix. It can be seen from the figure that for reson
excitation the photoluminescence spectrum divides into a
ries of relatively narrow lines, where the spectral distributi
of the line intensities corresponds roughly to the photolu
nescence spectrum for nonresonant excitation. The ene
of the observed peaks agree with a multiple number
GaAs- and InAs-inducedLO phonons and their combina
tions, including theLO phonons of bulk GaAs~36.6 meV!,
the interface modes~34 meV!, phonons of the InAs wetting
layer ~29.5 meV!, and phonons of the InAs quantum do
~31.9 meV!. If the energy of an exciting photon grows, res
nant photoluminescence lines follow behind the energy
the exciting photon, broaden, and as a final result the s
trum becomes similar to the photoluminescence spectrum
nonresonant excitation.

An analogous structure is revealed in the quantum-
photoluminescence excitation spectrum, where the quant
dot phonons play the dominant role, which accords with
fact that both the ground state and the excited state of
quantum dot are localized mainly inside the quantum d
and only relatively small wave-function tails protrude in
the GaAs matrix. It should also be noted that the energy
the InAsLO phonon in a quantum dot~31.9 meV! exceeds
the energy of anLO phonon in bulk InAs~29.9 meV!. This
fact is in agreement with theoretical calculations of the str
distributions in coherent InAs quantum dots and t
quantum-dot phonon energy calculated with these str
taken into account~32.1 meV!. As was already mentioned
modulation of the photoluminescence spectra and photolu
nescence excitation spectra with a frequency correspon
to a whole number ofLO phonons reflects the more efficie
relaxation of carriers in the quantum-dot ground state in
case of the corresponding resonance53 and, consequently, th
lesser role of nonradiative recombination in the excited st

FIG. 14. Photoluminescence spectra of InAs quantum dots in a GaAs m
for resonant~solid line! and nonresonant~dashed line! excitation. The nota-
tion DE has been introduced for the quantity 1165 meV2E, whereE is the
energy of the emission in meV.
h
e

nt
e-

i-
ies
f

f
c-
or

t
m-
e
he
t,

f

n

s

i-
ng

e

e.

The large width of the phonon lines testifies to the consid
able role of multiphonon relaxation mechanisms with parti
pation of acoustic phonons.6,53,96

3.7. Luminescence of vertically coupled quantum dots

The luminescence properties of vertically coupled qu
tum dots was investigated in Refs. 71–75. Increasing
number of deposition cycles (n) led to a long-wavelength
shift of the photoluminescence line and the associated r
nance peak in the calorimetric absorption spectrum. The
fect was most pronounced for small nominal thicknesses
the GaAs spacer~Fig. 15!. Increasing the thicknessdGaAs for
the same number of cycles led to a short-wavelength shif
the quantum-dot line. It was also shown that increasing
number of deposition cycles shortens the lifetime of radiat
recombination in the quantum dots. Thus, formation of a n
quantum-mechanical object, specifically, tunnel-coup
quantum dots possessing properties substantially diffe
from those of isolated quantum dots, was demonstrated.

rix

FIG. 15. Photoluminescence spectra of vertically coupled InAs quan
dots ~VCQD! with different number of deposition cycles (n) and different
thickness of the GaAs spacer. a—spectra for identical InAs and GaAs d
sition thicknesses and different number of deposition cycles (n). Photolu-
minescence decay time as a function ofn shown in the inset on the uppe
right. The rhombus point symbol shows the decay time fordGaAs545 Å.
b—photoluminescence spectra for the same number of deposition cy
(n53), the same InAs deposition thickness and different thicknesses o
GaAs spacer. The photoluminescence spectrum of the structure withdGaAs

515 Å and two deposition cycles (n52) at excitation power 500 W/cm2

and the calorimetric absorption spectrum of the structure are shown in
inset on the lower right.
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dentsovet al.75 used gas-phase epitaxy from metallo-orga
compounds~GPE MOC! to fabricate for the first time verti-
cally coupled quantum dots in Ref. 75.

3.8. Luminescence of type-II quantum dots

Type-II quantum dots were first grown by Hatam
et al.97 in the system GaSb–GaAs. Previously it had be
shown98,99 that in quantum wells grown in this system th
holes are localized in the GaSb regions, whereas for the e
trons the GaSb regions present a potential barrier. We g
GaSb–GaAs quantum dots by depositing a GaSb layer w
mean thickness on the order of 3.5 monolayers. Formatio
quantum dots led to the appearance, in addition to
wetting-layer luminescence line, of a line shifted toward t
longer-wavelength region of the spectrum. A TEM study
the samples enabled us to determine the characteristic si
the GaSb quantum dots, which was;20– 30 nm. In contras
to InAs quantum dots on GaAs substrates, the GaSb dots
a rectangular instead of square base.97 In a system of type-II
quantum dots only the holes are quantized in the GaSb la
while the electrons are spatially separated from the holes
a potential barrier in the conduction band and are held
place near the holes only by the Coulomb interaction.
creasing the excitation density increases the positive ch
of the quantum dots and causes the dipole moment betw
the localized holes and the electron cloud around the qu
tum dot to grow. It also leads to a short-wavelength shift
the quantum-dot photoluminescence line.97

4. QUANTUM-DOT INJECTION LASERS

4.1. Main advantages of quantum-dot lasers

The advantages of a quantum-dot laser in compari
with a quantum-well laser can be arbitrarily divided in
physical and technological. The physical advantages are
mainly to thed-like spectrum of the density of states and t
giant oscillator strength of the optical transitions per u
volume of the quantum dot, which in turn is caused by
effective overlap of the electron and hole wave functions d
to their spatial localization. Such advantages include a su
high temperature stability of the threshold curre
density,77,100 giant maximum material gain and maximu
differential gain, two to three orders of magnitude larger th
the analogous values for quantum-well lasers.101–104The ad-
vantages of quantum-dot lasers also include a short pop
tion time of the ground state and, consequently, high ope
ing frequencies. The technological advantages include
absence or suppression of diffusion of nonequilibrium ca
ers, which leads to reduced leakage of nonequilibrium ca
ers from the stripe region, suppression of nonradiative
combination at point and extended defects a
correspondingly, suppression of the effect of dislocat
growth, and also suppression of the effect of overheating
the mirrors due to surface recombination. In addition,
ordered quantum-dot array, located in an optical wavegu
can lead to distributed feedback and single-mode genera
In the case of vertically emitting lasers, a laser on one qu
tum dot can actually be created. This would make it poss
c
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to avoid inhomogeneous broadening, which is characteri
of an ensemble of quantum dots, and completely realize
advantages of three-dimensional quantization. The opera
characteristics of quantum-dot lasers fabricated by vari
methods were examined in Refs. 100–113.

4.2. Characteristics of quantum-dot lasers

The characteristics of a laser containing a single pla
array of InGaAs quantum dots in the active region were
vestigated in Ref. 100. At low temperatures lasing begins
energies near the maximum of the photoluminescence p
indicating that transitions through the ground state of
quantum dots are responsible for lasing. An increase in
temperature has virtually no effect on the threshold curr
density, which maintaining its value of 80A/cm2 up to tem-
peratures on the order of 180 K. If the temperature dep
dence of the threshold current density is approximated b
dependence of the formJ5J0 exp(2T/T0), then in this tem-
perature rangeT05380 K, which is higher than the theore
ical limit for quantum-well lasers. The lasing wavelength
this case is found near the maximum of the peak of
photoluminescence and electroluminescence for a weak l
of excitation. As the temperature is raised above 180 K,
threshold current density begins to grow, coinciding with
decrease in the total photoluminescence intensity with a
vation energy;80– 90 meV. This value is in good agree
ment with the localization energy of the holes in the quant
wells and indicates that the reason for the growth of
threshold current density is insufficient gain, which is as
ciated with thermal ejection of carriers from the quantu
dots. The effect of gain saturation is accompanied by a s
of the lasing wavelength toward shorter wavelengths, wh
corresponds to the region of emission of the excited state
the quantum dots and the InGaAs wetting layer.

Thus, quantum-dot injection lasers exhibit low thresho
current densities and record temperature stability at low te
peratures, in agreement with theoretical predictions. Ho
ever, the insufficient localization energy of the carriers lea
to a strong temperature dependence of the threshold cu
density at temperatures near room temperature.

4.3. Amplification in quantum-dot lasers

The possibility of realizing a quantum-dot injection las
depends to a substantial degree on the relationship betw
the gain of the optical emission from the quantum dots a
the optical losses in the structure. In the case of a quant
well injection laser, whose typical width is;100 Å, the
optical confinement factor~proportional to the total overlap
between the electron wave function and the light wave! is of
the order of 0.03. If the well width is decreased to 10–30
this factor is not significantly decreased due to penetration
the wave function into the barriers. Note that the gain
quantum-well lasers is small, and low threshold current d
sities can be realized only with long cavities, when it is po
sible to substantially decrease the effect of losses on the
put intensity, or in four-cleavage samples.114–116In the case
of a quantum-dot array the ground-state wave function
completely localized inside the quantum dot. Even in t



no
s
c

e
o

c-

n

e
th
e
b
s
-

fo
tio
i

s
e

a
b

Th
ar
ak
t

e
ai
t
le
t

si

rg
x

-
rin
tu

le
a
ity
an
g
aA
e
o

n-

lt
ia

cy
cy
m-
er-
ra-

ad-
ted

car-
ting
ur-
ead
d

ed
ots
ase
the
er
her-
an
al-

ng
ed

ition
on
n the
ght.

360 Semiconductors 32 (4), April 1998 Ledentsov et al.
case of a dense array of islands only about two InAs mo
layers are converted into quantum dots, which correspond
;6 Å average exciton volume, averaged over the surfa
As a result, the optical confinement factor is small.6,101 Nev-
ertheless, it has turned out to be possible to realiz
quantum-dot injection laser as a result of the giant growth
the ‘‘specific gain,’’ in agreement with theoretical predi
tions.

The specific gain was determined directly from the co
dition that the gain equal the losses at lasing threshold.72,101

The internal losses were determined from the dependenc
the threshold current density on the cavity length and
dependence of the differential efficiency on the output loss
The optical confinement factor was estimated from availa
electron-microscope data on the geometrical dimension
the dots. The value of the maximum ‘‘specific gain’’ ob
tained in this way is 1.531025 cm21 ~Ref. 101!, which ex-
ceeds by more than an order of magnitude the value
quantum-well lasers. As a consequence of the linear rela
between the gain and the current, the differential gain
quantum-dot lasers also grows by more than three order
magnitude101 in relation to quantum-well lasers and reach
values on the order of 10212 cm2.

Growth of the gain is a direct consequence of size qu
tization in the quantum dots. The latter decreases the num
of states that need to be filled to achieve a given gain.
main factors lowering the gain for a given current density
thermal ejection of carriers from the quantum dots and le
age through nonradiative recombination in the barrier ma
rial.

4.4. Lasers on vertically coupled quantum dots

Degradation of the characteristics of quantum-dot las
at temperatures above 150–180 K is due to insufficient g
To increase the gain it is necessary either to increase
homogeneity of the quantum-dot array, which in princip
can be done by optimization of the growth regimes, or
increase the dot concentration, which can be done by u
vertically coupled quantum dots~VCQD!.71–74 The advan-
tages of vertically coupled quantum dots, besides a la
optical confinement factor, are the possibility of faster rela
ation of the carriers to the ground state,102 a shorter radiative
recombination time,73 and the possibility of efficient tunnel
ing of electrons and holes between the dots on neighbo
rows, which is absent in the case of rows of isolated quan
dots.

It has been shown experimentally that vertically coup
quantum-dot lasers exhibit much larger optical gain, and g
saturation is absent in them down to short cav
lengths.71–74They lase through the ground state of the qu
tum dots up to room temperature, and the lasing wavelen
tracks the temperature dependence of the width of the G
band gap. It was also shown that the threshold current d
sity decreases dramatically to values of the order
90 A/cm2 ~300 K! as the number of stacking cycles is i
creased to 10~Fig. 16!.72–74

This effect is due to an increase in the gain as a resu
growth of the optical confinement factor. The different
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efficiency also grows with increase ofN, reaching 50% at
N510. Such rather low values of the differential efficien
are due to the low value of the internal quantum efficien
~0.5!, which means that a large fraction of the carriers reco
bine nonradiatively, most probably in the GaAs layer cov
ing the quantum dot, which is deposited at the low tempe
ture of 480 °C.

4.5. Effect of matrix material on the characteristics of
quantum-dot injection lasers

As was already noted, one of the main mechanisms le
ing to an increase in the threshold current density at eleva
temperatures in quantum-dot lasers is thermal ejection of
riers from the quantum-dot states to the states of the wet
layer and the matrix. Further lowering of the threshold c
rent density in lasers was achieved by using AlGaAs inst
of GaAs as the matrix material for the vertically couple
quantum dots.73,74 In this case the barrier height is increas
while the wave function of the carriers in the quantum d
undergoes insignificant changes, which leads to an incre
in the energy gap between the quantum-dot levels and
levels of the wetting layer and barrier. As a result, a furth
increase in the gain occurs due to a suppression of the t
mal ejection of carriers from the quantum dots due to
increase in the localization energy. The problem of the qu
ity of AlGaAs layers deposited at low temperature duri
formation of the vertically coupled quantum dots is solv

FIG. 16. Threshold current density as a function of the number of depos
cycles of InAs or InGaAs for a vertically coupled quantum-dot injecti
laser. The lasing wavelength is plotted versus temperature in the inset o
upper right. The emission spectrum is shown in the inset on the lower ri
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by efficient annealing of point defects during growth of t
upper emitter of the laser structure at 700 °C. Thus, the
of AlGaAs spacers in combination with growth of emitters
the laser structure at 700 °C has made it possible to obta
room-temperature threshold current density of 60 A/c2

~Fig. 16!73 and a differential efficiency greater than 70%
This improvement of characteristics has made it possible
realize the regime of continuous operation of quantum-
lasers at room temperature with an output power of 1 W or
greater.117 It has been shown that the regime of lasi
through the quantum-dot states is preserved up to pump
rents 7–8 times threshold. This result shows that high-po
semiconductor lasers based on quantum dots can be
with characteristics at least as good as those of quantum-
lasers.

It was found that in the low-temperature regio
~77–150 K! in low-threshold lasers based on vertica
coupled quantum dots a decrease of the threshold cu
density is observed with increase of the observation temp
ture; i.e., the laser has a negative characteristic tempera
T0 . Such behavior cannot be explained within the fram
work of a quasi-equilibrium carrier distribution described
the Fermi function. Zhukovet al.118 proposed a model in
which the absence of a quasi-equilibrium population
quantum-dot states at low temperatures is taken as the re
for the appearance of a segment of negativeT0 .

In fact, the condition for the setting up of a quas
equilibrium distribution is that the thermal ejection time
the carriers from the quantum dots be short in compari
with the radiative recombination time in the quantum do
Carrier ejection is strongly suppressed at low temperatu
Thus, there exists a boundary temperature (Tb) which sepa-
rates the regions of equilibrium (T.Tb) and nonequilibrium
(T,Tb) population of the quantum-dot states. In the lat
case, the population of the quantum-dot states is determ
by the probability of electron~hole! capture, which is ap-
proximately identical for holes of different sizes. Cons
quently, the nonequilibrium distribution is characterized b
wider spectrum of populated states and a lower maxim
gain in comparison with the Fermi distribution. Thus, wh
the observation temperature passes through the boun
temperatureTb , the threshold current density and the ha
width of the luminescence line should decrease. This is
reason for the observed negative characteristic tempera
in quantum-dot lasers at low temperatures.

The boundary temperatureTb increases as the localiza
tion energy of the carriers in the quantum dots increa
when a wider-band material is used as the matrix. This
plains the fact that the region of negativeT0 is more distinct
when vertically coupled quantum dots in a AlGaAs mat
are used in comparison with GaAs.

4.6. Dynamics of quantum-dot lasers

Good dynamic characteristics of quantum-dot lasers
low from short relaxation times of the carriers to the grou
state and large differential gains.101,119Direct measurement
of the cutoff frequency of quantum-dot lasers give a value
the order of 10 GHz~Ref. 102!.
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Another important aspect characterizing the operation
a laser at high frequencies is the spectral broadening facto
the laser line. Any absorption or amplification peak giv
rise to a modulation of the refractive index near the energy
the corresponding resonance according to the Krame
Kronig relations. Thus, the photon wavelength in the crys
can vary during the pump current pulse. This effect is d
scribed by the spectral line broadening factor~a!. In the case
of quantum-well structures the shape of the absorption
gain spectrum is strongly asymmetrical, which accounts
the large value ofa ~between 1 and 2!. In contrast, in the
case of quantum-dot structures the absorption or gain s
trum is more symmetrical and has a Gaussian shape. T
the energy derivative and, consequently, the variation of
refractive index in the region of an absorption or amplific
tion maximum is equal to zero. The experimentally measu
values ofa lie in the range;0.5. This is attributable to the
finite contribution of the excited states of the quantum d
to the gain spectrum near the lasing threshold, which gi
rise to some asymmetry in the gain profile.102

4.7. Gain mechanisms

The condition of transparency in a quantum dot is re
ized when the quantum dot encompasses one exciton. In
case the probabilities of emitting or absorbing one pho
with formation of a biexciton are equal.20 It should be noted,
however, that, in general, the energies of the exciton
biexciton states in a quantum dot are different, and popu
tion of the quantum dot by one exciton can lead simul
neously to the appearance of an exciton amplification l
and a biexciton absorption line. If the inhomogeneous bro
ening of the lines is less than the energy difference betw
the exciton and biexciton energies in a quantum dot, the
purely exciton gain mechanism is possible. The importa
of the contribution of charged excitons to the gain spectr
should also be noted.120

If the possibility of carrier transport between neighbo
ing quantum dots is absent~which is typical at low tempera-
tures!, then the probability of exciton and carrier capture in
quantum dot is temperature independent.121 At high tempera-
tures thermal ejection of carriers from shallower quant
dots can lead to preferential population of the deeper qu
tum dots.118 The behavior of the gain spectra is different
these two cases: In the first case the gain maximum does
change its position with increase of the pump current; in
second case it is shifted toward higher energies.120

Effects in quantum-dot structures and lasers based
them were considered theoretically in Refs. 119–124.

4.8. Vertically emitting quantum-dot lasers

Surface emitting quantum-dot lasers operating with o
tical excitation at low temperatures through the quantum-
ground state were constructed by Schuret al.125 Injection
lasers in vertically stacked, isolated quantum dots were m
by Saitoet al.126 The threshold current density at room tem
perature was;500 A/cm2, and lasing took place throug
quantum-dot excited states. Using structures with a 7-mm
aperture in aluminum oxide to reduce the current inject
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regions, the regime of lasing through the quantum-
ground state was realized in Ref. 127 at room tempera
~300 K!, a current density of;1000 A/cm2, and threshold
current of 0.5 mA. The concept of vertically coupled qua
tum dots as the active medium was proposed in Refs.
and 129 to enhance the operating characteristics of ver
quantum-dot lasers. Such an approach opens the door t
creation of a laser on a single quantum dot, and would al
one to simultaneously increase the spatial confinement fa
and preserve the very small width of the quantum-dot am
fication line. In structures with a 10-mm mesa~Fig. 17! the
regime of continuous lasing at room temperature with
threshold current of 180mA ~180 A/cm2, 300 K! was
realized.129 Characteristics of the device are shown in F
18. For the case of an optimum number of layers of the up
Bragg reflector the maximum efficiency was 16% and
minimum threshold current was 68mA for a 1-mm mesa,
which corresponds to the best values for vertical quantu
well lasers of such geometry.

CONCLUSION

Laser generation through states of self-organized qu
tum dots was first observed in 1993 by Ledentsovet al.130 In
the years since, impressive progress has been achieve
fabricating high-density arrays of quantum dots of unifo

FIG. 17. Diagram of a surface-emitting laser based on InGaAs quantum
in a GaAs matrix. For comparison, the inset on the upper right shows
optical gain spectra for a quantum-well structure and a quantum-dot s
ture. The inset on the lower right shows a cross section of the active re

FIG. 18. Output power and quantum yield of a laser based on vertic
coupled InGaAs quantum dots in a GaAs matrix plotted as a function of
injection current. Solid lines—output power; short-dashed line—quan
yield, long-dashed lines—current–voltage characteristic.
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size, shape, and spacing and suitable for use as the a
region of injection heterolasers, and in the study of the pr
erties of quantum-dot lasers. Further progress in the are
quantum-dot heterostructures is tied up with an extension
their range of applications in various devices of micro- a
opto-electronics and with fabricating yet more uniform qua
tum dots, which will make possible a qualitative improv
ment in the operating characteristics of the majority
present-day devices.
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Effect of nonuniform distribution of radiation defects in GaAs on the DLTS spectra
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An attempt has been made to relate the origin of theU band in the DLTS spectrum of neutron-
irradiated GaAs with the knownP2 andP3 defects localized near disordered regions. The
shape and temperature position of theP2 andP3 peaks in the DLTS spectra are assumed to vary
as a result of the influence of the electric field of these disordered regions on the rate of
electron emission from the defect levels. The DLTS spectra forP2 andP3 centers located in
regions with internal electric fields have been calculated. A comparison of the total
calculated spectrum forP2 andP3 centers with aU band reveals satisfactory agreement with
experiment. ©1998 American Institute of Physics.@S1063-7826~98!00204-X#
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It is well known that whenn-type GaAs is bombarded
by a particles, protons~with energyE.10 MeV), and neu-
trons a wide band, called theU band, appears on the dee
level transient spectroscopy~DLTS! curves. The nature o
this band has not been determined unambiguously, altho
there are some conjectures about its origin.1

In the present work we have made an effort to link t
appearance of theU band with the known radiation defec
P2 andP3 ~Ref. 2!. Here we have assumed that the defe
are localized in the electric fields of the disordered regio
~DR! and the electric field of the disordered regions alters
shape of theP2 and P3 peaks and their position in th
DLTS spectrum. That theU band may be due toP2 andP3
defects is supported by the following data in the literature
Ref. 3 it was shown that upon annealing atT5770 K theU
band splits into two peaks. It follows from Ref. 4 that th
amplitude of theU band varies slightly upon annealing
T5500 K. Therefore, the defects responsible for the form
tion of the U band should have high thermal stability.E1
2E5 defects are annealed out atT.500 K ~Ref. 2!. TheP2
andP3 traps that were observed in electron andg-irradiated
samples have significantly greater thermal stability, but a
incorporation rate.2 They are observed after theE4 andE5
centers masking them have been annealed out or after h
temperature electron irradiation.5 However, there are
grounds to assume that the fraction ofP2 andP3 traps in the
total number of radiation defects grows abruptly with i
crease in the recoil energy of the atoms.6 Increased recoil
energy of the atoms leads to the formation of disorde
regions. The presence of an electric field in the vicinity
the disordered regions leads to an increase in the elec
emission rate from the deep levels. Therefore, the supe
sition of P2 and P3 peaks in the DLTS spectra is shifte
toward lower temperatures. The larger the recoil energy
the atoms, the larger the degree of compensation in the d
aged regions and the larger the contact potential differe
between these regions and the crystal matrix~there is a lim-
3661063-7826/98/32(4)/6/$15.00
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iting value of the potential difference, which is associat
with the limiting position of the Fermi level7!. It is therefore
possible that a tendency toward an increase in the shift
half-width of the peaks with increase in the mass of the bo
barding high-energy particle was observed in Ref. 8.

Our goal in this study was to calculate the DLTS sign
for the P2 and P3 deep centers localized in the electr
fields of the disordered regions and to compare it with theU
band in n-type GaAs irradiated with neutrons in a pulse
reactor. The neutron irradiation dose wasDn56.3
31013 cm22. For samples we used Schottky-barrier diod
The Schottky barrier was created in a GaAs layer grown
vapor-phase epitaxy on a heavily doped substrate. The
electron concentration in the layer was 5.531015 cm23.

We used the following model picture. The disorder
regions consist of a central part with radiusr 1 with a high
defect densityN151019– 1020 cm23 ~Ref. 9!, in which the
Fermi level is pinned at the limiting position, and a spheric
layer in which the defect concentrationNT(r ) falls off with
distancer from the center of the disordered region accordi
to a Gaussian law

NT~r !5NT0 exp~2r 2/2s2!, ~1!

where s is the variance of the distribution. The spheric
defect layer is found in a semiconductor matrix in which t
free carrier concentration is equal toN2 . Between the matrix
and the central part of the disordered region there is a con
potential differencewc , and defects located in the spheric
layer are found in the electric field~Fig. 1!. Traps located a
distancer from the center of the disordered regionr 1,r
,r 0 are destroyed even without the application of an ext
nal electric field and do not participate in the formation
the DLTS spectrum. Herer 0 is the radius of the spherica
surface on which the Fermi levelEF intersects the deep tra
level. The shallower the trap levelET , the less the number o
traps of the given sort will participate in the formation of th
corresponding DLTS peak. The internal electric field i
© 1998 American Institute of Physics
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creases the relative electron emission ratea from the levels
due to the Poole–Frenkel’ effect and tunneling in whi
phonons participate. Since the electric field intensityF is a
function of the distancer from the center of the disordere
region, the emission rate also depends onr . Therefore, the
larger isET , the wider will be the interval of values ofa for
the traps participating in the recharging and the greater
be the influence of the internal field on the half-width of t
corresponding DLTS peak.

The expression for the DLTS signal has the form10

R~T!5
C

W1
2N2

E
W0

W1
xNT@exp~2at1!2exp~2at2!#dx,

~2!

where t1 and t2 are the gate times of relaxation of the c
pacitance,T is the temperature,W0 is the length of the spac
charge region~SCR! of the Schottky barrier at the time o
action of the filling pulse, andW1 andC are the length of the
space charge region and the capacitance of the Schottky
rier in the absence of the filling pulse. The quantitiesW0 ,
W1 , andC are related by well-known relations toN2 , to the
voltageU applied to the diode, and to the contact poten
differencewSch of the Schottky barrier.11 Calculation of the
integral in Eq.~2! presents certain difficulties since the di
tancex is reckoned from the surface of the semiconduct
while the distancer in the distribution of deep centers an
electric fieldsF(r ) is reckoned from the centers of the di
ordered regions. However, expression~2! can be simplified,
bearing in mind the following. In the vicinity of the pointsx
at which the disordered regions are found, changes in
emission rate due to the field take place at short interv
@r 0,3s#, reckoned from the centers of the disordered
gions. The lengths of such intervals (;600 Å) are negligible
in comparison with the distancex over essentially the entire
integration interval@W0 ,W1#. Therefore, for a sufficiently
large concentration of disordered regions it may be assu
that at any pointx the macroscopic concentration of trapsN̄T

does not depend onx and the discrete value of the emissio
rate~for T5const! is split into a band of emission rates wit
boundariesa(r 0) and a~3s!. The band of emission rates
characterized by a density of states in the band]N̄T /]a.
Here the density of states is known if we know the mic
scopic distribution of trapsNT(r ) and the dependence of th
electric field on distance reckoned from the center of
disordered region,F(r ):

FIG. 1. Band diagram of the disordered region.
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]N̄T

]a
;

]NT

]r

]r

]a
. ~3!

Taking these points into account, and also Eqs.~1! and ~3!,
we recast expression~2! in the form

R~T!.
C

N2W1
2 E

W00

W1
xdxE

a~r 0!

a~3s! ]N̄T

]a
@exp~2at1!

2exp~2at2!#]a5
N̄TC~W1

22W0
2!

2N2W1
2s2

3E
r 0

3s

rexp~2r 2/2s2!@exp~2at1!

2exp~2at2!#dr. ~4!

In the present paper we take into account only
Poole–Frenkel’ effect. In this case the expression for
emission rate in the presence of an electric field has
form12

a~r ,T!5a0Y~Ep ,T!, ~5!

where

a05bsnaT
2 exp~2Ena /kT!, ~6!

Y~Ep ,T!5~kT/Ep!2$11@~Ep /kT!21#

3exp~Ep /kT!%10.5, ~7!

Ep5bAuF~r !u. ~8!

Here a0 is the relative emission rate in the absence of
electric field, b is a constant characterizing th
semiconductor,11 sna is the apparent cross section for ele
tron capture at the trap level,Ena5(Es1ET) is the ioniza-
tion energy of a trap in the absence of an electric field~where
Es is the electron capture barrier of the trap!, Y is a function
that allows for the influence of the electric field on the em
sion rate, andb is a coefficient that is equal tob5b0

52eAe/s in the case of capture of an electron at a sing
positively charged center. Heree is the charge of the elec
tron, and« is the absolute dielectric constant of the semico
ductor.

Let us briefly analyze expression~4!. It can be seen from
expression~4! that the height of the DLTS peak is directl
proportional to the trap concentration@the same as in the
caseNT(x)5const andF50#. However, for the same traps
keeping their concentration fixed, the height of the peak
the case of formation of a disordered region is always l
than in the case of a uniform defect distribution. This is
for two reasons. The first is that traps located in the reg
r ,r 0 in all the disordered regions are excluded from t
recharging process. The second consists in peak broade
due to the dependencea5 f (r ). It can also be seen from
expression~4! that the proportionality constant between pe
height and the trap concentration depends in a complica
way on the doping levelN2 , the trap parametersEna andsna

and the variance of the distributions. Therefore, the ratio of
peak heights for different traps is not equal to the ratio
their concentrations.
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To use expression~4! for calculations, it is necessary t
know r 0 and the dependenceEp(r ). These quantities can b
obtained by using the potential obtained in the Gossick
proximation for the disordered regions.13 The potential~in
the SI system! for the regionr 1,r ,r 2 is

w~r !5
N2e

6«

~3r 2
2r 2r 322r 2

3!

r
, ~9!

where r 2 is the boundary of the space charge region s
rounding the cluster. In the region 0,r ,r 1 uwu5wc . The
quantity r 2 is determined from the boundary condition th
the potential difference between spherical surfaces with r
r 1 and r 2 is equal towc , i.e., r 2 is a root of the cubic
equation

uw~r 1!u5wc5
N2e

6«

2r 2
31r 1

323r 2
2r 1

r 1
. ~10!

In Ref. 7 it was shown thatF lim ~see Fig. 1! in GaAs is
located 0.6 eV above the top of the valence band. In
light, the expression forwc can be written as

ewc5Eg2~0.6 eV1EF!, ~11!

whereEg is the width of the band gap.
The radiusr 0 of the spherical boundary separating t

filled from the unfilled traps is found from the condition th
the quantity (ET2EF)/e and the potential difference be
tween the pointsr 0 and r 2 should be equal, i.e.,r 0 is a root
of the cubic equation

uw~r 0!u5~ET2EF!/e5
N2e

6«

~2r 2
31r 0

323r 2
2r 0!

r 0
. ~12!

Note thatr 2 and r 0 depend onT sincewc , Eg , andEF

in Eqs. ~10!–~12! are functions of temperature. The electr
field intensity in the vicinity of the disordered region a
found by differentiating expression~9!:

uF~r !u5
N2e

3« F S r 2

r D 3

21G r . ~13!

Using Eqs.~13! and~5!, we obtain the dependence of th
relative emission rate on the distance from the center of
disordered region. In order to findr 2 from Eq. ~10!, it is
necessary to know the size of a clusterr 1 . We used the mean
cluster sizer 15130 Å, obtained from electrical measur
ments in Ref. 9 for neutron-irradiated GaAs. The charac
istics Ena and sna of radiation defects in GaAs are we
known2,8 and are given in Table I.

To determine the radiusr 0 , it is necessary to know the
depthET of the trap level. In Ref. 14 the height of the barri
to electron capture to theE3 level was determined to b
Es50.08 eV, which givesET50.3 eV. For other centers in

TABLE I. Parameters of radiation defects.

Center E2 E3 P2 P3

Ena , eV 0.16 0.38 0.5 0.72
sna , cm2 5310213 6.2310215 1.4310215 1.4310213

N̄T , cm23 5.731014 3.631013 3.331013 2.431014
p-

r-

ii

is

e

r-

formation aboutEs is absent, and we have simply assum
ET5Ena . Thus, all the necessary parameters and dep
dences used in Eq.~4! are known. The variable paramete
are only the variance of the distribution and the trap conc
tration. The main fitting parameter here is the variance si
its variation leads to a change in the height, shape, and t
perature of the peak maximum, and variation ofN̄T changes
only the height.

Figure 2 shows the effect on the DLTS curves of t
electric fields of the disordered regions for the case ofP2
and P3 centers, whose concentrations are the same,N̄T51
31014 cm23, and which are created in GaAs with dopin
level N25131015 cm23. Curves1 and 2 were calculated
according to the classical formula obtained from Eq.~2!
whenNT(x)5const andF50. In this case the half-width o
the peaks and their positions in the spectrum correspon
the experimentally observedP2 andP3 peaks in electron-
irradiated GaAs. Curves3 and4 were obtained from Eq.~4!
for the hypothetical case in whichs5250 Å, b.0 @for ex-
act equalityb50 expression~7! is undefined#. In this case
the P2 andP3 centers are localized in regions with electr
fields, but the field does not have any effect on the emiss
rate, only varying the number of traps that participate in
measurement. It can be seen from Fig. 2 that the half-w
and temperature position of the peaks are the same as be
but the height of the peaks has changed. As can be seen
change in the height of the peak is greater for the shallo
center (P2). Curves5 and6 were also calculated from Eq
~4! for s5250 Å andb5b0 . In this case the built-in fields
increase the electron emission rate from theP2 andP3 lev-
els as they do from the deep donor levels. It can be seen
the shape and temperature position of the peaks h
changed. The height of the peaks has also changed du
broadening. Thus, formula~4! indeed gives the results tha
were expected above on the basis of physical arguments

FIG. 2. CalculatedP2 ~1,3,5! and P3 peaks~2,4,6!. N25131015 cm23;

t1 /t25431025 s/231024 s. N̄T51014 cm23 for P2 and P3. 1,2—
calculated according to Eq.~2!, NT(x)5const,F50; 3,4—calculated ac-
cording to Eq.~4!, s5250 Å, b.0; 5,6—calculated according to Eq.~4!,
s5250 Å, b5b0 .
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Figure 3 shows an experimentally obtained~curve1! and
a calculated DLTS spectrum~curve2! for GaAs irradiated by
fast neutrons. The experimental spectrum was obtained
amplitude of the filling pulseUp56 V, reverse bias
Ub56 V, rate windowt1 /t2540/200@ms/ms# and duration
of the filling pulsetp550 ms. The contact diameter of th
diode wasd5180 mm, the contact potential difference o
the Ti/GaAs Schottky barrier waswSch50.7 V, and the free
electron concentration was 5.531015 cm23. From Fig. 3
~curve1! it can be seen that the peaks associated with theE2
and E3 centers, and also theU band, are observed in th
spectrum. To calculate the spectrum according to Eq.~4!, we
calculated theE2, E3, P2, andP3 peaks~curves3–6!, and
then summed them up~curve 2!. We assumed thatP2 and
P3 are donors, i.e.,b5b0 . In the fitting of curve2 to the
experimental spectrum~curve1!, we varied two parameters
N̄T ands. The variance was assumed to be the same fo
the centers. This equality of the variance is neither neces
nor obvious. However, the best fit of curve2 to curve1 in
the region of theU band is obtained when the values ofs in
the distributions of theP2 and P3 centers coincide
s5250 Å. The magnitude of the Poole–Frenkel’ effect d
pends on what kind of trap is present in the given cond
tivity type of material, i.e., on whether it is a donor or a
ceptor. Coincidence of curves1 and2 in the region of theE2
andE3 peaks is achieved only forb.0. The weak effect of
the electric field is possibly due to the acceptor nature of
E2 andE3 centers. Forb.0 variation ofs affects only the
height of the peaks, which leads to an indeterminacy in
choice of the value of the variance. Therefore, for theE2 and
E3 centers the values5250 Å was chosen only by analog
with the P2 and P3 centers. The values of the concentr
tions of the traps, which form spectrum2, are given in Table
I. It can be seen from Fig. 3 that the calculated spectrum i

FIG. 3. Experimental~1! and calculated~2–6! DLTS spectra.N255.5
31015 cm23. t1 /t25431025s/231024 s. s5250 Å. 1—Dn56.3
31013 cm22; 2—total spectrum of the calculatedE2, E3, P2, and P3

peaks; 3—P3, N̄T52.431014 cm23, b5b0 ; 4—P2, N̄T53.3

31013 cm23, b5b0 ; 5—E3, N̄T53.631013 cm23, b.0; 6—E2, N̄T

55.731014 cm23, b.0.
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good agreement with the experimental spectrum.
It is interesting to compare the total average concen

tion SN̄T.1015 cm23 ~see Table I! of all the detected deep
electron traps in a sample irradiated with a dose equa
6.331013 cm22 with the data in Ref. 9. It follows from Ref
9 that for Dn54.231017 cm22 the concentration of disor
dered regions isNdr55.631016 cm23, and each disordered
region contains roughly 1000 displaced atoms. Thus, for
ear kinetics of accumulation of disordered regions the av
age concentration of displaced atoms in our samples sh
be ;6.331015 cm23. If we take into account that the dis
placed atoms along with the deep electron traps can f
other types of defects invisible to DLTS inn-type GaAs with
a Schottky barrier, in particular, hole traps, then the agr
ment of our data with those of Ref. 9 is seen to be satisf
tory.

It was shown in Ref. 15 that as the doping level
neutron-irradiated GaAs is increased, the half-width of theU
band increases. Here the increase in the half-width ta
place mainly on account of the low-temperature edge of
U band. Figure 4 shows the superposition of the calcula
E3, P2, andP3 peaks in GaAs withN251015, 5.531015,
and 1017 cm23. To obtain these spectra, we used values
the trap concentrations and variance of the distribution
tained above by comparing the spectra in Fig. 3. It can
seen from the figure that the nature of the change in
half-width of the calculated spectrum in response to chan
in the doping level correlates with the experimental data
Ref. 15.

Note that the derivation of expression~4! disregarded the
electric field created during the DLTS measurements. Be
we present estimates of the consequence of ignoring
magnitude of the external field. Since the value of the fi
intensity is important from the viewpoint of increasing th
emission ratea, it is necessary to compare the values of t
internal and external fields in those space charge region

FIG. 4. Total spectra of the calculatedE3, P2, andP3 peaks in GaAs with
different doping levels.t1 /t25431025 s/231024 s. N2 , cm23: 1—1015,

2—5.531015, 3—1017 cm23. N̄T , cm23: E3—3.631013; P2—3.331013;
P3—2.431014. s5250 Å.
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FIG. 5. Dependence of the external electric field intens
~1,18! in the space charge region of the Schottky barri
and of the field intensities~2,28! and defect concentration
NT of two disordered regions~3,38! on distance.
a—Center of the disordered region atx0 ; b—center of
the disordered region atx1 .
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the Schottky barrier where 1! defects are located and 2! de-
fects can be recharged during the measurement. In the
sence of disordered regions in the DLTS measurements
those traps can participate that are located in the sp
charge region of the Schottky barrier between the pointsx0

5W02l and x15W12l. Herex0 is the coordinate of the
intersection point of the defect level with the Fermi level
a diode without reverse bias, andx1 is the coordinate of the
intersection point with the Fermi quasilevel in a revers
biased diode. In the presence of built-in fields in the dis
dered regions not all traps located in this interval particip
in the measurement. At the pointx0 the intensity of the ex-
ternal field having an effect ona at the time the traps ar
being destroyed has the most significance. Therefore,
should first compare the fields in the vicinity of the diso
dered region whose center is located at the pointx0 ~Fig. 5a!.
Since it was shown above that theP3 peak dominates in the
makeup of theU band, we used the characteristics of theP3
center in our calculations. We calculated forN255.5
31015 cm23 since quantitative values of the variance a
defect concentration were obtained from the experiment
obtained spectra, and for the valuesr 1 , wSch, Ub , s, and the
temperature of the maximum of theP3 peak, which were
used or found above in the calculations of the spectra.
obtained the following values:r 251.55331027, r 051.472
31028, x053.78431028, x159.15631027, W054.192
31027, W151.29731026 m.

It turned out that forx5x01r 0 , starting at which de-
fects of the given disordered region can be recharged,
internal field is;4.62 times larger than the external field a
is equal to 4.583107 V/m. The field of the disordered regio
~curve2! falls off faster than the external field~curve1! and
at x156.9431028 m the fields become equal. It can be se
from Fig. 5 that the coordinatex5xdr of the center of the
disordered region is linked by the relationxf2xdr5r f , from
which we can findr f , which is equal to the distance from th
field intersection point to the center of the disordered regi
For x.xf the external field dominates; however, with i
crease of the distance from the center of the disordered
gion the defect concentration~curve3! decreases. For a spe
cific disordered region we write the ratioq of the number of
defects being recharged in that part of the disordered re
where the field of the disordered region~the internal field!
b-
ly
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dominates, to the total number of defects in this region t
ing part in the recharging

q5E
r 0

r f
4pr 2NT~r !drY E

r 0

3s

4pr 2NT~r !dr

5E
r 0

r f
r 2 expS 2

r 2

2s2DdrY E
r 0

3s

r 2 expS 2
r 2

2s2Ddr.

~14!

From Eq. ~14! we find that whenxdr5x0 ~Fig. 5a!,
q50.315, and forxdr5x1 ~Fig. 5b! q50.91. Thus,q de-
pends on the coordinate of the center of the disordered
gion. We write for the space charge region of the Schot
barrier the ratioQ of the number of defects being recharg
in the dominant fields of all the disordered regions, to t
total number of defects participating in the recharging

Q5E
x0

x1
SNdrq~xdr!dxdr Y E

x0

x1
SNdrdxdr

5E
x0

x1
q~xdr!dxdr Y x12x0 , ~15!

whereS is the area of the metal–semiconductor contact.
used numerical methods to obtain the dependen
q5 f (xdr) on the intervals@x0 ,x1# for different values of
N2 . Substituting these dependences into Eq.~15!, we ob-
tained the following values ofQ: 0.85, 0.55, 0.45, and 0.16
for N25131015, 5.531015, 131016, 131017 cm23, re-
spectively. Thus, Eq.~4! ~from the viewpoint of neglecting
the external field! gives a good qualitative description of th
spectrum forN251015 cm23, a satisfactory description fo
N25(5.5– 10)31015 cm23, and only a qualitative descrip
tion for N251017 cm23, with the necessary inclusion, in th
last case, of peculiarities arising as a result of a nonunifo
defect distribution. Note that the quantityQ is not a direct
measure of the presence of defects, although it is related
For example,Q555% means that 100%2Q545% of the
defects actually form the spectrum for values of the exter
electric field corresponding to curves1 and 18 for x.xf in
Fig. 5, but Eq.~4! treats these defects as forming the sp
trum in the closer field of the disordered region~curves2 and
28 for x.xf in Fig. 5!.
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In summary, we have proposed an approximate ana
cal expression to describe the DLTS spectra of semicond
tors bombarded by particles with a large mass and ene
We have shown that theU band in the spectrum of neutron
bombardedn-type GaAs can be satisfactorily described a
suming it is formed byP2 andP3 centers localized in the
electric fields of the disordered regions.
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Influence of the initial boron doping level on the boron atom distribution arising as a
result of heat treatment in silicon implanted with boron ions

V. I. Obodnikov and E. G. Tishkovski 

Institute of Semiconductor Physics, Siberian Branch of the Russian Academy of Sciences, 630090
Novosibirsk, Russia
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The dependence of the boron distribution on the initial boron concentration in the range
(129)31019 cm23 was investigated by secondary-ion mass-spectrometry~SIMS! after heat
treatment of boron-ion implanted silicon at 900 °C. It was found that when the initial
boron concentration exceeds the solubility limit at the annealing temperature used, two additional
peaks arise in the boron concentration profiles at the boundaries of the ion-implantation
disordered region. It is suggested that their appearance in these regions at high doping levels is
due to clustering of excess interstitial impurity atoms not built into the lattice sites
following displacement of boron atoms from the lattice sites by intrinsic interstitials that leave
the disordered region. ©1998 American Institute of Physics.@S1063-7826~98!00304-4#
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INTRODUCTION

In Refs. 1 and 2 it was found that the boron concent
tion profiles obtained as a result of annealing at 900
samples of silicon initially doped with boron to a concent
tion of 231020 cm23 and then bombarded with10B1 ions at
a dose of 1016 cm22 with energies of 180 or 400 eV ar
nonmonotonic and have five maxima. Processes that can
to the formation of such spatial distributions for such hi
initial impurity concentrations are discussed in Ref. 2.

Since such an effect is not observed in samples wit
low initial doping level ~see, e.g., Ref. 3!, it might be ex-
pected that one of the main reasons for its appearanc
precisely a high initial doping level.

The aim of the present work is to investigate the infl
ence of the initial level of boron doping of silicon on th
nature of the impurity depth profiles arising as a result
heat treatment of samples bombarded with boron ions.

EXPERIMENT

As our starting samples, we used samples of silicon w
~100! surface orientation, boron doped in the concentrat
interval from 1019 to 931019 cm23. Samples with boron
concentration 1019 cm23 were prepared from KDB-0.006
silicon wafers and contained both isotopes of boron—10B
and 11B in a concentration ratio of;1:4 corresponding to
their natural abundance. Samples with boron concentrat
NB.331019, 631019 and 931019 cm23 were prepared by
ion doping. The10B1 ions with energyE5300 keV were
implanted in KDB-10 silicon wafers at dose levelsD55
31015, 1016, and 1.531016 cm22 on an HVEE-400 setup
The bombarded wafers were annealed at 1075 °C
100 min ~10 min in dry oxygen190 min in dry nitrogen!.
As a result, regions of thickness;1 mm were created in
surface regions of the wafers, doped to the indicated con
trations with only one isotope of boron.
3721063-7826/98/32(4)/3/$15.00
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The samples were then bombarded by 180-keV10B1

ions at a dose of 1016 cm22. In every case the thickness o
the region affected by the implantation process was sma
than the thickness of the pre-doped~to the above-indicated
boron concentrations! surface regions. After bombardmen
the samples were annealed at 900 °C for 1 h in an inert
medium.

The boron isotope distribution with depthx in the
samples was studied by secondary-ion mass-spectros
~SIMS! on an MIQ-256 setup~CAMECA-RIBER!, which
measured the yields of10B1 and 11B1 secondary ions. The
O2

1 primary beam ions had an energy of 13 keV. The sc
ning area of the focused primary ion beam was;0.4
30.6 mm2. The etch rate was;0.5 nm/s, and its constanc
during the measurements was monitored by the30Si1 sec-
ondary ion yield. To eliminate the contribution of seconda
boron ions knocked out of the walls of the crater, the a
lyzed signal was taken from the central part of the cra
making up 10% of the scanning area of the primary i
beam.

Control measurements in which a primary beam of
sium ions was used and the yield of~28Si10B!2 and
~28Si11B!2 secondary ions was recorded gave the same
sults as the measurements with a primary beam of oxy
ions.

EXPERIMENTAL RESULTS

The measurements on the samples with the lowest in
boron doping levelNB51019 cm23 showed~Fig. 1! that the
shape of the depth profile of the10B isotope, formed as a
result of annealing, faithfully tracked the boron profiles o
tained in Ref. 3 under similar conditions of bombardme
(E570 keV, D51016 cm22! and annealing~T5900 °C,
t535, 70, and 105 min! in silicon that had not been pre
doped with boron. The impurity attached to a segment in
region of the distribution maximum of the implanted boro
© 1998 American Institute of Physics
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where its concentration is greater than;631019 cm23, the
limiting solubility of boron atoms at the lattice sites (BL) at
T5900 °C ~Refs. 4 and 5!; a broadening of the profile be
yond the bounds of this region~the inflection points of the
profile, indicated in the figure! is also observed. Such a
attachment of the boron atoms was also experimentally
served earlier under other conditions of bombardment
annealing,3,4,6but only in those cases in which the amount
implanted impurity created an excess boron atom concen
tion relative to its limiting solubility at substitution sites fo
the temperatures used. In Refs. 3 and 4 the relative immo
ity of the boron atoms in this segment was tied to the atta
ment to immobile boron-containing clusters of an excess
impurity which was not built into the sites due to the limit
tion of the solubility limit.

Changes in the11B isotope profile, observed after an
nealing at 900 °C, show~Fig. 1! that on the segment in th
region of the maximum of the implanted boron distributi
there takes place not only an attachment but also an accu
lation of impurity, distinctly revealed in the appearance o
maximum on the initially flat profile of the isotope11B. Con-
sequently, if the observed attachment of boron atoms is to
tied to the formation of boron-containing clusters,3,4 then the
latter can serve as sinks for the mobile boron compon
which maintain the impurity flux in the region of the max
mum of the implanted boron distribution.

As the initial doping level is increased, the boron ato
depth profiles resulting from10B1 ion implantation and sub
sequent annealing change their shape.

Whereas for an initial boron concentration
;331019 cm23 the resulting profile mimics the10B profile
obtained in samples with an initial concentration
1019 cm23, already at boron concentrations

FIG. 1. Concentration profiles (N) of boron isotopes in silicon with initial
boron concentrationNB51019 cm23, resulting from10B ion implantation
(E5180 keV,D51016 cm22! and annealing at 900 °C for 1 h.1—10B, 2—
11B. Dashed curves—before annealing, solid curves—after annea
BL5631019 cm23—maximum solubility of boron at substitution sites a
T5900 °C.
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;631019 cm23, along with a gathering of boron into th
region adjacent to the maximum of the implanted impur
distribution, two inflection points are observed in the win
of the profile~Fig. 2, curve1!. As the initial doping level is
increased to;931019 cm23, additional maxima appear in
place of these inflection points~Fig. 2, curve2!.

Thus, features appear in the impurity concentration p
files only when the initial doping level roughly coincide
with or exceeds the limiting boron solubility for the annea
ing temperature used.

DISCUSSION

The results obtained by us can be explained within
framework of the approach proposed in Ref. 2, which
based on the following assumptions:

—during implantation of boron ions in the bombarde
region, along with the accumulation of boron atoms, a s
nificant fraction of which do not occupy regular lattice site
there also takes place an accumulation of defect comple
containing interstitial silicon atoms (I ) and vacancies (V);

—the region where the main fraction of implanted bor
is located and the region where the main fraction of prim
radiation defects are generated essentially coincide; as
sult, the boron concentration at substitution positions (BS) in
this common region is lower than the initial doping level.

—at the initial stage of annealing the defect complex
decay, which leads to a liberation of interstitial silicon atom
and vacancies; boron atoms are also liberated from defe
impurity associates and then show up at interstitial s
(BI);

—the liberated vacancies participate in reactions ass
ated with incorporation of boron atoms into lattice sites, a
in annihilation reactions with intrinsic interstitials; the intrin

g.

FIG. 2. Concentration profiles (N) of the isotope10B in silicon with differ-
ent initial dopant levelsNB , resulting from 10B ion implantation
~E5180 keV, D51016 cm22! and annealing at 900 °C for 1 h.NB , cm23:
1—631019, 2—931019.
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sic interstitials also take part in reactions displacing the
ron atoms from the lattice sites~the Watkins reaction!.7,8

Consequently, at the initial stage of annealing the m
probable reactions are

BS1I→BI , ~1!

BI1V→BS , ~2!

V1I→0. ~3!

Relaxation of nonequilibrium elementary defects ins
the implantation-affected region due to reactions~1!–~3! is
accompanied by their diffusive spreading. Since in the i
implantation-disturbed region the BI andI concentrations are
large, the propagation of vacancies is initially limited by r
actions~2! and~3!, and the vacancies are localized inside t
region. At the same time, the propagation of intrinsic int
stitials in this region is limited only by the annihilation rea
tion ~3! since the BS concentration is small and the efficienc
of reaction~1! is reduced.

As a result of this circumstance, the unreacted intrin
interstitials, in concentration significantly exceeding that
the vacancies, diffuse out from the implantation-disturb
region. They pass beyond the nominal boundaries of
region and penetrate into the silicon, where the boron c
centration at the substitution sites is close to the initial d
ing level, where they displace boron atoms from the latt
sites.

In the case where the initial doping level exceeds
boron solubility limit, not all the boron atoms displaced fro
lattice sites can again occupy positions in the silicon latti
i.e., the excess of mobile boron atoms at interstitial s
cannot be removed by just the one reaction~2!. Thus it can
be assumed that it is simultaneously removed by a chai
clustering reactions:

BI1Pi 21↔Pi , i 52,3,...,n, ~4!

wherePi is an immobile cluster that containsi boron atoms.
The boron-containing clusters forming at the boundar

of the bombardment-damaged region serve as sinks for
free boron component. Upon subsequent heating this
ensures the accumulation of impurity in these newly form
objects.

Thus, the appearance of side maxima may be due
processes completely analogous to those discussed in R
where attachment of the impurity in the region of the ma
mum of the implanted-boron distribution was linked with
impurity excess that cannot dissolve into the sites of
silicon lattice and accumulates in clusters. The differenc
that at the center of the implantation-disturbed region
high concentration of boron atoms not occupying regu
sites in the silicon lattice is created during heating as a re
of the decay of defect–impurity complexes formed duri
ion implantation, and upon the formation of side maxima
due to reaction~1! displacing boron atoms from the sites
interstitials that have escaped the implantation-disturbed
gion.

In the case where the initial doping level is lower th
the boron solubility limit in the substitution sites, the mob
boron component, as it propagates beyond the limits of
-
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implantation-disturbed region, takes part in reaction~2! and
occupies lattice sites where under the conditions of the
periment it is relatively immobile. This course of even
manifests itself in the formation of ‘‘wings’’ which escape
as it were, outward from under the limiting solubility leve
~the 10B profile after annealing in Fig. 1, and also the data
Refs. 3 and 4!.

Thus, the experimentally observed array of boron at
profiles in silicon, depending as it does on the initial dopi
level, can be consistently explained, in our opinion, on
basis of the well-known reactions~2!–~4! without invoking
any additional mechanisms.

CONCLUSIONS

1. We have shown that the distribution of boron atom
with depth in silicon bombarded with 180-keV boron ions
a dose of 1016 cm22 and annealed at 900 °C for 1 h depends
on the initial boron concentration. At the initial doping lev
NB.631019 cm23, which exceeds the limiting solubility o
boron at the annealing temperature, along with aggrega
and attachment of boron atoms in the region near the m
mum of the implanted-impurity distribution, additiona
maxima appear in the impurity concentration profiles.

2. We believe that the formation of additional maximu
in the region near the boundaries of the implantatio
disturbed region is connected with clustering of the exces
interstitial boron atoms and the flow-off to these new
formed clusters of the mobile boron component. The exc
concentration of interstitial boron atoms is created in t
segments due to the reaction which displaces boron at
from the sites of intrinsic interstitial atoms that escape
implantation-disturbed region.

We wish to thank V. G. Seryapin and B. I. Fomin fo
assistance in the preparation of the samples. We also th
E. I. Cherepov, L. I. Fedinaya, and V. V. Kalinin for intere
in this work and for discussion of the results.
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Observation of low-temperature diffusion of aluminum impurity atoms in hydrogen-
implanted silicon

Yu. V. Gorelkinski , B. N. Mukashev, and Kh. A. Abdullin

Physicotechnical Institute of the Ministry of Science, Academy of Sciences of the Republic of Kazakhstan,
480082 Almaty, Kazakhstan
~Submitted March 20, 1997; accepted for publication October 2, 1997!
Fiz. Tekh. Poluprovodn.32, 421–428~April 1998!

Single-crystal samples of aluminum-doped silicon implanted with hydrogen at;80 K were
examined by electron spin resonance~ESR!. Two new ESR spectra labeled Si-AA15 and
Si-AA16 were observed. The hyperfine structure of the spectra unambiguously reveals that two
aluminum atoms and one aluminum atom are incorporated in the AA15 and AA16 defects,
respectively. Observation of Al–Al pairs~the AA15 defect! is evidence in favor of long-range
migration of aluminum atoms. The migration occurring in the experiment atT<200 K
cannot be normal or recombination-enhanced~injection-enhanced! diffusion. Tentative models
including Al–Al interstitial pairs as well as a hydrogen–enhanced migration mechanism
are discussed. ©1998 American Institute of Physics.@S1063-7826~98!00404-9#
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INTRODUCTION

It is well known1 that the migration rate of interstitia
atoms can be radically increased as the result of var
physical processes. For example, isolated interstitial alu
num atoms Ali , which correspond to the ESR spectrum de
ignated Si-G18~Refs. 1 and 2!, are stable at 500 K; howeve
under conditions of nonequilibrium free carrier injection th
anneal out at 300 K and the activation energy of the diffus
process decreases from 1.2 to 0.3 eV~Ref. 3!. The annealing
temperature of interstitial boron Bi ~Ref. 4! and carbon atoms
Ci ~Refs. 5 and 6! is also reduced by more than 100 K und
carrier injection conditions. Intrinsic interstitial atoms a
mobile under conditions of electron bombardment even
4.2 K.1,2 In all these cases the energy necessary for activa
of the migration process is transferred to the interstitial at
upon recombination of the nonequilibrium electrons a
holes by means of different electron–phonon interact
mechanisms.3

Another example of enhanced diffusion is hydroge
enhanced diffusion. When samples were subjected
hydrogen-plasma treatment at temperatures;350 K more
rapid formation of oxygen thermal donors was observ7

than for thermal annealing at the same temperature.
analogous effect was observed in samples annealed in a
drogen atmosphere atT;900– 1300 °C with subsequen
quenching at room temperature.8 These results are evidenc
of the catalytic action of hydrogen atoms on the diffusion
interstitial oxygen. Theoretical models have been propo
to explain the microscopic mechanism of hydroge
enhanced diffusion of an oxygen impurity.9,10

In the present paper we report the observation of
hanced diffusion of aluminum atoms in hydrogen-doped s
con. Migration of aluminum atoms was inferred from th
appearance of a previously unknown ESR spectrum~desig-
nated as Si-AA15! arising from a defect whose structure co
tains two almost equivalent aluminum atoms. Of course,
3751063-7826/98/32(4)/7/$15.00
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formation of an Al–Al pair can take place only in the pre
ence of diffusion of aluminum atoms. Such migration, whi
takes place in our experiments at least at temperatureT
,200 K, cannot be recombination-enhanced diffusion. T
necessity of implanting hydrogen atoms in the samples
form Al–Al pairs is evidence of hydrogen-enhanced diff
sion.

EXPERIMENT

Samples of float-zone silicon~FZ-Si! doped with alumi-
num to a concentration of 531016 cm23 were studied.
Samples with dimensions 153130.5 mm were cut from a
silicon wafer oriented in the$111% plane, where the long side
of the samples corresponded to the^011& axis. A hydrogen
impurity was implanted in the samples in two ways: by io
implantation of protons and by annealing in water vapor.
the first case the samples were bombarded by 30-MeV
tons. The ion beam was directed perpendicular to the pl
of the sample. Since the mean free path of 30-MeV prot
in silicon is ;5 mm, to dope the samples with hydroge
atoms an aluminum absorber of thickness;4 mm was
placed in front of the sample. To obtain a more unifor
proton distribution over the sample, additional aluminu
foils of different thickness~50–300mm! were placed in front
of the sample during bombardment. Allowing for the stra
gling width of 30-MeV protons in silicon (;150 mm) and
for the typical total dose 331015 cm22, the mean volume
concentration of hydrogen after implantation is found to
;531017 cm23. Implantation was performed at a temper
ture of ;80 K, after which the samples were transport
without intermediate heating into a cryostat for the ES
measurements. In the second method of implanting hydro
atoms in the samples the starting samples were placed
sealed quartz cell containing a few milligrams of water a
were annealed at;1200 °C for roughly an hour at room
temperature. Such a heat treatment leads to doping of
© 1998 American Institute of Physics
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376 Semiconductors 32 (4), April 1998 Gorelkinski  et al.
samples with hydrogen to a concentration of;1016 cm22

~Ref. 11!. These samples together with control samples w
bombarded at;80 K by protons without the absorber. Sinc
the mean free path of 30-MeV protons is almost an orde
magnitude greater than the thickness of the sample, all
protons braked beyond the sample and bombardment in
duced only radiation defects uniformly distributed throug
out the volume of the sample. We also used samples b
barded with ;40-MeV a particles as controls. All ESR
measurements were performed at a sample temperatu
77 K at a frequency of;37 GHz in the absorption regime

EXPERIMENTAL RESULTS

After hydrogen implantation at 80 K and before anne
ing, only known centers are present in the ESR spectra
contrast to the case of electron bombardment,1,2 ESR spectra
of interstitial aluminum Si-G18 were not observed imme
ately after hydrogen bombardment or implantation in eit
the hydrogen-doped samples or the control samples. Is
ronous annealing in hydrogen-doped samples in the temp
ture range 180–200 K led to the appearance of previou
unknown spectra, denoted as Si–AA15 and Si–AA16~Fig.
1!. The intensities of these spectra were higher in sample
which hydrogen had been introduced by ion implantation
a concentration of;(1 – 5)31017 cm23, and increased in
proportion to the hydrogen concentration. In samples s
rated with hydrogen at high temperatures~with hydrogen
concentration;1016 cm23!, the intensity of the AA15 and
AA16 spectra was roughly 3–5 times lower, did not depe
on the quenching regime, and was the same for both
air-cooled and water-quenched samples. The AA15
AA16 spectra are absent in samples that had not been
jected to a preliminary heat treatment in water vapor
;1200 °C and were bombarded witha particles or protons
without an absorber.

The AA15 spectrum consists of 11 groups of lines. F
ure 2a shows two groups of lines: on the low-field side a
on the high-field side. The observed structure of the sp

FIG. 1. Temperature region of formation and annealing of AA15 and AA
centers in aFZ-Si~Al ! sample implanted at 80 K with a dose of proton
corresponding to a volume concentration of hydrogen equal to
31017 cm23.
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trum indicates that two nuclei~a and b! with spin I 55/2,
natural abundance 100%, and similar hyperfine interac
~HFI! parameters enter into the makeup of the AA15 cen
Such nuclei in our samples can belong only to27Al atoms.
Each group of lines corresponds to a certain value of
projectionmI of the total nuclear spinI 5I a1I b . The spec-
trum AA16 can be described as arising from the anisotro
symmetry defectC1h by the spin Hamiltonian

H5mBHgS1 (
j 5a,b

SAj I j , ~1!

where the first term describes the electron Zeeman inte
tion, and the second term describes the hyperfine interac
As was noted, the hyperfine interaction parameters of
nuclei are similar but not equal. The nonequivalence of tha
andb nuclei is clearly visible from the structure of the inte
nal groups of the lines corresponding tomI54, 3, and 2. In
the case of equivalent nuclei, splitting within each gro
would arise due to removal of degeneracy for lines with d
ferent values of the total nuclear spinI , and the lines within
each group would not be equivalent and the shift of each
would be proportional toI (I 11)2m2. In our case the posi-
tions of the lines are satisfactorily described by a form
which takes second-order corrections into acco
separately12 for the a andb nuclei:

gbH>hn02 (
j 5a,b

$Ajmj1~^Aj&
2/2gbH !@ I j~ I j11!2mj

2#%

~2!

~whereb is the Bohr magneton andn0 is the frequency of the
microwave field!; therefore, splitting inside the groups is du
to the difference in the hyperfine interaction tensors—Aa and
Ab . From an analysis of the experimental angular dep
dence of the AA15 spectrum we determined the princi
values and axes of theg, Aa , andAb tensors, shown in Fig
3 and in Table I. All three tensors have symmetryC1h . The
maximum discrepancy between the calculated~Fig. 2b! and
experimental angular dependence of the AA15 spectrum
observed forHi^111& and amounts to;0.3 mT. The angu-
lar dependence of theg-factor and the hyperfine splitting fo
different equivalent positions of the AA15 center, calculat
using the constants of theg andA tensors, is shown in Fig. 4
The maximum values ofAa andAb lie on the^011& axis; i.e.,
the corresponding molecular orbitals are oriented perp
dicular to the symmetry plane of the defect.

The hyperfine interaction data were analyzed in the sa
way as was done for other defects in silicon,13 in the approxi-
mation of linear combination of the~3s, 3p! orbitals for the
wave function of the paramagnetic electron of the AA15 ce
ter. Noting the parameters of the wave function of the a
minum atom:uc3s(0)u2520.431024 cm23 and ^r 3p

23&58.95
31024 cm23 ~Ref. 13!, we calculated that the degree of lo
calization of the wave function at thea and b nuclei is
roughly 18 and 10%, respectively, and the contribution of
3s state is;50% ~see Table I!.

The ESR spectrum of the AA16 center consists of
groups of lines, which indicates the presence of one alu
num atom in the structure of this defect. Figure 5 shows t

5
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FIG. 2. a—ESR spectra of Si-AA15 in aFZ-Si~Al ! sample implanted with protons at;80 K and annealed at 200 K for 10 min. Groups of lines with to
nuclear spin projectionmi55 and 4 ~lower-magnetic-field side of the spectrum! and 25, 24 ~higher-magnetic-field side of the spectrum! for three
orientations of the sample. Measurement temperature 77 K. The nuclear spin projection values indicated assume that the hyperfine interaction
positive. b—experimental values~points! and calculated angular dependence~solid curves! of line positions of the AA15 spectrum withmi55 and25
~calculated with the constants of theg- and A-tensors from Table I!. c—general form of the spectrum for the orientationHi^100&, obtained using the
parameters from Table I.
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of the six groups of lines on the low-field and high-fie
sides. For the AA16 spectrum it was found that theg-factor
has a weak anisotropy with mean valueg52.0035; the hy-
perfine interaction tensor has trigonal symmetry~see Table
I!. The degree of localization of the wave function at the
 l

nucleus is;30%, and the contribution of the 3s state is
;80%.

The signal-to-noise ratio for the AA15 and AA16 spect
was insufficient to record forbidden transitions and to a
count for the contribution of the quadrupole interaction f
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the27Al nuclei. Ignoring this contribution to the Hamiltonia
probably is the cause of the noticeable (;0.3 mT) discrep-
ancy between the calculated and experimental angular
pendences of the AA15 and AA16 spectra. However, if
take into account that for the magnetic field oriented alo
say, the@111# axis in the~011! crystal plane the AA15 spec
trum breaks up into 108 lines, then it turns out that the
tensity of the AA15 spectrum is dominant in comparis
with the other defects. The amplitude of the spectrum d
not vary up to the annealing temperature 300 K. After a
nealing at room temperature the AA15 spectrum disappe
Note that in both the hydrogen-doped and the con
samples the Si-G18 (Ali) spectrum appears after annealing

FIG. 3. Principal values and orientations of the axes of theg-, Aa-, andAb

tensors for one of the equivalent positions~cb in Fig. 4! of the AA15 defect.
e-
e
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-

s
-
rs.
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t

260–280 K, and no correlation is observed in the behavio
the Si-AA15 and Si-G18 centers. As was noted above,
AA16 spectrum appears after annealing at 200 K simu
neously with the AA15 spectrum. However, repeated hea
of the sample to 200 K leads to irreversible disappearanc
the spectrum. Such a narrow temperature region of existe
of the defect may be an indication that the AA16 center is
intermediate or metastable state of the defect in the for
tion of the Al–Al pairs~the AA15 center!.

DISCUSSION

Formation of the AA15 defect, which includes two A
impurity atoms in its structure, is proof that migration of th
Al atoms by a distance greater than 100 lattice consta
takes place at temperatures below 200 K. The experime
data provide evidence of the important role of the hydrog

TABLE I. Parameters of the ESR spectra of the AA15 and AA16 cent
and coefficients of the molecular wave function~a2—isotropic part,
b2—anisotropic part of the hyperfine interaction,h2—degree of localization
of the wave function!.

ESR Spectrum g(60.0003) A, MHz a2 b2 h2

27Ala A15276.8
g152.0008 A25318.0 0.35 0.65 0.18

AA15 g252.0025 A35290.1
g352.0035 Q52061°
Q57061°

27Alb A15267.3
A25285.5 0.57 0.43 0.10
A35277.5
Q53361°

AA16 g52.0035 27Al Ai5823 0.80 0.20 0.29
A'5836
FIG. 4. Calculated curves of the angular dependence of theg-factor ~a! and hyperfine splitting (A5Aa1Ab) ~b! for the AA15 center.
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atoms in this process. Although bombardment of the sam
with high-energy particles generates nonequilibrium el
trons and holes, the long mean-free-path migration of alu
num atoms which we have observed cannot be inject
enhanced. Even assuming that during bombardment
conditions of saturation of the annealing rate of the Ali cen-
ters for the given injection rate are achieved, the charac
istic anneal time for the interstitial aluminum atoms, acco
ing to the data of Ref. 2, is;109 h at ;80 K. On the other
hand, the characteristic time during which injectio
enhanced diffusion can take place cannot exceed the b
bardment time, i.e., in our case;1 h. Consequently, the
injection-enhanced mechanism cannot be the reason for
fusion of aluminum atoms. Diffusion also cannot b
bombardment-enhanced since the AA15 center was not
served in the control samples bombarded witha particles or
protons. Which mechanism is then responsible for the
hanced diffusion of the aluminum impurity?

As is well known, Ali – Als impurity pairs~G19 and G20
centers1! are formed as a result of displacement by intrin
interstitials (Sii) of the Als lattice-site atoms into theTd

interstices according to the substitution reaction6

Sii1Al s→Sis1Al i ~3!

and subsequent migration and capture of Ali centers by Al
lattice-site atoms at temperatures;500 K. In our case, the
temperature at which Al–Al impurity pairs~the AA15 de-
fect! are formed is substantially lower~Fig. 1!. The structure
of the AA15 defect also differs radically from the familia
G19 and G20 centers since it includes almost-equivalent
minum atoms. Ali defects, which always precede the appe
ance of the familiar Ali – Als impurity pairs, are not observed
The necessity for the presence of hydrogen atoms is evid

FIG. 5. High-field and low-field parts of the Si-AA16 spectrum for a
FZ-Si~Al ! sample implanted with protons at 80 K and annealed at 190
The nuclear spin projection values assume that the hyperfine intera
constant is positive.
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of a hydrogen-enhanced mechanism of aluminum atom
gration. Diffusion probably occurs in the form of the Al1H
complex. It is well known14 that hydrogen can be capture
by acceptors of a third group~B, Al, Ga! situated at lattice
sites, and that it can passivate their electrical activity, for
ing Als1H complexes. However, there are no reports in
literature of the capacity of Als1H complexes for diffusion.
Therefore, it is obvious that aluminum diffusion proceeds
interstitial positions. In this case, hydrogen is probab
bound to the interstitial aluminum atom, forming the com
plex Ali1H. The absence of interstitial Ali atoms~the G18
spectrum! leads us to the necessity of assuming that
AA15 complex is formed not in two steps, i.e., after reacti
~3! and

Al i1H→~Al2H!i , ~4!

but directly as a result of the reaction

~Si1H! i1Al s→Sis1~Al1H! i . ~5!

As is well known, interstitial Sii atoms possess a very hig
mobility in p-Si under conditions of electron bombardmen1

and the interstitial impurity defects Ali , Bi , and Ci are ob-
served directly after low-temperature~4.2 K! bombardment.
However, when bombarding with protons ora-particles the
Al i and Ci centers, monitored by ESR and deep-level rela
ation spectroscopy ~deep-level transient spectroscop
DLTS!, appear only after annealing thep-Si samples at
;280 K.15,16 This does not mean that Sii atoms are immo-
bile under conditions of proton ora-particle bombardmen
since, as we have shown,16 immediately after proton bom
bardment at;80 K (Si2O)i centers are observed inn-type
as well asp-type samples, which is evidence of migration
Sii defects. Of course, for the formation of interstitial imp
rity defects it is necessary that two conditions be satisfi
not only the possibility of migration of intrinsic interstitials
but also the overcoming of an energy barrier to force
impurity atom into an interstitial position. The striking dif
ference in the behavior of interstitial impurity centers may
a consequence of the energy barrier for a substitution re
tion. The energy barrier depends on the chemical nature
the impurity and on its charge state, i.e., on the Fermi lev
As confirmation of this assertion we may cite the results
studies ofFZ-Si samples bombarded with electrons, whe
interstitial carbon atoms (Ci) appear during low-temperatur
bombardment inp-type samples, whereas inn-type samples
they appear only after annealing at 160 K.15,17 Note that the
injection level, which is different for different types of bom
bardment~e.g., for electron and proton bombardment! and
which depends on the energy and intensity of the beam,
also influence the defect distribution via the charge states
thereby the efficiency of formation of the interstitial impuri
centers.

Thus, in the absence of hydrogen atoms the substitu
reaction~3! takes place at 260–280 K under conditions
proton anda-particle bombardment, but hydrogen catalyz
the reaction and substantially lowers the temperature
which the Ali centers are formed. However, as a result
reaction~5!, the Ali centers are bound up with hydrogen
the (Al1H) i complex. This reaction can occur during im

.
on



it

p
-
T

th
s
of
n

pe

o
th

l

Al
n

ng
th
t t
av
c
n

n
is

th
ss

i
ef
io

e
a
l-

f
i-
i

fe
re
A
ry
e
t
tr

to
rip

ec
he

the
d at

d
on

at

he

al

n

per-
e-
x-
15
he

the

nt
be
a

Al
es
.
in-
er,

are
ter.

380 Semiconductors 32 (4), April 1998 Gorelkinski  et al.
plantation at;80 K. However, it is more probable that
proceeds during thermal annealing at;200 K. As is well
known,18 at these temperatures the hydrogen atoms occu
ing positions at the bond (BC) become mobile and, conse
quently, can form complexes with defects and impurities.
explain the fact of the formation of Al–Al pairs~the AA15
center!, it is necessary to assume that (Si2H) i and (Al2H) i

complexes are mobile at these temperatures.
Note that the AA16 center is a good candidate for

role of the (Al2Hi) defect. The different width of the line
of the AA16 spectrum for different equivalent positions
the defect~Fig. 5! may be a consequence of a weak hyperfi
interaction at the hydrogen nucleus. The nature of the hy
fine interaction at the27Al nucleus for the AA16 center
shows that the degree of localization of the wave function
the paramagnetic electron on the Al atom is similar to
case of an Ali center at aTd interstice ~Si–G18! and the
wave function has a preferentially 3s character. Thus, the A
atom in the AA16 defect is found in the Al11 charge state as
in the defects G18–G20~Ref. 1!. The insignificant contribu-
tion of the 3p state indicates a perturbation shifts the
atom away from theTd interstice. Such a perturbation ca
create, for example, a negative hydrogen ion (H2), which is
located at a neighboringTd interstice. Note that the (Al2H) i

defect can be efficiently formed as a result of the long-ra
Coulomb attraction between the components forming
complex. The absence of a strong hyperfine interaction a
H nucleus can be caused by weak localization of the w
function at the hydrogen atom. In the given model it is ne
essary to explain the capability of this defect for migratio
Theoretical studies of the process of enhanced migratio
Al i atoms19 shows that the energy barrier for diffusion
lowered from 1.3 eV for the charge state Al1 to 0.5 eV for
Al2. Therefore, electron injection leads to recharging of
Al i centers and a substantial enhancement of the proce
migration. Of course, the given mechanism is inapplicable
our case. Further studies will be directed at a more car
examination of the AA16 defect and the process of diffus
enhancement with hydrogen participation.

Let us discuss a possible model for the AA15 cent
The familiar ESR centers G19 and G20, identified
Al i – Als pairs, have a significantly different degree of loca
ization of the wave function on the Ali and Als atoms. At an
aluminum atom located at aTd interstice, the localization o
the wave function is;38%, whereas at a lattice-site alum
num atom the degree of localization of the wave function
;3 – 4%. Thus, at G19 and G20 centers substantially dif
ent positions of the Al atoms entrained in the Al–Al pair a
clearly manifested. In the case of the AA15 center the
atoms are almost equivalent and have the same symmet
the hyperfine interaction (C1h). It can be assumed that th
aluminum atoms are found at positions that are equivalen
the undamaged lattice, and the lowering of the symme
from C2v to C1h is due either to the Jahn–Teller effect or
the presence of some additional defect located on the pe
ery of the structure of the AA15 center.~Although hyperfine
splitting from hydrogen was not observed in the AA15 sp
trum, we cannot completely rule out the participation of t
hydrogen atom in the structure of this defect.! In addition,
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the two Al atoms should lie symmetrically about theC1h

$011% plane. Therefore, the possible interstitial variants of
model of the AA15 complex are restricted to centers base
two types of split interstices:̂011& and ^001&, whose sym-
metry is lowered toC1h by the additional perturbation.

In the case of â001&-split interstice it may be expecte
that the paramagnetic electron will be localized mainly
the 3p orbital. This follows from a comparison with the Ci

~Si–G12!, Cs– Sii – Cs ~Si–G11!, and Ci – Oi ~Si–G15!
centers,20–22in which the paramagnetic electron is situated
a molecular orbital,;95% of which comes from the 2p
orbital of the carbon atom. Therefore, the model of a^001&-
split interstice is in poor agreement with the HFI data for t
AA15 center. In contrast, in the case of the^011&-split inter-
stice model~Fig. 6! it is easy to construct a molecular orbit
from a mixture of the 3s and 3pz orbitals of the aluminum
atom. Here thes andpx orbitals form the Al–Al bond, thepx

and py orbitals form the bonds with the neighboring silico
atoms, and the E orbital, formed from thepz ands states, is
occupied by the paramagnetic electron. Therefore, the hy
fine interaction in the direction perpendicular to the symm
try plane of the defect is maximum, in agreement with e
periment. Figure 6 shows one possible model of the AA
center, whose structure contains one pair of Al atoms. T
symmetry (C2v) of such a center can be lowered toC1h by
the presence of a hydrogen atom on the periphery of
defect or by the Jahn–Teller distortion~if hydrogen is not
entrained in the structure of the defect!. Note that the sym-
metry of the hyperfine interaction with two almost equivale
aluminum atoms observed for the AA15 center can also
obtained in the model of a complex, whose nucleus is
vacancy with two lattice-site aluminum atoms or a pair of
atoms in aTd interstice. The symmetry of such complex
(C2v) can be lowered toC1h by an additional perturbation
However, the formation of such a complex requires the
teraction of more than one radiation defect with each oth
which renders its formation improbable. Further studies
required to establish the exact structure of the AA15 cen

Note that theoretical calculations23 give similar values of
the defect energy in the case of trigonal1,2 Al i – Als pairs and

FIG. 6. Tentative model of an AA15 center–^011&-split interstitial.
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orthorhombic pairs which are not observed experimenta
On the other hand, two types of trigonal pairs are observ
namely, G19 and G20. These results may be evidenc
peculiarities of the electronic structure of defects in wh
aluminum atoms participate and of the presence of sev
energy minima of similar depth in the configuration diagra
which accounts for the variety of observed structures
Al–Al impurity pairs.

CONCLUSIONS

The phenomenon of low-temperature hydroge
enhanced diffusion of Al impurity atoms has been observ
Such diffusion is evidenced by the formation of Al–Al im
purity pairs in hydrogen-doped silicon, into which radiatio
defects have been introduced at;80 K. The formation of
Al–Al pairs takes place at low temperatures (,200 K) and
does not depend on the means of introducing hydrogen
the samples, whether it is ion doping or high-temperatu
(;1200 °C) annealing in water vapor. Presumably, mig
tion of aluminum impurity atoms takes place in the form o
the (Al–H)i complex ~ESR spectrum AA16!. For the ESR
center AA15 the best agreement with experiment is achie
for the model of thê110&-split interstice (Al–Al)i .
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Thermal expansion and characteristic features of the strength of interatomic bonds
in melts of III–V compounds „AlSb, GaSb, InSb, GaAs, InAs …

V. M. Glazov and O. D. Shchelikov
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The temperature dependence of the specific volume of melts of III–V compounds has been
studied thermometrically and with penetratingg radiation. The thermal expansion of these melts
has been estimated at various temperatures. Based on the similarity of the structure of the
melts and the elastic continuum, the characteristic Debye temperatures and rms dynamic
displacements of the atoms in the close-range-order structure of these melts have been
calculated from the estimated thermal expansion. A considerable change in the indicated
characteristics is observed at the transition from the solid state to the liquid state, indicating
significant changes in the vibrational spectrum of III–V compounds upon melting. The
thermal expansion of the melts is observed to increase upon heating, indicating a further loss of
strength of the interatomic bonds in the melts with growth of temperature. ©1998
American Institute of Physics.@S1063-7826~98!00504-3#
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The electrical and magnetic properties indicate that
melting of III–V semiconductor compounds is accompan
by an abrupt increase in the charge-carrier concentration
a result, the electrical conductivity reaches a value tha
typical of molten metals and according to Regel’s classifi
tion, III–V compounds melt according to the typ
semiconductor–metal.1–4

The high-temperature properties of III–V compoun
have not been studied in adequate detail. At the same t
the results of such studies are of interest in connection w
the development of technology and instrumentation for
taining samples of compounds in the form of single cryst
and epitaxial structures.

Specifically, the results of studies of the bulk propert
and thermal expansion can be used in thermal-physical
culations of the design characteristic of reactors in view
the anomalous~of water type! bulk changes of III–V com-
pounds upon their transition from the liquid state to the so
state.5

The density of III–V compounds in a wide temperatu
range, including the liquid phase, have been stud
extensively.1–5 However, the high-temperature region, esp
cially that for gallium and indium arsenides, received ina
equate attention. To obtain a deeper understanding of
physical-chemical nature of melts of these compounds, a
tailed study was undertaken of the temperature depend
of the specific volume of their melts with subsequent cal
lation of such characteristics of the strength of the int
atomic bond as the thermal expansion coefficient, the c
acteristic Debye temperature, and the rms dyna
displacements of atoms from their equilibrium positions.

To solve this problem, we synthesized the compou
InSb, GaSb, AlSb, InAs, and GaAs. In our experiments
used macrocrystalline~GaAs, InAs! or single-crystal~InSb,
GaSb, AlSb! samples of these compounds.
3821063-7826/98/32(4)/3/$15.00
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The density of the melts~with the exception of GaAs!
was determined thermometrically, by tracking the level
the melt in a calibrated, specially shaped quartz cell. In
case of AlSb the cell was coated on the inside by a mir
layer of pyrocarbon. The density of GaAs was determined
penetrationg radiation. The design of the devices and t
technique of the experiments are described in more deta
Refs. 4 and 6.

Figure 1 plots the temperature dependence of the spe
volume (Vsp) for the investigated compounds.

The measurement results were reduced by the le
squares method, which made it possible to represent the
the form of first-degree interpolation formulas characteriz
the temperature dependence of the density over the inv
gated temperature interval

1

Vsp
5d5A1B~T2Tm!. ~1!

HereTm is the melting temperature. Table I lists the valu
of the coefficientsA andB in equations such as~1! for all the
investigated III–V compounds.

On the basis of the obtained results we calculated
thermal expansion coefficients from the equation

a5
1

3Vsp
S ]Vsp

]T D
P

. ~2!

The temperature dependence of the thermal expansio
melts of the investigated compounds is plotted in Fig. 2.

From the thermal expansion data we calculated the c
acteristic Debye temperatures, using for this purpose a r
tion obtained by Sirota,7 which combines the Lindeman–
Borellius and Gru¨neisen equations:

u519.37~ĀVM
2/3a!21/2. ~3!
© 1998 American Institute of Physics



m
-
n
m
m
a

h
m

ns
e–

en

ion
es

ents

ys ys:

383Semiconductors 32 (4), April 1998 V. M. Glazov and O. D. Shchelikov
Here Ā is the rms atomic weight, andVM is the molecular
volume.

It should be noted that the calculation of the Debye te
peratures using Eq.~3!, according to Refs. 8 and 9, is com
pletely applicable to melts since the Lindeman–Borellius a
Grüneisen relations, like the concept of a characteristic te
perature, were derived for an elastic isotropic continuu
which has much more in common with a liquid than with
crystal even with cubic structure. Knowing the values of t
Debye temperatures allowed us to calculate the rms dyna

FIG. 1. Temperature dependence of the specific volume of III–V allo
a—AlSb, GaSb, and InSb; b—GaAs and InAs.

TABLE I. Values of the coefficients in equations of type~1! for the tem-
perature dependence of the density of alloys of III–V compounds.

Compound A6DA 2(B6DB)3103

InSb 6.46660.0212 0.67560.128
InAs 5.88060.024 1.15560.251
GaSb 6.03360.016 0.58260.082
GaAs 5.7160.0016 1.0660.039
AlSb 4.75 60.081 2.2760.643
-

d
-
,

e
ic

displacements of the atoms from their equilibrium positio
in the melt. For these calculations we used the Deby
Waller relation

ū254.3310214FD~u/T!

u/T
1

1

4G Y Ā•u, ~4!

whereD(u/T) is the Debye function, whose values are giv
in Ref. 10.

It should be noted that in a rigorous approach express
~4! can be used for comparatively low temperatur
(T,u/8). For higher temperatures (T.1.6u) the
expression10

ū251.52310220
•T~V1/3E!21 ~5!

is recommended to calculate the rms dynamic displacem
of the atoms from their equilibrium positions. HereV is the
molar ~atomic! volume, andE is the elasticity modulus,
whose determination for a melt is problematic.

At the same time, it is well known10 that Young’s modu-
lus is related to the Debye temperature by the relation

:FIG. 2. Temperature dependence of the thermal expansion of III–V allo
a—AlSb, GaSb, and InSb; b—GaAs and InAs.
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u5
1.683103

•
AE

Ā1/3d1/6
, ~6!

where Ā is the rms atomic weight, andd is the density.
Determining the value of Young’s modulus from express
~6! and substituting it in Eq.~5! gives

ū25
4.29310214T

Āu2
. ~7!

Note that Eqs.~4! and ~7! yield the rms valueAū2;
obviously it should be different for the subsystemsA andB.
However, noting the small differences in the atomic mas
of the atoms in the investigated compounds, we ignore p

sible differences in the values ofAū2.
We also estimated the values of the quantitym̄u2, which

characterizes the energetics of the close-range-order stru
of the corresponding melts.

Results of our calculations using Eqs.~2!–~7! at the
melting temperature of the corresponding III–V compoun

are presented in Table II. Note that the calculations ofAū2

using Eqs.~4! and ~7! give practically identical results.
Comparison of these data with the corresponding qu

tities for the crystalline III–V compounds at room temper
ture shows that the thermal expansion in the liquid phas
significantly greater and the Debye temperature is sign
cantly smaller than in the solid phase. The rms dynamic
placements of the atoms from their equilibrium positions

TABLE II. Values of the thermal expansion coefficients, Debye tempe
tures, and rms dynamic displacements of atoms from their equilibrium
sitions in alloys of III–V compounds.

Compound
aL3104,

K21
uL ,
K

as•106,
K21

us ,
K

Aū2,
Å

m̄u2
•1018,

r•K2

InSb 0.348 115 5.9 250 0.471 2.57
InAs 0.650 96 5.2 322 0.765 1.430
GaSb 0.320 135 2.4 274 0.484 2.90
GaAs 0.620 124 5.6 476 0.764 1.84
AlSb 1.59 62 4.9 341 1.319 0.484
s
s-

ure

s

n-
-
is
-

s-

the melts also grow considerably. All these facts indicat
substantial weakening of the cohesive forces between
particles upon transition of the considered materials from
solid state to the liquid state. The thermal expansion
creases considerably with increasing temperature~Fig. 2!.
This indicates a further decrease in the strength of the in
atomic bonds in the melts of these compounds upon hea

The substantial differences in the characteristics of
strength of the interatomic bond in the solid and liqu
phases indicate that melting produces very serious cha
in the nature of the vibrational spectrum of the atoms of
considered materials.

In summary, our studies of thermal expansion of me
of III–V compounds have allowed us to estimate the char
teristics of the strength of the interatomic bond and to obt
values of the average Debye temperatures, the therma
pansion, and the rms dynamic displacements of the at
from their equilibrium positions in the close-range-ord
structure. These results, especially when compared with
corresponding values for the crystalline materials at low te
peratures, shed some light on the physical nature of
changes taking place during the crystal–melt phase tra
tion.
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Optical absorption and photosensitivity of CuIn xGa12xSe2 thin film structures
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Thin polycrystalline films of CuInxGa12xSe2 (0<x<1) were fabricated by pulsed laser
evaporation. Results of measurements of the optical properties, photocurrent polarization
indicatrices, and spectral dependence of the photoconversion quantum yield of
In–p-CuInxGa12xSe2 structures are discussed. A window effect in the photosensitivity has been
observed, and it is concluded that it is possible to use CuInxGa12xSe2 thin films as
photoconverters of solar radiation. ©1998 American Institute of Physics.
@S1063-7826~98!00604-8#
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Ternary chalcogenide compounds and solid soluti
based on them are finding ever wider use in the construc
of high-efficiency solar photoconverters.1–4 On the basis of
such compounds it has been possible to fabricate such s
tures with efficiencies as high as 17%~Ref. 4!, and further
progress in this area lies on the path of expanding studie
the fundamental properties of these materials closely lin
with variations in the conditions of their fabrication. We r
port here the results of such a study of thin films in t
system CuInxGa12xSe2, which by way of controlling its
atomic composition offers the possibility of a smooth ‘‘fit
of its parameters to the requirements of specific applicatio

Polycrystalline films of this system were fabricated
pulsed laser sputtering of a target consisting of a sing
phase material with the required ratio of indium and galliu
concentrations. The films were deposited on a heated g
substrate, whose temperature could be varied within
range5 300–500 °C.

Let us examine the results of studies of the optical pr
erties of films of several compositions. The films had an a
of 133 cm2 and possessed good adhesion to the glass
face.

1. Studies of the optical transmittanceT and reflectance
R were carried out in natural and linearly polarized radiatio

Figure 1 shows typical spectral curves of the opti
transmittance of films of several compositions; their para
eters are given in Table I. For films with thicknesses in
ranged.1 mm a rather high transmittanceT.30– 50% in
the transparency region is typical. Variations in the value
T for fixed values ofx in the range 25–30% is common fo
these films and does not have a direct link with the tempe
ture of the deposition processTS ~see Table I!. Most likely,
3851063-7826/98/32(4)/4/$15.00
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these variations are due to variations in the optical qua
and homogeneity of the films. For higher-quality film
R.30% for all values ofx from 0 to 1. Therefore, we took
this value as our basis in the analysis of the absorption d
as it turned out to be close to the known value ofR for bulk
crystals of similar atomic composition.1

As can be seen from Fig. 1, in the spectral range sho
there is no clear manifestation of interference in the curv
while at photon energies\v.1 eV in the films withx51
and 0.8, and also for\v.1.25 eV for films withx50.6 a
sudden exponential decrease ofT appears. This decrease
probably due to the appearance of interband optical tra
tions. The shift of the exponential edgeT toward shorter
wavelengths as the composition is varied fromx51 and 0.8
to x50.6 can be attributed to an increase in the width of
band gap of the solid solutions.1,3 Comparison of the spectra
curves for the two films withx50.8 ~Fig. 1, curves2 and3!,
which were deposited on substrates with different tempe
tureTS allows us to conclude that the optical transmittance
sensitive to this parameter. On the basis of these spe
curves~T!, taking multiple reflection into account, we calcu
lated the optical absorption of CuInxGa12xSe2 films using
the standard formula6,7

a5
1

d
lnH ~12R!2

2T
1AF ~12R!2

2T G1R2J .

Spectral curves ofa for the investigated films are show
in Fig. 2. They are typical for bulk and film samples
ternary chalcogenides1,2 and are characteristic of semicon
ductors with direct optical transitions; they are straight lin
in the coordinates (a\v)22\v ~Fig. 3!. By extrapolating
© 1998 American Institute of Physics



e
e
n

th
e
s

th
s

io

lid-
nd
of

s
g

ion
ted
ion
on-
ys-

uld
ws

ces
fun-
the
ume
he
ion
of

in
res
mi-

the
o-

ral

f th

386 Semiconductors 32 (4), April 1998 Rud’ et al.
the quantity (a\v)2 to zero we determined the width of th
band gapE of the investigated films from the intercept on th
energy axis~see Table I!. These values are similar to know
values for films based on ternary chalcogenides,1,2 and the
observed overshoot of the known value of the width of
band gapEG51.03 eV for CuInSe2 reflects the dependenc
of this parameter on the temperature and other condition
deposition, established by many authors.1 This is probably
the reason why the width of the band gap was similar in
films with x51 and 0.8. Our main conclusion, which follow
from the data of Fig. 3, is that changes inx do not affect the
structure of the band spectrum and the interband transit

FIG. 1. Spectral dependence of the optical transmittance of thin films o
system CuInxGa12xSe2 at T5300 K in natural light ~1—sample 2,2—
sample 3,3—sample 4,4—sample 5!.

TABLE I. Optical properties of CuInxGa12xSe2 films.

Sample
No. x Ts , °C

dl ,
mm

T, %
(\v50.8 eV)

EG , eV
(a\v)2→0

2 1 380 1.3 49 1.14
3 0.8 380 1.2 37 1.09
4 0.8 490 1.2 27 1.10
5 0.6 490 1.4 49 1.36
e

of

e

ns

remain direct, whereas the width of the band gap in the so
solution films depends on the conditions of deposition a
grows asx is lowered below 0.8. The observed decrease
EG for the films withx50.8 relative to the films withx51
~see Fig. 3 and Table I! may also be evidence of fluctuation
in the atomic composition of the film relative to the startin
bulk material.

Since reports of achieving a high degree of texturizat
can be found in a number of works on laser-deposi
films,8,9 we made an effort to observe the optical absorpt
anisotropy commonly encountered in chalcopyrite semic
ductors. If the films are textured in such a way that the cr
tals in the film are oriented preferentially in the~112! crys-
tallographic plane, then on the basis of Ref. 10 one sho
expect anisotropy in their edge absorption. Figure 4 sho
typical polarization indicatricesT for one of the investigated
films for four values of the photon energy. Such dependen
are observed in the transparency region and deep in the
damental absorption region and are characteristic of all
examined compositions. From these results we may ass
that texturing is not manifested in our films, and that t
absence of a polarization effect on the optical absorpt
may be a consequence of the polycrystalline structure
CuInxGa12xSe2 thin films obtained by laser evaporation.

2. In addition to the optical absorption of these th
films, we also examined the photosensitivity of structu
based on them. With this goal in mind, we deposited se
transparent layers of indium (.1 mm) through a template. A
diagram of the structures obtained in this way is shown in
inset in Fig. 5. To make it possible to determine the hom
geneity of the photosensitivity, we created seve

e

FIG. 2. Spectral dependence of the optical absorption of CuInxGa12xSe2 at
T5300 K ~notation the same as in Fig. 1!.
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In/CuInxGa12xSe2 structures on the film each having an ar
of 232 mm.

The structures were illuminated both with natural a
with linearly polarized light normal to their photodetect
plane from the side with the indium layer. The photosen
tivity was measured in the short-circuit photocurrent (i ) re-
gime, where the photoresponse is proportional to the
density of the incident light. The photocurrent spectra w
scaled to the number of incident photons and are there
equal to the relative quantum efficiency of photoconvers
h. For the better structures the maximum absolute photo
sitivity reached 3 mA/W atT5300 K and mainly for the
films with x50.6.

Typical spectral curves ofh are shown in Fig. 5 and
their main features can be described as follows.

The long-wavelength edge of the photosensitivity for t
fabricated surface-barrier structures is exponential and
formed in the interband absorption region of the film ma
rial. Its slopes5d(ln h)/d(\v) turns out to be quite high
reaching 25– 60 eV21, and reflects the direct nature of th
interband optical transitions. Spectral curves ofh for struc-

FIG. 3. Spectral dependence of (a\v)2 for films of the system
CuInxGa12xSe2 at T5300 K ~x: 1—1, 2,3—0.8,4—0.6.TS , °C: 1,2—380,
3,4—490!.
i-

x
e
re
n
n-

is
-

FIG. 5. Spectral dependence of the relative quantum yieldh of
In/p-CuInxGa12xSe2 surface-barrier structures in natural light atT
5300 K. 1,2—structures on different segments of film 2 (x51); 3—
structure on film 4 (x50.8); 5,6—structures on different segments of film
(x50.6). Ts , °C: 1–3—380,4–6—490. Inset: diagram of illumination and
design of structures:1—substrate,2—film, 3—energy barrier,4—movable
diaphragm.

FIG. 4. Polarization indicatrices of the optical transmittance of t
CuIn0.6Ga0.4Se2 film ~1–3! and short-circuit photocurrent~4! of the structure
In/p-CuIn0.6Ga0.4Se2 at T5300 K for illumination by linearly polarized
light. ~Sample 5.\v, eV: 1—0.7, 2—1.2, 3,4—1.4. Illumination of the
structure In/CuIn0.6Ga0.4Se2 from the side of the barrier contact along th
normal to the photodetector plane.!
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tures fabricated on different segments of the CuInxGa12xSe2

films usually reveal some differences in their spectral sh
~Fig. 5, curves1 and2 and also curves5 and6!, although the
energy position of their features are usually well reproduc
From a comparison of the spectral curves ofh for films
deposited at different substrate temperaturesTS ~Fig. 5,
curves3 and4! it is possible to conclude that the observ
differences are not large and of the same order as those
countered in scanning different segments of the film. On
whole, the obtained spectra seem to indicate that the ph
sensitivity of the surface-barrier structures is determined
the energy spectrum of CuInxGa12xSe2. The absence of a
short-wavelength falloff in the spectral curves of all t
In/CuInxGa12xSe2 structures~Fig. 5, curves2–6! indicates
that laser-pulsed deposition yields solid-solution films of
given system of adequately high quality.

The photosensitivity of the surface-barrier structures
in complete agreement with the optical transmittance po
ization data and is also isotropic. The polarization indica
ces of the photocurrenti w of such structures for normally
incident, linearly polarized light~Fig. 4, curve4! are straight
lines. The established insensitivity of the photocurrent to
orientation of the polarization plane, defined by the a
muthal anglew, accords with the above-stated conclusion
the absence of texture in the laser-deposited films.

In summary, the method of pulsed-laser depositio5

allows one to obtain homogeneous polycrystalli
e

d.

n-
e
to-
y

e

s
r-
-

e
-
f

CuInxGa12xSe2 films which can be used to build high
efficient solar photoconverters, where the photoactive
sorption region can be controlled by the atomic composit
of the film.

This work was supported by INTAS~Grant No. 94-
3998!.
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The photoconductivity and photoelectromagnetic effect was measured under conditions of
uniaxial elastic deformation inn-type CdxHg12xTe crystals. The increase in the current-carrier
lifetime in the low-temperature range (T,40250 K! is shown to be due to trapping of
minority current carriers~holes! in shallow acceptor-type attachment levels rather than interband
Auger recombination. ©1998 American Institute of Physics.@S1063-7826~98!00704-2#
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Recombination mechanisms in the narrow-gap semic
ductors CdxHg12xTe (x50.220.3) — materials of infrared
~IR! photoelectronics for the range 3–5 and 10–12mm —
have now been well studied~see, for example, the review
article1!. Specifically, this refers ton-type material and the
conventional working temperature range of photodetec
~77–300 K!. The results are not so clear for low temperatu
~4.2–50 K!. In particular, there exist different points of vie
concerning the reasons for the rapid increase of the curr
carrier lifetime t with decreasing temperatureT,40 K in
n-type crystals. The increase int can be explained~just as in
the intrinsic conductivity region! by predomination by inter-
band Auger recombination.2,3 This stems from the fact tha
tA(T) contains an exponential factor exp((b/11b)
• («g /kT)), which ensures that the laws of conservation
energy and momentum are satisfied in recombination tra
tions. Hereb5mv /mc is the ratio of the effective masses
heavy holes and conduction-band electrons.

On the other hand, trapping of minority current carrie
~holes! in shallow acceptor-type attachment levels can a
lead to rapid growth oft.4

Simultaneous measurement of the photoconducti
~PC! and photomagnetic effect~PME! in the same sample
could be helpful for determining the recombination mech
nism in the case described. Indeed, inn-type materialtPM is
close to the lifetime of minority current carriers~holes!,
while t obtained from measurements of the PC (tPC) corre-
sponds to the electron lifetime. The large difference betw
the values oftPC and tPM (tPM,tPC always being satis-
fied! rules out interband Auger recombination as the m
mechanism of relaxation of the nonequilibrium current c
rier density. However, the fact that the values oftPM and
tPC are not the same is still not an indication of the existen
of attachment of minority carriers, since the relati
tPM,tPC can also be explained by the fact that the elect
and hole trapping cross sections of a deep recombina
level are different in the Shockley–Read model.

To obtain an unequivocal result it may be helpful in th
situation to apply to the crystal a mechanical uniaxial stre
This suggestion is based on the selective character of
effect of a directed elastic deformation on the electro
states in the conduction band and donor levels, on the
3891063-7826/98/32(4)/3/$15.00
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hand, and the valence band and acceptor levels, assoc
with it, on the other, in crystals with cubic symmetry. In
deed, a uniaxial stress has virtually no effect on the cond
tion band, if the small anisotropy introduced is neglect
Donors associated with the conduction band are likewise
tually unaffected by deformation. The situation is complete
different in the case of the valence band, which in the
sence of deformation is degenerate at the pointk50 — the
point of tangency of the heavy- and light-hole bands.
uniaxial stress lifts the degeneracy of the valence band
lowering the symmetry of the crystal. As a result, a fourfo
degenerate valence band, which takes into account the
splits into two subbands with anisotropic hole effecti
masses.5 The magnitude of the splitting between the bands
the pointk50 is

«p5
1

4
ubu~s112s12!•x for deformation direction

xi @100#,

«p5
1

8A3
udus44x for deformation direction

x@111#.

Hereb andd are constants in the deformation potential,si j

are the components of the elastic compliance tensor, andx is
the magnitude of the uniaxial stress.

For weak deformations, whenEP,EA , a fourfold de-
generate acceptor level likewise splits into two levels, a
the magnitude of the splittingEA is of the order of the split-
ting of the valence band. In ordinary semiconductors,
example, Ge and Si, because of the small ratiomh /ml of the
heavy- and light-hole effective masses, a uniaxial deform
tion has only a very small effect on the parameters of
valence band and acceptor levels. For CdxHg12xTe
(x50.20) mh /ml.50. For this reason, the splitting of th
subbands, the change in the hole effective masses in
bands, and the change in the depth of the acceptors for
same values of the deformation are much stronger.6 Indeed,
even forx51 kbar the splitting of the bands isEP512 meV
for deformation along direction@100#. This is greater than
the depth of the shallow acceptors in the initial crystal.
this case, at low temperatures the carriers occupy only
© 1998 American Institute of Physics
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upper subband of the split valence subbands, while
ground state of the acceptor is formed by the energy state
the top of this band. The energy of the acceptor can
sought as the energy of a Coulomb center in a simple an
tropic band with effective masses

mi5~g112ḡ !m0 and m'5~g12ḡ !m0 .

Here g1 , ḡ5g25g3 are the Luttinger parameters
The heavy-hole mass in the initial crystal
mh5(g122ḡ)21m0. Since the average effective mass of t
upper subband of the split subbands is much less thanmh in
the initial crystal, this increases the Bohr radiusa of the
acceptor center and decreases the ionization energy o
center. For zero deformationa05\(2mh•«A)21/2. In the
limit of infinite deformationa`5\@(2m'

2 mi)
1/3
•«A#21/2.

If the acceptor denstiy in CdxHg12xTe is sufficiently
high (NA.1015 cm23), then uniaxial compression;4 kbar
can induce a Mott transition~provided thatNa

350.02!.6 At
the same time the ground state energy of the acceptor
ishes. For us it is important that a uniaxial stress results
rapid decrease in the ionization energy of the acceptor. A
result, the acceptor level is no longer an effective hole tr
ping center, since the thermal exchange of carriers betw
the level and the valence band accelerates sharply. It
shown earlier that application of a uniaxial stress is a con
nient method for distinguishing interband recombinati
mechanisms — radiative and Auger.7 As a result of a de-
crease in the hole effective mass in the upper subband
Auger recombination rate decreases, while the radiative r
conversely, increases. As one can see from the estimates
sented above, a uniaxial stress can reveal trapping cente
minority current carriers — holes inn-CdHgTe, and in the
limit it can eliminate the trapping mechanism itself.

Experimental measurements of the PC and PME i
stationary regime under conditions of uniaxial elastic def
mation were performed on a number ofn-type samples. The
experimental procedures for performing the measurem
and preparing the samples are described in Ref. 8.

A characteristic feature of the experimental samples w
the rapid growth of tPC in the temperature rang
T,30240 K. The complete temperature dependence oftPC

was obtained forn-CdxHg12xTe samples in the range 10
300 K ~Fig. 1!. The temperature dependences of the PM
were also recorded for some samples. As one can see
the figure, the increase in the PC and the simultaneous
crease of the PME at low temperatures can reliably attes
an impurity and not an interband character of recombina
in the indicated temperature range.

Figures 2 and 3 show the deformation dependence
the PC and PME at different temperatures. A LG-126 la
~l50.63, 1.15, and 3.39mm! was used as the radiatio
source. Qualitatively similar dependences are observed
all experimental n-CdxHg12xTe samples at least a
T510230 K: As voltage increases, the PC signal decrea
and the PME increases. Changing the wavelength of the
citing radiation does not change the form of these dep
dences. In our view, the deformation dependences prese
attest unequivocally to the presence of trapping of mino
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current carriers~holes! in n-type crystals at low tempera
tures. The residence time of minority carriers in an atta
ment level starts to decrease as the elastic stress incre
This is due to the decrease in the depthEA of the correspond-
ing acceptor.

In summary, the trapping of holes on shallow accepto
rather than Auger recombination, leads to the obser
growth of t with decreasing temperature in the rangeT
,30240 K. On the basis of the temperature dependence
the PC in the indicated range, the ionization energy of th
acceptors in the initial state for the experimental samples

FIG. 1. Temperature dependences of the lifetimet determined from PC~1!
and PME~2! for a n-CdxHg12xTe sample.

FIG. 2. Deformation dependencest(P)/t0 for n-CdxHg12xTe samples de-
termined from PME~1, 2! and PC~3, 4!. T515 K. x i @100#. 1, 4 —
x50.220, n53.1631014 cm23, mn51.133105 cm2/~V•s!, 2, 3 — same
sample as in Fig. 1.
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in the range 7–10 meV, while the acceptor densityNA is
less than 1015 cm23.

It is interesting that as the temperature increases
T.100 K, the sign of the changes in the PC and PME w

FIG. 3. t(P)/t0 versus the applied compression for an-CdxHg12xTe
sample.T5100 K. x i @100#. 1 — Determined from the PME,2 — PC.
x50.220,n53.1631014 cm23, mn51.133105 cm2/~V•s!.
to
h

deformation becomes the same, as expected. Indeed, in
temperature range the lifetime of the current carriers is
termined by interband impact recombination~Auger recom-
bination!, andtPC.tPM . In this case,t increases becaus
the hole effective mass in the upper band of the split vale
bands decreases. As a result, the thresholds for Auger
cesses increase.
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Short-wavelength photoluminescence of SiO 2 layers implanted with high doses of Si 1,
Ge1, and Ar 1 ions
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The short-wavelength~400–700 nm! photoluminescence~PL! spectra of SiO2 layers implanted
with Si1, Ge1, and Ar1 ions in the dose range 3.23101621.231017 cm22 are compared.
After Ar1 implantation an extremely weak luminescence, which vanishes completely after
annealing for 30 min at 400 °C or 20 ms at 1050 °C, was observed. After implantation of
group-IV elements the luminescence intensities were 1 to 2 orders of magnitude higher, and the
luminescence remained not only with annealings but it could also increase. The dose and
heating dependences of the luminescence show that it is due to the formation of impurity clusters
and this process is more likely to be of a percolation than a diffusion character. For both
group-IV impurities an intense blue band and a weaker band in the orange part of the spectrum
were observed immediately after implantation. The ratio of the excitation and emission
energies of the blue luminescence is characteristic of oxygen vacancies in SiO2; its properties are
determined by the direct interaction of group-IV atoms. On this basis it is believed that the
centers of blue PL are chains of Si~or Ge! atoms embedded in SiO2. The orange luminescence
remained after annealings only in the case of Si1 implantation. This is attributed directly
to the nonphase precipitates of Si in the form of strongly developed nanometer-size clusters.
© 1998 American Institute of Physics.@S1063-7826~98!00804-7#
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1. INTRODUCTION

The recently discovered capability of structures based
porous Si to give strong visible-range emission has attra
extraordinary attention because of its great scientific
practical value. Different methods of constructing ligh
emitting nanostructures of indirect-gap Si and Ge, which d
fer advantageously from procedures used to fabricate po
Si by the absence of ‘‘wet’’ processes and by their comp
ibility with modern semiconductor technology, have recen
been developed and are now being successfully refined1–10

Ordinarily, they are based on the decomposition of solid
lutions of Si and Ge in SiO2. At the same time, the physica
nature of the sources of visible-range luminescence is
not entirely clear and continues to be a subject of debate6–13

Quantum-well Si and Ge crystals, defects in the surround
matrix, interfacial states, and foreign compounds have b
named as sources.

Two types of radiation sources can now be quite d
nitely distinguished. The sources of the first type emit p
dominantly in the long-wavelength part of the spectru
~l.700 nm!, they are formed after high-temperatu
(T.900 °C! annealings, and they have relaxation times up
1023 s. Their luminescence is similar to the red radiation
3921063-7826/98/32(4)/5/$15.00
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porous Si and is most likely due to size quantization in
nanocrystals formed after annealing. Sources of the sec
type emit shorter-wavelength light (l,700 nm! of lower
intensity, their formation does not require annealing, and
relaxation times lie in the submicrosecond range. The na
of centers of this radiation is less certain, since it is obser
in SiO2

14,15 and after bombardment of SiO2 with inert-gas
atoms andg-rays,9,16 and as a result of introducing excess
or Ge into the oxide.8,10,17 Depending on temperature an
duration of the annealings, it can both intensify a
weaken.6–8,12,18,19

The difficulties in identifying the sources of shor
wavelength radiation largely stem from the fact that th
nature is most often judged according to the appearanc
luminescence bands, without regard for the intensity and
citation conditions of the bands. It is virtually impossible
compare data from different studies, since the emission s
tra are recorded under different conditions, while the inte
sities are given in relative units. To obtain more comple
and objective information about the short-wavelength lum
nescence from implanted SiO2 layers we bombarded thes
layers by Si1, Ge1, and Ar1 ions under comparable cond
tions and then subjected them to identical heat treatm
© 1998 American Institute of Physics
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while the spectra were recorded on the same apparatus i
entire range of interest at a fixed excitation level.

2. PROCEDURE

Si1, Ge1, and Ar1 ions were implanted in 500-nm-thic
SiO2 layers grown thermally on Si~100!. Implantation was
performed with two energies in order to produce a reg
with a relatively uniform impurity distribution at the cente
of the SiO2 layer. The energies were chosen on the ba
of range calculations: 200 and 100 keV for Si1, 250 and
170 keV for Ar1, and 350 and 200 keV for Ge1. The doses
at the high and low energies were in the ratio 1:0.6. The t
Si1 and Ge1 doses varied from 3.231016 cm22 up to
1.231017 cm22, ensuring approximately the same volum
densities for both elements. The total Ar1 dose was taken to
be 4.531016 cm22 in order that the number of atomic dis
placements produced in SiO2 would be comparable to th
effect of Si1 and Ge1 ions. Implantations were
performed at low temperatures~from 2150 °C to2100 °C!,
with the exception of the cases mentioned. The respons
the irradiated samples to heating was studied eit
by 30-min anneals in a furnace at 400 °C or by exposing
samples to short heat pulses of 900 and 1050 °C for 20
The photoluminescence~PL! spectra were recorded on
Spex Fluoromax apparatus in the wavelength ra
400–700 nm at 20 °C. The source of exciting radiation w
an ultraviolet lamp, whose required line was filtered o
with a monochromator. A photomultiplier was use
as a detector. The fact that the spectra were recorded u
identical conditions makes it possible to compa
quantitatively the PL intensities in Figs. 1–4, where t

FIG. 1. Photoluminescence spectra of the initial SiO2 layers~1! and of the
same layers after Ar1 ~2!, Si1 ~3!, and Ge1 ~4! implantation. Total doses
1016 cm22: 2 — 4.5, 3 — 4.8, 4 — 6.6.
the
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scales are graduated in the same units, and 250 nm radi
is used for excitation.

3. RESULTS

Figure 1 shows on a logarithmic scale the PL spec
before and after implantation of Si1, Ge1, and Ar1 doses in
SiO2, which are comparable with respect to the doping le
and defect formation. One should note first and foremost
there is a large difference in the PL intensities between
results of implantation of Si1 and Ge1, on the one hand, and
Ar1, on the other. For example, the peak in the blue ba
after Ge1 implantation is 100 times higher than after Ar1

implantation. In general, implantation of 4.531016 cm22

Ar1 ions gives a very small increase in PL; in addition, t
bands near 460 and 650 nm, which are present in the gr
SiO2 layers initially, grow~Fig. 1, curves1 and2!. Second,
there is an appreciable difference between the results of G1

and Si1 implantation. In the first case a very bright band
420 nm dominates. The other band~580 nm! is almost three
times weaker than the first band. Such a strong dominatio
one band does not occur after implantation of Si1. Lumines-
cence with approximately an order of magnitude higher
tensity than after implantation of Ar1 is observed in the en
tire visible region. It clearly consists of several lines, t
strongest of which lies near 480 nm. We underscore that
differences between Si1, Ge1, and Ar1 are observed afte
low-temperature implantation and without heating t
samples above 20 °C.

The Si1 dose dependence of PL is shown in Fig. 2. T
luminescence is observed for doses above 1016 cm22, and
additional annealing is not required for it to appear. Aft
total doses of 4.831016 cm22 and 6.731016 cm22 the lumi-
nescence spectrum is broadened over the entire experim

FIG. 2. Si1 dose dependence of the photoluminescence spectra. Total d
1016 cm22: 1 — 4.8, 2 — 6.7, 3 — 12.
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range. When the dose is increased to 1.231017 cm22, band
near 450 nm and the weaker orange band acquire a
nounced intensity.

A similar transformation of the PL spectrum also occu
if instead of increasing the Si1 dose, annealing for 30 min a
400 °C is performed~Fig. 3, curves1 and2!. A narrow in-
tense peak of blue PL and a weaker and broadened or
band appear. With further annealing, the ratio of the inten
ties between the blue and orange PL starts to change in f
of the orange PL and both bands shift in the direction
short wavelengths. One can also see from Fig. 3 that a sim
transition from low-temperature to room-temperature i
plantation intensifies the blue emission without any ad
tional heat treatments.

The transformation of the spectra accompanying ann
ings after Ge1 implantation is shown in Fig. 4. The intens
blue band seen immediately after implantation is intensifi
even more by annealings. The second band, however,
creases rapidly with heating and vanishes completely a
annealing for 20 ms at 1050 °C. The PL centers introdu
by Ar1 ions also vanish completely with annealings
400 °C for 30 min and at 1050 °C for 20 ms. The Ar1 data
are not shown in the annealing plots~Figs. 3 and 4! because
of the initial weakness of the signal~Fig. 1!.

In addition to the PL spectra, we also investigated the
excitation spectra. Figure 5 shows such spectra for the
emission lines after Si1 and Ge1 implantation. In both case
the processes develop similarly. Before annealings the e
sion intensities start to increase rapidly when the wavelen
of the exciting line becomes shorter — 230 nm. The beh
ior of these curves was virtually independent of the type

FIG. 3. Effect of annealings and implantation temperature on photolumi
cence with implantation of 4.831016 cm22 Si1. ~1! — Immediately after
implantation. Annealings: 400 °C, 30 min~2!; 900 °C, 20 ms~3!; and
1050 °C, 20 ms~4!. Dashed line — implantation at 20 °C.
ro-
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ion implanted and was of an edge character. As the annea
temperature increases, sharp peaks appear instead of ‘‘e
excitation, and the spectrum depends on the impurity. For
this was a single band with a maximum at 240 nm and
least three bands could be distinguished after Si impla
tion: a dominant band withl>250 nm and two weake
bands near 215 and 280 nm.

4. DISCUSSION

Comparing the PL intensities of layers in SiO2 after im-
plantation of Si1, Ge1, and Ar1 ions shows unequivocally
that implantation of group-IV elements does not simply
duce to the formation of radiation damage. According to R
19, an increase of the density of PL centers introduced
SiO2 by bombardment with Ar1 ions is observed in the dos
range 101221014 cm22, after which the process saturate
The Ar1 doses which we investigated gave a fortyfold d
placement of the matrix atoms, but the increment to the
was nonetheless extremely small compared with the ef
produced by Si and Ge implantation. Moreover, the cen
introduced by inert-gas atoms are easily annealed, while a
implantation of group-IV impurity growth of the intensit
and transformation of the PL spectra are also possible w
heating~Figs. 1, 3, and 4!.

The dose dependence of the PL and the response o
emission to annealing make it possible to understand be
the mechanism leading to the appearance of centers. Ind
centers form at doses that give an impurity density grea
than 1021 cm23, which corresponds to an average interatom
distance of less than 1 nm. If the PL centers were individ
Si or Ge atoms, then emission would have grown gradu

s-FIG. 4. Effect of annealings on the photoluminescence of SiO2 layers after
implantation of 6.631016 cm22 Ge1. Dot-dashed curve — immediately
after implantation; dashed and solid curves — 900 and 1050 °C for 20
respectively.



h
rit
e

ca
S
th

n-
m
ss
ith
e
e
if
-

te

.
rte
b

he
s

t
ri-
ns
h

at-
. It

the
the
of

n

en

of

in-
h
Ge
e.
es-
Ge
i-
s

with

e
d

m

n of

Si.
ent
f
PL
um-
es-
ntly
om

nd-
e.
d in
the

s of

cts

ree
ing
pre-
und-
row
ity.
tract
-
e-

n o

s

395Semiconductors 32 (4), April 1998 Kachurin et al.
with increasing dose. In our case, however, a rapid growt
the PL intensity occurred when interaction between impu
atoms became possible. Therefore, the formation of PL c
ters is due to clustering of impurities. The sharp intensifi
tion of the blue band in the preannealing spectra as the1

dose is increased by less than a factor of 2 supports
argument~Fig. 2!.

The number and size of impurity clusters clearly i
creases not as a result of the diffusion of impurity ato
toward sinks. Our experiments showed that the proce
occur even in the case of low-temperature implantation w
out additional annealing, if a definite doping level has be
reached. Nonetheless, increasing the implantation temp
ture to room temperature transforms the spectrum, intens
ing the blue band~Fig. 3!. Therefore, thermal activation oc
curs, as is also indicated by data from annealings~Figs. 3 and
4!. If annealings are compared with respect to the compu
diffusion displacementl 5(Dt)1/2 of excess Si atoms in
SiO2, then using the value ofD from Ref. 20, we obtain the
minimum distancel 51023 nm for 400 °C and 30 min and
the maximum distancel 51022 nm for 1050 °C and 20 ms
In the case where diffusion displacement is much sho
than the single atomic hopping lengths and the distance
tween the impurity atoms is of the order of this length, t
formation of impurity complexes and clusters will be mo
likely of a percolation character.

We assume that in the case of Si1 and Ge1 implantation
the shortest-wavelength Pl bands which arise are due to
formation of extremely small percolation clusters of impu
ties~point complexes, atomic chains, and their combinatio!
as a result of the displacement of excess atoms from stoic

FIG. 5. Excitation spectra of blue photoluminescence after implantatio
6.631016 cm22 Ge1 ~solid lines! and 4.831016 cm22 Si1 ~dashed line —
implantation at 20 °C!. 1 — Immediately after implantation;2 — annealing
at 900 °C for 20 ms;3 and dashed curve — annealing at 1050 °C for 20 m
of
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metric SiO2. The segregation process is thermally activ
able, but at low temperatures it is not a diffusion process
occurs by means of single hops of impurity atoms to
nearest atoms of the growing percolation cluster. After
layers implanted with Si1 are annealed the direct sources
the blue PL are centers which absorb;5-eV photons and
emit in the region;2.7 eV ~Fig. 5!. Such centers have bee
observed many times in SiO2, and ordinarily they were at-
tributed to an oxygen deficiency and the formation of oxyg
vacancies.7,14,15Similar centers also appear in SiO2 contain-
ing Ge. They absorb and emit, respectively, at;5 and
;3.1 eV,21,22and their nature is attributed to the presence
Ge and a deficiency of oxygen. In SiO2 with a O deficiency
the oxygen vacancies materialize in the form of directly
teracting~no intermediate O! nearest-neighbor Si atoms wit
formation of Si–Si bonds. In the presence of Ge Si–
~vacancy–impurity complex! and Ge–Ge pairs are possibl
The sharp intensification of the short-wavelength lumin
cence accompanying implantation of high doses of Si and
and the obvious similarity in transformation of the PL exc
tation spectra~Fig. 5! allow us to conclude that in both case
known vacancy-type defects are formed in SiO2. This is es-
sentially a direct closure of bonds between excess atoms
formation of impurity chains inside SiO2. According to
calculations,23 the formation of such bonds introduces in th
band gap of SiO2 local levels whose position is determine
mainly by the interacting pair with a small contribution fro
the six nearest peripheral oxygen atoms.

Of the three types of ions, only implantation of Si1 pre-
served and even increased emission in the orange regio
the spectra after annealing~Fig. 3 and 4!. It is natural to
attribute it directly to developed clusters of segregated
We note that there are greater possibilities for developm
of silicon clusters in SiO2, since one third of the matrix itsel
consists of Si. This can explain the diffuseness of the
spectra after Si implantation and the presence of a large n
ber of lines. In the case of Ge implantation orange lumin
cence is observed only before annealing and is appare
due to mixed clusters of Ge atoms and silicon displaced fr
SiO2. Heating restores the SiO2 network, while for germa-
nium atoms the percolation radii are shorter and, correspo
ingly, the clusters will be smaller and of more uniform siz
This corresponds to the fact that when the orange ban
Ge-implanted layers vanishes as a result of annealing,
intensity of the blue band increases at the same time~Fig. 4!.

The luminescence in the orange and adjoining region
the spectrum~500 nm<l<700 nm! has been attributed in
many studies to the formation of different nanosize obje
associated with excess Si.6,16,17 In keeping with this conclu-
sion, our results make it possible to specify to a high deg
the nature and behavior of the silicon precipitates. Be
developed percolation clusters, they consist of nonphase
cipitates of Si, since they do not possess sharp phase bo
aries. The number and sizes of such clusters at first g
with annealing; this promotes an increase in the PL intens
However, the branching nonphase precipitates then con
into nuclei of a Si phase in SiO2.13 The smallest phase pre
cipitates (&2 nm! cannot preserve the crystal structure b
cause of the destabilizing influence of the surface.24 In amor-
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phous silicon, however, PL is suppressed by nonradia
recombination centers in the form of dangling bonds. Su
ideas make it possible to understand the reasons why th
decreases after increasing, as shown in Fig. 3. Stabl
nanocrystals form only as a result of diffusion-limite
growth with appropriate temperatures and durations of
nealing. Because of quantum-well limitations, they emi
very strong radiation similar to the red PL of poro
silicon.2,6,13,25

5. CONCLUSIONS

The appearance of a rather intense short-wavelength
(l<700 nm! immediately after low-temperature implant
tion of high doses of Si1 and Ge1 ions in SiO2 does not
reduce simply to radiation damage in the SiO2 network. Sec-
ondary damage after implantation of comparable dose
Ar1 give only a very weak increase in the PL intensity, a
moreover this increase is completely removed by anneal
at 400 °C for 30 min or 1050 °C for 20 ms. The effec
produced by implantation of group-IV elements are ma
fested at doping levels above 1021 cm23, when the average
distance between the impurity atoms decreases to,1 nm.
This circumstance, as well as the intensification or trans
mation of PL spectra accompanying heat treatments, wh
give a computed diffusion distance of impurity atoms of on
102321022 nm, indicate that impurity clustering plays
decisive role, and this process is apparently of a percola
character. The intense blue PL band is due to radiative
combination centers with a ratio of excitation and emiss
energies that is characteristic of oxygen vacancies in S2.
Since O vacancies in SiO2 indicate a direct interaction of th
type Si–Si~or Si–Ge!, the centers of blue PL are not pha
precipitates but rather chains of group-IV atoms embed
in SiO2. The weaker emission in the orange part of the sp
trum is preserved after moderate annealings only in the c
of Si1 implantation. Therefore, it is due to the Si precipitat
themselves. It is unlikely that these precipitates are silic
nanocrystals, considering the low thermal budget of ann
ings employed. It makes more sense to interpret them
nonphase nanoprecipitates of Si, segregated from SiO2 in the
form of strongly developed or merged clusters. Such prec
tates are capable of subsequently contracting into nucle
an amorphous Si phase, and after definite sizes are rea
they can form stable silicon nanocrystals.
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Characteristic features of the defect formation process in Pb 12xSnxSe„x<0.06…

A. N. Ve s and N. A. Suvorova

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
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The spectral dependences of the absorption coefficient in undopedp-Pb12xSnxSe(x50.0020.06)
at T5300 K were investigated. A quasilocal level associated with a chalcogen vacancy was
found in all experimental samples. It is shown that the chalcogen vacancy density in samples with
tin is appreciably different from that in samples without tin, and it increases withx. The
nature of this phenomenon is discussed. ©1998 American Institute of Physics.
@S1063-7826~98!00904-1#
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One of the most unusual properties of the dilute so
solutions Pb12xSnxSe(x<0.02) is undoubtedly the pinning
of the Fermi levelEF , which is observed when sodium im
purity is introduced, and the accompanying transfer of
from the state Sn21 into the state Sn41 ~Refs. 1–5!. These
data were used as the basis of models according to which
pinning of EF in Pb12xSnxSe:Na is due either to the charg
transfer on tin Sn21�Sn41 ~Refs. 4 and 5! or the binding of
tin in neutral complexes Na2Se1SnSe2 ~Refs. 2 and 3!. An-
other mechanism of stabilization ofEF in Pb12xSnxSe:Na
(x<0.02) was proposed by Ve�s and Suvorova.6 The experi-
ments performed in that study did not permit observing a
localized or quasilocalized states associated with tin or w
complexes which include tin. Just as in Ref. 7, only the
ionic vacanciesVch , which, however, are in different charg
states, were manifested in the optical absorption spectraa of
dilute solid solutions Pb12xSnxSe:Na. Comparing the result
obtained in Refs. 6 and 7 with data from elect
investigations2 ~see also Ref. 8! suggests6 that the pinning of
EF in the solid solutions studied is due to charge transfer
chalcogen vacanciesVch

0 �Vch
22 ~the superscript indicates

just as in Ref. 6, the number of electrons localized in a
cancy!. Later,9 the results of Ref. 6 were confirmed in e
perimental investigations of the spectraa(\v) in PbSe
doped with acceptor impurities Na or Tl and superstoich
metric lead. According to Ref. 10, anionic vacancies are
dominant type of intrinsic defect in such samples.

It appears, however, that the investigation of the char
teristic features of defect formation in the dilute solid so
tions Pb12xSnxSe should be continued. This is due to the fa
that the model proposed in Ref. 6 does not reflect the p
ence of unusual features, found in Refs. 4 and 5, in the Mo¨ss-
bauer spectra of Pb12xSnxSe:Na, Tl. In addition, the mode
does not permit explaining the reason for the highVch den-
sities in the solid solution studied. The experimentally o
served increase in the density of anionic vacancies
Pb12xSnxSe:Na could be due not only to self-compensat
of the acceptor action of sodium10 but also to a specific effec
of tin. For this reason, it is first necessary to establ
whether or not there exists any relation between the den
of Vch and the amount of tin in the solid solutions.
3971063-7826/98/32(4)/4/$15.00
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We have accordingly investigated the spectraa(\v) in
Pb12xSnxSe with variable tin concentrationx<0.06 in the
charge, which, however, did not contain any acceptor im
rities. All samples werep-type. The aim of the experiment
was to reveal in the spectraa(\v) of the samples investi-
gated additional absorption bands associated withVch and to
compare the characteristics of these bands with the co
sponding data for ‘‘pure’’p-type PbSe with no acceptor im
purities.

We note that the spectraa(\v) in ‘‘pure’’ p-type PbSe
were studied earlier.11,12 However, no features associate
with Vch were found in these spectra. For this reason,
photon energy range in which the optical absorption in p
p-PbSe was investigated, was much wider than in Refs.
and 12. All experiments were performed atT5300 K.

The objects of investigation were single crystals a
polycrystalline samples. The single crystals were grown
the Bridgman–Stockbarger method and the polycrystal
samples were formed by hot pressing. All samples were s
jected to homogenizing annealing for 100 h atT5650 °C.
The composition of the polycrystals is given in terms of t
load in the charge and that of the single crystals is given w
allowance for the data from x-ray crystallographic analys

The experimental results for the single crystals a
pressed samples were found to be similar. Some of them
shown in Fig. 1. One can see from Fig. 1 that the spec
a(\v) for samples with and without tin are qualitative
different. Characteristic features attesting to the existenc
localized and quasilocal states are clearly manifested in
optical absorption spectra of the dilute solutio
Pb12xSnxSe. Intense bands of additional absorptiona1,
which have asymmetric spectral curves and a sharp
boundary, are present in the long-wavelength region of
experimental spectra of this group of samples. The shap
the frequency dependencesa1(\v) attests to the fact tha
the bands studied are associated with optical transition
electrons from allowed states in the valence band into lo
ized statesE1 above the valence-band top~see energy
scheme in Fig. 1!. Bell-shaped featuresa2 are clearly seen
against their background. These features are due to op
transitions of electrons between a quasilocal levelE2 in the
© 1998 American Institute of Physics
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valence band and allowed states of the valence band ne
top.

The nature of these bands has been investigated in d
in Refs. 6, 7, and 9. It was shown there that the bandsa1 and
a2 are associated with complex and anionic vacancies,
spectively.

The optical charge-transfer energies of localized (E1
opt)

and quasilocalized (E2
opt) states observed in Pb12xSnxSe

were determined by calculating the spectral dependence
the additional absorption coefficientaad . Accordingly, we
separated individual components of the additional absorp
coefficient from the experimental spectraa(\v) by the pro-
cedure described in detail in Refs. 7 and 13. Some res
obtained in this manner are shown in Fig. 2. The freque
dependencesa1(\v) were calculated, just as in Ref. 7, from

FIG. 1. Spectral dependences of the optical absorption coefficienta in
Pb12xSnxSe atT5300 K. 1 — Pressed sample,2, 3 — single crystals.pH

310218, cm23 (x): 1 — 3.0 ~0.06!, 2 — 2.7 ~0.015!, 3 — 2.8 ~0!. Sample
thickness,mm: 1 — 9.4 and 2.4,2 — 9.4, 3 — 9.1. Inset: Energy scheme
of p-Pb12xSnxSe~a! and p-PbSe~b!. The arrows mark the observed optic
transitions.
its
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the expressiona1;(\v)23(\v2E1
opt )1/2 and the expres-

sion ~1! from Ref. 14 was used to calculatea2(\v). The
computed dependencesa2(\v) are presented in Fig. 2~solid
lines!. The calculation showed that the quantitiesE1

opt and
E2

opt do not vary appreciably in the range 0.01<x<0.06 and
equal 0.05460.006 and 0.20560.020 eV, respectively. The
half-widths G2 of the quasilocal bands in the experimen
samples were found to be the same within the limits of
experimental error and equal to 0.01060.005 eV. We note
that the values obtained for the energy parameters of lo
ized and quasilocal states in Pb12xSnxSe agree well with the
corresponding data from Refs. 6, 7, and 9.

The spectral dependencesa(\v) for pure p-PbSe, not
doped with acceptor impurities, appear at first glance to
much less rich. Besides the fundamental band edge and
sorption by free current carriers, the only component ofaSL

clearly manifested in them is due to optical transitions
electrons between nonequivalent extrema of the vale
band (S5→L6

1) separated by an energy gapDEn . However,
detailed analysis of the results shows that the depende
aad(\v) in pure p-PbSe are in fact more complex. Th
conclusion follows from a comparison of the experimen
spectraaad and the computed dependencesaSL(\v), con-
structed, just as in Ref. 12, on the basis of the Hagi–Kim
theory, according to Eq.~4! of Ref. 15. The corresponding
data for one of the experimental samples are shown in Fig

FIG. 2. Spectral dependences of the additional absorption coefficientaad in
Pb12xSnxSe atT5300 K. Dots — experiment:1–3 — correspond to the
sample designations in Fig. 1.4 — a2(\v) in sample3 in Fig. 1, lines —
calculations:5–7 — a2(\v), 8 — aSL(\v).
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The dots~3! in this figure represent the dependenceaad(\v)
separated from the experimental spectruma(\v) by sub-
tracting the spectrum extrapolated into the short-wavelen
region of absorption by free current carriers. The line~8! was
obtained by calculating the component ofaSL . In construct-
ing the curvesaSL(\v) in all experimental samples, th
valueDEv50.23 eV was used, in accordance with Ref. 1
As one can see from Fig. 2, good agreement between
experimental dots and the computed curve is observed
wide spectral interval. However, in the long-wavelength
gion of the spectrumaad the computed curveaSL(\v) lies
substantially below the experimental points. Similar resu
were also obtained in the other samples of purep-PbSe. This
shows that besides the components ofaSL there is another
component in the spectral dependences of the additiona
sorption in purep-PbSe.

This component was separated from the experime
curves by subtracting the computed values ofaSL . One re-
sult obtained in this manner is shown in Fig. 2~curve4!. It
was found that this component of the spectraaad of pure
p-PbSe is bell-shaped with sharply defined red and sh
wavelength boundaries. This makes it possible to attribu
to optical transitions of electrons from a quasilocal level
the valence band into allowed states of the valence band
its top. The agreement between the energy position of
feature and the data for Pb12xSnxSe ~Fig. 2! indicates that
the component of the spectra of purep-PbSe, which we are
discussing, is attributable to anionic vacancies. This is a
indicated by the results of calculations of the frequency
pendences of the absorption coefficient in the bands stud
which was performed, just as in the case of Pb12xSnxSe,
using Eq.~1! of Ref. 14. The calculation showed that th
energy parameters of the center responsible for the app
ance of the bell-shaped features in the spectraa(\v) of pure
p-PbSe (Eopt50.19060.025 eV andG50.01060.005 eV!
correspond to the data of Refs. 6, 7, and 9 forVch in lead
selenide and dilute lead-selenide-based solid solutions
different composition of the master alloy.

To compare the experimental data for different samp
the ratio of the total absorption cross sectionS2 in the band
a2 (S2;*0

`a2d(\v)) to the Hall hole densitypH was de-
termined for each of them. The functionS2(x)/pH obtained
in this manner is shown in Fig. 3. One can see from
figure that the ratioS2 /pH in samples with tin differs sub
stantially from that in samples without tin and it tends
increase with the tin content in the charge.

The decrease in the band gapEg in the experimental
samples attests to the increase in the tin density in the s
solutions with increasing amount of tin in the charge.
accordance with the results of Ref. 16, the quantitiesEg were
determined according to the intercept of the curvesa2(\v)
on the abscissa. It was found that asx increases, the ban
gaps Eg decrease from 0.2960.01 eV in PbSe to 0.245
60.010 eV in Pb0.94Sn0.06Se, as should happen in solid s
lutions of lead and tin selenides.17

The functionS2(x)/pH shown in Fig. 3 indicates that in
Pb12xSnxSe (x<0.06) there does indeed exist a relation b
tween the amount of tin in the charge and the density
anionic vacancies. This suggests in turn that the rather h
th
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densities ofVch in Pb12xSnxSe:Na could be due to not onl
self-compensation of the acceptor action of sodium but als
restructuring in the subsystem of isoelectronic impurity
oms. According to Refs. 2 and 3, such a restructuring occ
in the subsystem of tin atoms as a result of the formation
the complexes Na2Se:SnSe2, whose concentration can b
comparable tox. However, the samples investigated in t
present work do not contain sodium impurity, and complex
with the indicated composition cannot be formed in them.
shown earlier in Ref. 7, other complexes which could cont
intrinsic defects arise in such samples. But, according to
data in Ref. 7, the concentration of these complexes does
exceed 101721018 cm23. For this reason, the appearance
moderately high concentrations (1019 cm23 and higher! of
anionic vacancies in Pb12xSnxSe with no electrically active
impurities cannot be attributed to their formation. This sho
that some other rearrangement mechanism, which gives
to the appearance of moderately high concentrations ofVch,
materializes in the subsystem of tin atoms in the solid so
tion studied.

Specifically, it cannot be ruled out that in Pb12xSnxSe
tin can occupy two nonequivalent crystallographic positio
sites of the metal sublattice and tetrahedral voids of the c
cogen sublattice. On the basis of this assumption it is p
sible not only to explain the characteristic features of
Mössbauer spectra of Pb12xSnxSe, but also to indicate the
likely reason why moderately highVch concentrations arise
in these compounds.

Indeed, some sites in the metal sublattice should be
as a result of such a restructuring in the subsystem of
atoms. Since the electrical activity of the cationic vacanc
~doubly charged acceptors18–21! is different from that of in-
terstitial metal atoms~singly charged donors18!, one would
expect that the hole density will increase substantially a
result of the transfer of some tin atoms into interstices.

FIG. 3. Ratio of the total absorption cross sectionsS2 in the bandsa2 to the
Hall hole densitypH in Pb12xSnxSe versus the tin concentrationx at
T5300 K.
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reality, however, this does not happen. According to the d
of Refs. 2 and 7, the densitiespH in Pb12xSnxSe (x<0.02),
which do not contain acceptor impurities, do not exce
'531018 cm23. Such a situation can occur if in the proce
of change in the structural position of tin there arise, toget
with cationic vacancies, anionic vacancies as well, which
as donors in lead chalcogenides18–21 and compensate for th
acceptor action of metal vacancies. Thus, one possible re
for the appearance of the high concentrations ofVch in the
dilute solid solutions Pb12xSnxSe could be self-
compensation.

The assumption that some tin atoms transfer into in
stices also agrees with Mo¨ssbauer spectroscopy data.4,5 The
experimentally observed change in the isomeric shift of
119Sn line could be due to a difference in the type of chem
cal bond of tin occupying a lattice site~p-orbitals! and inter-
stitial positions (sp3 hybrid orbitals!. We also note that this
assumption is consistent with the basic premises of the c
tal chemistry of IV–VI compounds~see, for example, Ref
22!. This circumstance should be viewed as an argumen
support of this assumption.

The results obtained in Pb12xSnxSe attest to the fact tha
self-compensation can have a strong effect on the prope
of IV–VI compounds even in the absence of electrically a
tive impurities. This is also indicated by the data for pu
p-PbSe, which were studied above. According to Ref. 22
such samples the dominant type of intrinsic defects are m
vacancies. Conversely, the density of intrinsic defects ex
iting a donor effect should be low in such samples. Desp
this circumstance, characteristic features associated with
tical charge transfer on anionic vacancies were found in
optical absorption spectra of the purep-PbSe samples inves
tigated in this study. Comparing the data obtained from th
~Fig. 3! with the corresponding results of Ref. 9 shows th
the Vch density in the purep-PbSe samples that we inves
gated is not low and can reach (223)31018 cm23. This
signifies that all purep-PbSe samples investigated in th
present work are self-compensated, and the values ofpH in
them are determined by the difference between the cati
and anionic vacancy densities. This idea was first state
Ref. 23. Apparently, the results of the present work sho
be viewed as direct experimental confirmation of this ide

We wish to thank L. V. Prokof’eva for providing th
samples for the investigations and the x-ray crystallograp
data. We also thank O. E. Kvyatkovski� for a helpful discus-
sion.
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Energy spectrum of acceptors in the semimagnetic semiconductors p -Hg12xMnxTe in
the spin-glass region

E. I. Georgitsé, V. I. Ivanov-Omski , and D. I. Tsypishka

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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The far-IR transmission and photoconductivity in the semimagnetic alloysp-Hg12xMnxTe
(x50.2020.22) at temperatures 2–7 K were investigated at fixed frequencies of optically pumped
molecular lasers in the region 49–311mm. We report the observation of photoexcitation of
acceptors from the ground into excited states under conditions when the direct interaction of the
magnetic moments of the manganese ions becomes substantial and results in the formation
of a spin-glass phase. It was found that the internal field produced by the spontaneous and external
polarizations of the magnetic moments of the Mn21 ions in the spin-glass temperature range
influences the energy spectrum of acceptors in a magnetic field. ©1998 American Institute of
Physics.@S1063-7826~98!01004-7#
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1. INTRODUCTION

In semimagnetic semiconductors, the magnetic mome
of Mn21 ions produce an internal magnetic field. As a res
of this field, the ground state energy of acceptors decre
with increasing external magnetic field.1 In Ref. 2 it is shown
that the internal field has the effect that if the ground st
energy of an acceptor in the absence of an external mag
field is of the order of the heavy-hole Bohr energy, then i
sufficiently strong magnetic field it is of the order of th
light-hole Bohr energy.

In Refs. 3 and 4 we reported on laser magnetooptic sp
troscopy investigations of the energy spectrum of accep
in the narrow-gap semiconductors Hg12x2yCdxMnyTe in a
magnetic field. In the present paper we report the result
similar investigations for the solid solutionsp-Hg12xMnxTe
(x50.2020.22). In these materials a spin-glass phase, c
sisting of a disordered magnet in which the exchange in
action energy varies randomly over the volume of t
sample, is observed at temperaturesT,5 K. We show how
this circumstance gives rise to characteristic features in
photoexcitation spectrum of acceptors as a result of rest
turing of their energy spectrum in a magnetic field at a tr
sition into a spin-glass phase.

2. EXPERIMENTAL METHODS AND RESULTS

The far-IR photoconductivity and transmission
p-Hg12xMnxTe (x50.2020.22) samples in the range o
photon energies 4–27 meV at temperatures 2–7 K were
vestigated. Bulk crystals were grown by the Bridgm
method. The experimental samples were oriented in the
rection of the crystallographic axis~111!. The density
of acceptors of unidentified nature wa
NA2ND5(126)31015 cm23. These values were obtaine
from Hall coefficient measurements atT577 K. The param-
eters of the experimental samples are presented in Tabl
4011063-7826/98/32(4)/3/$15.00
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The radiation source were submillimeter CH3OH and
CH3OD vapor gas lasers with optical pumping by a tuna
CO2 laser. The measurements were performed in the Fara
geometry (q'B, whereq is the wave vector of the radiatio
incident on the sample andB is the external magnetic field!
and the Voigt geometry (q i B). The spectra were recorde
by scanning the magnetic field up to 6.5 T with fixed las
wavelength. The samples were cooled down to the meas
ment temperature in magnetic fields up to 1 T and without a
field.

Figures 1 and 2 show the transmission and photocond
tivity spectra of a Hg0.78Mn0.22Te sample recorded at a tem
perature of 2 K for the cases where the sample was cooled
a magnetic fieldBcool50.6 T ~curve a! and without a field
~curve b!. One can see by comparing the spectra that in
case where the sample is cooled to the measurement
perature in a magnetic field the lines become sparser and
shifted in the direction of weaker magnetic fields. The d
placement of the lines in the spectra depends onBcool and
reaches a maximum value forBcool >0.6 T.

Figure 3 shows the photoconductivity spectra of t
same sample recorded at temperatureT56 K. At this tem-
perature the shape of the lines in the spectra does not de
on the cooling method. Shifting of the lines likewise is n
observed when the sample is cooled in a magnetic field.

To analyze the spectra and identify the lines we co
structed plots of the energies of the observed transitions
sus the magnetic field. were constructed. Figure 4 shows
magnetic field dependence of the energies of the trans
sion peaks atT52 K. The dashed lines show the depe
dences for ap-Hg0.78Mn0.22Te sample cooled to temperatu
2 K in a magnetic field, while the solid lines are for the ca
of zero field cooling. When these curves are extrapolated
zero magnetic field, the energy of the observed optical tr
sitions does not vanish. This makes it possible to attrib
them to intracenter excitation of the acceptors, since the
perimental samples werep-type and the spectra were re
© 1998 American Institute of Physics
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TABLE I. Parameters of the experimental samples.

EA(0), meV EA(0), meV
Sample Eg , eV ~calculation! ~measurements! N0b, eV Bint , T

Hg0.8Mn0.2Te 0.72 11.0 11.2 0.8560.05 0.5260.03
Hg0.78Mn0.22Te 0.75 11.1 11.4 0.8560.05 0.5260.03
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corded in the absence of interband illumination. Since t
curves were obtained, and since it is assumed that at
measurement temperature the acceptor ground state is p
lated by holes, the observed magnetic resonances can b
tributed to transitions from the ground state into two exci
states.

As follows from the plot of the magnetic field depe
dences of the transition energies, the maximum shift of
lines in a magnetic field isDB50.5060.05 T. The energy
difference between the corresponding curves obtained
the sample cooled in the absence and presence of a mag
field is DE50.460.05 meV.

In contrast to narrow-gap semimagnetic semiconduct
the curves of the transition energies versus the magnetic
do not show anticrossing of the energy levels of acceptor
a magnetic field.4 This is explained by the fact that the dep
of the acceptor is greater and the Zeeman splitting of
ground state is substantially smaller in the experimen
samples as a result of the larger band gap. The calculat
of the ground state energies of the acceptor assumed tha
static permittivity «518, while the effective heavy-hole
mass ismn* 50.4m0, wherem0 is the mass of a free electron
Analysis of the magnetic field dependences of the transi
energies showed that the ground state energy of the acc
in the experimental samples in a fieldB50 is ;11 meV, in
good agreement with the calculations.

To determine the exchange integralN0b for valence
band states the magnetic field dependences of the trans
energies were calculated for temperatures of 2 and 6 K.
method for calculatingN0b is described in Ref. 4. The com
putational results for the experimental samples are prese
in Table I. We note that in the calculations the followin
values were used for the parameters appearing in the m

FIG. 1. p-Hg0.78Mn0.22Te transmission spectra for photon energy 7.27 m
at T52 K: a — Cooling in a magnetic fieldBcool50.6 T; b —Bcool50.
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of the modified Pidgeon–Brown Hamiltonian:5 Ep518.3 eV,
D51 eV, g150.5, K50.1, andN0a520.45 eV.

3. DISCUSSION

Of special interest among the results which we obtain
is the shift of the transmission and photoconductivity lines
the spectra in the direction of weaker magnetic fields wh
the sample is cooled to the measurement temperature
magnetic field. Analysis of the spectra of all experimen
samples showed that the magnitude of the shift depend
the Mn21 ion density and on the magnitude of the appli
field during cooling. For each sample, the shift of the lin
reached the maximum magnitude at a definite value of
external field. For example, for the Hg0.78Mn0.22Te sample
this shifts isDB50.5060.05 T. As the magnetic field in
creased further during cooling of the sample, no chan
were observed in the spectra. Moreover, it is interesting
when the samples are cooled in the absence of an exte
magnetic field, the lines in the spectra are much wider a
are not Gaussian.

These results can be explained, in our opinion, as
lows. When an external magnetic field is switched on and
temperature of the sample is higher than that required for
formation of a spin-glass phase, the magnetic moments
the Mn21 ions are partially oriented along the external fie
As the external field increases, the number of ‘‘oriente
moments of the magnetic ions also increases until all ions
oriented.

As the sample is cooled, when the spin-glass phase
pears, the magnetic moments of the Mn21 ions remain ori-

FIG. 2. p-Hg0.78Mn0.22Te photoconductivity spectra with excitation b
7.27-meV photons atT52 K: a — Cooling in a magnetic fieldBcool50.6 T;
b — Bcool50.
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ented even after the external field is removed. An inter
magnetic field is thereby produced. This field restructu
somewhat the energy spectrum of the acceptor. When
transmission or photoconductivity spectra are recorded
magnetic field oriented in the same direction as the inte
field ~as in the present experiments!, the lines corresponding
to transitions of an acceptor from the ground state to
excited states undergo a shift in the direction of decreas
applied field by an amount of the internal field. As expect
the magnitude of the internal field depends on the magn
ion density~see Table I!.

The narrowing of lines in the spectra of the samp
cooled in a magnetic field is just as interesting. This res
can be interpreted as follows. When the sample is coole
a zero field, the magnetic moments of the Mn21 ions freeze
in random directions. For this reason, the local fields p
duced by the Mn21ions around individual acceptors hav
different magnitudes. Therefore, the energy spectra of p
toexcited acceptors in an external magnetic field differ som
what from one another. In the spectra this correspond
wide lines with a diffuse peak. However, when the sample
cooled in a magnetic field and the magnetic moments
almost all Mn21 ions are oriented in the direction of th
field, the internal fields around the acceptors all have alm
the same magnitude~sample inhomogeneity can cause so

FIG. 3. p-Hg0.78Mn0.22Te photoconductivity spectra with excitation b
7.27-meV photons atT56 K.
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deviations from the average value!. In this case the photoex
citation lines in the spectra become narrower.

Returning to the experimentally obtained magnetic fie
dependences of the transition energies~Fig. 4!, we call atten-
tion to the fact that these dependences are almost linea
both methods of cooling. This shows that in the pres
wide-gap semimagnetic semiconductors the binding ene
of a magnetopolaron on an acceptor should be very sma
it is assumed for a given sample that this energy can
determined asV52DE ~Ref. 4!, where DE is the energy
splitting between the curves shown in Fig. 4, then we obt
V50.8 meV. For comparison, we note that in the samp
with a lower manganese concentration the binding ene
paradoxically, is appreciably larger@V52.8 meV~Ref. 4!#.

1A. Mycielsky and J. Micielski, J. Phys. Soc. Jpn.49 ~Suppl.!, 807~1980!.
2A. D. Bykhovski�, É. M. Vakhabova, B. L. Gel’mont, and I. A. Merkulov
Zh. Éksp. Teor. Fiz.94, 183 ~1988!.

3E. J. Georgitse, V. I. Ivanov-Omskii, D. I. Tsypishka, and V. A. Kha
chenko, Int. J. Infrared Millim. Waves13, 155 ~1992!.

4V. I. Ivanov-Omski�, V. A. Kharchenko, and D. I. Tsypishka, Fiz. Tekh
Poluprovodn.26, 1728~1992! @Sov. Phys. Semicond.26, 967 ~1992!#.

5G. Bastard, C. Rigaux, J. Guidner, and A. Mycielski, J. de Pysique39, 87
~1978!.

Translated by M. E. Alferieff

FIG. 4. Position of transmission minima in a magnetic field versus pho
energy in the case of cooling in zero magnetic field~solid line! and in a
magnetic fieldB50.6 T ~dashed line!.
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Indirect electronic transitions in semiconductors occurring as a result of scattering of
charge carriers by dislocations in a quantizing magnetic field

É. M. Kazaryan and K. A. Mkhoyan

Erevan State University, 375049 Erevan, Armenia
~Submitted July 17, 1997; accepted for publication October 13, 1997!
Fiz. Tekh. Poluprovodn.32, 453–454~April 1998!

The light absorption due to indirect electronic transitions in a semiconductor in a quantizing
magnetic field is calculated under the assumption that an edge dislocation plays the role of a third
body. The characteristic light frequency and magnetic field dependences of the absorption
coefficient are determined for the mechanism considered. ©1998 American Institute of Physics.
@S1063-7826~98!01104-1#
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Indirect interband transitions in a semiconductor with
dislocation mechanism for scattering of charge carri
~CCs! under certain conditions imposed on the temperat
and dislocation density can compete with indirect transitio
due to the phonon scattering mechanism.1,2

In the present paper we study indirect interband tran
tions of CCs in a semiconductor in a uniform magnetic fie
with edge dislocations playing the role of a third body.

The light absorption~AC! associated with indirect elec
tronic transitions in an external magnetic field can be cal
lated in second-order perturbation theory as

a~v,H !5
2p\c

nrv

nDS

uA0u2
2p

\V

3 (
N,k N9,k9

(
N8,k8

uMPHOTu2uMDISu2

@Eg
01«N8

c
~kz8!2«N

v ~kz!2\v#2

3d~Eg1«N9
c

~kz9!2«N
v ~kz!2\v!, ~1!

where v and A0 are the frequency and amplitude of th
incident light wave,nr is the refractive index of the medium
nD is the dislocation density on an areaS, V is the volume of
the sample,Eg is the band gap, andEg

0 is the band gap at the
center of the Brillouin zone (k50):1! Since thez axis of the
coordinate system is chosen in the direction of the magn
field H, while the vector potentialA5(0, Hx, 0), the state of
an electron in the bandl (c or n) is characterized by the se
$N, ky , kz , l %.

In interactions of an edge dislocation with CCs the el
trostatic part of the potential of the dislocation always p
dominates over the deformation part. In calculating the m
trix element of the electron-dislocation interactionMDIS we
can therefore restrict the discussion to the electrostatic p
This potential in the dangling-bond approximation has
form3

V~r!5v0K0~lr!, ~2!

wherer is the two-dimensional radius vector perpendicu
to the line of the dislocation,K0(x) is the modified Besse
function of order 0,l is the reciprocal of the Debye scree
ing length, and
4041063-7826/98/32(4)/2/$15.00
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«Sa
f . ~3!

Herea is the distance between the dangling bonds,f is the
bond filling factor, and«S is the permittivity of the semicon-
ductor.

Calculation of the matrix elementMDIS with the poten-
tial ~2! shows that when the line of the dislocation is perpe
dicular to the magnetic field, we obtain2! the following ex-
pression forMDIS:

MDIS5
2p

LyLz

v0

l21uk92k8u2
dN8,N9, ~4!

whereLy andLz are the linear dimensions of the sample
the corresponding directions.

Using the expression~4! and the well-known expressio
for the optical matrix elementMPHOT, and switching in Eq.
~1! from summation overk9 andk to integration, we finally
obtain the following expression for the AC:

a~v,h!5
2p2nD

nr\v S e

m0cD 2

~epcv~0!!2

3v0
2
~mL

cmV!1/2

\2

eH

~l21k2!3/2

3(
N

QS \v2Eg2S N1
1

2D\vH* D
FEg

01S N1
1

2D\vH2\vG2 , ~5!

wheremL
c is the electron effective mass at the pointkL of

the main minimum,

vH5
eH

c S 1

mc
1

1

mvD and vH* 5
eH

c S 1

mL
c

1
1

mvD
are reduced cyclotron frequencies.

As one can see from Eq.~5!, the dependence ofa(v, H)
on \v2Eg for an indirect-gap conductor is of a step cha
© 1998 American Institute of Physics
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acter at the fundamental absorption edge. The jumps co
spond to values of\v, for which transitions between ene
getically more distant levels are excited.

In contrast to the generally accepted phon
mechanism,4 the main characteristic features of the light a
sorption mechanism, studied here, in a semiconductor in
external magnetic field are as follows:

1. a(v,H);H, i.e., the absorption coefficient for ligh
is directly proportional to the magnetic field, in contrast
the phonon mechanism where the dependence is quadra

2. The absorption depends strongly on the momen
transfer\kL(a; 1/kL

3), which can give an additional poss
bility of determining experimentally the displacement of t
conduction-band bottom relative to the valence-band top

3. The absorption coefficient is proportional to the de
sity nD of scattering dislocations.

The numerical estimates presented here show that
example, for GaP with densitynD.33107 cm22 and mag-
e-

-
n

ic.
m

-

or

netic field H'102 G, the dislocation mechanism can com
pete with the phonon mechanism even at temperaturT
'100 K.

1!The expression~1! takes into account the fact that the valence band
completely filled, while the conduction band is empty.

2!It is easy to show that dislocations oriented parallel toH do not contribute
to indirect transitions.

1A. A. Kirakosyan, M. K. Kumashyan, K. A. Mkhoyan, and A. A. Sark
syan, Izv. Nats. Akad. Nauk Armenii, Fiz.30, 208 ~1995!.

2E. M. Kazaryan, K. A. Mkhoyan, and H. A. Sarkisyan, Thin Solid Film
7, 302 ~1997!.

3V. L. Bonch-Bruevich and V. B. Glasko, Fiz. Tverd. Tela~Leningrad! 3,
36 ~1961! @Sov. Phys. Solid State3, 26 ~1961!#.

4B. Lax and S. Zwerdling, Prog. Semicond.5, 221 ~1960!.

Translated by M. E. Alferieff
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Recombination of donor nickel excitons in the solid solutions ZnSe 12ySy :Ni
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We have found that the zero-phonon line of the donor exciton Ni@d7e# and its vibrational
repetitions in the electroabsorption spectrum depend strongly on the composition of the solid
solution ZnSe12ySy :Ni ( y<20%). Using the idea of an intermediate virtual$d8%* state,
we interpret this on the basis of the adiabatic potential model as an interaction of thed7

configuration with the nearest-neighbor environment and nonradiative tunneling
recombination@d7e#→(d8)* . © 1998 American Institute of Physics.@S1063-7826~98!01204-6#
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In II–VI compounds Ni atoms isovalently replac
group-II atoms and possess ad8 configuration. Transitions
between multielectronic energy states in this configurat
are manifested in the absorption and photoluminesce
spectra. For ZnSe:Ni hydrogen-like Ni states are also
served at the edge of the photoionization band
Ni d8→@d9h# ~acceptor exciton — AE! and in the photoion-
ization band of Ni d8→@d7e# ~donor exciton — DE!.1

Phonon-free transitions associated with Ni AE and DE
II–VI compounds depend very strongly on the temperatu
This has been noted by many authors and has been inv
gated in greater detail in the electroabsorption spectra~EA!
for CdS:Ni ~Ref. 2! and in the excitation spectra of intrac
enter photoluminescence of ZnS:Ni.3 In the present paper w
report that disordering of the solid solution ZnSe12ySy :Ni
strongly influences the zero-phonon transitions associ
with Ni DE.

The EA spectra were ordinarily recorded1 for samples of
the solid solutions ZnSe12ySy :Ni obtained from melt in the
composition range corresponding to 0.01<y<20% at tem-
peratures 4.2 and 77 K in electric fields 5–20 kV/cm. The
density was equal to approximately (123)31017 cm23.
Figures 1 and 2 show the EA spectra for three samples f
the indicated range of compositions. The EA spectra
these samples are due to the effect of an electric field on
zero-phonon Ni DE line~2.64 eV!, its vibrational repetitions,
and the free-exciton line, as follows from the fact that the
spectra undergo a definite transformation with increasing
fur content in the solid solution, temperature, and amplitu
EM of the ac electric field. The EA spectrum for the samp
with y50.05% at 4.2 K is very similar to the EA spectru
of ZnSe:Ni, but the peaks are smaller and slightly broaden
The spectrum consists of a zero-phonon Ni DE line~2.64
eV!, its vibrational repetitions, and a large positive peak d
to the effect of an electric field on the free-exciton line. F
the sample withy.1% at 4.2 K the peaks are broaden
even more and slightly shifted in the direction of high en
gies. At 77 K only a large positive peak, due to the effect
an electric field on the free-exciton line, is recorded. The
spectrum for the sample withy.12% at 4.2 K changes ver
radically. Only a large positive peak, shifted in the directi
4061063-7826/98/32(4)/3/$15.00
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of high energies in accordance with the increase in the b
gap Eg , is observed. The decrease in the amplitude of t
peak attests to broadening of the free-exciton line for t
composition of the solid solution. The zero-phonon Ni D
line and its first vibrational repetitions are not observed. T
weak feature on the low-energy side of the large peak can
explained as the manifestation of the most intense repetit
of the zero-phonon line of the Ni DE, since it vanishes at
K. For this sample, the free-exciton line is observed well
the reflection spectrum at 77 K. Its position (\v52.845 eV!
makes it possible to estimate the composition of the so
solution quite reliably. The EA spectrum for the sample w
y520% consists of a positive peak with the energy of t
maximum determined by the influence of the field on t
free-exciton line whose position is determined according
the character of the dropoff in the reflection spectrum
77 K.

Of the diverse changes occurring in the EA spectr
with increasingy, we note only the obvious weakening o
the zero-phonon Ni DE line. It is due to broadening of t
zero-phonon Ni DE line. As a result, the line and its fir
vibrational repetitions become unobservable for samp
with y near 10%. This sharp dependence of the line inten
on the composition of the solid solution contrasts with t
weak dependence of the free-exciton line on the composi
of the solid solution ZnSe12ySy :Ni in our electroabsorption
and reflection spectra, as well as in the photoluminesce
spectra4 and of the N AE line (A line! in the solid solutions
GaP12yAsy :N.5 Thus, we can state that the hydrogen-li
excited states of Ni in II–VI solid solutions depend mu
more strongly on the composition of the solid solution th
free-exciton states and hydrogen-like excited states of sim
isoelectronic impurities. In many ways this is reminiscent
the sharp difference between the effect of temperature on
no-phonon Ni DE line, on the one hand, and on the fr
exciton line and theA line in GaP:N, on the other.

The broadening of the no-phonon Ni DE line could
due to the effect of the disordering of the solid solution bo
on the hydrogen-like states and on thed shell. In our view,
the fluctuation relief of the conduction-band bottom does
explain the strong effect of the disordering of the solid so
© 1998 American Institute of Physics
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tion on the hydrogen-like excited states of Ni impurity a
oms. The free-exciton line, clearly observed in the reflect
and electroabsorption spectra of solid solutions withy512
and 20%, should be broadened as a result of fluctuation
both the valence-band top (DEv) and the conduction-ban
bottom (DEc). The Ni DE line broadens only as a result
fluctuations of the conduction-band bottom, which are mu
weaker, since in the solid solution ZnSe12ySy :Ni the change
DEc equals 1/3 of the changeDEv , while the electron mass
is less than the heavy-hole mass (0.17m0 and 0.70m0).6

Broadening of the~0/1! level, i.e., a shift of thed8 andd7

configuration states as a result of large-scale fluctuation
unlikely. The formation of an appreciable fraction
NiSe4S1 clusters should result in the appearance of a n
zero-phonon Ni DE line similarly to the appearance of s
eral A lines in accordance with the different number of A
atoms in the second coordination sphere for the solid s
tions GaP12yAsy :N.5 New no-phonon Ni DE lines did no
appear in the solid solutions ZnSe12ySy :Ni.

The sharp decrease in the amplitude of the Ni DE pe
with increasingy for small values ofy can be understood a
the result of a decrease in the Ni DE lifetime, which is d
scribed in the adiabatic-potential model, similarly to t
strong temperature dependence.1,2 Figure 3 shows the con
figuration diagrams for two excited states of thed8 configu-
ration and for the Ni DE state@d7e#. The no-phonon Ni DE
line is due to transitions occurring under the influence o

FIG. 1. Spectral dependence of the amplitudea2 of the second harmonic o
electroabsorption for samples withy50.05% ~1! and y.1% ~2, 3!. Mea-
surement regimes:1 — T54.2 K, Fm510 kV/cm; 2 — T54.2 K,
Fm514 kV/cm; 3 — T577 K, Fm516.1 kV/cm. The positive peaks
marked by the asterisk are decreased by a factor of 10.
n
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photon\vd into the zeroth electronic-vibrational state at t
bottom of the adiabatic potential for Ni DE~the transition
d81\vd→@d7e#).1 In the solid solution ZnSe12ySy :Ni
with small y all Ni atoms are surrounded mainly by four S
atoms and the relative fraction of NiSe3S1 clusters is very
small. As y increases, the lattice constanta decreases sys
tematically in accordance with Vegard’s lawa5a02ky,
which results in an additional change in the impurity
nearest-neighbor distance for all NiSe4 clusters. The configu-
ration curve for the@d7e# state will undergo a shift relative
to the curves for the excited states of thed8 configuration
~Fig. 3!, since thed7 configuration, which corresponds to th
Ni31 ion, is more sensitive to a displacement of the neare
neighbor ions. We believe that the process which we te
tunneling annihilation of a Ni DE intensifies with the shif
At the point B a transformation@d7e#→$d8%* into one of
the excited states of thed8 configuration without a change in
the coordinateQ occurs. This transformation could b
caused by nonadiabaticity terms containing derivatives of
electronic wave function with respect to the normal coor
nate. Asy increases, the slope of the curve for@d7e# and the
corresponding derivatives increase. After the transforma
the nearest-neighbor environment undergoes restructu
and an intermediate virtual state$d8%* transforms into a nor-
mal excited state (d8)* of thed8 configuration. The resulting
transition is shown by the arrow in Fig. 3. After the transitio

FIG. 2. Spectral dependence of the amplitudea2 of the second harmonic of
electroabsorption for samples withy50.05% ~1! andy.12% ~2, 3!. Mea-
surement regimes:1 — T54.2 K, Fm515 kV/cm; 2 — T54.2 K,
Fm521.4 kV/cm;3 — T577 K, Fm521 kV/cm. The positive peak marked
by the asterisk is decreased by a factor of 10; the vertical bar on the r
hand side shows the position of the free-exciton line for the sample w
y.12% at 77 K.
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vibrational relaxation starts along the configuration curve
the (d8)* state. The intermediate virtual state$d8%* can be
interpreted similarly to an intermediate state in the cond
tion band for describing indirect transitions in Ge and Si.

FIG. 3. Configuration curves for thed8 states of the Ni21 ion in
ZnSe12ySy :Ni and for the Ni DE states@d7e# in ZnSe:Ni and
ZnSe12ySy :Ni. The rightward displacement of the Ni DE curve with in
creasingy is shown schematically. The arrow at the pointB shows the
tunneling transition from the Ni DE state into the state of ad8 configuration.
r

-

In summary, we have shown that the disordering of
solid solution ZnSe12ySy :Ni strongly influences the no
phonon Ni DE line@d7e#. This occurs through thed7 con-
figuration accompanying a change in the lattice constant w
increasingy of the solid solution and not via the electron
a hydrogen-like orbit, which corresponds to the ideas
Refs. 7 and 8. This influence gives rise to a tunneling tr
sition @d7e#→(d8) in the configuration-curve model. Th
novelty here as compared with Ref. 2 lies in the applicat
of the idea of an intermediate virtual state$d8%* . The very
strong dependence of thed7 configuration on the neares
neighbor environment potentially could be helpful for inve
tigating local nonuniformities of Ni-doped II–VI solid
solutions.1

We thank A. Tsunger for a helpful discussion of th
problem of 3d impurities in solid solutions of semiconduc
tors.
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Photosensitivity of thin-film structures based on laser-deposited CuIn „TexSe12x…2 layers

I. V. Bodnar’a) and V. F. Gremenok

State University of Informatics and Radioelectronics, 220027 Minsk, Belarus

V. Yu. Rud’

St. Petersburg State Technical University, 195251 St. Petersburg, Russia

Yu. V. Rud’

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences,
194021 St. Petersburg, Russia
~Submitted May 27, 1997; accepted for publication May 29, 1997!
Fiz. Tekh. Poluprovodn.32, 458–460~April 1998!

Thin films of the solid solutions CuIn~TexSe12x)2 (0,x,1) exhibiting chalcopyrite structure
were obtained by the method of laser deposition. Using half-transmitting indium layers,
Schottky diodes were prepared on the basis of the films obtained. The spectral dependence of the
sensitivity as a function of the ratio between Te and Se was investigated by illuminating the
structures through the In contact. Analysis of the experimental results showed that the region of
spectral sensitivity of such thin-film structures depends on the tellurium content in the
CuIn~TexSe12x)2 layers. © 1998 American Institute of Physics.@S1063-7826~98!01304-0#
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1. INTRODUCTION

Ternary chalcopyrite semiconductors ABC2 ~A — Cu,
Ag; B — Al, Ga, In; C — S, Se, Te! are now being closely
scrutinized by investigators as promising materials for p
ducing different optoelectronic devices.1–3 The most interest-
ing compound in this class is copper selenoindiate, wh
has been used to develop and fabricate solar cells which
an efficiency above 16%~Ref. 4! and which are more stabl
and show a higher radiation resistance than similar c
based on silicon and gallium arsenide.3

A number of investigators have also shown that film
based on the solid solutions CuIn~TexSe12x)2 can be suc-
cessfully used as active layers in thermophotovoltaic syst
for converting radiation in the spectral range 0.5–1.0 eV5–8

In the present paper we report the results of investi
tions of the photosensitivity of thin-film structure
based on laser-deposited layers of the solid soluti
CuIn~TexSe12x)2.

2. FILM PREPARATION

A GOS-1001 laser operating in the free-lasing mode
wavelengthl51.06 mm with pulse duration.1023 s was
used to obtain the films. Following the procedure describ
earlier,9–11 the films were deposited on glass substrates w
Tp54302470 °C and pressure in the chamb
(224)31025 Torr by a series of 180 to 200-J pulses wi
energy flux density at the target (325)3105 J/cm2. The
thickness of the films on the active area.2 cm2 was equal
4091063-7826/98/32(4)/3/$15.00
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to 0.4–1.2mm, depending on the number of pulses. Larg
block, 12–16 mm in diameter, CuIn~TexSe12x)2 ingots were
used as the targets for sputtering.

3. RESULTS AND DISCUSSION

The homogeneity of the films and the structures obtain
was monitored by the x-ray method using a DRON-3M d
fractometer with CuKa radiation and a nickel filter. The dif-
fraction patterns of the solid solutions contained a system
lines that corresponds to the chalcopyrite structure charac
istic of the ternary compounds CuInSe2 and CuInTe2 form-
ing this system. The observed resolution of the high-an
lines indicates that the films obtained were quite homo
neous.

The atomic composition of the films was determin
with a JEOL scanning electron microscope. The results
these measurements are presented in Table I. One can
that within the limits of accuracy attained in these measu
ments (.4%) the composition of the films corresponds s
isfactorily to that of the source material.

Uniform films of the solid solutions CuIn~TexSe12x)2

were used as the initial films for producing photosensit
structures of several types. One consisted of an optical c
tact which was produced by clamping the surfaces of
films of the solid solutions to the natural cleavage surface
the layered semiconductorsn-InSe andn-GaSe. Such struc
tures exhibited sufficiently high photosensitivit
(.103 V/W! under illumination on the III–VI semiconduc
tor side. The photosensitivity of these anisotypic structu
dominated in the fundamental absorption region of
© 1998 American Institute of Physics



.77
6.02
5.80
77

410 Semiconductors 32 (4), April 1998 Bodnar’ et al.
TABLE I. Results of analysis of the composition of the compounds CuInSe2 and CuInTe2 and the solid
solutions CuIn~Se12xTex)2.

Copper, at. % Indium, at. % Tellurium, at. % Selenium, at. %
calc. exp. calc. exp. calc. exp. calc. exp.

crystal film crystal film crystal film crystal film

25.00 24.85 25.42 25.00 25.07 24.62 50.00 50.33 50.82 — — —
25.00 25.32 26.84 25.00 25.61 25.07 42.51 42.00 41.22 7.50 7.18 6
25.00 24.88 25.02 25.00 25.00 25.23 24.54 25.12 24.70 25.00 24.30 2
25.00 25.29 24.73 25.00 24.63 25.08 15.00 14.99 15.20 35.00 35.08 3
25.00 24.65 25.42 25.00 25.20 24.98 — — — 50.00 50.10 49.
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III–VI crystals. This is due to their higher resistance wi
respect to films of the solid solutions CuIn~TexSe12x)2 and,
correspondingly, localization of the space charge la
mainly in the volume of the InSe and GaSe crystals. For
reason, such structures did not make it possible to obs
photosensitivity in the fundamental absorption region
CuIn~TexSe12x)2.

The structures of the second type were surface-ba
structures obtained on the exterior 232-mm surface of the
half-transmitting indium layers by thermal depositio
through a mask. When such structures were illuminated
the metal/semiconductor barrier side as well as on the so
solution film side, the barrier contact always became ne
tively charged and the sign of the charge remained
changed under all possible illumination geometries in
entire region of photosensitivity of the structures obtain
This shows that the observed photovoltaic effect is de
mined by separation of photogenerated pairs in a single
tive region arising on the indium/semiconductor bounda
As a rule, the photosensitivity dominates when these st
tures are illuminated on the barrier contact side. For the b
structures, which we were able to obtain on films with
tellurium content in the range 30–50 mole%, the maxim
current photosensitivity reaches 1 mA/W atT5300 K. It
should also be noted that the obtained spectral depende
of the short-circuit photocurrent, which was proportional
the flux density of the incident radiation, was converted in
an equal number of incident photons, so that they actu
reflect the relative quantum efficiency of the photoconv
sion of natural radiation by means of such elements. W
the surface of the barrier contact was scanned, the photo
tric parameters were reproduced well from point to poi
This shows that the films of the solid solutions obtain
are quite uniform ~the diameter of the light probe i
0.2–0.4 mm!.

Figure 1 shows for the In/CuIn~TexSe12x)2 structures
obtained the typical spectral dependences of the rela
quantum efficiencyh of photoconversion at room temper
ture and under illumination by natural light in a directio
normal to the photoreceiving plane. It is evident from t
figure that despite the changes in the atomic compositio
the solid solutions, the photosensitivity curves remain sim
in the entire concentration range. As photon energy increa
above 0.8 eV, the photosensitivity follows an exponen
law with slope S5d(lnh)/d(\v).30250 eV21, which is
consistent with the assumption that the bands in the
studied possess a simple structure. As photon energy is
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creased, a step~curves1 and2! or kink ~curves3–5! forms
in the spectral curvesh(\v) at a definite value of\v for
each composition of the solid solution. The inset in Fig
shows the position of these features on the energy axis ve
the composition of the films in comparison with the dash
line connecting the values of the band gaps of the tern
compounds CuInSe2 and CuInTe2.2,12 In the composition
rangex.0.3 the features in the quantum efficiency spec
fall on the dashed line, making it possible to relate the lon
wavelength exponential edge ofh(\v) with interband ab-
sorption in the semiconductor film with the correspondi
value of x. As x is lowered,x,0.3, these features in the
spectral curveh(\v) start to shift relative to the dashed lin
into the low-energy region, which could indicate that t
long-wavelength photosensitivity edge is due to an incre
in the contribution of shallow defect levels to photoacti
absorption. It should also be noted that despite such a st

FIG. 1. Spectral dependences of the relative quantum efficiencyh of pho-
toconversion in In/p-CuIn~TexSe12x)2 structures atT5300 K; x, mol%:
1 — 0, 2 — 0.7, 3 — 0.5, 4 — 0.3, 5 — 0.15. Inset: Band gap of the solid
solutions versus composition~6 — position of the features of the long
wavelength edge on the energy axis in the relative quantum efficiency s
tra, 7 — band gaps of ternary compounds according to Refs. 2 and 13!.
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variation in composition of the films (x5021), the long-
wavelength edge ofh shifts relatively little, which is attrib-
utable, correspondingly, to the small effect of the positio
substitution of selenium for tellurium atoms on the band g
of the solid solutions which we obtained.2,12 As one can see
from the figure, for all film compositions the photosensitivi
increases as photon energy increases further. Therefore
combination at the surface of the solid-solution films can
suppressed in the surface-barrier structures. This fact
shows at the same time that the proposed laser-depos
regime makes it possible to obtain films of solid solutio
with a quite perfect~from the standpoint of carrier recomb
nation! exterior surface without resorting to any addition
treatment. The increase of photosensitivity in the fundam
tal absorption region of the solid solutions CuIn~TexSe12x)2

is in qualitative agreement with the spectral dependenc
the optical absorption coefficient in CuInSe2 thin films.2,13,14

Therefore, there are grounds for judging on the basis of
observed short-wavelength growth of the photosensitivity
the surface-barrier structures the optical absorption spec
of thin films obtained by pulsed laser deposition.9

On the whole, it can be concluded on the basis of
results presented that the technology for produc
CuIn~TexSe12x)2 films could find application for construc
tion of high-efficiency, thin-film solar cells.

It should also be specially noted that an attempt to
serve natural photopleochroism in the structures did not l
to observation of any dependence of the photosensitivity
the polarization of the incident radiation.13,14 This result
could be due to the polycrystalline structure of the film
indicating at the same time the absence of pronounced
ture in them.
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Electric and photoelectric properties of n -GaxIn12xN/p -Si anisotypic heterojunctions
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We have developed a technology for producingn-type GaxIn12xN/p-Si heterostructures by
combined pyrolysis of indium and gallium monoammoniate chlorides, making it possible to obtain
heterolayers with composition varying over wide limits~from GaN up to InN!. The
composition and basic electric and optical characteristics of nitride films were determined. The
electric and photoelectric properties of the heterostructures with GaxIn12xN films of
different composition were investigated. It was shown that the anisotypic heterojunction
n-GaxIn12xN/p-Si is a promising photosensitive element for detecting visible-range radiation.
The maximum values of the specific detectivity wereD* 51.231011 Hz1/2

•W21 at 290
K. A band diagram of the heterojunction was constructed. ©1998 American Institute of Physics.
@S1063-7826~98!01404-5#
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The solid solutions of the semiconductor compoun
GaxIn12xN possess unique properties, which are of great
terest for applications in optoelectronic devices.1 In these
direct-gap materials, depending on the composition, the b
gapEg varies continuously from 1.9 to 3.4 eV, covering th
entire visible and part of the UV range of photon energi
Together with the progress made in recent years in their
in light-emitting devices2,3 nitrides hold promise for applica
tions in photoreceiving devices, for example, in solar ce
photodiodes, and phototransistors. Heterostructures for
by deposition of a material with a large band gap on a se
conductor substrate are usually characterized by a hig
photosensitivity because of the so-called ‘‘window effect.4

Moreover, in the case where a wide-gap semiconductor
hibits comparatively high electrical conductivity, as in th
case of gallium and indium nitrides as a result of deviatio
of their composition from stoichiometry in the direction
excess metal, a higher photosensitivity can be expected
account of a decrease in the series resistance of the stru
as a whole. If the heterolayer is formed by chemically sta
and radiation-resistant material, which is also characteri
of nitrides, the photosensitive structure does not require
mation of additional protective coatings on the surface.

On this basis it can be assumed that GaxIn12xN/Si struc-
tures, being cheap, should exhibit characteristics compar
and even exceeding those of existing photodetectors. Un
tunately, such heterostructures have not been adequate
vestigated, apparently because of technological problems
sociated with the formation of perfect layers of nitride so
solutions.5 Molecular-beam epitaxy~MBE! and chemical va-
por deposition using metalorganic compounds~MOCVD!
are successfully used to obtain high-quality films of GaN a
nitride solid solutions GaxIn12xN (x>0.7). The technology
for obtaining InN and solid solutions with a high indium
content is much less well developed.5–11 At the same time,
chemical vapor deposition~CVD! methods using halogen
4121063-7826/98/32(4)/5/$15.00
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containing initial reagents continue to be used and give fa
good results.11–14

Our objective in the present work is to develop a tec
nology for producing heterostructures of the ty
GaxIn12xN/Si that permits varying the composition of th
heterolayer over wide limits~from GaN to InN! as well as
studying the basic electrical and optical properties of fil
and the photoelectric characteristics of the heterostructu

The nitride films were obtained by chemical vapor dep
sition, based on combined pyrolysis of gallium monoamm
nia chloride ~GAC! and indium monoammonia chlorid
~IAC!. The process was conducted in a nitrogen–ammo
atmosphere in a continuous-flow system. The deposition p
cess was conducted at atmospheric pressure and sub
temperature 550 °C. The gallium and indium ratio in t
growing film was fixed by varying the GAC and IAC ratio i
the initial charge. The ratio of the molar flow rate of amm
nia to the total molar flow rate of the metal containing r
agents~V/III ratio ! at the reactor entrance was varied with
the limits 10–100. The growth rate of the films was in t
range 0.8–1mm/h and their thickness was equal to 1mm.
KU-1 optical quality quartz and KDB-10~100! Si wafers
were used as substrates. The reactor layout and the
deposition procedure are described in Ref. 15.

The films obtained consist of polycrystalline depos
with good adhesion and continuity. The color varies w
increasing indium content in the load from almost transp
ent ~pure GaN! to reddish-brown. The results of an analys
of the transmission and reflection spectra of the films in
wavelength range 300–1200 nm, in the course of which
optical band gapEg

opt was determined and the values of th
optical constants~absorption coefficientk and refractive in-
dex n) were calculated by the method of Ref. 16, show th
the layers were single-phase and uniform. The composi
of the GaxIn12xN films was estimated from Auger
spectroscopy data. The correlation established in the pre
work between the values ofEg

opt and x agree satisfactorily
© 1998 American Institute of Physics
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with the results of a study ofEg
opt(x) for solid solutions in the

system GaN–InN.6,17

All films obtained aren-type. The current carrier densit
determined from Hall effect measurements at 300 K w
equal to 101721019 cm23, increasing with In concentration
in the solution. The Hall electron mobility in the films di
not exceed 10 cm2/~V•s! at 300 K. The electrical resistanc
of the films depended largely on their indium content a
varied at room temperature from;100 kV, characteristic for
pure GaN, down to values;500 V measured for
Ga0.64In0.36N films. The basic parameters of the films grow
on quartz substrates are presented in Table I.

Anisotropic heterojunctionsn-GaxIn12xN/p-Si were
prepared in the above-described experiments on growing
tride films. Deposition was done both on naturally oxidiz
silicon surfaces and on surfaces from which oxide was
moved by gas etching in a HCl flow. It should be noted th
the precleaning of the silicon surface had no effect on an
the parameters of the heterojunctions investigated. This
apparently reflects a specific feature of the film deposit
method: The feature associated with the presence of hy
gen chloride in the reaction gas mixture in the deposit
zone, resulting in the removal of oxide at the initial stages
the process.

The heterojunctions obtained were subjected to a bat
of investigations, including measurement of the curre
voltage characteristics, the photoresponse signal~in the
photo-emf regime! due to blackbody radiation at 900 K, th
spectral distribution of the sensitivity, and the photorespo
time. The measurements were performed at temperat
T5802290 K. A MDR-23 monochromator was used
measure the spectral characteristics. The photoresponse
was determined from the relaxation curves of the photo
sponse signal. In this case a GaAs LED served as the so
of radiation. In all experiments the radiation was incident
a direction perpendicular to the surface of the heterojunc
through a wide-gap material — a GaxIn12xN film. The
samples had an area of 535 mm2.

Chromium was used as the contact material for inve
gating the electric and photoelectric properties of the hete
junctions. It was deposited in the form of a 0.3-mm-thick
0.735-mm2 strips, as well as in the form of a continuou
layer on the backside of the silicon by magnetron sputter
onto a wide-gap material. The linearity of the I-V charact
istics of such contacts shows that they are nearly ohmic

The basic parameters of the heterojunctions investiga
at T5290 K are presented in Table II. HereR0 is the differ-
ential resistance of the junction under zero bias,VD is the
total contact potential difference,VDn is the diffusion poten-

TABLE I. Technological production parameters and properties
GaxIn12xN films deposited on quartz substrates.

Sample Molar fraction of V/III Eg
opt , k n

No. GAC in the charge ratio x eV l50.8 mm

1 1.0 10 1.00 3.4 0.018 1.92
2 0.37 70 0.85 3.05 0.044 2.03
3 0.23 100 0.64 2.25 0.050 2.08
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tial on the GaxIn12xN film side,t is the photoresponse time
andEt is the activation energy of the photoresponse time

All the heterojunctions which we investigated in th
study are photosensitive in the temperature rangeT580
2290 K. At each temperature the magnitude of the photo
sponse signal depends on the composition of the nitride fi
The highest photo-emf was recorded for heterojunctions w
a film of the material with the largest band gap — GaN. F
this sample the specific detectivity at 290 K isD* 51.2
31011 Hz1/2

•W21
•cm. As the indium content in the film

increases, the photosensitivity decreases by almost an o
of magnitude~Table II, sample 3!. The temperature depen
dences of the photoresponse signalS are nonmonotonic. As
the temperature is lowered from 290 K, th
photoresponse signal in all the heterojunctions increa
reaches maximum values in the temperature ra
2002250 K, and then decreases. For some hete
junctions the sensitivity at the maximum of the tempe
ture dependence is more than an order of magnitude h
er than at 290 K: For example, for the heterojuncti
n-Ga0.85In0.15N/p-Si D* 5231012 Hz1/2

• W21
• cm at

T5200 K. The values of the photo-emf at 80 and 290 K a
approximately the same for all heterojunctions.

The spectral characteristics of the photosensitivity m
sured atT5290 K ~Fig. 1! have the typical form for hetero
junctions. The red edge of the spectral characteristic is
termined by the band gap of the narrow-gap semicondu
— Si. The short-wavelength decrease of the photosensiti
coincides in energy with the band gap of the wide-gap se
conductor. AsEg in the nitride film increases, the shor
wavelength part of the spectral characteristic shifts into
region of shorter wavelengths. It should be noted that for
wavelengths of the incident radiation the sensitivity of a h
erojunction increases with increasingEg of the wide-gap
layer.

The maximum photosensitivity for all heterojunction
falls in the absorption region of silicon. However, the sen
tivity distribution, which depends on the film composition,
observed to be nonmonotonic in this region of the spec
characteristic. This feature is most clearly seen in the spec
characteristics of the photoresponse signalS/Smax5f(l) ~Fig.
2!, whereSmax is the maximum value of the photorespon
on the spectral characteristic of the given sample. As
indium content in the nitride film increases, an addition
long-wavelength sensitivity peak appears atl.1.1 mm,
which for the heterojunctionn-Ga0.64In0.36N/p-Si is compa-
rable in magnitude to the maximum atl.0.8 mm present in
all heterojunctions~Fig. 2, curve3!. In the sample with a
lower indium content in the film this peak decreases in m

f TABLE II. Basic parameters of the heterojunctionsn-GaxIn12xN/p-Si at
T5290 K.

Sample Film Eg
opt , R0 , VD , VDn , t, Et ,

No. composition eV kV eV eV mm eV

1 GaN 3.40 20 1.0 0.44 300 0.29
2 Ga0.85In0.15N 3.05 5 1.2 0.36 50 0.28
3 Ga0.64In0.36N 2.25 2 0.8 0.13 20 0.26
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nitude ~Fig. 2, curve2!, while it is virtually absent in the
heterojunctionn-GaN/p-Si ~Fig. 2, curve1!. The described
nonmonotonic variations of the photoresponse signal of
erojunctions and their explicit dependence on the comp
tion of the wide-gap film could be due to a characteris
feature of the transmission of light by the films in this wav

FIG. 1. Spectral photosensitivity characteristics of heterojunctions:1 —
GaN/Si,2 — Ga0.85In0.15N/Si, 3 — Ga0.64In0.36N/Si.

FIG. 2. Normalized spectral photosensitivity characteristics of heteroju
tions: 1 — GaN/Si,2 — Ga0.85In0.15N/Si, 3 — Ga0.64In0.36N/Si.
t-
i-

-

length range. This assumption is entirely justified, since p
indium nitride has a maximum in the transmission spectra
wavelengths close to 1mm ~Ref. 18!, while the transmission
of gallium nitride in this part of the spectrum is much low
and forl.0.8mm the transmission coefficient varies mon
tonically.

The photoresponse time atT5290 K is 20–300ms in all
structures investigated~Table II!. The maximum value
t5300 ms was observed in the heterojunction GaN/Si.
we have already noted, this heterojunction exhibits the hi
est photosensitivity. As the temperature is lowered to 20
250 K, for all heterojunctions the photoresponse time gro
exponentially and the activation energy isEt50.2620.29
eV. The exponential growth oft with the same activation for
all HJs investigated can be attributed to the existence o
level that determines the lifetime of the minority current ca
riers. The nature of this level is unclear at present. Howev
since the values presented for the photoresponse time ref
the absorption range of silicon, this level can be tentativ
associated with energy states~defect, impurity! either in sili-
con or on the interface of the heterojunction.

All HJs investigated exhibit rectifying properties. Figu
3 shows typical current-voltage characteristics measure
different temperatures. The direct branches of the I–V ch
acteristics for all HJs investigated have two exponential s
tions ~Fig. 4!. The first section~for low biases! is described
satisfactorily by the relationI 5I 1exp(eU/b1kT) with b153
26 at 290 K. The sections of the I–V characteristics w
higher biases correspond toI 5I 2exp(AU) with b251/A51
212 atT5290 K. As the temperature is lowered, both se

c-

FIG. 3. Current-voltage characteristics of the heterojunct
Ga0.64In0.36N/Si, T, K: 1 — 290,2 — 250,3 — 200,4 — 150,5 — 80.
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tions remain but b1 increases andb2 is virtually
temperature-independent. The voltage corresponding
transition between these two regions decreases with incr
ing temperature. Analysis of the current-voltage characte
tics makes it possible to characterize the current flow in
experimental heterostructures as follows. At low bias volta
the total current is limited by recombination at the interfa
For high direct biases current passage is determined by
neling. The reverse branches of the I–V characteristics w
low voltages~except initial! have a nearly linear power-law
dependence.

The differential resistance at zero bias (R0) at T5290 K
varies, depending on the composition of the wide-gap la
from 2 to 20 kV ~Table II!. As temperature decreases
;150 K, R0 increases exponentially. The activation ener
of this process for different structures varied from 0.13
0.44 eV. At lower temperatures the differential resistance
temperature-independent. The exponential section of
temperature dependence ofR0 is described well in the
recombination–tunneling model with barrier heightV5Dn

50.1320.44 eV for different heterojunctions~Table II! for
diffusion or thermal-emission currents with current-carr
recombination at the interface. The weak temperature de
dence ofR0 at low temperatures could be due to a tunnel
mechanism of current transport.

An energy diagram of the anisotypic heterojuncti
n-Ga0.64In0.36N/p-Si was constructed on the basis of the
vestigations performed and the published data. The diag
was constructed in the Anderson model approximation t
ing into account the interfacial states at the metallurgi
boundary of the heterojunction.4 These states are due to th

FIG. 4. Direct branches of the I–V characteristics of the heterojunc
Ga0.64In0.36N/Si. T, K: 1 — 290,2 — 250,3 — 200,4 — 150,5 — 80.
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mismatch between the lattice parameters of the film and s
strate and their density for the heterojunction under stud
;1014 cm22. The current carrier density in the Ga0.64In0.36N
film was determined from Hall effect measurements to
n5231018 cm23. The carrier density in the silicon wa
p51.531015 cm23. The total contact potential differenc
was determined from the current-voltage characteristics
extrapolating its linear section to the voltage axis. For
present heterojunctionVD50.8 eV. The diffusion potentia
on the Ga0.64In0.36N solid solution side was determined from
the temperature dependence of the differential resistanc
be VDn50.13 eV. Such a high value ofVDn with current
carrier density 231018 cm23 in the solid solution could be
due to the high density of interfacial states. The band d
gram of the heterojunction is presented in Fig. 5, wh
VDp50.67 eV, DEc50.053 eV, DEv51.24 eV, Eg1

51.12 eV, andEg252.25 eV.
In summary, our studies have shown that the anisoty

heterojunctionn-GaxIn12xN/p-Si is a promising photosensi
tive element for detecting visible-range radiation. Improv
ment of the device characteristics depends directly on
technology for producing films of solid solutions and, fir
and foremost, on decreasing the current carrier density
them.
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Intraband absorption of light in quantum wells induced by electron-electron collisions
G. G. Zegrya and V. E. Perlin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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It is shown that in a semiconductor with quantum wells intraband absorption of long-wavelength
radiation due to Coulomb interaction of the electrons is possible as a result of band
nonparabolicity. Analytical expressions for the absorption are found for the limiting cases of
nondegenerate and strongly degenerate, two-dimensional electron, gas. At high carrier densities the
absorption due to electron-electron interaction can be much stronger than absorption due to
electron-phonon interaction. ©1998 American Institute of Physics.@S1063-7826~98!01504-X#
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1. INTRODUCTION

The physical processes occurring in semiconductor
erostructures with quantum wells are being widely studi
Numerous experiments show the presence of strong abs
tion of radiation with photon energy (\v;125 meV!
smaller than the splitting between the quantum-well s
bands in such systems.1 Such radiation can be absorbed on
as a result of intraband and therefore indirect transitions
order for the laws of conservation of energy and moment
to be satisfied simultaneously in such junctions, an elec
which has absorbed a photon must be scattered by a
particle. Mainly intraband transitions with scattering by ph
tons or with the participation of impurities are studied in t
literature.2,3 In the present paper we study a new mechan
of intrasubband absorption due to electron-electron sca
ing in a free electron gas. This absorption mechanism is
realized in the case of a quadratic law governing dispers
in a subband. In order to calculate this mechanism it is n
essary to take into account the nonparabolicity arising in
electron spectrum as a result of interaction of the conduc
band and the valence band. At high charge carrier dens
the absorption mechanism due to electron-electron collis
can become more effective than the phonon or impu
mechanism.

2. TRANSITION MATRIX ELEMENTS

Let the semiconductor structure be unbounded and
form in the (y,z) plane and let it contain an infinitely dee
quantum well with potential~in the conduction band! U(x)
50 in the intervalxP@0, a# and U(x)5` outside this in-
terval (a is the well width!. The energy of an electron in th
conduction band, measured from the center of the band
Eg , can be calculated in the Kane model4

Ec5~k,q!5A~Eg/2!21g2~k21q2!,

wherek is the wave number of the motion along thex axis,
q5(qy ,qz) is the wave vector of free motion in the (y,z)
plane, andg is the parameter, proportional to the matr
4171063-7826/98/32(4)/6/$15.00
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element of the momentum operator between valence-
conduction-band states, in the Kane model. We assume
only the lower quantum-well subband is filled, so thatk
5p/a. Expanding the energyEc(q) in powers ofq for small
q and replacingqy,z by py,z /\, we write the electron kinetic
energy operator in the (y,z) plane in the form

T̂5
p̂2

2mc
2S g

Eg\ D 4

Egp̂4. ~1!

Here mc is the electron effective mass in the conducti
band, which can be easily expressed in terms ofg, Eg , and
k. The term proportional top̂4 gives a correction to the qua
dratic dispersion relation. Its smallness is determined by
smallness of the parameter qTg/Eg!1, where
qT5A2mcT/\2 is the characteristic wave number of an ele
tron in the case of nondegenerate electron gas. If the ga
degenerate, then hereqT must be replaced by the Fermi mo
mentumqF . We shall solve the problem of finding the ab
sorption coefficient to first order in the nonparabolicity. It
easy show that in this case it should be taken into acco
only in the operatorV̂opt describing the interaction of elec
trons with the photon field, while the effect of the nonpar
bolicity on the wave functions can be disregarded.

The wave function of an electron in the ground state
the well isCq(r )5(1/AS)eiq–rCx(x), wherer is the radius
vector in the plane of the well,r5(x, r), and Cx(x)
5A2/a sinkx in the well andCx(x)50 outside the well is
the wave function of motion along thex axis. Here normal-
ization ‘‘in a box’’ with areaS is used. The wave function o
a system of two electrons isCq1 ,q2

(r1 ,r2)5(1/A2)
3@Cq1

(r1)Cq2
(r2)2Cq1

(r2)Cq2
(r1)#. We find the matrix

element of the interaction of this system with the phot
field A(r , t). Accordingly, we replace in the Hamiltonianp̂
by p̂1(e/c)A and, taking into account only terms linear
the field~corresponding to single-photon absorption!, we ob-
tain the interaction operator
© 1998 American Institute of Physics
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V̂opt5
e

cmc
@A~r1 ,t !•p̂11A~r2 ,t !•p̂2#

2
4eg4

cEg
3\4

@A~r1 ,t !•p̂1
31A~r2 ,t !•p̂2

3#. ~2!

For a monochromatic plane wave the vector potentia
A(r ,t)5A0eexp@i(¸•r2vt)#, whereA0 is the amplitude as-
sociated with the photon volume densityN by the relation
A0

252pN\c2/vne
2 (ne is the refractive index of the medium

at frequencyv), v and¸5(¸x ,¸p) are the frequency and
wave vector of the light, ande5(ex ,ep) is the unit polar-
ization vector. In deriving Eq.~2! we employed the Landau
gaugef50, ¹–A50. We shall calculate the matrix eleme
between the initial stateC i5Cq1 ,q2

and the final stateC f

5Cq3 ,q4
. An integral of the form *2`

` ei¸xxuCx(x)u2dx

arises in the integration overx. It can be assumed that th
integral equals 1, since the wave vector of the photon¸x

;104 cm21 is much less than 1/a;106 cm21, and the ex-
ponential in the integral equals 1. Integration in the (y,z)
plane gives a Kroneckerd function. Finally, the matrix ele-
ment of the electron–photon interaction is

Vopt,i f 5~2 i !e2 ivt
e\

cmc
A0$@ep•~q31q4!#

2b0~ep•q3!q3
22b0~ep•q4!q4

2%

3~dq1q3
dq2q4

2dq2q3
dq1q4

!, ~3!

whereb054mcg
4/\2Eg

3 .
Let us now find the matrix element of the electro

electron interaction. The interaction operator
V̂ee5e2(eur12r2u), wheree is the permittivity of the me-
dium. The matrix element between the statesC i5Cq1 ,q2

and C f5Cq3 ,q4
, which are described by antisymmetr

wave functions, has the form

Vee, i f 5V22V1 ,

where

V15E C1* ~r1!C4~r1!
e2

eur12r2u
C2* ~r2!C3~r2!d3r1d3r2 ,

V25E C1* ~r1!C3~r1!
e2

eur12r2u
C2* ~r2!C4~r2!d3r1d3r2.

~4!

Here, for simplicity, we writeCqi
5C i . To calculate these

integrals we switch to the Fourier representation. We th
obtain the following expression forV1:

V15
4pe2

~2p!3e
E I 14~q!I 23~2q!

q2
d3q, ~5!

where I i j (q)5*C i* (r )C j (r )eiq–rd3r . Substituting here the
explicit expressions for the wave functions, we obtain

V15
4pe2

~2p!3e

~2p!4

S2
d~q11q22q32q4!J~ uqpu!, ~6!
s

n

whereqp5q12q45q32q2 is the momentum transfer du
to Coulomb scattering, and

J~qp!5E
2`

`

dqF 1

qp
21q2U E2`

`

dxuCx~x!u2eiqxU2G
5

1

2a2F4p

qp
3 ~qpa211e2qpa!1

2pa

4k21qp
2

1
2p~4k22qp

2!~12e2qpa!

~4k21qp
2!2qp

1
6p~12e2qpa!

~4k21qp
2!qp

G .

~7!

The integralV2 can be found by analogy withV1. The factor
[J(uq12q3u2J(uq22q3u)# in the expression for the Cou
lomb matrix element, equal toV22V1, can be substantially
simplified. The momentum transferqp equals in order of
magnitude the thermal momentumqT ~in the case of Boltz-
mann statistics!. At room temperatureqT;106 cm21. In the
case of degenerate statistics all momenta are comparab
the Fermi momentumqF , which is of the same order o
magnitude. For a sufficiently narrow quantum wella;100 Å
the quantityqpa is less than or of the order of 1 and can
approximated by the differencep(uq12q3u212uq2

2q3u21) to a high degree of accuracy, which increases w
decreasinga. We can then write the Coulomb matrix ele
ment can be in the form

Vee,i f 5
~2p!3e2

eS2
d~q11q22q32q4!

3S 1

uq12q3u
2

1

uq12q4u D . ~8!

Here thed function expresses the law of conservation
momentum in a collision of two electrons.

3. CALCULATION OF THE ABSORPTION COEFFICIENT

The absorption process due to electron-electron co
sions can be calculated in second-order perturbation the
The number of transitions of a system of two electrons
unit time per unit area is

W5
1

S

2p

\ (
i , f

U(
m

S Vopt,i mVee,m f

«m2« i2\v
1

Vee,i mVopt,m f

«m2« i
DU2

3d~« f2« i2\v!$ f ~q1! f ~q2!@12 f ~q3!#

3@12 f ~q4!#2 f ~q3! f ~q4!@12 f ~q1!#@12 f ~q2!#%.

~9!

Here the summation extends over all initial, final, and int
mediate states of the particles —C i5Cq1 ,q2

, C f5Cq3 ,q4
,

andCm5Cqm1,qm2, S is the area of the heterojunction,« i ,
« f , and«m are the energies, andf (qj ), j 51, 2, 3, 4 are the
probabilities that the corresponding states are occupied
electrons.

It follows from the form of the matrix elementVopt,im(m f)

~3! that the matrix element assumes nonzero values only
four intermediate states, which to within a transposition
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the indices are identical to the initial or final state. It is ea
to see that on summing over these indices the terms
containing the coefficientb0, which describes the nonpara
bolicity of the spectrum, cancel as a result of the law
conservation of momentumq11q25q31q4. This means
that the absorption mechanism we are studying is not r
ized in the case of a quadratic dispersion relation. The c
posite matrix element is proportional to the coefficientb0:

uM u25U(
m

~ . . . !U2

54A0
2b0

2 ~2p!2e4

e2S4 S e\

mcc
D 2 1

~\v!2

3S 1

uq12q3u
2

1

uq22q3u D
2

d~q11q22q32q4!2

3@~epq3!q3
21~epq4!q4

22~epq1!q1
22~epq2!q2

2#2.

~10!

We shall examine two limiting cases of the electron d
tribution over the states.

1. Nondegenerate electron gas.In this case we assum
that the occupation numbers are small,f (qj )
5(2pn\2/mcT)exp(2qj

2/2mcT)!1, and we ignore in Eq
~9! the products that contain no more than two of them. T
corresponding term in parentheses in Eq.~9! can be simpli-
fied further by making use of the energy conservation l
q3

2/2mc1q4
2/2mc2q1

2/2mc2q2
2/2mc5\v:

$ . . . %5 f ~q1! f ~q2!2 f ~q3! f ~q4!5S 4pn\e2

2mcT
D 2

3expF\2~q1
21q2

2!

2mcT
GF12expS 2\v

T D G . ~11!

We now switch in the expression~9! from summation over
the initial and final momenta to integration(qj

→@S/(2p)2#*d2qj . The integration overq4 can then be per-
formed using one of thed functions from Eq.~10!, and we
replace the second integral by a Kroneckerd function:
d(q11q22q32q4)5@S/(2p)2#dq11q2 ,q32q4

5S/(2p)2.
This gives a sixfold integral that can be calculated anal
cally ~see Appendix 1!.

The absorption coefficientG equals the number of tran
sitions per unit volume of the material, divided by the phot
flux densityNn5Nc/ne . The concept of an absorption co
efficient is meaningless for a single quantum well, since
experimentally determined transmission coefficie
@12exp(2aG)# is virtually equal to 1. To observe absorp
tion in two-dimensional systems it therefore makes sens
use as a sample a multilayer structure consisting of a la
number of absorbing layers~quantum wells!, alternating with
transparent layers. If the period of such a structure equalL,
then the number of transitions per unit volume can be
tained from the number of transitions, found above, per u
area by dividing byL. Thus we obtain for the absorptio
coefficient
y
ot

f

l-
-

-

e

i-

e
t

to
e

-
it

G5
Wne

LNc
5

210p3

ne

n2lg
4

L

e2

\c

T2

~\v!2

EB

~\v!

3S 11
5\v

2T D F12expS 2
\v

T D G , ~12!

wherelg5\/A2mcEg, andEB5mce
4/2\2e2 is the Bohr en-

ergy for an electron in a crystal. Here we took into accou
that g.\AEg/2mc, andb052lg

2 @see Eq.~3!#. To estimate
the magnitude of absorption we use typical parameters
standard semiconductors, for example, GaAs: refractive
dex ne53.5, static permittivity e510, electron effective
mass in the conduction bandmc50.1m0510228 g, room
temperatureT50.026 eV, photon energy\v5331023 eV,
two-dimensional electron density in the quantum w
n51011 cm22, band gapEg.1.6 eV, and interwell distance
is L51024 cm. Substituting these values into Eq.~12!, we
obtain the estimateG .1 cm21.

2. Strongly degenerate electron gas.If the photon energy
\v is much less than the Fermi energy«F52p\2n/mc ,
then all electron transitions due to the absorption of this li
must occur near the Fermi level. If the ‘‘width’’;T of the
Fermi–Dirac distribution is much less than the transition e
ergy \v, then to study these transitions this distribution c
be replaced by a step function:f (q)51 for q,qF52Apn
and f (q)50 for q.qF . The conditionsT!\v!«F for
photons with energy of the order of several meV hold,
example, for electron densityn51012 cm22 at liquid-helium
temperatures.

We shall solve the problem of finding the absorpti
coefficient in lowest order in the small paramet
j5\v/«F . On absorbing a photon two electrons, whi
scatter each other, pass from the states 1 and 2 in a na
layer of thickness of the order ofjqF inside the Fermi sur-
face into the states 3 and 4, respectively, in a similar nar
layer outside the Fermi surface. Two cases are possible h
1! the momentum transferq55q32q15q22q4 is small
compared withqF (q5;jqF) and 2! the momentum transfe
q5 is not small compared withqF , where the law of conser
vation of momentum requires that the momentaq1 andq2 be
almost opposite to one anotheruq11q2u;jqF . In the first
caseq5 is a small quantity of first order inj; all other mo-
mentaq1,2,3,4, q65uq32q2u are comparable toqF . In the
second caseq5 is also comparable toqF . The expression for
the transition probability~9! contains the squared Coulom
matrix element~8!

Vee,i f
2 ;S 1

uq32q1u
2

1

uq32q2u D
2

5
1

q5
2

2
2

q5q6
1

1

q6
2

. ~13!

In the first case the second and third terms in Eq.~13!, which
are proportional toj21 andj0, respectively, are small com
pared with the first term, which is proportional toj22, and
can be ignored. In the second case all three terms are of o
j0, and it is easy to show that the contributions of transitio
with a large momentum transfer to the total number of tra
sitions is small~second order inj). Therefore, to lowest
order in j only the first term from the first case should b
taken into account, and the number of transitions~9! is
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W5
4A0

2b0
2e4

~2p!3\e2~\v!2S e\

mcc
D 2E d2q1E d2q2E d2q3

3
1

uq32q1u2
@q3

2~q3e!1q4
2~q4e!2q1

2~q1e!

2q2
2~q2e!#2d~« f2« i2\v!. ~14!

The switch from summation in Eq.~9! to integration and the
integration overq4 are performed just as in the nondegen
ate case. In Eq.~14! the integration extends over all possib
configurations with a small momentum transfer due to C
lomb interaction~see Appendix B!. Finally, similarly to the
nondegenerate case, we obtain for the absorption coeffic

G5
Wne

NcL
5

4x

ne

e2

\c

EB

Eg

nlg
2

L
, ~15!

wherex51.333 is a numerical factor. We note that abso
tion does not depend on the frequency of the incident lig
An estimate of the absorption with the same parameter
for the nondegenerate case~only n51012 cm22) gives
G.1021 cm21;, i.e., the effect for degenerate statistics u
der the condition\v!«F is much weaker than for the Bolt
zmann statistics with\v!T.

4. DISCUSSION

Light absorption by a free electron gas with a nonpa
bolic electron dispersion relation~1! can be easily explained
on the basis of qualitative considerations. The equation
motion of electrons in the fieldE of an electromagnetic wav
~in the dipole approximation! have the form

dpi

dt
5eE~ t !2¹ i(

j
Vi j , i 51..N, ~16!

whereVi j is the interaction potential energy of theith andjth
electrons. The energyV does not appear in the equation f
the total momentumP5(pi :

dP

dt
5eNE~ t !. ~17!

Let us switch to the Fourier representation

P5
eNE

iv
. ~18!

The total electron current isj5en(vi5sE. In the case of a
parabolic band(vi5P/mc and the conductivitys is a purely
imaginary quantity; this means that there is no absorption
the case of the dispersion law~1! we have (vi5P/mc

1(4g4/Eg
3\4)(pi

3 . The presence of a term proportional
the sum of the cubed momenta makes absorption possib

In the case of a Boltzmann electron distribution, abso
tion due to electron-electron interaction is quite strong a
somewhat stronger than the electron-phonon absorption~see
Ref. 2!. The fact that it is 10 times weaker in the strong
degenerate gas is explained by the fact that for\v!EF only
a small fraction of the electrons can participate in absorpt
The electron density dependence of the absorption cha
-
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-
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.
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n.
es

from quadratic for the nondegenerate gas to linear for
strongly degenerate gas. In a real situation, none of the
iting cases examined can be realized and the absorption
intermediate values.

The calculation presented above was performed for
case of an infinitely deep quantum well. The effect of t
finitenesss of the depth of a real well can be taken into
count in the form of a small correction to the absorption.
one can easily see~see Appendix C!, all results obtained
above remain valid, both qualitatively and quantitatively.

This work was supported in part by the Russian Fund
Fundamental Research~Grants Nos. 96-02-17952 and 97-0
18151! and the Russian State Program ‘‘Physics of sol
state nanostructures’’~Grants Nos. 97-0003, 97-1035, an
97-2014!.

5. APPENDIX

A. Calculation of the integral for the absorption in the case
of nondegenerate electron statistics.

The desired integral can be written in the form@see Eqs.
~9!–~11!#

W15E d2q1E d2q2E d2q3exp@2a~q1
21q2

2!#

3S 1

uq12q3u2
2

1

uq12q4u D 2

3@~epq3!q3
21~epq4!q4

22~epq1!q1
22~epq2!q2

2#2

3d@~q12q3!~q22q3!2C#,

wherea5\2/2mcT, C5mcv/\, and theq1 , q2, andq3 in-
tegrals extend over the entire plane. First we make the s
stitution of variablesq55q32q1 , q65q32q2 , andq75q1

1q2 with the Jacobian of the transformation equal to 1
We integrate in the polar coordinatesqi5(qi ,u i), i 55, 6, 7,
whereu i is the angle measured from the projectionep of the
unit polarization vectore of the light onto the (y,z) plane.
The integrand is symmetric with respect toq5 andq6, so that
the factor (q5

212q6
21)2 can be replaced by 2(q5

22

2q5
21q6

21). Next, after switching to the angular variablesu5,
u5u62u5 , andu7 the integration overq5 ~with the aid of a
d function! and overq7 ,u5 , andu7 is elementary. Introduc-
ing the variablex5q6

2, we obtain the double integral

W15
2p2C exp~aC!

a2 E
0

`

dxE
0

2p

du

3expF2
a

2 S C2

xcos2u
1xD G S 41

1

cos2u
D .

The integration overu is performed by the method of differ
entiation with respect to a parameter: The functionf 1(b)
[*0

2p exp(2b/cos2u)/cos2udu52Ap/b exp(2b) ~here the
integral is calculated by making the substitutiont5tanu)
equals to within a sign theb derivative of the function
f 2(b)[*0

2p exp(2b/cos2u)du. Integrating f 1(b), we find
f 2(b)52perfc(Ab). After integrating overx with the aid of
the relations
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E
0

`

expS n2y2
n2

4yDAydy5
Ap

2
~11n!,

E
0

`

exp~n2y! erfcS n

2Ay
D dy51,

we obtain the final result

W15
27p3mc

4T4

\8 S 11
5\v

2T D .

B. Calculation of the integral for the absorption in the case of
degenerate electron statistics

We make the substitution of variablesq1 , q2 , q3

→q1 , q2 , q55 q32q1 in the integral from Eq.~14! ~which
we designate asW2). We shall calculate the integral usin
polar coordinatesqi5(qi ,u i), i 51, 2, 5, with the polar axis
directed along the unit vectorep . In the region of integration
the quantitiesq1 and q2 are close toqF , while q5 is much
smaller thanqF . We shall perform the calculations in firs
order with respect toq5 /qF;j. The angleu5 assumes all
values from 0 to 2p. For a fixed small momentum transfe
q5, it is easy to obtain from the conditions for the momen
q1 and q2 to lie inside and the momentaq35q11q5 and
q45q22q5 to lie outside the Fermi circle the range of int
gration overq1 andq2. The angleu1 varies fromu52p/2 to
u51p/2 and the angleu2 varies from u51p/2 to u5

13p/2. In first order inj, the integrals overq1 andq2 can
be replaced by the expression obtained by substituting in
integrandqF for q1 andq2 and multiplying by the length of
the integration segmentsq5cos(u12u5) and2q5cos(u22u5).
Ignoring terms that containq5

2, we can transform thed func-
tion in Eq. ~14! to

d~ . . . !5
m

\2
d@q5~q22q12q5!2C#

5
m

\2
d@2q5qFsin@~u12u2!/2#cosu1252C#,

where u1255(u21u12p)/22u5 is the angle between th
vectorsq22q1 and q5. In the same approximation we re
palce the expression in parentheses in Eq.~14! by

@ . . . #5q5qF
2@cos~u522u1!2cos~u522u1!#.

In the expression which we obtain

W252
mcqF

6

\2 E dq5E
0

2p

du5E
u52p/2

u51p/2

du1E
u51p/2

u513p/2

du2q5
3

3cos~u12u5!cos~u22u5!

3@cos~u522u1!2cos~u522u2!#2

3d$2q5qF sin@~u12u2!/2#cosu1252C%

we perform the integration overq5 with the aid of ad func-
tion, switch to the new angular variablesu5 , u82u12u5 ,
andu95u22u5, perform an elementary integration overu5,
and obtain
e

W25
xmcqF

2C3

\2
,

where we have introduced the numerical constant

x522pE
2p/2

p/2

du8E
p/2

3p/2

du9

3
cosu8 cosu9@12cos2~u82u9!#

~cosu82cosu9!4
51.333.

C. Allowance for the finiteness of the depth of the quantum
well

Let the quantum well have a finite depthU. Then the
wave function of an electron in the bottom level in this we
will have the form

C~x!5H C exp~¸x!, x,0,

B sin~kx1d!, 0,x,a,

C exp@¸~a2x!#, x.a.

In the case of an infinite wellB5A2/a, C50, k5p/a, and
d50. We shall find the corrections to these quantities in
lowest orders in the small parameterg05A2\2/mcUa2 ~for
ordinary semiconductor heterostructuresa;1026 cm,
U;0.3 eV, andmc;10228 g the parameterg0;0.2 and can
be assumed to be small! with the aid of standard equation
for a square quantum wellka5pn22 sin21A\2k2/2mcU,
n51, and sind5A\k/2mcU, the boundary conditions at th
points x50, a, and the normalization conditions for th
wave function. Ignoring all the terms of the expansion ing0

beginning with g0
3, we obtain k5p(12g01g0

2)/a, d
5p(g02g0

2)/2, B252(12g01g0
2)/a, andC5g0B. In the

present paper the explicit form of the wave function for t
motion of an electron along thex axis is used only to calcu
late the integralJ(qp) ~7!. Performing the tedious integratio
and simplifying the answer similarly to the manner in whi
this was done with Eq.~7!, we obtain that the Coulomb
matrix element~8! in lowest order ing0 is multiplied by
(12g0

2). Therefore, the effect of the finiteness of the well
the absorption is described simply by multiplying the abso
tion by (12g0

2)25(122g0
2). We can now rewrite Eqs.~12!

and ~15! in the form

G5
Wne

LNc
5

210p3

ne

n2lg
4

L

e2

\c

T2

~\v!2

EB

~\v!

3S 11
5\v

2T D F12expS 2
\v

T D G S 12
4\2

mcUa2D
for the nondegenerate case and

G5
4x

ne

e2

\c

EB

Eg

nlg
2

L S 12
4\2

mcUa2D
for the degenerate case.
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Radiation emitted by quantum-well InGaAs structures I. Spontaneous emission spectra
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The spontaneous emission spectra of strained InGaAs quantum wells in the spectral
range 1.2–1.5 eV were studied experimentally at 4.2–286 K with pump currents up to
;9.2 kA•cm22. An interpretation of the observed bands is given. The transition 1e21hh ~TE
polarization! dominates the spectrum. The position of the peak for this transition is virtually
current-independent. No indications of a ‘‘red’’ shift, expected at a high carrier density, were
observed. The weak forbidden transitions (1e22hh) were identified. The long-
wavelength edge of the band drops off exponentially, by analogy with the well-known Urbach
rule for the absorption edge. ©1998 American Institute of Physics.@S1063-7826~98!01604-4#
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1. INTRODUCTION

The spontaneous emission spectra of laser struct
contain important information about the physical features
the radiation process occurring in the active medium of
laser. However, the interpretation of a spectra as an inte
characteristic is usually complicated by the fact that ma
factors are superimposed simultaneously. Moreover, o
subthreshold spectra are easily accessible experimen
since once superluminescence and lasing start the sha
the spectrum changes substantially, because parts of i
amplified and because above threshold the carrier densi
stabilized — under lasing conditions this density rema
nearly the same, despite a substantial increase in the p
current. At the same time, modern laser structures h
reached a high degree of perfection, specifically, in the c
tallographic respect. This can make it easier to analyze
spectra and to understand their characteristic features.
previous study1 we studied ‘‘modeless’’ structures wit
quantum wells based on strained ultrathin InGaAs laye
which had no guided modes because the antiwaveguide
fect. We were able to observe in such structures the ev
tion of the spontaneous emission with a pumping level 10
200 times higher than the inversion threshold at 300
77 K. We found that the dominant spectral peak is n
shifted for very high degree of filling of the quantum we
~onset of filling of the barrier layers!. This is in conflict with
the expected ‘‘red’’ shift due to the well-known renormaliz
tion of the band gap with increasing carrier density.2,3 It was
noted that the shape of the spectrum cannot be describe
the basis of the conventional approach employing a Lore
zian form factor for homogeneous broadening. To che
these data and to analyze them in detail these investiga
were extended to lower temperatures.

In the present paper we report the results of a study
the spontaneous emission spectra of a quantum well at 4.
4231063-7826/98/32(4)/5/$15.00
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The effect of induced transitions is ruled out right up
currents 6–9 kA•cm22, when the well is actually filled with
excess carriers~whose two-dimensional density excee
431012 cm22). It is shown that there is no red shift, thoug
the spectrum undergoes a change attesting to strong ca
degeneracy. The characteristics of the shape of the spe
band are obtained, specifically, the Urbach rule for the rad
tion is formulated and the form factor for homogeneo
broadening is studied~an analysis of the form factor is give
in a companion — the next article in this issue!.

2. EXPERIMENT

2.1. InGaAs quantum wells

Structures with quantum wells~QWs! are the basic vari-
ant of structures for modern lasers and LEDs. Among s
structures InGaAs/GaAs-QW apparently have the highest
gree of perfection and the lowest threshold. Because of
strained state of the active layer, the valence-band top
strongly split, and actually only one of the bands~heavy-
hole! participates in radiative transitions. When the thickne
is small, the number of subbands of quantum-well states
be reduced to one for electrons and one or two for ho
This greatly simplifies the interpretation of the spectrum. F
a sufficiently high degree of structural perfection the effe
of the nonuniformity, specifically, on the spectral broaden
can be reduced to a negligible level.

A sample with the same structure as in previous work1,4

was investigated: It contained a 661-nm-thick In0.2Ga0.8As
layer between 15-nm-thick GaAs layers, playing the role
barriers~see Ref. 4 for a description of other, secondary
tails of the structure!. The laser characteristics were qui
high: The inversion threshold at 300 K was 80–100 A•cm22,
threshold current density was 190 A•cm22, and internal op-
tical loss factor was equal to about 5 cm21.
© 1998 American Institute of Physics
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2.2. Suppression of stimulated emission

Under ordinary conditions the investigation of spontan
ous emission in laser structures is limited to the observa
of lasing, for which the Fermi quasilevels stay at their thre
old value. For this reason, the range of carrier densitie
small. This range is larger in structures for optical amplifie
but the emission spectrum is affected by superluminesce
and, moreover, the intensified spontaneous emission
keeps the Fermi quasilevels form rising. In this respe
‘‘modeless’’ structures in which the configuration of the a
tive region corresponds to an antiwaveguide in which th
are no guided modes are more convenient for studying sp
taneous emission. In this case, as shown in Ref. 1, even
influence of superluminescence is eliminated. Termination
lasing and the negative differential gain effect in such str
tures due to the antiwaveguide contribution of the carri
are described in Refs. 4 and 5. In our study the sample
sessed a narrow (;2 mm) strip geometry in which lasing a
300 K does not arise. To quench lasing at low temperatu
the cavity was removed by etching the backside mirror. T
made it possible to trace the emission spectra with the pu
ing level exceeding the standard lasing threshold by appr
mately a factor of 10–15 at room temperature and by m
than a factor of 50 at 4.2 K.

In such a structure there is a difficulty in determining t
current density and carrier density because of the possib
of lateral spreading. Judging from the size of the emitt
spot, this spreading is small, but it still gives an uncertai
of the order of 30–50%. The cross-sectional area of
diode along the base of the mesa strip was equal to 2
31025 cm2. This was used in the calculations of the curre
density~nominal value!. Because of the spreading, the actu
current density across the junction can be 50% of this no
nal value.

2.3. Measurements and results

The measurements were performed with a direct pu
current ~up to 20 mA! and with a pulsed current~up to
200 mA! in a 1-ms regime with a pulse period-to-pulse d
ration ratio of 103. For this value of the ratio the averag
heating was small so that thermal influences were ruled
In contrast, appreciable heating by the current occurred w
the direct current exceeded 5 mA. This was determined
comparing the position of the spectral band with the dir
current and pulsed pumping. It was shown that there is
tually no shift of the spectral peak with current if the me
surements are performed at a constant temperature.

To estimate the densityN2D reached in the experimen
we shall employ the formulaN2D;(Jd/eB)1/2, whereJ is
the current density, andB is the radiative recombination co
efficient. There are about 431012 cm22 states in the first
electron and hole subbands~taking spin degeneracy into ac
count!. If it is assumed that the actual current density equ
half the nominal value~because of lateral spreading!, while
B55310210 cm3

•s21 at 300 K, then a currentI .100 mA
will correspond to filling of the subbands. This agrees w
our observation that the radiation of secondary subbands
comes visible at high currents. Thus, as the current va
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from 1 to 100 mA, N2D hypothetically increases from
;431011 up to 431012 cm22. The appearance of a secon
spectral peak 105 meV above the edge emission of the q
tum well attests to the achievement of a high degree of fill
of the states.

The emission spectra close to room temperature
shown in Fig. 1. The main peak at 1.29 eV is for all curren
it corresponds to the 1e21hh transitions between the lowe
states in the electron and heavy-hole subbands~TE polariza-
tion predominates!. There is no spectral narrowing. In con
trast, the spectrum broadens from 30 meV at 1 mA
60 meV at 200 mA. Its position does not change provid
that the 5 and 10 mA curves, which were measured w
direct current, are excluded. On these curves the peak s
by about 1.5 meV in the long-wavelength direction, app
ently because of heating by the current~this shift is not con-
firmed with a further increase in current, but now it is co
firmed in the pulsed regime!. The shape of the band chang
mainly on account of the development of the sho
wavelength side, where a peak at;1.42 eV appears with
currents of 150 and 200 mA. It could be due to emission
the allowed 2e22hh transitions between the secondary su
bands, which is found to be close in photon energy to
emission from GaAs barriers. There are no spectral str
tures of comparable intensity between the first and sec
peak. This signifies that the contribution of 1e21lh transi-
tions ~TM polarization! and forbidden 1e22hh and 2e
21hh transitions is quite small. Thus, in the current ran
up to 150 mA we are dealing with filling of the lowest su
bands. For 150 mA and higher currents appreciable filling
the second subbands and possibly GaAs barriers starts.
indicates that the Fermi quasilevels are located at a h
energy — much higher than the energy of the 1e21hh
edge.

Figure 2 shows the evolution of the emission spectra
4.2 K. The main peak has shifted to;1.375 eV. This corre-
sponds approximately to the temperature dependence o
band gap. Its position, just as at 286 K, is curre

FIG. 1. Relative spectral densityP of the radiation of an InGaAs quantum
well at 286 K. Pump currentI , mA: 1 — 1, 2 — 2, 3 — 5, 4 — 10,5 — 50,
6 — 100, 7 — 150, 8 — 200. The spectra 3 and 4 were obtained in t
direct-current regime.
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independent in the entire interval 1–200 mA. The ma
maximum broadens with current from 7.6 to 8.7 meV. Jus
at 286 K, the spectrum develops in the short-wavelength
rection, and for 150 mA a second peak becomes visible
;1.48 eV. In contrast to 286 K, at low temperature and w
current weak we see structures at 1.395, 1.415, and 1.44
These structures virtually vanish on the short-wavelen
shoulder at high current.

The evolution of the short-wavelength wing reflects t
advancement of the Fermi quasilevels into the subbands,
at 150 mA their difference should reach the energy co
sponding to the second peak, i.e., 1.48 eV. Otherwise,
impossible to explain the filling of such high states whenkT
is low. It turns out that the carriers filling the lower subban
recombine mainly through the states at the 1e21hh edge,
where the spectral density of the radiation is much hig
than in the entire interval 1.40–1.50 eV.

The shape of the long-wavelength wing is virtua
current-independent. The spectral density of the radiatio
different sections of the spectrum is shown as a function
current in Fig. 3. It should be noted that growth of the sp
tral density at the band maximum and in the long-wavelen
wing is almost linear~the ‘‘superlinearity’’ exponent equal
1.19!. Together with the spectral broadening, this confir
the absence of superluminescence. We also note the vi
absence of saturation, as one would expect in the cas
degenerate filling of low-lying states.

2.4. Urbach rule for emission spectra

The Urbach rule states that at the intrinsic absorpt
edge the absorption coefficienta is an exponential function
of the photon energy.6 It has been confirmed in wide-ga
materials~single crystals and polycrystals, both direct- a
indirect-gap!. It is natural to attribute this phenomenon to t
form factor determining the broadening of the edge. This
taken into account in the theory: The theory developed
Refs. 7 and 8 explains the Urbach rule by exciton-phon
collisional interaction, which broadens the excitonic line

FIG. 2. Relative spectral densityP of the radiation of an InGaAs quantum
well at 4.2 K. Pump currentI , mA: 1 — 1, 2 — 2, 3 — 10, 4 — 20, 5 —
100, 6 — 150, 7 — 200. The spectra 1 and 4 were obtained in the dir
current regime.
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the intrinsic absorption edge. It is obvious that to obtain
exponential absorption ‘‘tail’’ the form factor must have a
exponential asymptote~on the long-wavelength side at leas!.
The spectral dependence of the absorption is described
the expression

a~hn!5a0 exp@s~hn2E0!/kT#, ~1!

wherea0 andE0 are parameters of the material, ands is the
‘‘slope’’ factor. The parameter of the exponential~the Ur-
bach energy! «5(d ln a/dE)215kT/s is temperature-
dependent because of the fact that optical phonons are fr
out. The conventional formula for the temperature dep
dence~see, for example, the review in Ref. 9! can be reduced
to the form

«5~\V/2s!coth~\V/2kT!, ~2!

where\V is the energy of the phonon which predominat
in the collisional processes, ands is the slope paramete
~constant!. At sufficiently low temperature we simply hav
«5\V/2s. The relation~2! has also been confirmed fo
many wide-gap semiconductors.9

An important circumstance is that the long-waveleng
wing of the emission spectrum simply drops off expone
tially by 2–2.5 orders of magnitude, similar to the Urba
rule for absorption. Thus, the emission of a quantu
well also satisfies this rule. The slope parame
«5(d ln r/dE)21, wherer is the spectral density of the ra
diation, depends only slightly on the current and temperat
~see Table I!.

Another important fact is the weak saturation of t
long-wavelength side right up to 150 mA. For low
temperature conditions (kT50.36 meV! this behavior does
not agree with the model of filling of the states according

t

FIG. 3. Relative spectral densityP of radiation versus pump currentI at 4.2
K. Radiation wavelengthl, nm: 1 — 902, 2 — 904, 3 — 912. m corre-
sponds to the relationP;I m.
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which a ‘‘blue’’ shift of the spectral peak with saturation o
the long-wavelength wing should occur as the current
creases and the Fermi quasilevels rise. This correspond
degenerate filling of low-lying levels, if they exist. The no
saturating long-wavelength wing is more likely to be due
homogeneous broadening of the main line located at
1e21hh edge than to the ‘‘tail’’ of the density of states
Thus, even in this case the exponential dropoff is due
collisional-type homogeneous broadening.

By analogy with the Urbach rule for absorption~usually
observed in the low-intensity limit! the same rule operate
for emission, and in a wide range of emission intensities. T
variation of the slope parameter« can be used to study th
effect of the density of the electron-hole plasma on intrab
relaxation. The temperature decrease of the width on coo
could be due to freezing out of optical phonons. An estim
using Eq.~2! gives\V.30610 meV, which is consistent in
order of magnitude with the energy of optical phonons.

3. DISCUSSION

It follows from the spectral data presented that t
scheme of transitions in a quantum well is quite simple~see
Fig. 4!. The possible position of the levels corresponds t
single 1e subband for electrons~the 2e-subband edge appa
ently lies in the continuum!. There are two subbands fo
holes, 1hh and 2hh, separated by approximately 40 me
The subband 1lhalso apparently merges with the continuu
In the calculation of the scheme it was assumed that the b
gap in InGaAs equals 1.303 eV~at 4.2 K! and that the ratio
DEc /DEv of the offsets of the conduction- and valence-ba
edges equals 57:43.

TABLE I. Parameter« of the long-wavelength dropoff of the spectral de
sity of the radiation.

«, meV

T, K J546 A•cm22 J59200 A•cm22

4.2 3.2 3.3
286 4.4 8.5

FIG. 4. Scheme of radiative transitions in an InGaAs quantum well at 4.2
The transition energies are indicated in meV.
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In Ref. 1 we performed polarization investigations
similar quantum wells and found that the 1e21hh band pos-
sesses predominantly TE polarization, while a weaker w
band with a maximum 40–50 meV higher in photon ener
than the TE peak is observed in TM polarization. It is form
not so much by 1e21lh emission as by the TM componen
1e21hh, which is also shifted in the direction of high en
ergy, since the corresponding transition matrix elem
equals zero at the 1e21hh edge but increases with photo
energy. We can attribute the spectral shoulder at 1.454 e
1e21lh transitions~see Fig. 1!. This transition is allowed
but weakened because of the low population of the high 1lh
subband. The short-wavelength band~1.42 eV at 286 K! also
is largely due to the TE component. For this reason it
attributed to the transition 2e22hh, although states in the
GaAs barrier layer also contribute to it. In our study we d
not investigate the polarization, since it was noted that
samples with at least one etched face the radiation can
strongly depolarized. The 1e22hh ~1.415 eV! and
2e21hh ~1.44 eV! bands are weak because they are forb
den. They are seen only at low currents, while as curr
increases, they are masked by the growing short-wavele
wing of the 1e21hh band.

Only one electronic subband (1e) and one hole subban
(1hh) actually contribute to the radiation in a wide range
currents~over at least a 100-fold range!. The carrier densities
in these subbands reach a limit~of the order of 531012

51013 cm22), which corresponds to a degeneracy energy
more than 100 meV. Striking fact under these conditions
that the position of the peak is completely independent of
current: There are no indications of a ‘‘red’’ shift due to th
well-known narrowing of the band gap with a high electro
hole plasma density.2 Thus, the 1e21hh edge does not de
pend on the plasma density nearly up to the maximum fill
of the subbands. It is interesting that the same result
obtained earlier in an investigation of the radiation of a Ga
quantum well under the action of powerful ultrashort~0.6 ps!
optical pulses.10 The absence of a displacement of the lon
wavelength edge of the band accompanying a large cha
in the pump level led to the conclusion that band-gap ren
malization is not observed, while the calculations show t
there should be a shift of at least 30 meV, with density va
ing from 531011 to 531012 cm22 ~Ref. 10; see also Ref. 3!.
In Ref. 1 we pointed out a similar inconsistency in InGaA
also. Here we can state that the direct observation of
1e21hh edge in a wide current interval~200-fold increase
at 4.2 and 286 K! does not give any indications of a red shi
and the question of what compensates for the narrowing
the band gap in this case remains open.

The continuous growth of the main peak~no saturation!
can be explained by the fact that radiative recombinat
occurs mainly at the 1e21hh edge, while the higher state
supply carriers on account of intraband relaxation to t
edge. The strong drop in the spectral density on the sh
wavelength wing agrees with this assumption. It is w
known that the matrix element of optical transitions for T
polarization decreases with increasing photon energy. I
possible that the reduced density of states in the quan
well has a maximum on the 1e21hh edge~because of the
.
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flat character of the dispersion curve in the upper vale
band and~or! because of Coulomb attraction of the carrier!.
The absence of saturation in the entire long-wavelength w
attests to the fact that this wing was formed as a resul
homogeneous broadening of the 1e21hh edge.

4. CONCLUSIONS

The modeless samples of quantum wells made it p
sible to trace the evolution of spontaneous emission un
conditions which are unique with respect to the high pum
ing level at low temperatures~nominal current up to
9 kA•cm22). The analysis of the structure of the spec
appears comparatively simple because of the fact that in
case of a thin active layer we are actually dealing with t
allowed transitions, 1e21hh and 2e22hh, while other
transitions can be seen as weak substructures~at low tem-
perature! or are not seen at all~at room temperature!. Almost
all observed substructures fit into a consistent scheme, sh
in Fig. 4. From analysis of the main spectral peak we c
clude the following:

1! Its position is virtually current-independent. There a
no indications of a red shift corresponding to the band ren
malization theory, although the large range of filling of t
quantum well objectively follows from the appearance
transitions 100 meV above the 1e21hh edge.

2! The steep 1e21hh edge is subject to primarily to
homogeneous~collisional! broadening. This explains the ab
sence of saturation in the long-wavelength wing with a 2
fold increase in current. This behavior cannot be reconc
with the well-known band-filling model, which deals wit
e

g
f

s-
er
-

he

wn
-

r-

f

-
d

states in inhomogeneously broadened band edges;
3! Similarly to the absorption edge, which satisfies t

Urbach rule, the long-wavelength spontaneous emiss
wing is characterized by an exponential dropoff of the sp
tral density~apparently this is valid as long as the dropoff
due to collisional broadening and is not masked by subst
tures and other inhomogeneities!.
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Radiation emitted by InGaAs quantum-well structures. II. Homogeneous lineshape
function

P. G. Eliseev

Temporary address: Center for High Technology Materials, University of New Mexico, Albuquerque, USA

I. V. Akimovaa)

P. N. Lebedev Physical Institute, 117924 Moscow, Russian
~Submitted October 13, 1997; accepted for publication November 10, 1997!
Fiz. Tekh. Poluprovodn.32, 478–483~April 1998!

The shape of the spontaneous-emission spectra of quantum-well InGaAs structures is analyzed in
a wide current interval at temperatures 4.2–286 K. Using a modified homogeneous lineshape
function, an interpretation of the band shape for transitions between the lowest subbands is given
and the nature of its non-Lorentzian contour is discussed. The properties of a family of
functions exhibiting a continuous transition from a Lorentzian to a Gaussian lineshape are
discussed. They could be suitable for modeling spectra in the case of non-Markovian collisional
relaxation. © 1998 American Institute of Physics.@S1063-7826~98!01704-9#
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1. INTRODUCTION

In the description of radiative processes in semicond
tor lasers and LEDs, comparatively little attention is devo
to experimental analysis of the homogeneous lineshape f
tion. This is explained by the fact that broadening is or
narily masked to some extent by inhomogeneous effects
information about the lineshape function must be extrac
indirectly, for example, by comparing the computed shape
the spectrum with the experimental shape in the presenc
an uncertainty with respect to the inhomogeneous com
nent. In Refs. 1 and 2 we obtained spectra of this kind i
wide range of pump currents. In a previous work1 we used a
non-Lorentzian modified lineshape function~with exponen-
tial asymptotes! that describes spectral band shapes includ
the wings.

In the literature there is no unanimous agreement ab
the lineshape function for semiconductor laser radiation. D
ferent lineshape functions are used — from Lorentzian
Gaussian — in current computational work. In Ref. 3 it w
noted that a Lorentzian contour overestimates the broade
because of the slow dropoff of the intensity in the wings.
contour of the type 1/cosh@(E02E)/g#, whereE is the energy,
E0 is the line center, andg is the width parameter of the
contour, gives more realistic results. Indications of a n
Lorentzian lineshape function have appeared in differ
investigations,4,5 and a theoretical explanation of this ph
nomenon was given by taking into account non-Markov
relaxation processes6–9 ~this is examined in greater detail i
Sec. 2!. Experimental confirmations of this are a topic
problem, since they should shed light on the nature of
fundamental physical processes occurring in semiconduc
and also because increasingly more accurate simulatio
laser characteristics become necessary as laser technolo
perfected.
4281063-7826/98/32(4)/6/$15.00
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The lineshape function must actually be taken into
count in calculations of the optical gain~we have in mind the
peak value!, as well as the complete gain, spontaneous em
sion, and absorption spectra outside the gain band and in
simulation of the mechanisms of spectral restructuring a
nonlinear phenomena.

Experimental investigations require perfect objects so
to reduce the influence of spatial inhomogeneities to a m
mum. Thermal effects can be taken into account by vary
the temperature, including low values, for which the therm
energy is less than the width of the lineshape function
suitable object is a quantum-well structure with thre
dimensional carrier confinement~quantum dots!. Such a
structure possesses a discrete spectrum similar to ato
spectra. However, in real structures of this type inhomo
neous broadening apparently predominates because of v
tions in the size, shape, and composition of the quan
cells. Another suitable object is a conventional quantum w
~one-dimensional confinement!, whose energy spectrum, ide
ally, possesses steps at the subband edges. Broadening
step can be interpreted on the basis of the notions of ho
geneous and inhomogeneous components.

In this study and in Ref. 2~continuing the investigations
presented in Ref. 1! spectral investigations of the spontan
ous emission of an InGaAs quantum well in the temperat
interval 4.2–286 K were performed in a wide range of pum
ing levels, including values exceeding the inversion thre
old by a factor of 100. As a result, data on the homogene
lineshape function~long-wavelength side!, the temperature
dependence of the lineshape function, and the substantia
viation from the Lorentzian shape were obtained. The nat
of the non-Lorentzian contour is discussed and a linesh
function is proposed in an analytical form which is conv
nient for use in numerical simulations of semiconductor
sers.
© 1998 American Institute of Physics



to
uc
e

th
e

th
ic
si
o
uc
ef
s

th
tio
v
or
a

lu

ex
e
s
io

n
th

al
in
a
e
ic

e

n

ar
e
th
on

te
th
Th
th
d

is
hen
ome

n
ab-
of
he

is
in-
ly,
int

ce,
he
ently

er
x-

the

on-
of

t of
s is

ics

7.
s an

f
the

as
c-
r-
re-
tor

ll,

zian

429Semiconductors 32 (4), April 1998 P. G. Eliseev and I. V. Akimova
2. ON THE HOMOGENEOUS LINESHAPE FUNCTION

2.1. Mechanisms of broadening of optical spectra

Spectral broadening is divided somewhat arbitrarily in
inhomogeneous and homogeneous types. In a semicond
crystal the interband emission band is initially inhomog
neously broadened because of the law of conservation
quasimomentum. The width of the spectrum is related to
population of the working levels and is determined in ord
of magnitude either by the thermal energykT or the total
Fermi energy for carriers of both signs, depending on
degeneracy. Effects due to spatial inhomogeneity, wh
broaden the band edges and engender ‘‘tails’’ in the den
of states in the band gap, can be added. Ultimately, the t
inhomogeneous broadening determines the ‘‘static’’ str
ture of the emission spectrum. Its theory was given in R
10–12. Inhomogeneous broadening in a quantum well a
result of thickness fluctuations is studied in Ref. 13.

Homogeneous broadening reflects the dynamics of
quantum states of the carriers, i.e., the effect of all relaxa
processes on the damping of these states and, as an una
able consequence, on the energy width of the levels acc
ing to the uncertainty relation. In this case the full width
half-maximum~FWHM! is 2g, whereg5\/t, andt is the
decay time of the states. The relaxation processes inc
recombination~which gives the ‘‘natural’’ width! and all
types of intraband relaxation, including quasimomentum
change during emission. If the static structure of the sp
trum is given by the functionR0(hn), then the homogeneou
broadening is usually taken into account by a convolut
integral

R~hn!5E
0

`

R0~E!F~E2hn,g!dE, ~1!

whereF(E2hn,g) is the homogeneous lineshape functio
The homogeneous width is added to the broadening of
function R0(hn). We note that the adding of the parti
widths depends, in general, on the form of the correspond
contours. But this addition is always closer to geometric th
arithmetic, so that the contribution of the lesser compon
to the total width is of second order. The effect of dynam
processes on the emission spectrum has been discuss
Refs. 14, 15, and 6–9.

Broadening due to the finite lifetime of the states~life-
time broadening! is ordinarily described by a Lorentzia
contour14,16,17

F~E2hn,g!5~g/p!/@g21~E2hn!2#, ~2!

which clearly limits the nature of the processes which
taken into account. It consists of the assumption that th
exists a single relaxation time, i.e., it does not change in
course of the process. In solids collisional-type relaxati
for which a lineshape function in the form~2! is inadequate,
plays the dominant role. Nonetheless, this form is very of
used in calculations, for example, of the optical gain at
peak of the spectral band, and gives satisfactory results.
can be explained in part as follows: In such calculations
inadequate accounting of the shape is easily compensate
by the fact that the contour width itself~or the intraband
tor
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relaxation time! is most often an adjustable parameter and
not taken from independent measurements. However, w
the question concerns the shape of the gain spectrum, s
‘‘unphysical’’ consequences of the contour~2! appear.

Equation~1! is also used in application to the absorptio
spectrum. In addition, because of the asymmetry of the
sorption at the edge of the intrinsic band, a ‘‘creeping’’
this edge occurs and an absorption ‘‘tail’’ appears in t
transmission region. The Lorentzian contour~2! gives a large
overestimation of absorption in the tail~the Lorentzian form
is characterized by poor convergence!. This was noted in
calculations of the gain spectrum, when the gain band
actually superimposed on the absorption tail from non
verted transitions deep in the absorption band. Ultimate
the transmission point is shifted appreciably from the po
where the photon energy equals the differenceDEF of the
Fermi quasilevels. This is a breakdown of detailed balan
initially assumed as the condition of quasiequilibrium in t
presence of pumping. Moreover, there appears an appar
spurious long-wavelength ‘‘transmission point’’~where the
computed absorption in the ‘‘tail’’ starts to predominate ov
amplification!. Since these results are at variance with e
periment, they served as a motivation for reexamining
lineshape function6–9 for both bulk emitting material and
quantum-well structures. The crux of the reexamination c
sists of taking into account the non-Markovian character
collisional relaxation, in the presence of which, as a resul
the finite correlation of events, the damping of the state
not described by a single relaxation time~i.e., the dropoffs in
time are not exponential! and the width of the contour is
determined by a weighted value characterizing the dynam
of the relaxational processes.

2.2. Lineshape function for non-Markovian processes

Let us examine the method employed in Refs. 6 and
The kinetics of the radiative process can be represented a
oscillatory packet, referring to the dipole momentP(t) of an
electron-hole pair,

P~ t !5P0exp@2L~ t !#exp~ iv0t !, ~3!

where P0 is the amplitude of the packet at the pointt50,
L(t) is a damping factor, andv0 is the angular frequency o
the oscillations. The lineshape function corresponds to
normalized Fourier transform

F~d!}E
0

`

P~ t !exp~6 ivt !dt, ~4!

whered is the frequency detuning relative tov0. The packet
function P(t) in Eq. ~4! can represent a real wave packet,
in Eq. ~3!, but it can also represent the autocorrelation fun
tion of the oscillations of the dipole moment which are pe
turbed in amplitude and phase as a result of collisional
laxation. For noncorrelated interruptions the damping fac
grows as the time,L(t)5t/t, wheret is the relaxation time.
This gives a packet envelope exp(2ut/tu) and a Lorentzian
lineshape function. The packet envelope is a ‘‘sharp’’ be
i.e., it has a cusp att50, where it is nondifferentiable. This
cusp is the reason for the poor convergence of the Lorent
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shape: It~i.e., the strong change at short times! makes a large
contribution to the wings of the lineshape function for lar
detunings. In the case of non-Markovian processes the da
ing factor is a nonlinear function of time. This is manifest
primarily at short times~for short correlation timetcor). The
calculations performed in Refs. 7 and 8 concerning the fu
tion L(t) can serve as an illustration. Iftcor is much longer
than the process time, thenL(t);t2 and both contours — the
packet and lineshape functions — are Gaussian.

Unfortunately, direct theoretical calculations do not gi
the analytical form of the lineshape function in intermedia
cases, and for this reason the Lorentzian lineshape functio
still used in studies involving the simulation of amplificatio
in semiconductors. Numerical calculations of the linesha
function lead to a non-Lorentzian, in general, asymme
form. The non-Lorentzian nature is manifested primarily
the contour wings, where the Lorentzian asymptotes
clipped. In the experimental study1 it was pointed out that a
lineshape function of the form 1/coshd with exponential as-
ymptotes can be used to fit the spontaneous emission spe
A more general~asymmetric! lineshape function can be in
troduced

F~d!52/@exp~d/«1!1exp~2d/«2!#, ~5!

which has asymmetric exponential asymptotes, which are
termined by the constants«1 and«2. This approach is devel
oped in the present paper. We shall show below that i
convenient to use for the envelope of the packet funct
P(t) an approximation in the form of a family of function
1/coshn(t/tn), which passes continuously from exp(2t/utu) in
the limit n→0 to a Gaussian in the limitn→T. Thus, the
parametern of the family can be compared with the dime
sionless parameterm5gtcor, which characterizes the non
Markovian behavior. This parameter varies in the same
terval: from 0 for Markovian processes and a Lorentz
lineshape function up toT in the case of complete correlatio
of the processes and a Gaussian lineshape function. A
shape function in the form~5! is proposed in the intermediat
casen51.

The order of magnitude of the correlation time is det
mined from the uncertainty relation, where the energy unc
tainty corresponds to the energy transferred in a collisio
process. For carriers near band edges this energy is o
same order of magnitude as the homogeneous width. Th
fore the likely value ofm is of the order of 1.

3. EXPERIMENTAL RESULTS

In a companion paper2 we presented the results of
spectral investigation of the spontaneous emission of InG
quantum wells in a wide range of pump currents~up to
J.9 kA•cm22, including experiments at temperatu
T54.2 K!. Here we shall employ the same results, and
this reason we do not describe the structures and the de
of the measurements. The following data are of greates
terest from the standpoint of determining the lineshape fu
tion.

1. Shape of the emission spectrum on the transiti
1e21hh in the limit of weak pumping.In the ideal case the
inhomogeneous structure of the spectrum at low tempera
p-

c-

is

e
c

re

tra.

e-

is
n

-
n

e-

-
r-
al
he
re-

s

r
ils

n-
c-

s

re

can be reduced to a peak of width less than 1 meV. If
lineshape function has a large width, then the emission sp
trum will simply repeat the contour of the lineshape functio

2. Form of the long-wavelength dropoff of the emissi
band on the transitions1e21hh. If this dropoff is due to
homogeneous broadening, then the decay parameter wi
the same as for the lineshape function, since here the in
mogeneous structure of the spectrum possesses a sharp
The variation of the decay parameter with the electron-h
plasma density can be obtained by varying the current.

An example of an analysis of the shape of a peak with
I 51 mA pump and temperatureT54.2 K is presented in
Fig. 1. The dots show the experimental data. The curve1 is
the computed inhomogeneous shape~jump on the long-
wavelength side and Fermi dropoff on the short-wavelen
side!. The width of this peak is 0.25 meV. Curves2 and 3
correspond to the standard lineshape functions, which
suitable only for obtaining an approximate description of t
band top~from 100 to 25% in terms of the spectral density!,
while neither the Gaussian 2 nor the Lorentzian 3 is suita
for describing the band wings. Curve4 corresponds to the
function ~5!, whered is the frequency detuning. Thus it ca
be shown that in the case where the spectrum of the emis
band should be close to the lineshape function it has an
ponential dropoff («153.2 meV,«251.9 meV!. The width
equals 7.5 meV, which gives an estimate of about 175 fs
the effective relaxation time. It is obvious that the linesha
function refers to a non-Markovian relaxation process. H
pothetically, the process is characterized by compara
times for duration and correlation (n.1). The short-
wavelength wing can in principle be distorted because
carrier heating. The slope corresponds formally to the ma
mum temperature;22 K, which gives an upper limit for the
possible carrier heating.

Figure 2 shows a similar approximation for the spectru
at T577 K and currentI 51 mA. Here a lineshape function
with exponential asymptotes is likewise required («156.9
meV, «256.4 meV!. The solid curve in the form~5! gives a
satisfactory approximation. The short-wavelength wing ac

FIG. 1. Normalized spectral densityP of spontaneous emission of a
InGaAs quantum well atT54.2 K with currentI 51 mA.2 The computed
curves correspond to the cases:1 — no homogeneous broadening,2 —
Gaussian broadening,3 — Lorentzian broadening,4 — lineshape function
in the form ~5! ~see text!.
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ally corresponds to a Boltzmann dropoff. In both cases
contours differ substantially from the standard linesha
functions; the real contours are slightly asymmetric. The
ponentials extend over 2.5 orders of magnitude.

The long-wavelength wing of the emission band can
identified with the long-wavelength wing of the linesha
function, since it results from broadening of the sha
1e21hh edge. The dropoff of the spectral density by 2–2
orders of magnitude is almost exponential~in the region
1.35–1.37 eV! and deviates from an exponential in the r
gion of the above-mentioned secondary substructure. In
2 we identified this property as an Urbach rule for emissi
The slope parameter equals 3.2 meV with a weak cur
I 51 mA and 3.3 meV withI 5200 mA, i.e., it remains
nearly constant. At 286 K the variation of the slope is larg
— from 4.4 meV~1 mA! to 8.5 meV~200 mA!.

The following conclusions can be drawn: a! The long-
wavelength dropoff of the lineshape function is virtually e
ponential over 2–2.5 orders of magnitude~Urbach rule!; b!
the slope parameter increases slightly with increasing cur
at room temperature and changes very little at 4.2 K; an!
the slope parameter increases with temperature, which ap
ently corresponds to acceleration of the collisional relaxat
as a result of optical phonons.

4. CONCLUSIONS

Spectral investigations were performed for the purp
of determining the homogeneous lineshape function in
InGaAs quantum well. A sample with an easily interpret
spectrum, sufficiently homogeneous to reduce inhomo
neous broadening to a minimum, was studied in the temp
ture range 4.2–286 K. To obtain a large range of car
densities and eliminate superluminescence, a narrow
structure without a cavity and with a strong antiwavegu
effect ~‘‘modeless’’ structure! was used. The results whic
we obtained lead to the following conclusions.

1. The lineshape function has exponential dropoffs. T
was most reliably shown for the long-wavelength dropoff~its
slope at 4.2 K is 3.2 meV!. This corresponds to a non
Markovian collisional relaxation.

FIG. 2. Approximation for the spectral density of spontaneous emissio
an InGaAs quantum well atT577 K with currentI 51 mA. 1 — Function
~5!, 2 — Gaussian broadening,3 — Lorentzian broadening.
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2. An Urbach rule was formulated for emission: Th
long-wavelength dropoff satisfies an exponential law. T
holds so long as the dropoff is due to homogeneous bro
ening and is not masked by phonon repetitions or other sp
tral substructures.

3. It was shown that a weakly asymmetric or symmet
~non-Lorentzian! contour of the lineshape function can b
described analytically. This simplifies the computational p
cedure in the simulation of laser and LED spectra.

4. When justifying the modification of the lineshap
function, we indicated a family of analytical function
1/coshn(x/n) that contains a continuous limiting transitio
from a sharp bell exp(2uxu) to a Gaussian. The Fourier tran
form of these functions gives a continuous transition from
Lorentzian to a Gaussian lineshape function, in accorda
with its qualitative evolution with increasing correlation tim
— gradual smoothing and flattening of the sharp bell e
(2uxu), characteristic for an uncorrelated process. In the
termediate case~the correlation time is comparable to th
duration of the process! the lineshape function can be ap
proximately described as 1/cosh(x).

APPENDIX

Properties of the family of functions Ep „x ,n …

The bell-shaped contours~5! can be united into a family
of functions Ep(x,n), wherex is either the time or the fre-
quency detuning, whilen is a parameter of the family. Thus
this family can pertain to the packet function in Eq.~3! and
to the lineshape function. We shall examine here symme
contours of the type

Ep~x,n!51/coshn~x/n!, ~A.1!

which are interesting in that they represent a continuous t
sition from a sharp bell exp(2uxu) to a Gaussian. Therefore
their Fourier transform gives a continuous transition from
Lorentzian to a Gaussian contour. From the standpoint of
evolution of the lineshape function this corresponds togtcor

which varies from zero to infinity, i.e., in the same limits
the parametern. This family can be used to obtain the line
shape function in the transitional region, and it is found to

of

FIG. 3. Functions~A.1! in the limit n→0 ~1! and fromn50 to n510; the
dashed line shows a Gaussian curve close to the curven510.
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helpful as a replacement for a Lorentzian contour, wh
gives inadequate results, in the numerical simulation of sp
taneous emission and optical gain in semiconductor med

Figure 3 shows contours of the function~A.1! asn→0
and up ton510. The dashed line shows the Gaussian e
(2x2/2s2) with s25n510, which in the region24.4,x
,4.4 is virtually identical to the function~A.1! for n510.
In the indicated interval the difference does not exceed 3
but outside this interval it increases rapidly, since the asym
totes of the function~A.1! are always exponential. Asn in-
creases, the regions of divergence of the asymptotes m
farther toward the periphery. By expanding the functi
~A.1! in a Taylor series and comparing the first three terms
the expansion with the corresponding series for a Gaussi
can be shown that the variances2 of the limiting Gaussian
equalsn.

The contour 1 in Fig. 3 has a cusp atx50, which ren-
ders ‘‘unphysical’’ the hypothesis that the processes for la
frequency detunings are uncorrelated: In natural proce
one can always find reasons why a mathematical cusp is
realized. We recall that if one is talking about the envelo
of oscillations, then cusps are physically absent in a regio
the order of the period of the oscillations around zero. T
corresponds to the inadequacy of the Lorentzian linesh
function for detunings comparable to the frequency of
oscillatory process. Slower relaxation mechanisms smo
the cusp near the zero point — the longer the relaxation ti
the more extended the cusp. As a result, the Lorentzian
tour deforms: Its far wings are clipped, hyperbolas are
placed by exponentials. The evolution of the Fouri

FIG. 4. AmplitudeF of the Fourier transform versus the relative frequen
detuningx of the functions~A.1! for n51 ~1!, 0.5 ~2!, 0.1 ~3! and in the
limit n→0 ~4!; a — Lorentzian contour close to curve4, b — function of
form ~A.1!.

TABLE I. Characteristics of spectral lineshape functions~normalized to unit
area!; x5E2E0.

Lineshape function Formula Value atx50 FWHM

Lorentzian (y/p)(x21g2) 0.31831/g 2g
Ep, n50.5 (0.38139/«)@cosh(2x/«)#1/2 0.38139/« 2.063«
Ep, n51 (1/p«)/cosh(x/«) 0.31831/« 2.6339«
Gaussian @(1/2p)1/2/s#exp(2x2/2s2) 0.39844/s 2.3548s
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transform contour fromn51 to n→0 is shown in Fig. 4~on
a semilogarithmic scale!. The curves were obtained by th
FFT method. The dotsa give a Lorentzian contour
(g50.167), which, as expected, is identical to the curve
n→0, while the curve withn51 is identical to the dotsb for
the function 1/cosh(9.84x) which belong to the family~A.1!.
It is well known that the Fourier transform of bell-shape
contours is also represented by bell-shaped contours; he
Gaussian transforms into a Gaussian. The cosine Fou
transform of the contour 1/cosh(x/«) ~see, for example, Ref
18! is

F~d!5~p«/2!/cosh~pd«/2!. ~A.2!

Thus, forn51 the lineshape function belongs to the fam
~A.1!. Table I gives the comparative characteristics of t
standard and modified (n50.5 and 1) spectral contours. It i
interesting that forn50.5 the contour~A.1! is a good
substitution for a Lorentzian contour: In the interv
22,x,2 it does not deviate from a Lorentzian by mo
than 3%, while outside this interval it passes rapidly to t
exponential asymptotes.

A comparison in Fig. 3 of the contours of the functio
~A.1! for different values ofn shows that for the same
dropoff parameter« the parametern characterizes the rela
tion between the width of the contour and the dropoff para
eter. The dependence of the full width onn is shown in Fig.
5 ~curve1! in units of «. This is a slowly varying function,
but in the limit n→` the relative width approaches infinity
since the contour approaches a Gaussian contour. Cur2
shows the width of a Gaussian with variance equal ton; this
curve approach curve1 asn increases.

This work was carried out in part and with the support
a project of the ‘‘Physics of solid-state nanostructures’’ p
gram.
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Staebler–Wronski effect as a function of the Fermi level position and structure of
nondoped, amorphous, hydrated silicon

O. A. Golikova, M. M. Kazanin, and V. Kh. Kudoyarova
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The photoconductivity degradation ratesg (sph;t2g) of nondoped, amorphous, hydrated silicon
films deposited atTs53002400 °C and subjected to illumination for 5 h at 300 K~light
source 100 mW/cm2, l,0.9 mm! were investigated. It was shown that the degradation rateg
depends on the preillumination position of the Fermi level«c2«F and often is not directly
related to the hydrogen content in the film. It was found that there are correlations between the
value ofg and the bonds in the silicon–hydrogen subsystem@isolated SiH and SiH2
complexes, clusters~SiH!n , and chains (SiH2)n]. © 1998 American Institute of Physics.
@S1063-7826~98!01804-3#
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1. INTRODUCTION

The Staebler–Wronski~SW! effect1 continues to attrac
attention from a large number of investigators. It is w
known that this effect consists of an increase in the de
density ND in films of amorphous hydrated silicona-Si:H
under the action of prolonged illumination together with
simultaneous drop in photoconductivitysph and dark con-
ductivity sd ; the latter satisfies a shift of the Fermi level«F

toward the center of the mobility gapEg . In other words,
a-Si:H becomes intrinsic silicon («c2«F50.70 eV! but with
a high density of defects — dangling Si–Si bonds which,
ESR investigations showed, are in a neutral state D0. Thus,
degradation of the material occurs. It is obvious that stabi
is a key problem for device applications ofa-Si:H.

Since the SW effect is observed just for hydrated am
phous Si, it is of interest to clarify the effect of hydroge
~both its amountCH in thea-Si:H film and the type of Si–H
bonds! on the density of the light-induced defects. Howev
the data concerning bothCH and monohydride~SiH! or di-
hydride (SiH2) bonds are contradictory: Sometimes direc
opposite conclusions are drawn concerning the role of th
factors for the SW effect~see, for example, Refs. 2–5!.
Nonetheless, the most popular model of the formation
light-induced defects remains the model proposed in Ref
The energy released as a result of the recombination of n
equilibrium charge carriers leads to a conversion of we
Si–Si bonds into dangling bonds with mandatory particip
tion of hydrogen diffusion, which exists ina-Si:H at all finite
temperatures and which increases with increasingCH at
T5const. It has recently been shown7 that light additionally
intensifies diffusion. However, as already mentioned, the
fect of hydrogen on the stability of the parameters ofa-Si:H
films under the action of light is still not understood. This
also true of the other parameters of thea-Si:H structure,
despite considerable effort by many investigators to de
4341063-7826/98/32(4)/5/$15.00
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mine the role of each of them for the SW effect.
In our view, the present situation is attributable to t

fact that the parameters of the structure of a grown nondo
a-Si:H film ~prior to illumination! are functions of the Ferm
level position«c2«F and therefore are interrelated.8 On this
basis, groups of nondopeda-Si:H films, which were depos-
ited atTs53002400 °C and for which

~I! Ts5const, «c2«F5var, CH5var,

~II ! Ts5const, «c2«F5const, but CH5var,

~III ! Ts5var, «c2«F5const, CH5var

were chosen by us as the objects for investigating the
effect.

The films in these three groups were characterized by
microstructural parameterR<0.3, i.e., monohydride com
plexes SiH predominated in them. Moreover, another gro
of films ~IV ! was also investigated. For this group, variatio
of the microstructural parameterR5020.65 and variations
of the type of dihydride complexes SiH2 or (SiH2)n are also
possible at the same values ofTs . Our objective was to
determine the effect of the Fermi level position, the values
CH and R, and some other structural characteristics on
SW effect for nondopeda-Si:H.

2. EXPERIMENT

We investigated films deposited at high temperatu
Ts5300–400 °C. These are the films that stirred grea
interest recently from the standpoint of increasing the sta
ity of a-Si:H.9 The deposition methods were: glow dischar
~PECVD! in a triode reactor8,9 and decomposition of silane
in a magnetron chamber~dc–MASD!.10 Both the technologi-
cal parameters of film deposition and the results of th
characterization are described in detail in Refs. 8–10. Mo
over, films which were sent to us from the E´ cole Polytech-
nique ~Palaiseau, France! were investigated. One of thes
© 1998 American Institute of Physics
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films was deposited in a diode reactor atTs5300 °C using
100% SiH4, while the other was deposited atTs5350 °C
using strongly helium-diluted SiH4 ~98% He!.11 It should be
noted that to analyze our experimental data we used ex
sively the data on the deposition ofa-Si:H films from
SiH4–He mixtures~with dilution of silane with helium —
He-diluted technique!, previously obtained at the E´ cole Poly-
technique~Ref. 4 and other studies, as well as private co
munications!.

The dark conductivity and photoconductivity, defe
density and Urbach parameter, hydrogen content, and
microstructure parameter were determined prior to illumi
tion of the films. In a number of cases the Raman freque
vTO of the TO phonons and the half-widthDvTO of the
corresponding peak were determined. All investigations w
performed at room temperature; the methods are describe
Refs. 8–10. Nonetheless, here we shall briefly discuss a
tional information that can be obtained by analyzing the
and Raman spectra.

As is well known, IR spectra at 1900–2100 cm21 and
also near 875 cm21 are analyzed to determine the differe
types of Si–H bonds. Analysis of absorption at 1900–21
cm21 makes it possible to find the contributions of isolat
complexes SiH and SiH2. The existence of such complexe
is confirmed by the absorption band observed at 875 cm21.
The microstructural parameter isR5I 2090/(I 20001I 2090) (I i

are the intensities of the corresponding bands!; if it is com-
paratively small, the absorption maximum occurs at 20
cm21. As shown in Ref. 8, however, the values ofR may not
be large, but the absorption maximum shifts toward 21
cm21. This shows the existence of clustered monohydr
complexes~SiH!n . It is believed that such complexes occ
in the form of islands12 or voids13 on the surface, which
produce a porous, so-called ‘‘granular,’’ structure. For t
reason, in this case one talks about cluster hydrogen loc
at the grain boundaries, but then it is necessary to determ
whether or not such a structure is indeed amorphous:
known that the IR absorption band at 2019 cm21 is attributed
to SiH complexes located at the grain boundaries
microcrystals.14 For this reason, theTO Raman band nea
520 cm21 was analyzed, since a band at this frequency
characteristic of the microcrystalline phase.14

We note that to identify dihydride complexes of the ty
(SiH2)n , i.e., a chain structure, it is necessary to observ
doublet in the IR absorption spectrum at 840 and 890 cm21.
The authors of Ref. 15 are of the opinion that such co
plexes usually are located on the surfaces of comparati
small voids which are isolated from one another.

Thea-Si:H films investigated by the method enumerat
above were exposed for 5 h at T5300 K to light from a
source withW5100 mW/cm2 andl,0.9mm. At this, com-
paratively short, duration of illumination the photoconduct
ity can be approximated by power-law functionsph;t2g,
where t is the exposure time, andg is a parameter charac
terizing the degradation rate.16 Moreover, the stability of
some films ~accelerated stability test! was investigated a
Philips University ~Marburg, Germany!. In contrast to the
conventional experiments, thea-Si:H film was illuminated at
T5300 K, both on the side of its own surface and on t
n-
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substrate side by two pulsed xenon lamps~pulse duration
2 ms, repetition frequency 300 Hz, spectral range 400–6
nm, peak power 120 mW/cm2, average power 70 mW/cm2).
Under such conditions the density of induced defects reac
the saturation valueNsat after 15 h of illumination, while
under the conditions of the conventional experiments~source
W5100 mW/cm2, T5300 K, illumination of the film sur-
face!, as is well known, hundreds of hours are required
reach saturation.

3. DISCUSSION

Let us consider first how the data on the photocond
tivity degradation rate, which is characterized by the para
eterg, correlate with theNsat data obtained by means of th
accelerated stability test. Figure 1 shows the relative chan
in the photoconductivitysph/sph ~0! as a function of illumi-
nation time for a number of films deposited by the PECV
method atTs5300 °C. The characteristics of the films a
given in Table I. For two of them, which possess shar
different values ofg (0.66 and 0.05!, the absorption coeffi-
cients were investigated by the constant photocurrent me
~CPM! in statesA ~preillumination! andB ~after illumination

FIG. 1. Relative variation of the photoconductivitysph of a-Si:H films
deposited atTs5300 °C versus the illumination timet. The numbers in the
figure correspond to the numbers of the films in Table I.

TABLE I. Parameters of films for which data are presented in Fig. 1.

Film «c2«F , CH , R g Si–H complex
No. eV at. % types

1 0.45 12 0.30 0.60 SiH, SiH2
2a 0.67 16 0.27 0.66 SiH,~SiH!n

2 0.65 8 — 0.46 —
3 0.69 9 0 0.2 SiH
4 0.77 — — 0.05 —
5 0.72 9 0 0.04 SiH
6 0.76 12 — 0.03 —
7 0.82 14 — 20.02 —
8 0.85 16 0.30 20.03 SiH, SiH2

Note: Film 4 was obtained from E´ cole Polytechnique~Palaiseau, France!.
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for 15 h! ~see Fig. 2!. The values ofNsat were equal to,
respectively, 231017 cm23 and 531016 cm23. Thus, a cor-
relation is observed betweeng andNsat. For this reason, in
speaking about stability of the material we shall consider
quantityg.

It follows from Fig. 1 and Table I that for films depos
ited at Ts5const g decreases rapidly with increasing ga
«c2«F ~curves1–6!. Curve3 was taken from Ref. 17; it was
obtained for close to intrinsica-Si:H. Considering now the
preillumination structural parameters of thesea-Si:H films,8

the point«c2«F50.70 eV is ‘‘special’’ for them. Near this
point the defect density, the Urbach parameterEu , the hy-
drogen contentCH , and DvTO are all at a minimum, the
microstructural parameterR50, andvTO is at a maximum.
This material can be regarded as completely homogene
In the opinion of the authors of Ref. 8 the boundary betwe
the regions I~0.45 eV,«c2«F,0.70 eV! and II ~0.70 eV
,«c2«F,0.85 eV!, where defects are in different charg
states, is located here. As the position of the Fermi leve
nondopeda-Si:H changes, the state of the defects chan
from predominantly negativeD2 ~region I! to neutralD0

~intrinsic a-Si:H! and then to predominantly positiveD1

~region II!.
On the basis of this concept, in Ref. 18 the rate of b

the increase in defect densityND and decrease of photocon
ductivity sph of the illuminated films were analyzed as
function of«c2«F ; i.e., the values ofg andb in the expres-
sionssph ;t2g and ND;tb were compared. In contrast t
Ref. 19, in Ref. 18 it was shown that the rate of increase
the defect density is much lower than the rate of decreas

FIG. 2. Absorption spectra~constant current method! for film 2a ~curve1!
and film 4~curve2! ~see Fig. 1 and Table I! in the statesA ~preillumination!
andB ~postillumination!. Film parameters: No. 2a —ND

A5431016 cm23,
ND

B5231017 cm23, Eu554 meV; No. 4 — ND
A5731015 cm23,

ND
B5531016 cm23, Eu549 meV.
e

us.
n

n
s

h

f
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the photoconductivity only for region-I films, while bot
rates are comparable for intrinsica-SiH and region-II films.
This can be understood if account is taken of the fact that
light-induced defects are in the stateD0. Then even a com-
paratively small number of them (b for all films does not
exceed 0.1! should strongly alter the electron trapping cro
section, if prior to illumination all defects were in the sta
D2 ~region I!. For this reasong increases — all the more
strongly with greater difference between the material and
intrinsic material. It is obvious that this should not occur f
region-II films: For them18 g.b.

However, one should note a characteristic feature
region-II films with maximum«c2«F : For themsph for the
given illumination time~5 h! should increase~see Fig. 1 and
Table I, films 7 and 8!. The same thing was also observed f
a-Si:H films with high activation energiessd , deposited by
PECVD method using dilute SiH4–He mixtures.4

On the whole, the region-II films are more stable, desp
the fact that, just as in region I,CH increases as the Ferm
level shifts away from the point8 «c2«F50.70 eV. Hence, it
can be concluded that in this case the SW effect is not
rectly related toCH .

The role of hydrogen forg can nonetheless clearly b
seen by comparing the data for region-Ia-Si:H films with
«c2«F5const~Fig. 1, films 2 and 2a!. The second film con-
tains two times more hydrogen and, correspondingly, for ig
is much higher. The same situation is also illustrated in F
3, which shows data on the ratiosph/sph ~0! for two close to
intrinsic PECVD films deposited atTs5390 °C but which
nonetheless has different hydrogen content. The film cha
teristics are given in Table II. We see thatg decreases with
CH . For this reason, one would think that forTs5 const and
«c2«F5const the stability is determined by the hydrog
content. This conclusion, however, is incorrect, since bes

FIG. 3. Relative variation of the photoconductivitysph of intrinsic a-Si:H
films versus the illumination timet. The numbers in the figure correspond
the numbers of the films in Table II.

TABLE II. Parameters of films for which data are presented in Fig. 3.

Film Ts , «c2«F , CH , R g Si–H complex
No. °C eV at.% types

1 390 0.71 4 0 0.1 SiH
2 390 0.71 13 0 0.3 SiH,~SiH!n

3 390 0.71 10 0.65 0 SiH, (SiH2)n
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437Semiconductors 32 (4), April 1998 Golikova et al.
different CH the films also have a different microstructur
This follows from an analysis of their IR spectra~Fig. 4!:
The shift of the absorption maximum toward 2010 cm21

attests to the presence of SiH cluster complexes locate
the boundaries of ‘‘grains’’ of the amorphous film. The a
sence of microcrystalline grains in such films follows fro
inspection of the Raman spectra: Near theTO-phonon band
the characteristic peak located near 520 cm21 is absent. This
is shown convincingly in Fig. 5, where the Raman spec
for film 2a and for the region-II film 4 — one of the most
stable films — are shown. We see that these spectra
almost completely identical.

Thus, the low stability of films such as film 2a, whic
have high values ofCH with Ts5const and«c2«F5const, is
due to their porous inhomogeneous structure and, co
spondingly, low density, which promotes hydrogen diff
sion, which has a negative effect on stability.3,20 It is obvious
that in this case (Ts5const, «c2«F5const, CH5var! the
SW effect cannot be directly associated with the hydrog
content in the films.

A direct relation between the SW effect and the value
CH was established in investigations of several nearly int
sic PECVD films deposited atTs53002390 °C. In the pres-
ence of a homogeneous structure, the hydrogen conte
the films varied from 9 to 4 at.% and, correspondingly,g
decreased.17

We shall now examine the results of the investigatio
of group–IV a-Si:H films deposited atTs5300 and 350 °C
by the MASD method. Together with data for intrins
PECVD films which was deposited atTs5390 °C Fig. 3
shows data for an intrinsic MASD film deposited
Ts5300 °C and which contains 10 at.% hydrogen and
complexes (SiH2)n and which has a parameterR50.65. One
can see that for this filmg50, i.e., this is the most stabl
film. Figure 6 shows data on the variation of the ra
sph/sph ~0! with increasing illumination time for films de
posited at 350 °C. The film characteristics are given in Ta
III. Two of the films, which are close to intrinsic, were de
posited by MASD and PECVD~with strong dilution of si-
lane by helium!; they haveR values close to zero and diffe
in hydrogen contentCH . The two other films deposited b
PECVD and MASD methods had the same values
«c2«F50.64 eV, but the first film contained~SiH!n cluster
complexes and the second one contained SiH2 complexes.
We see that this is the most stable film among those de

FIG. 4. Infrared absorption spectraa(v) for intrinsic a-Si:H film 5 ~curve
1! and film 2a~curve2! ~see Table I!.
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ited at the given temperatureTs . Comparing the data for the
two MASD films with the sameR50.65 but different types
of dihydrated complexes~Figs. 3 and 6!, one can conclude
that they are comparable with respect to degradation rat

According to Ref. 15, the complexes SiH2 and (SiH2)n

are located on the surfaces of microvoids, isolated from
another, and for this reason films with such a structure sh
high thermal stability on annealing: The hydrogen mobil
decreases in this case, and therefore hydrogen diffusion
curs with higher annealing temperatures than for stand
PECVD films containing predominantly isolated SiH com
plexes. Apparently, the comparatively low hydrogen mob
ity is also responsible for the high stability in the case wh
a-Si:H films with this structure are illuminated. Thus, on
would think that to improve stabilitya-Si:H films containing
microvoids, which are isolated from one another and wh
possess maximumR and minimumCH, should be prepared
However, then there may not be enough hydrogen to pa
vate the dangling bonds in the entire volume of the film, a
this will have a negative effect onsph prior to illumination.
Indeed, in Ref. 10 it was noted thatsph is sharply lower in
films whereR.1 and CH5526 at%. For this reason, to

FIG. 5. Raman spectraI (n) for a-Si:H film ~curve1! and film 2a~curve2!
~see Table I!.

FIG. 6. Relative variation of the photoconductivitysph of a-Si:H films
deposited atTs5350 °C versus the illumination timet. The numbers in the
figure correspond to the numbers of the films in Table III.
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improve stability of a material without degrading its ele
tronic quality an optimal combination of the indicated stru
tural parameters is required.

4. CONCLUSIONS

The following conclusions were drawn as a result of t
investigations of the Staebler–Wronski effect for nondop
a-Si:H deposited at high temperaturesTs53002400 °C.

1. The photoconductivity degradation rate ofa-Si:H
films deposited atTs5const, which contain isolated SiH an
SiH2 complexes and which possess a microstructural par
eter in the rangeR5020.3, is determined by the preillumi
nation position of the Fermi level. The degradation rate
creases rapidly with increasing gap«c2«F and is not
directly related with the hydrogen contentCH in the films.

2. The large decrease in the photoconductivity degra
tion rate of a-Si:H films with high CH and Ts5const and
«c2«F5const is due to their structural inhomogeneity as
result of the formation of cluster complexes~SiH!n . For this
reason it is not possible to establish a direct relation betw
CH andg.

3. Close to intrinsic films deposited atTs5const are
highly stable. The quantityg for such films decreases sy
tematically with increasingTs , i.e., with decreasing hydro
gen contentCH . In this case a direct relation can be esta
lished betweenCH and the photoconductivity degradatio
ratesph.

4. The photoconductivity degradation rates ofa-Si:H
films, which contain the complexes SiH2 or (SiH2)n and

TABLE III. Parameters of films for which data are presented in Fig. 6.

Film «c2«F , CH , R g Complex
No. eV at.% types

1 0.71 5 0.0 0.09 SiH
2 — 10 0.1 0.20 SiH, SiH2
3 0.64 20 0.3 0.3 SiH,~SiH!n

4 0.64 6 0.65 0 SiH, SiH2
-

e
d

-

-

a-

a

n

-

which haveR.0.65, are close to zero; i.e., other conditio
being equal («c2«F5const, Ts5const, CH5const!, these
films are highly stable.
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Study of optical absorption in thin films of a-As2Se3 by photocapacitance spectroscopy

I. A. Vasil’ev and S. D. Shutov

Institute of Applied Physics, Academy of Sciences of Moldova, 2028 Kishinev, Moldova
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Photocapacitive spectroscopy is used for the first time to study optical absorption in thin films of
a-As2Se3 for optical photons with energies below the gap width. Photocapacitance spectra
are obtained over energies of 0.83–1.94 eV and used to characterize the density of localized states
in the tail of the valence band and in deep states of charged defects. Aging and illumination
of the film are found to affect the level of optical absorption by deep centers. ©1998 American
Institute of Physics.@S1063-7826~98!01904-8#
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1. INTRODUCTION

Optical absorption in thermally deposited films of th
chalcogenide glasses at photon energieshn below the optical
width of the band gapEg0 have not been studied adequate
At the same time, for energieshn,Eg0, optical absorption
determines the optoelectronic properties of a film which
pend on the degree of disorder, the amount of defects,
the presence of impurities. Optical transmission meas
ments provide information within a limited region near t
absorption edge. At lower energies, photoelectron spect
copy is usually employed, but it is not sensitive enough
reveal and study the structure of weak absorption spectra
solve this problem it is appropriate to use photocapaci
spectroscopy, which has been used successfully in studie
thin film a-Si:H samples.1

Glassy As2Se3 is a well-known representative of th
chalcogenide glasses and data for it reflect a contradic
picture of the spectrum of localized states involved in opti
transitions. Thus, methods based on measurements o
transport of nonequilibrium charge carriers suggest a bro
quasicontinuous distribution of localized states, while me
ods which control optical transitions~photoexcitation, lumi-
nescence! suggest the existence of quasidiscrete energy
els associated with intrinsic defect or impurity centers. Th
contradictions are fundamental, so that further experime
data are needed in order to choose a model for the de
system.2,3

In this paper we use photocapacitive spectroscopy
the first time to study optical absorption at energ
hn,Eg0 and determine the parameters of deep cen
in a-As2Se3 films. Over a wide range of energie
~0.83–1.94 eV, i.e., roughly fromEg0/2 to Eg0), we obtain a
photocapacitance spectrum which, like the optical absorp
spectrum, is determined by electronic transitions between
calized states within the mobility gap and delocalized sta
in the conduction bands, and makes it possible to distingu
the range of energies associated with defect absorption
the long wavelength portion of the spectrum, this method
be used to observe changes owing to structural relaxa
and illumination of the film.
4391063-7826/98/32(4)/4/$15.00
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2. Experimental technique

Photocapacitance spectroscopy of deep states is base
measuring the relaxation of the barrier capacitance of a di
with time as a result of illumination by photons with energi
hn,Eg0. The optical depopulation of filled states in the d
pleted region of the diode is accompanied by a rise in
barrier capacitance. In a linear approximation, in the init
stage of relaxation the photocapacitance signal varies w
time as4

D~C2!5Cf
2 2Cd

25acBft. ~1!

HereCf andCd are the capacitance at timet under illumi-
nation and in the dark,f is the flux of incident photons, and
B5««0A2q/@2(V1Vbi)# is a constant determined by th
barrier parameters (««0 is the dielectric permittivity,A is the
contact area,q is the electronic charge,V is the applied bias
voltage, andVbi is the band inflection!. The proportionality
constantac has the physical significance and units of
absorption coefficient. Its magnitude is determined by el
tronic optical transitions, which lead to a change in t
charge within the depleted region of the diode, and it dis
gards the nonphotoactive optical losses.

The photocapacitance relaxation measurements w
done at room temperature on Al/a-As2Se3 surface-barrier di-
odes made by successive vacuum thermal deposition o
glass substrate of a lower electrode~antimony!, a
1.2-mm-thick As2Se3 film, and a semitransparent aluminu
film with a contact area of 0.3 cm2. Here the antimony cre-
ated a resistive contact, while a potential barrier of hei
.1.16 eV was formed at the Al/a-As2Se3 interface.

The relaxation of the capacitance was measured in
dark and under illumination using a quasistaticC2V
method, described previously,5 in which one detects the bia
current that develops when triangular voltage pulses are
plied to the reverse biased diode. The durationt of the driver
pulses was chosen subject to the conditiont.tD , wheretD

is the Maxwellian relaxation time (tD52.4 s for As2Se3 at
300 K!. Before the start of the measurements the diodes w
held in the dark with zero bias until a steady-state capa
tance was reached. In order to avoid inducing metasta
states, the measurements were made by scanning the
© 1998 American Institute of Physics
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trum from lower to higher photon energies. Optic
excitation from an SPM-2 monochromato
(f5101421016 cm22s21) was turned on simultaneousl
with a negative voltage. Values of the absorption coeffici
ac was calculated according to Eq.~1! from the initial rate of
relaxation for a series of photon energies within the inter
hn50.8321.94 eV and used to construct the resulting a
sorption spectrumac(hn). Because of certain differences
the actual values off ~which are attributable primarily to
loss of light at the aluminum electrode!, the ac(hn) spectra
for different samples were displaced relative to one ano
along theac axis. Thus, in order to compare the resulti
spectra, they were normalized to the value of the absorp
coefficient ac at hn51.76 eV, which corresponds to th
room temperature value ofEg0: a r

c5ac(hn)/ac~1.76 eV!.
At this energy the values ofac for the different samples
should not be different, since they are predominantly de
mined by interband optical transitions.

3. Experimental results and discussion

The spectral dependences of the absorption coeffic
a r

c measured by photocapacitive spectroscopy are plotte
Fig. 1 for a fresh film~curve1!, for a sample kept for more
than a year under ordinary conditions~curve2!, and for the
same sample initially irradiated by light that is strongly a
sorbed~intensity.0.1 mW/cm2, hn51.8 eV, 30 min, curve
3!. For comparison, the figure shows the following: the sp
tral variation in the absorption coefficient ofa-As2Se3 films
at energies of 1.6-1.8 eV obtained by optical transmiss
measurements6 ~the smooth curve in the figure! and the spec-
tral variation in the induced absorption ofa-As2Se3 films in
the range 0.85-1.4 eV atT5300 K ~dotted curve!.7

FIG. 1. Spectral variations in the absorption coefficienta r
c for a fresh

a-As2Se3 film ~1!, for a sample held more than one year under ordin
conditions~2!, and for a sample initially illuminated by light that is strong
absorbed~3!. Published data on the variation in the absorptiona are shown
by a smooth curve6 and a dotted curve.7 The dashed curve is an extrapol
tion of the exponential edge absorption tail. The values ofa r

c have been
calculated from photocapacitance measurements with a scan period o
and a reverse bias of 0.8 V.T5300 K.
l
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The optical absorption coefficienta r
c varies over a wide

interval and corresponds roughly to optical transitions w
energies fromEg0/2 to Eg0 for a-As2Se3. Three characteris-
tic regions,A, B, andC, can be seen in the spectra.8 Region
A corresponds to edge absorption and givesEg051.76 eV.
In regionB, a r

c varies exponentially with the photon energ
hn as a r

c}exp(hn/Ec), with a characteristic energy
Ec.0.047 eV ~the dashed curve in the figure!. Clearly,
within this region~also known as the Urbach edge!, the spec-
tral variationsa r

c(hn) agree well among themselves and wi
the data of Ref. 6. Absorption in this region is usually attr
uted to optical transitions between localized states in the t
of the conduction bands, whose densities fall off expon
tially with energy. We may assume that ina-As2Se3 the
main contribution to the Urbach edge is from the wider t
of the valence band, since its characteristic decay energy
determined from measurements of transient9 and
modulated10 light fluxes, is the same as the value ofEc found
above.6

The data in regionC of Fig. 1 are of greatest interes
Absorption in this region is caused by optical transitions
volving deep localized states formed by intrinsic defects a
impurities.8 The absorption coefficient in regionC is consid-
erably higher than the level to be expected from an extra
lation of the exponential partB ~dashed line!, decreases as
the film is aged~curve2!, and increases under the influen
of preliminary illumination~curve3!, which may indicate the
existence of metastable states.

Published data on the optical transition energies in t
part of the spectrum and on the energies of the levels
volved in these transitions are quite contradictory.2 The op-
tical transition at 1.4 eV appears as a shoulder on the ph
current spectra of unannealed bulk samples, but is abse
films ~even thick ones, up to 30mm!; absorption in the re-
gion of the shoulder increases when oxygen is present in
glass,11 but it shifts to higher energies~from 1.4 to 1.6 eV!
with deviations from stoichiometry toward higher arsen
contents~up to 60 at. %!.12 The spectral position of the
shoulder at 1.4 eV is confirmed by spectra of the opti
quenching for the induced absorption~threshold at
1.42 eV!11 and of the photocurrent quantum efficiency.13 An-
other optical transition shows up in the photocurrent spe
in the form of a broad band with a maximum at 1.15 eV14

the magnitude of the photocurrent near this peak chan
during illumination-annealing cycles and this is evidence
the metastable character of the defects that participate in
absorption. The 1.15-eV level appears as a donor-type
combination center in the temperature dependence of
steady-state photoconductivity.2 Both of these bands, at 1.
and 1.1 eV, have been isolated using a high-sensitivity te
nique and graphical differentiation of photocurrent spectra
As2Se3 films.15 In addition to these transitions, an optic
transition has been noticed2 at 1.6 eV as a weak feature i
photocurrent spectra.

Figure 2 shows a plot in this energy range of the abso
tion coefficient a ir

c owing to optical transitions involving
deep levels. It was isolated by subtracting the almost c
stant absorption level below 1.13 eV and the extrapola
values in the exponential tail~dashed line! from the curves of
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Fig. 1. The smooth curves of Fig. 2 show model calculatio
of the absorption coefficienta ir

c associated with optical tran
sitions between levels of a defect with a density of state
the form of a Gaussian with half-widthG for energyEi and
a parabolic edge of the conducting band:16

a ir
c }~hn!21E

0

`
AE expF2

~E11E2hn!2

2G2 GdE. ~2!

The best agreement between the calculated curves and
periment is achieved forEi51.36 eV, the same for all the
curves, andG.0.1 eV. Thus, in the absorption spectru
obtained from the photocapacitance measurements on fi
we can isolate an energy region corresponding to opt
transitions between the conduction band and a 1.36-eV le
in agreement with the spectroscopic data described ab
Since the depleted region of the test diodes is formed b
negative space charge, an increase in the capacitance c
related to optical excitation of holes from a defect level
the upper half of the band gap (D1) into the valence band
The nature of theD1 defect is related to the supercoord
nated As (P4

1) atom,17 in accordance with the observed di
ferences in the spectra: in samples subjected to prolon
aging, the defect concentration is lower owing to chemi
ordering As4Se4→As2Se3, while in the samples that wer
initially illuminated, it is higher due to photostructural tran
formations.

Note that studies of the relaxation of the dark capa
tance in Al/aAs2Se3 diodes,5 as well as experiments on in
jection currents,18 indicate the existence of deep levels wi
thermal ionization energies of.1.021.05 eV in the mobility
gap of the semiconductor. It may be assumed, as in Ref.
that these are alsoD1 defect levels, while the observed di

FIG. 2. Spectral variations in the absorption coefficienta ir
c obtained by

subtracting the constant absorption level below 1.13 eV and the extrapo
values in the exponential tail from the curves of Fig. 1. The smooth cu
a, b, andc are calculated using Eq.~2! for Ei51.36 eV andG ~eV!50.098
(a), 0.104 (b), and 0.11 (c).
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ference in the thermal and optical ionization energie
(.0.31 eV! is caused by the strong electron-phonon inter
tion typical of the chalcogenide glasses.

A weak, almost constant absorption at low energ
(hn<1.13 eV! in the spectra ofa-As2Se3 is usually ob-
served at low temperatures (.6 K!19 and~or! during intense
optical illumination,7 i.e., is associated with the excitation o
metastable defect states. Since this kind of induced abs
tion is always accompanied by the appearance of an elec
spin resonance~ESR! signal, the singly occupied neutral de
fect stateD0 is attributed to a metastable state.17 The weak
absorption spectra in Fig. 1 are consistent with this interp
tation, as well as with the above analysis of absorption
charge defect states: the curve3 obtained after illumination
has aa r

c(hn) dependence that is close to the data of Ref
~dotted curve!. At the same time, curves1 and 2 ~Fig. 1!,
which were obtained under near equilibrium conditions wi
out preliminary irradiation of the sample, indicate the ex
tence of a contribution to the absorption that is unrelated
metastable defects. The weak optical absorption near
middle of the mobility gap may be caused by excitation
thermally equilibrium carriers from states in the tails of t
conduction bands. This sort of absorption has be
analyzed20 in connection with an effort to estimate the min
mum optical losses in chalcogenide glasses at tempera
of 240–400 K. For the present case of an exponential ene
spectrum for the traps, a calculation shows that the abs
tion coefficient emerges in a plateau for photon energies
roughly half the band gap width.

4. Conclusions

Photocapacitance spectroscopy can be used to stud
optical absorption spectra of amorphous As2Se3 films at pho-
ton energies below the optical width of the band gap. T
resulting photocapacitance spectra and their features are
cal of the optical absorption spectra of the chalcogen
glasses that have become known as a result of a combina
of other spectroscopic techniques~photocurrent, ESR, lumi-
nescence, etc.!. Model calculations have been used to es
mate the optical ionization energyEi51.36 eV of positively
chargedD1 defects. The difference between the energies
thermal5 and optical ionization (.0.31 eV! presumably
characterizes a lattice relaxation defect. It has been sh
that optical absorption in the long-wavelength region of t
spectrum depends on the history of the sample and thi
indicative of a change in the density or degree of filling
deep localized states.
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Effect of thermal annealing and chemical treatment on the photoluminescence of
porous silicon

E. A. Shelonin, M. V. Naı̆denkova, A. M. Khort, A. G. Yakovenko, A. A. Gvelesiani,
and I. E. Maronchuk

M. V. Lomonosov Moscow State Academy of Precision Chemical Technology, 117571 Moscow, Russia
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Changes in the intensity of photoluminescence and in the IR absorption spectra of porous silicon
samples are studied during chemical annealing and chemical treatment. It is found that
processing porous silicon in HCl1Zn increases the photoluminescence intensity by more than a
factor of 2 and affects the way the intensity is reduced by annealing. A comparison of the
observed changes with IR spectra suggests that Si2Hx bonds play a key role in efficient
photoluminescence in porous silicon. ©1998 American Institute of Physics.
@S1063-7826~98!02004-3#
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Many papers have been published thus far on phot
minescence in porous silicon.1–3 The available experimenta
data, however, are extremely contradictory and lead to
biguous interpretations of the mechanisms for radiative
nonradiative recombination in porous silicon.

Most of these studies indicate that photoluminescenc
porous silicon is related to radiative recombination fro
quantum-well levels localized in silicon crystallites. As f
the quenching~degradation! of photoluminescence in porou
silicon, most researchers relate this process to the forma
of deep nonradiative recombination centers on the surfac
Si nanocrystals.

In this paper we report the results of an experimen
study of the thermal degradation of photoluminescence
porous silicon. We also examine the possibility of passiv
ing the nonradiative recombination centers by chemical p
cessing of a porous silicon surface.

As a source material we used type KE´ F-10 and KDB-10
silicon slabs with a~100! orientation. Anode etching wa
carried out in an H2O:HF:C2H5OH51:2:2 electrolyte at a
current density of 5–10 mA/cm2 for 10–20 min. After etch-
ing, the samples of porous silicon were cut into parts
taking the photoluminescence spectra and annealing. Pri
annealing, the samples were initially subjected to aging in
at room temperature for 2–3 days in order to eliminate f
processes. The photoluminescence was measured o
SDL-1 spectrometer with an LGI-21 nitrogen laser, oper
ing in a quasicontinuous mode at a wavelength of 334 nm
a source. Absorption spectra were taken in the infrared~IR!
using an FTIR-1710 Fourier spectrometer. Isochronous
nealing~20 min! was performed in quartz cells in a heliu
atmosphere. After each stage of annealing, photolumin
cence spectra of the annealed and control samples
taken. The relative change in the photoluminescence in
sity was determined from the changes in the intensity at
peak and in the area under the spectral curve. Both meth
of measurement yielded the same relative intensity chan

The relative change in the photoluminescence inten
(I /I 0) of typical porous silicon samples obtained under ide
4431063-7826/98/32(4)/3/$15.00
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tical etching conditions forp- andn-type substrates is plot
ted as a function of annealing temperature in Fig. 1. T
change in the photoluminescence could be approximated
linear functionI /I 05 f (T) with some deviation from linear-
ity at high temperatures. The photoluminescence vanis
almost completely at 400 °C. The photoluminescence fell
faster in thep-type samples than in then-type. When an
attempt was made to fit the intensity variation to an Arrhe
ius law dependence in ln(I/I0)2(1/T) coordinates, the mea
surement results could not be approximated by a stra
lines but could be fit roughly only by a more complex fun
tion of the formy5a• ln(x)1b. Thus, the effective activation
energy of the process, calculated as the derivative of
approximation curve, varied with temperature fro
,0.1 eV to .1 eV. This indicated that, in our case, th
process of photoluminescence degradation takes plac
more than one stage. This is consistent with Ref. 3, in wh
the changes in photoluminescence due to laser irradia
during heating are attributed to several processes with dif
ent activation energies. Evidently, one can distinguish an
tial stage, in which there is a sudden change in the phot
minescence, an intermediate stage, in which
photoluminescence varies roughly as (I /I 0)5a2bT, and a
slow photoluminescence quenching stage at temperat
above 250-300 °C.

The wavelength of the photoluminescence maxim
was essentially independent of the annealing temperatur
the IR spectra of the samples taken after annealing, the
sorption bands, which appeared as a result of vibrations o
2Hx bonds,1,2 vanished. However, the photoluminescen
intensity as a function of temperature no longer had
‘‘step’’ form observed in Ref. 1.

When samples with fully quenched photoluminescen
were held at room temperature in air for several weeks, t
recovered up to 45–50% of their original photoluminescen
and the above-mentioned IR absorption bands were part
restored. Repeated annealing of the samples led to repe
loss of the photoluminescence in porous silicon.

The major obstacle to the use of porous silicon in op
© 1998 American Institute of Physics
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electronics is the instability of its luminescence propert
and the degradation of the luminescence as it ages in a
during thermal processing. The instability and degradation
the photoluminescence are mainly attributed to the forma
of nonradiative recombination centers on the surface of
nanocrystallites. After anode etching, the porous silicon s
face contains a large number of nonradiative recombina
centers which are not passivated by the hydrogen and oxy
contained in the electrolyte; nevertheless, the hydrogen c
centration in the voids is high. When the residue of elect
lyte is removed from the porous silicon surface, passivat
by oxygen takes place in the air as the silicon crystallites
the porous silicon come to be surrounded by an amorph
oxide layer.

We have tried to passivate the nonradiative recomb
tion centers in porous silicon by processing the porous
con in Zn1HCl. Passivation by the hydrogen released in
course of the reaction can be regarded as an alternative t
process of oxidation in air. The porous silicon samples w
processed immediately after fabrication by keeping them
hydrochloric acid with zinc for 30 min. The porous silico
was obtained under the same conditions as those used fo
studies of the effect of annealing on photoluminescence.

The initial photoluminescence intensity of the process
porous silicon samples was roughly twice that of the con
samples. At the same time, the photoluminescence spect
the porous silicon samples processed in HCl and ZnCl2 were
essentially the same as those of the unprocessed sam
Significant differences from the typical spectra of the u
processed samples were observed in the IR spectra o
processed porous silicon samples~Fig. 2!. In the 2120-cm21

doublet corresponding to valence vibrations of SiH a
SiH2 bonds, the relationship of the bands changes as
contribution of the SiH2 bonds varies. In addition, small ab
sorption bands appear at 890 and 860 cm21, which may be
associated with SiH and SiH2. The relationship between th
bands that form the doublet at 630–670 cm21 also changes

FIG. 1. Relative change in the photoluminescence intensity (I /I 0) for iso-
chronous thermal annealing of porous silicon samples:~1! n-type sample,
~2-3! p-type samples~sample 3 was processed in HCl1Zn!.
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This absorption, which is partially masked by an absorpt
band owing to Si-Si vibrations at 616 cm21 ~in this region,
although the substrate absorption spectrum has been
tracted, there may be some enhancement in the measure
error! is also attributed to SiH and SiH2 vibrations,1 and,
probably, in this case also there is a change in the relat
ship between the amounts of these bonds. It should als
noted that the magnitude of the absorption on asymme
Si-O-Si valence vibrations observed at 1100 cm21 was also
different, even when the samples were obtained under
same conditions. Furthermore, in a number of cases we
served a region of very high absorption at wave numb
.1100 cm21, which may be caused by surface oxides. He
the absorption spectrum at wave numbers,1100 cm21 did
not change. In these samples the photoluminescence in
sity was at roughly the same level as in the samples wh
did not have a region of this sort in the IR spectrum.

The reduction in the photoluminescence with isoch
nous annealing of the porous silicon samples processe
HCl1Zn was more rapid. In addition, after annealing at te
peratures above 250 °C, there was almost no photolumi
cence~Fig. 1, curve3!; that is, in contrast with the unproc
essed samples, we observed no slow reduction in
photoluminescence at temperatures.250 °C.

In summary, we may obviously conclude that the pre
ence of SiHx bonds on the surface plays an important, if n
key, role in the quenching of photoluminescence during th
mal processing and in the recovery of the photoluminesce
intensity during chemical processing. These studies sug
that, at least in our case, the adsorption of chemical s
stances on the surface of porous silicon has a signific
effect on photoluminescence in porous silicon. Chemi
processing of porous silicon can be used to change its p
toluminescence characteristics. Thus, the observed cha
in the photoluminescence properties of porous silicon dur

FIG. 2. The change in IR absorption spectra owing to processing
HCl1Zn: ~1! before processing,~2! after processing.
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processing in HCl1Zn can be explained by passivation
nonradiative recombination channels.
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Subthreshold characteristics of electrostatically switched transistors and thyristors. II.
Deep in-plane gate

A. S. Kyuregyan
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A rigorous analytic theory is developed for the blocking state of electrostatically switched
thyristors and transistors. The problems of the potential distribution in the base, the barrier height
for electrons, and the current-voltage characteristic in the subthreshold region are solved in
quadratures by conformal mapping for electrostatically switched transistors and thyristors with an
arbitrary configuration of an in-plane gate in contact with the source. It is shown that the
subthreshold current-voltage characteristics of electrostatically switched transistors and thyristors
have a universal form independent of the gate configuration. As an example, a study is
made of a quasielliptical in-plane gate that corresponds to the configurations of most real devices.
Simple formulas are obtained in limiting cases for the blocking coefficient and the parameters
of the current-voltage characteristic as functions of the geometric parameters of the
electrostatically switched transistor or thyristor, the base doping, and the gate potential. ©1998
American Institute of Physics.@S1063-7826~98!02104-8#
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1. INTRODUCTION

In a previous paper,1 the author and S. N. Yurkov con
structed a rigorous analytic theory for the subthreshold ch
acteristics of electrostatically switched transistors and thy
tors ~EST! with shallow in-plane source and gate. The ma
disadvantage of this structure is that a high blocking coe
cient g can only be obtained when the source width 2l is
unacceptably small. Thus, in practice2 a gate is usually fab-
ricated with a depthH> l ~See Fig. 1!, which makes it rela-
tively easy to obtain highg. For quantitative calculations o
the parameters of these devices, however, it is evident
the model of EST in the form of a plane capacitor, employ
in Ref. 1 and before,3 is unsuitable.

The purpose of this paper is to generalize the result
Ref. 1 to the case of an in-plane or mesaplanar gate of a
trary shape and depth. It will be shown that the main res
of Ref. 1 remain valid, regardless of the shape of the gat
the thickness of the space charge regionw and the half-width
l of the source are replaced in the final formulas by th
effective valuesw8 and l 8, which are calculated, in genera
by a method which reduces to determining two parameter
a conformal mapping of the space charge region onto a s

2. GENERAL PROPERTIES OF THE CONFORMAL MAPPING
OF THE SPACE CHARGE REGION ONTO A STRIP

In this paper we use the same assumptions as in Re
except for one: the shape of the gate is assumed for no
be arbitrary and, as a model for the space charge region
use the ‘‘ribbed’’ translationally symmetric capacitor who
cross section is shown in Fig. 2 in the complexz5x1 iy
plane. The plane segments of the lower electrode are sou
4461063-7826/98/32(4)/6/$15.00
r-
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and the ‘‘ribs,’’ which are described by a piecewise contin
ous periodic functiony5yg(x), are gates, while the uppe
electrode is the boundary of the space charge region whic
in contact with the drain. Let the functionT(z) execute a
conformal mapping of the capacitor cell~regionD) onto the
upper half-plane of thet5u1 i t plane in a way such that th
boundary ofD transforms to the real axist50 and the
points z56 l , z56L1 iH , and z56L1 iw map to the
points t56b, t56y, and t561, respectively~Fig. 3!. A
gate of arbitrary shape can be approximated to a spec
accuracy by a 2m-polygon with vertices at the point
z5zn5xn1 iyg(xn). Then, if the boundaryz5 iw of the
space charge region can be regarded as flat~this assumption
is justified later!, the region D will form a closed
(2m16)-gon that is symmetric with respect to the imagina
axis, while the inverse functionZ(t) of T(z) can be written
in the form of a Schwarz-Christoffel integral.4 Since the arcs
of the gates intersect the linesy50 and x56L at right
angles,

Z~ t !5CE
0

t

)
n51

m

~ t22ln
2!~vn21!

dt

A~ t221!~ t22g2!~ t22b2!
,

~1!

wherepvn are the external angles of anm-gon ~half gate!,
and theln are real numbers, with

(
n51

m

~vn21!5
1

2
, b,ln,ln11,g, ~2!

while for the matching of points specified above it is nec
sary, in particular, that
© 1998 American Institute of Physics
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l 5CE
0

b

)
n51

m

~ln
22u2!~vn21!

du

A~12u2!~g22u2!~b22u2!
,

~3!

L5CE
1

`

)
n51

m

~u22ln
2!~vn21!

du

A~u221!~u22g2!~u22b2!
,

~4!

and

w5H1CE
g

1 )~u22ln
2!~vn21!du

A~12u2!~u22g2!~u22b2!

5CE
0

` )~t21ln
2!~vn21!du

A~t211!~t21g2!~t21b2!
. ~5!

In turn, the half-planet>0 is mapped into the rectangl
ux8u<L, 0<y8<w8 in thez85x81 iy8 plane~Fig. 4! by the
function

Z8~ t !5C8E
0

t dt

A~ t221!~ t22g2!
, ~6!

where a correspondence between the pointst56g and
t561 and the pointsz856L andz856L1 iw8 is reached
for

FIG. 1. A schematic illustration of the cross section of a transistor w
electrostatic switching; in a transistor there is nop1-layer above the drain.

FIG. 2. The model of a stage of an electrostatically switched transistor
to calculate the potential distribution.
L5C8E
1

` dt

A~u221!~u22g2!
, ~7!

and

w85C8E
g

1 du

A~12u2!~u22g2!

5C8E
0

` dt

A~t211!~t21g2!
. ~8!

Because of the symmetry principle,4 the functionZ8@T(z)#
maps the cross section of the infinite ‘‘ribbed’’ capacit
onto the strip 0<y8<w8 in the z8 plane, while the sources
gates, and sink transform to the segments@2mL2 l 8,x8
,2mL1 l 8,y50# and @2mL1 l 8,x8,2m(L11)2 l 8,y8
50# and the straight liney85w8, respectively, where
m50,61,62, . . . ,

l 85
L

K~g!
F~b/g,g!, ~9!

and F(x,k) is the elliptic integral of the first kind in the
normal Legendre form. The functionZ8@T(z)# defined in
this way has several important general properties. First of
we always have

0<D5w2w8<H. ~10!

The validity of the first inequality can be confirmed simp
by substituting the second equalities from Eqs.~5! and~8! in
Eq. ~10! and noting that Eqs.~4! and ~7! imply that C>C8.
To prove the second inequality, we note@see Eqs.~4! and~7!
and the first equalities from Eqs.~5! and ~8!# that

FIG. 3. A stage of an electrostatically switched transistor in thet5u1 i t
5T(z) plane.

FIG. 4. A stage of an electrostatically switched transistor in t
z85x81 iy85Z8(t) plane.
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H2D}E
g

1 du

A~12u2!~u22g2!

3E
1

` )~u22ln
2!~vn21!du

A~u221!~u22g2!~u22b2!

2E
g

1 )~u22ln
2!~vn21!du

A~12u2!~u22g2!~u22b2!

3E
1

` du

A~u221!~u22g2!
. ~11!

If we replace all theln by b on the right hand side of Eq
~11!, then it becomes equal to zero, but then the first te
increases by less than a factor ofQ, while the second
term increases by more than a factor ofQ, where
Q5A(12b2)Pn51

m (12ln
2)(12vn).1. Thus, before theln

were replaced byb, the first term in Eq.~11! was greater
than the second, which demonstrates the validity of Eq.~10!.
Secondly, Eqs.~7! and ~8! imply that

w85LK~A12g2!/K~g!,

whereK(g) is the complete elliptic integral of the first kind
Using the known series expansions ofK(g) in terms ofg, it
is easy to show that, forg!1,

g54 expS 2
pw8

2L D . ~12!

The error in this formula is on the order ofg2/2 and is less
than 1.5% provided@see Eq.~10!#

w2H>2L. ~13!

In the following we shall assume that Eq.~13! is valid
everywhere, since it is usually satisfied with a large rese
and makes the calculations much simpler. In particular, E
~4! and ~7! yield C5C852L/p, Eq. ~9! simplifies to

l 85
2

p
L arcsin

b

g
, ~14!

and Eqs.~1! and ~6! imply that

12
dy

dy8
U

y85w8

512
dz

dz8
U

z85 iw8

512
C

C8 S 12
b2

u2 D 21/2

3 )
n51

m S 12
l2

u2D ~vn21!

,
g22b2

2
!1.

The last, strong inequality means that, near the drain,
function Z8@T(z)# is essentially the same as a shift byD
along the imaginary axis and, therefore, a gate of arbitr
shape distorts the field just as weakly under condition~13! as
a shallow in-plane gate withw>2L.1 Thus, the boundary o
the space charge region can be regarded as flat with an
curacy of orderg2/2, even if it does not fill the entire bas
region. Furthermore, the magnitude ofD, as such, is deter
mined only by the gate configuration and is essentially in
e
s.

e

ry

ac-

-

pendent of the thickness of the space charge layer. In f
using the second equalities of Eqs.~5! and ~8!, it is easy to
confirm that

D5
2

p
LE

0

` )~u1
21ln

2/g2!~vn21!2Au1
21b2/g2

A~u1
211!~u1

21b2/g2!
du1

10S g22b2

4
ln g1

22D , ~15!

whereg1 is an arbitrary quantity which satisfies the inequ
ity g!g1!1; for example, we can setg15Ag. Formulas
with similar structures can be obtained from the (2m11)
conditions for matching the pointsz5 l , z5zn to the points
t5b, t5ln . For example,

l 5
2

p
LE

0

b/g )~ln
2/g22u1

2!~vn21!du1

A~12u1
2!~b2/g22u1

2!
10~b2!. ~16!

The integrals in Eq.~16! and in the remaining 2m equations
do not depend on the absolute values ofb, ln , andg, but
only on the ratiosb/g andln /g, which to within the expo-
nentially small final terms are determined only by the g
parametersl , L, H, andzn , but do not depend onw. Thus
@see Eq.~15!#, with a slightly greater, but still exponentiall
small error, we can assume thatD is also independent ofw.
On the other hand,

b5
dy

dy8
U

y85x850

5
1

b )
n51

m

l2~vn21!, ~17!

from which we find 1,b,g/b; that is, near the source th
shape of the gate can have a strong influence on the
distribution forg@b.

3. POTENTIAL DISTRIBUTION AND BARRIER PARAMETERS
IN THE GENERAL CASE

Assuming that the base is uniformly doped~see Ref. 1!,
we shall seek the potential distributionw(x,y) in the form

w~x,y!5w0~x,y!2Vwy2/w2, ~18!

wherew0(x,y) is the solution of the Laplace equation in
space charge region with the boundary conditions

w0~x,0!50 for 2mL2 l ,x,2mL1 l , ~19!

w0~x,y!52Ug1VHyg
2~x!/H2

for 2mL1 l ,x,2~m11!L2 l and y5yg
2~x!, ~20!

and

w0~x,w!5Ud1Vw , ~21!

Vw5qNw2/2««0 , VH5qNH2/2««0 ,

while remaining notation is defined in Ref. 1. Calculatin
and analyzing the potential distribution as a function of t
variablesx8 andy8 , which differs from that given in Ref. 1
only in some minor details related to the appearance o
second term on the right-hand side of Eq.~20!, we obtain the
following results. If the drain potential
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Ud.Ud min5VdS 122
D

d D2UgS 12
l 8

L D ,

then the space charge region fills the entire base andw5d,
w85d8. For Ud,Ud min , the thickness of the space char
layer is less thand, but the real boundary of the space char
region on the drain side deviates from the plane

y5w5D1AD21
2««0

qND
FUd1UgS 12

l 8

L D G ~22!

by a negligible amount on the order ofwg2/2, while condi-
tion Eq. ~13! is satisfied for

Ud.Uw min54VL2VD2UgS 12
l 8

L D ,

where VD5qNDD2/2««0, and VL5qNDL2/2««0. The po-
tential distribution along the channel axis has the form

w~0,y8!5UgH M
y8

L
2

2

p
arctanFM0 tanhS py8

2L D G J
2VHH y2~0,y8!

H2 2F0~M0!
y8

L

2E
l 8

L yg
2~x!sinh~py8/L !

cosh~py8/L !2cos~px8/L !

dx8

LH2J ,

~23!

where

M5FUd1Vw

Ug
2

UH

Ug
C~M0!G L

w2D
1

L2 l 8

w2D

1
UH

Ug
F0~M0! , M05cotS p l 8

2L D ,

Fk~a!5 f 22~A11a2!E
0

a

xkf 2SA11a2

11x2D dx,

C~a!5
2

p
f 22~A11a2!E

0

a

f 2SA11a2

11x2D dx

11x2 ,

f ~u/b!5Im@Z~u!# f ~g/b!/H.

In an electrostatically switched transistor or thyrist
with an undoped base, the potential at the saddle point
cated at

y85 ỹ85
2

p
L arctanA12M /M0

11MM0
~24!

is given by

w̃5
2

p
UgFM arctanA12M /M0

11MM0

2arctanS M0A12M /M0

11MM0
D G , ~25!

whereM5 (UdL1Ug(L2 l 8)/Ug(d2D)). Near the thresh-
old, when
e

o-

A12
M

M0
!A11M0

22, ~26!

we obtain the following expression from Eq.~25!:

w̃52
4Ug

3p
A M0

2

M0
211 S 12

M

M0
D 3/2

. ~27!

The blocking coefficient is given by

g05
d2D

L
M0211

l 8

L
, ~28!

and the parameterj511,S. If NÞ0, then the coordinateỹ8 of
the saddle point can be calculated analytically only near
threshold, whenM0ỹ8!L and the right-hand side of Eq.~24!
can be expanded in a series iny8 limited to terms propor-
tional to (y8)3. As a result, given Eq.~17!, we obtain

ỹ85
1

2 S y081A~y08!212y08L
Ug

VL

M02M

b2 D , ~29!

w̃5w0S ỹ8

y08
D 2S 4

ỹ8

y08
23D , ~30!

where

w052VLb2~y08!2/3L2,

y085
8

p2 b2L
VL

Ug

3H M0~11M0
2!2

VH

Ug
@F0~M0!13F2~M0!#J 21

.

~31!

If M0uy08u!L, then along with the conditionM0ỹ8!L
for applicability of Eqs.~29! and~30!, the following inequal-
ity will also be satisfied:

Auy08u!A2L
Ug

VL

M02M

b2 . ~32!

In this case Eq.~30! yields a formula forw̃ that differs from
Eq. ~27! only in having an additional facto
$12 VH@F0(M0)13F2(M0)#/UgM0(11M0

2) %21/2 on the
right. It follows from Eq.~30! that, as in the case of a sha
low gate,1 the barrier vanishes asM→M0 only in electro-
statically switched transistors or thyristors with an accep
doped base (N5NA<0), for which the blocking coefficient
is given by

g5g02
Vd

Ug
H 11

H2

d2 Fd2D

L
F0~M0!2C~M0!G J .

~33!

If, on the other hand,N5ND>0, then asM→M0, the bar-
rier does not vanish, sinceỹ8→y08 and w̃→w0. When
M.M0, a potential well, which fills up with electrons, de
velops near the source, and our approximation of a co
pletely depleted base is no longer valid. As shown in Ref
however, Eq.~33! provides entirely adequate accuracy f



at
ha
ob
b
lv
a
,

h

ry
e

e

le
th
at
i

r

re

as

e all
hed
en

or a

e-

450 Semiconductors 32 (4), April 1998 A. S. Kyuregyan
practical purposes, even in the caseN5ND>0. In particular,
for Ud,Udmin , on replacingd andd8 by w andw8 in Eq.
~33! and using Eq.~22!, we obtain

g5
Ug

4VL
FM02

VH

Ug
F0~M0!G2

2
D

L FM02
VH

Ug
F0~M0!G

211
l 8

L
1

VH

Ug
C~M0!. ~34!

Finally, for NÞ0, the parameter

j5A12
y08

2ỹ8
. ~35!

Therefore, arbitrary distortions in the shape of the g
do not lead to qualitative changes in the subthreshold c
acteristics; the form of the current-voltage characteristics
tained in Ref. 1 for a shallow gate has turned out to
universal. The most important quantitative changes invo
the replacement ofw, l by w8, l 8 and the appearance of
factor b2 whenNÞ0. As will be shown in the next section
the remaining differences in the formulas fory08 andg from
the analogous formulas from Ref. 1 are negligible in t
cases of greatest interest, whenl 8!L and the blocking coef-
ficient is large.

4. OVAL-SHAPED IN-PLANE GATE

As a specific example of applying the general theo
here we shall consider the simple, but typical and rather g
eral, case where

Z~ t !5E
0

tH L2 l

At22g2 cos21~b/g!

1
H

At22b2 cosh21~g/b!
J dt

A~ t221!
, ~36!

whereb andg are solutions of the system of equations

L2 l

cos21~b/g!
1

H

cosh21~g/b!
5

2

p
L, ~37!

ln~4/g!

cos21~b/g!
1

ln~4/b!

cosh21~g/b!
5

w

H
. ~38!

The function~36! was obtained as a result of modifying th
integral ~1! for the valuesm51 andv153/2, which corre-
spond to a rectangular gate, by rounding the obtuse ang4

The cross section of the space charge region, onto which
function maps the upper half-plane, is illustrated schem
cally in Fig. 2. The gate has the form of an oval with sem
axes H and (L2 l ), which is close to an ellipse fo
b.0.1g, and is described by the parametric equations

x~u!5L2~L2 l !
cos21~u/g!

cos21~b/g!
, ~39!

and

y~u!5H
cosh21~u/b!

cosh21~g/b!
. ~40!
e
r-
-

e
e

e

,
n-

s.
is
i-
-

Equation ~40! yields the formula f (u/b)5cosh21(u/b),
which makes it possible to calculate the functionsFk(M0)
and C(M0) by numerical integration, where results a
shown in Fig. 5. Equations~12!, ~14!, and ~36!–~38! yield
the equation

L2 l

H
5S 2L

pH
2

1

cosh21 M0
D tan21 M0 , ~41!

of which some numerical solutions are shown in Fig. 6,
well as the formulas

D5H
ln~M0

211!

2 sinh21 M0
, ~42!

and

b511
pH

2L

AM0
21121

sinh21 M0
, ~43!

which determine the quantitiesM0, D, and b to be substi-
tuted in the general formulas of the preceding section.

The material presented above can be used to calculat
the subthreshold characteristics of electrostatically switc
transistors and thyristors for arbitrary relationships betwe
the source and gate dimensions. The results of Ref. 1 f
shallow gate are obtained whenH!L. The variant of a slit
gate, formed by diffusion into a narrow, deep slot, is d
scribed by the formulas

M0'sinhS pH

2L D , D'
2

p
L lnFcoshS pH

2L D G ,

FIG. 5. Calculated variations in the functions~1! M 0(M0
211), ~2!

F0(M0)13F3(M0), ~3! F2(M0), ~4! F0(M0), ~5! C0(M0) for an oval
gate.
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b'coshS pH

2L D , ~44!

which hold for (L2 l )!L.
The case of greatest practical importance, with la

blocking coefficients, is realized for (L2 l )! l exp(pH/2l ),
when

M0'
1

2
expFpH

2l G , D'H2 l 2
2

p
ln 2, b'M0 , ~45!

with M0@1, so that, as can be seen from Fig. 6,C(M0)
!F0(M0)!M0 and F0(M0)13F2(M0)!M0(11M0

2).
With these inequalities it is possible to write down mu
simpler formulas for the parameters of electrostatica
switched transistors or thyristors with doped bases and

FIG. 6. Calculated dependence ofM 0 on the ratioH/L for an oval gate. The
numbers on the curves denote values of the parameter (L2 l )/H.
e

y
or

the conditions under which they apply. First, given that u
ally Ug>VH , we can use simplified expressions forM
andy08 :

M'
Ud1Vw

Ug

L

w2D
, y08'

8VL

p2Ug

L

M0
.

Secondly, Eqs.~29! and ~30!, are valid for electrostatically
switched transistors or thyristors with ap-type base when
A12M /M0!1, while electrostatically switched transisto
or thyristors with ann-type base require additionally tha
Ug@VL . If VL /Ug!A12M /M0!1, then

w̃'2
4Ug

3p S 12
M

M0
D 3/2

. ~46!

Finally, the blocking coefficient is given by

g'
d2D

L
M02

Vd

Ug
~47!

for Ud.Ud min and

g'
Ug

VL

M0
2

4
. ~48!

for Uw min,Ud,Ud min .
The author thanks T. T. Mnatsakanov and S. N. Yurk

for numerous useful discussions of the questions touched
in this paper.
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Amplification of electromagnetic waves at odd harmonics of the cyclotron resonance of
heavy holes with negative effective masses in semiconducting diamond

V. A. Chuenkov
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It is shown theoretically that the absorption coefficient for circularly polarized electromagnetic
waves at the cyclotron resonance of heavy holes with negative effective masses in diamond
in parallel electric and magnetic fields oriented along the@001# crystal axis takes negative values
at the frequency of any of then11 harmonics (n50,4,8, etc.! for the right ~electron!
polarization and at the frequency of any of then21 harmonics (n54,8,12, etc.! for the left
~hole! polarization. In an electric fieldE'104 V/cm and magnetic fieldsH530280 kOe, at lattice
temperatures of 77–100 K, and for a hole concentration of (325)31015 cm23, the
absorption coefficient for an electromagnetic wave at the third harmonicv353v52.531012 s21

~wavelengthl350.92 mm! is as high ash35(27)2(230) cm21. © 1998 American
Institute of Physics.@S1063-7826~98!02204-2#
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The idea of resonant amplification of electromagne
waves inp-type germanium at holes with negative effecti
masses rotating in a magnetic fieldHiEiki@001# ~whereE is
a constant electric field andk is the wave vector of a circu
larly polarized electromagnetic wave! was proposed by
Dousmanis.1 A correct theoretical justification of this ide
has been provided by Andronovet al.2 The experimental
generation of stimulated electromagnetic radiation with
wavelengthl52 mm in relatively pure Ge~total hole con-
centration P0<1014 cm23) at liquid-helium temperature
with the above-mentioned orientation of the electric a
magnetic fields has been observed by Andronovet al.3

There is theoretical and practical interest in the probl
of generating electromagnetic waves based on this princ
at higher temperatures and at shorter wavelengths, espec
using other materials. One of the most promising material
this regard isp-type semiconducting diamond. The accep
in p-type semiconducting diamond is the boron atom~ion-
ization energy 0.37 eV!.

Solving this problem reduces to finding the dispers
relation and distribution function of the heavy holes in d
mond for the above orientation of the electric and magn
fields and calculating the high-frequency differential cond
tivity sv along the electric field of an electromagnetic wav

The dependence of the heavy hole energy« on the mo-
mentum p ~dispersion relation! which we have calculated
using Kane’s model,4 has a complicated, highly anisotrop
form. A detailed analysis showed, however, that the dyna
ics of heavy holes in diamond, both those with negative a
those with positive effective cyclotron masses, can be
scribed reasonably correctly by using the following compa
tively simple dispersion relation:

«~p!5
1

2m
@p22j~p!~p'

2 pz
21p'

4 sin2 w cos2 w!1/2#,
4521063-7826/98/32(4)/4/$15.00
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j~p!5a01
b0

p4 ~p'
2 pz

21p'
4 sin2 w cos2 w!

2
g0

p6 p'
4 pz

2 sin2 w cos2 w, ~1!

a051.40, b051.24, g0518.48.

Herep25p'
2 1pz

2 ; p' andpz are the components of the ho
momentum in the direction of the@001# axis and in a direc-
tion perpendicular to this axis, respectively;w is the azi-
muthal angle~the polar axis is taken to coincide with th
@001# axis!; m50.28m0, wherem0 is the free electron mass
anda0, b0, andg0 are dimensionless parameters. Expand
«(p) in a Fourier series inw, we obtain

«~p!5(
n

«n~p' ,pz!exp~ in w!, ~2!

where the expansion coefficients«n(p' ,pz) are real;n50,
64,68, . . . ; andi is the square root of21. The expansion
coefficients«n(p' ,pz) become smaller asn increases, so
that the series~2! converges rather rapidly.

Here we write only the expressions for the first terms
the expansion, which we shall need below:

«0~p' ,pz!5
1

2m Fp22a0S p'
2 pz

21
1

8
p'

4 D 1/2G , ~3!

and

«4~p' ,pz!5
p'

2

64m Fa0

p'

pz
S 12

1

16

p'
2

pz
2 D 13b0

p'
3 pz

p4

3S 11
1

16

p'
2

pz
2 D 22g0

p'
3 pz

3

p6 S 11
1

8

p'
2

pz
2 D G

~4!

Equation~3! is valid for any value of the polar angleu be-
© 1998 American Institute of Physics



ak
er
d
o
e

ed
hi
tis

;
g

d
n

ca
y,

n
ls

e
-

he

e
ld
to
ti

on
tail
e
re-

ition
s

n-

l

e at

re-
ro-
y of

453Semiconductors 32 (4), April 1998 V. A. Chuenkov
tween the momentump and the@001# axis and Eq.~4!, is
valid for u<45°. The values of«4(p' ,pz) for u.45° are of
no importance whatever in the theory.

According to Eqs.~2! and ~3!, the cyclotron effective
mass and cyclotron frequency, both averaged overw, can be
calculated using the formulas

1

mc~u!
5

1

m F12
a0

2utan uu
110.25 tan2 u

~110.125 tan2 u!1/2G
vc5v̄c

m

mc~u!
, v̄c5

eH

mc
,

~5!

wheree is the electronic charge,c is the speed of light, and
u is the angle between the momentump and the@001# axis.

It is easy to confirm that, inside the coneu5um'36°
(um is defined from the conditionvc50) the cyclotron ef-
fective mass and cyclotron frequency of the heavy holes t
negative values. This implies that the high frequency diff
ential conductivity of the heavy holes will be negative an
therefore, that amplification of electromagnetic waves is p
sible if a large number of holes lies within the con
u5um , i.e., moves within relatively small anglesu,um .
The hole distribution function in this case is highly extend
along the direction of the electric and magnetic fields. T
can all be attained when the following conditions are sa
fied:

\v0@k0T, t0,tE,tp , E@Ev , ~6!

wherev0 is the optical phonon frequency;k0 is the Boltz-
mann constant; T is the lattice temperature
tE5A2m\v0/eE is the time over which a hole, movin
without collisions along the electric fieldE, acquires energy
\v0; tp is the mean free time for holes with«,\v0 ~pas-
sive region!, determined by scattering on impurities an
acoustic phonons, as well as by scattering with absorptio
optical phonons;t0 is the mean free time for«.\v0 ~active
region!, determined by spontaneous emission of opti
phonons; and,Ev and v are the amplitude and frequenc
respectively, of the electromagnetic field.

One consequence of the second inequality of Eq.~6! is
the inequalityE0@E, whereE05\v0 /el0 is a characteristic
electric field andl 05t0A2\v0 /m is the characteristic mea
free path of the holes in the active region. We shall a
assume that the following inequalities are satisfied:

eH

mc
t0!1, vctE@1. ~7!

According to the first inequality~7!, the magnetic field has
no effect on the form of the hole distribution function in th
active region. The second inequality~7! is a necessary con
dition for observation of a cyclotron resonance.

Under conditions~6! and~7!, the hole distribution func-
tion in the active region is determined by the motion of t
holes in the electric field and by spontaneous emission
optical phonons, while in the passive region it is determin
by the motion of the holes in the electric and magnetic fie
and by the arrival of holes from the active region owing
the emission of optical phonons. The solution of the kine
e
-
,
s-

s
-

of

l

o

of
d
s

c

equation and the calculation of the hole distribution functi
under these conditions have been described in de
elsewhere.5,6 The following expression is obtained for th
high frequency resonance differential conductivity at the f
quency of any of theun11u harmonics (n50,64,66, . . . ):

svr un11u

s0
5

mc
2~u r !

un11u S 1

p'

]«n

]p'

2n
«n

p'
2 D

u5ur

2 S svr1

s0
D

u5ur

,

~8!

where the cyclotron massmc(u r) is given by Eq.~5!; u r is
the resonance angle determined by the resonance cond
v5(n11)vc ; the«n(p' ,pz) are the expansion coefficient
in Eq. ~2!;

s05e2P0 /mv̄c5ecP0 /H; ~9!

and svr1 is the high-frequency resonance differential co
ductivity at the frequency of the first harmonic~fundamen-
tal!, with

S svr1

s0
D

u5ur

5
16p

3a0

m

mc~u r !
S E0

E D 2 sin2 u r

F~u r !

3
~110.125 tan2 u r !

3/2

L1R~E/E0!1/3 E dxx5/2

3expS 2
2

3

E0

E
x3/2D E du

sin2 u

F2~u!

3F12
a0

2 tanu

110.25 tan2 u

~110.125 tan2 u!1/2G . ~10!

In Eq. ~10! we have used the following notation:L andR are
constants,x5«/\v0, the angleu is less thanp/2 ~the region
p/2<u<p is taken into account by doubling the integra!,
and

F~u r !512a0~sin2 u r cos2 u r10.125 sin4 u r !
1/2.

The integral overu in Eq. ~10! is calculated exactly. The
limits of integration with respect tox and u are chosen so
that the point with coordinates («,u) lies within the cylinder

p'5p'r5
A2m\v0 sin u r

AF~u r !
,

because there are no holes outside this cylinder that ar
resonance with the electromagnetic field.L, R, and
(svr1 /s0)u5ur

have been calculated in detail elsewhere.5

The absorption coefficienth un11u at the frequency of the
un11u harmonic is given by

h un11u5
2psvr un11u

cA«0

, ~11!

where«0 is the dielectric constant.
An analysis of Eqs.~10! and ~11! and some detailed

calculations based on it yielded a number of interesting
sults. It turns out that the absorption coefficient for elect
magnetic waves takes negative values at the frequenc
any of n11 harmonics (n50,4,8, etc.! for the right ~elec-
tron! polarization and at the frequency of any ofn21 har-
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monics (n54,8,12, etc.! for the left ~hole! polarization.
Thus, amplification of electromagnetic waves is possible
the appropriate polarization at the frequency of any of
odd harmonics.

Figure 1 shows the absorption coefficienth1 at the first
harmonic~right polarized electromagnetic wave! as a func-
tion of v/v̄c at T5100 K.

The curves in Fig. 1 show that conditions exist und
which the absorption coefficient takes negative values a
therefore, amplification and generation of electromagn
radiation can occur inp-type semiconducting diamond
These conditions, which are determined by the inequali
~6! and ~7! and the optimum valuessvr1'20.4s0 and
v/v̄c'20.5 ~see Fig. 1!, reduce to the following:

1. The concentration of holes and charged impurit
must not exceed 1016 cm23 and the concentration of neutra
impurities is less than 1020 cm23.

2. The lattice temperature and electric and magn
fields are limited to the intervals 70<T,300 K, 53103

<E<43104 V/cm, and 43104<H<43105 Oe.
3. In order to avoid overheating of the sample, the du

tion of the electric field pulse must not exceed 102621027 s.
For the values ofT, P0, E, and H given above,

the wavelength of the generated radiation varies o
0.15<l<1.5 mm, the absorption coefficient varies ov
h15(215)2(230) cm21, and the maximum power emit
ted from the crystal surface is

Ws5
cA«0Ev

2

4p
5~2.53104-1.63106!W/cm2

for Ev50.4E523103223104 V/cm.
The most surprising result from this theory is the rath

high gain coefficient at the third harmonic. Figures 2 and
show the dependence of the gain coefficienth3 at the third
harmonic~left polarized electromagnetic wave! on v/3v̄c for
T5100 K. In Fig. 2 the values of the frequencyv are the
same as in Fig. 1, while the magnetic field strength is
duced by a factor of 3. In Fig. 3 the values of the magne
field strengthH are the same as in Fig. 1, but the frequenc

FIG. 1. The absorptionh1 at the first harmonic~right polarized electromag-

netic wave! as a function of the ratiov/v̄c at T5100 K. Computational
parameters for the curves:~1! v5231012 s21 (l50.92 mm!,
P05331015 cm23, E553103 V/cm, H5352550 kOe;
~2! v5431012 s21 (l50.46 mm!, P051016 cm23, E5104 V/cm,
H511021110 kOe.
r
e

r
d,
ic

s

s

ic

-

r

r
3

-
c
s

v are higher by a factor of 3. It follows from Fig. 2 that at
wavelengthl50.92 mm, the gain coefficienth35(26.6)
2(222) cm21 for H52.725.53104 Oe ~curve 1!, while at
l50.46 mm, h3(27.3)2(230) cm21 for H55.5211
3104 Oe. Figure 3 implies that at a wavelengthl50.31
mm, the gain coefficienth35(22.2)2(210) cm21 for
H58.2223.73104 Oe ~curve 1!, while at l50.15 mm, it
equals (20.43)2(210) cm21 for H51.123.33105 Oe. In
the numerical calculations, the parameters of diamo
(t0, \v0, E0, hole mobility, etc.! were taken from Ref. 5.

We have written the values ofh1 andh3 for the case in
which the electric and magnetic fields are not too large a
the conditions~6! and ~7! for validity of the theory are sat-
isfied with a wide safety factor.~See Tables I and II.! For
T5100 K, P05331015 cm23, and E533103 V/cm, the
absorption coefficientsh1 andh3 take their maximum abso
lute values.~See the first three lines of Table I.!

FIG. 2. The absorptionh3 at the third harmonic~left polarized electromag-

netic wave! as a function ofv/3v̄c at T5100 K. The parameters used fo
calculating these curves are the same as in Fig. 1, except for the mag
field H ~kOe!: ~1! 12–180;~2! 37–367.

FIG. 3. The absorptionh3 at the third harmonic~left polarized electromag-

netic wave! as a function ofv/3v̄c at T5100 K. The parameters used fo
calculating these curves are the same as in Fig. 1, except for
frequency v ~s21): ~1! 631012 (l50.31 mm!; ~2!
1.231013 (l50.15 mm!.
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The absorption coefficient also takes negative values~for
the appropriate polarization of the electromagnetic wave! at
the 5th, 7th, etc., harmonics. However, its absolute ma
tude at these harmonics is 1-2, etc., orders of magnit
smaller than that of the absorption coefficientsh1 andh3.

Our estimates5 showed that the above mechanism f
resonance amplification of electromagnetic waves at 0
<l<1.5 mm overcomes all the mechanisms for absorpt
in diamond ~lattice absorption, intraband nonresonant a
sorption by holes of all types, absorption associated w
interband hole transitions!. Including these absorption
mechanisms does not affect our conclusions.

The problem of creating the required hole concentrat
in diamond (P05101521016 cm23) requires a separate dis
cussion. One possible way of creating such a concentra
of holes is to illuminate the diamond with 0.37-eV photo
~photoionization!. The numbernq of photons required to cre

TABLE I.

T5100 K, P05331015 cm23

E, 103 V/cm H, kOe l, mm h1 , cm21 h3 , cm21

3 37 1.4 280 –
3 18-53 1.4 – ~218!-~280!
3 55-160 0.46 – ~26!-~227!
5 55 0.92 227 –
5 27-79 0.92 – ~26.6!-~230!
5 82-237 0.31 – ~22!-~210!

TABLE II.

T5704200 K, P051016 cm23

E, 103 V/cm H, kOe l, mm h1 , cm21 h3 , cm21

10 83-164 0.46 ~215!-~230! –
10 55-109 0.46 – ~27!-~230!
10 200 0.15 – 23
i-
e

5
n
-
h

n

on

ate a hole concentrationP0 can be estimated using the fo
mula

nq5
s recn̄P0

2

sphNa
,

wheres rec51.5310217 cm2 is the experimental value of th
cross section for hole recombination at boron acceptor c
ters in diamond,7 sph51.56310216 cm2 is the experimental
value of the cross section for photoionization of a bor
atom in diamond,7 Na is the acceptor concentration, andn̄ is
the average velocity of the recombining holes. F
P05101521016 cm23, Na5101721019 cm23, and n̄5107

cm/s~a clearly excessive value, since the slow holes reco
bine!, we obtainnq5101721019 cm22s21. The energy flux
incident on 1 cm2 per second isW5\vnq50.00420.4 W
(\v50.37 eV!. It may also be possible to obtain the r
quired hole concentration by injection.

Thus, amplification and generation of electromagne
waves at the cyclotron resonance of heavy holes with ne
tive masses may be achieved in diamond at higher temp
tures and at shorter wavelengths than in germanium. H
the gain coefficient is 10–50 times higher, while the ma
mum power emitted from the sample surface is several
ders of magnitude higher than for Ge.

The author thanks V. S. Vavilov, Yu. A. Mityagin, V. N
Murzin, and N. A. Penin for a discussion of the results of th
study and for useful advice.
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Yaroslav Evgen’evich Pokrovskiı ˘ „On his 70th birthday …
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In January, 1998, Professor Yaroslav Evgen’evich P
rovskiı̆, a member of the Editorial Board ofFizika i Tekhnika
poluprovodnikov, an outstanding physicist, a correspondi
member of the Russian Academy of Sciences, had his 7
birthday. His scientific activity has all been inseparably
sociated with the physics of semiconductors and it has de
mined the modern state of the field to a great extent.

Yaroslav Evgen’evich’s major scientific discoveries i
clude the discovery of a new phase transition– exciton c
densation in electron-hole fluids. For this discovery he, alo
with other scientists, was awarded a prize by the Europ
Physical Society in 1975, and his major article on this to
has been recognized by the Philadelphia Institute of Sc
tific Information as a ‘‘citation classic.’’

Another important work of his was the discovery
exciton-impurity complexes— a new quantum mechani
object inherent only to semiconductors. Studies of the lu
nescence of these complexes have made it possible to d
mine their unusual electronic structure. This work was r
ognized as a discovery, and a USSR State Prize was awa
for it in 1988. Continued research in this area has made
4561063-7826/98/32(4)/1/$15.00
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possible to develop a sensitive technique for analyzing
impurity content of semiconductors.

The fundamental studies conducted by Ya. E. Pokrov˘
have always been closely related to practical problem
technologies for obtaining pure materials and the devel
ment of semiconductor devices. At the very dawn of t
development of semiconductor physics in this country,
1956, he proposed and developed a silane method for
production of pure silicon, which is still the main metho
used in industry. For his great contribution to the creat
and development of infrared photodetectors, he was awa
the ‘‘Znak Pocheta’’~Medal of Distinction! in 1977.

Ya. E. Pokrovskiı˘, a talented experimental physicist an
leader of a prominent scientific school, has a well deser
status among the world scientific community.

We send cordial greetings to Yaroslav Evgen’evich
his birthday and wish him a long, productive life and succe
in realizing his plans.

His colleagues, friends, and the Editorial Boar

Translated by D. H. McNeill
.

© 1998 American Institute of Physics
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