
The American Institute of Physics joins its
Russian colleagues in celebration of the 70th
Birthday of Academician Boris Petrovich
Zakharchenya. We wish Boris Petrovich the
best of health, happiness, and great success
in his scientific endeavors. We are proud
to know him for many years as a talented
Physicist, dedicated Editor, and as our dear
friend. We value our collaboration with Boris
Petrovich, and we hope it will continue for
many years to come.
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Boris Petrovich Zakharchenya „on his 70th birthday …

Fiz. Tekh. Poluprovodn.32, 759–760~June 1998!
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Boris Petrovich Zakharchenya, member of the edito
board of the journal ‘‘Semiconductors,’’ Academician of th
Russian Academy of Sciences, Director of the Division
Solid-State Physics at the A. F. Ioffe Physicotechnical In
tute of the Russian Academy of Sciences, and a scientist
has made an outstanding contribution to the developmen
semiconductor physics, celebrated his 70th birthday on M
1, 1998.

B. P. Zakharchenya was born in the city of Orsha
Byelorussia. He attended secondary school and universi
Leningrad. In 1952 he graduated from the Department
Physics at Leningrad State University and entered the A
Ioffe Physicotechnical Institute, where he has been e
since.

The main direction of B. P. Zakharchenya’s scienti
research — optical spectroscopy and magnetooptics of s
conductors — was set while he was still a graduate stude
the Physicotechnical Institute under the guidance of
teacher Corresponding Member of the Soviet Academy
Sciences E. F. Gross. B. P. Zakharchenya participated
tremely productively in the pioneering investigations of t
optical spectra of the exciton, a quasiparticle which was p
dicted by Ya. I. Frenkel’ and whose hydrogen-like optic
spectrum in cuprous oxide crystals was discovered sho
before~in 1951! by E. F. Gross and N. A. Karryev. The firs
observation of the Zeeman and Stark effects, the discover
giant diamagnetic shifts of the energy levels of large-rad
excitonic states, the observation of the main magnetoo
effect — magnetoabsorption oscillations associated w
Landau levels — in the cuprous oxide spectrum, the ob
vation ~made independently and simultaneously by Thom
and Hopfield! of magnetic field reversal in the exciton
spectrum of cadmium sulfide is an incomplete list of t
fundamental results obtained by B. P. Zakharchenya du
the first ten years of his career. These results have ma
large contribution to the development of the exciton phys
and semiconductor magnetooptics. In 1966 B. P. Zakha
enya, together with other scientists, was awarded the Le
Prize of the USSR for research on excitons.

In the beginning of the 1970s a remarkable series
investigations of the optical orientation of the spins of c
rent carriers and atomic nuclei in semiconductors was c
ducted at the initiative and with the participation of B.
Zakharchenya at the A. F. Ioffe Physicotechnical Institu
This work was awarded the 1976 State Prize of the USSR
P. Zakharchenya together with V. G. Fle�sher were the first
to achieve deep~down to 1026 K! optical cooling of a sys-
tem of nuclear spins and they discovered the optical m
5731063-7826/98/32(6)/2/$15.00
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festations of multiquantum nuclear resonances and optical
orientation of holes. In the late 1970s B. P. Zakharchenya
together with D. N. Mirlin conducted an extensive series of
studies on the optics of hot carriers in semiconductors: They
discovered the luminescence of hot photoelectrons and their
momentum alignment under linearly polarized optical pump-
ing. It was shown experimentally and theoretically~by M. I.
D’yakonov and V. I. Perel’! that ultrafast~femtosecond! dy-
namics of hot carriers and the particular features of the struc-
ture of semiconductors can be studied by investigating the
hot luminescence of semiconductors and its behavior in a
magnetic field. Important~from the standpoint of applica-
tions! investigations in the spectroscopy of semiconductors
© 1998 American Institute of Physics
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doped with rare-earth elements~O. B. Gusev and M. S
Bresler! as well as investigations of semiconductor nan
structures have recently been successfully conducted in
kharchenya’s laboratory.

Zakharchenya’s service in the development of opti
spectroscopy and magnetooptics of semiconductors has
recognized by electing him Corresponding Member of
Soviet Academy of Sciences~1976! and active member o
the Russian Academy of Sciences~1992! and by presenting
him the 1996 P. N. Lebedev Bolshoi Gold Medal. As head
the Division of Solid-State Physics at the A. F. Ioffe Phy
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cotechnical Institute B. P. Zakharchenya is a successful
ministrator, and as a professor at St. Petersburg State E
trical Engineering University he is devoting a great deal
energy and talent to pedagogical work. He is also devotin
great deal of attention to the journal ‘‘Physics of the So
State’’ as chief editor.

We wish Boris Petrovich good health and great succ
in further scientific work.

Editorial Board of the journal ‘‘Semiconductors’’

Translated by M. E. Alferieff
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ATOMIC STRUCTURE AND NON-ELECTRONIC PROPERTIES OF SEMICONDUCTORS

The role of macrodefects in electronic and ionic processes in wide-band II–VI
semiconductors

B. R. Dzhumaev

Institute of Semiconductor Physics, Ukrainian Academy of Sciences, 252028 Kiev, Ukraine
~Submitted October 13, 1997; accepted for publication October 26, 1997!
Fiz. Tekh. Poluprovodn.32, 641–645~June 1998!

This paper discusses the electrical, photoelectric, and photoluminescence characteristics and the
ESR spectra of CdS crystals with various dislocation densities (g5102–105 cm22). It is
found that the presence of mobile donors and of dislocations with densityg.103–104 cm22 has
a number of specific effects: anisotropy of the electric-field-induced conductivity, athermal
diffusion of donors under the action of ultrasound, distortion of the shape of the edge-
luminescence spectrum, and photostimulated degradation of the photosensitivity and
photoluminescence. The dependence of the type of macrodefects and the optical strength of the
crystals on the fabrication process is studied. ©1998 American Institute of Physics.
@S1063-7826~98!00106-9#
an
da
io
r

il

i
of

i
bi

t
im
ha
n
d
s
a

of
or
p
e

ge
-
ot
d
C

uch
oni-

s-

l-

ec-

nd

e
v-
to-
ith
red

ld
e

nd
xis
e
th
uc-
The creation of LEDs and lasers based on wide-b
II–VI semiconductors makes the problem of their degra
tion extremely crucial. An essential factor in the degradat
is the presence of dislocation-generating heterobounda
that penetrate the active layer.1 Another important factor, as
we established earlier, is the presence of highly mob
defects—shallow donors—for example Cdi .2 A significant
role ~in particular, in the degradation processes of lasers w
electronic pumping! can also be played by other types
macrodefects: inclusions and grain boundaries.

This paper uses CdS as model crystals to study the
teraction of a developed system of dislocations and mo
defects. The dislocation densityg in these crystals varied in
the rangeg5102–105 cm22. Donors that are mobile a
room temperature were present in them at the same t
Next follows a description of a series of specific effects t
result from the indicated interaction. The limiting dislocatio
concentration, where these effects are no longer observe
determined. Optical breakdown mechanisms of crystals u
as the active elements of electronically pumped lasers
also studied.

EXPERIMENT AND DISCUSSION

High-resistance CdS crystals with a resistivity
r.108 V•cm were obtained by free growth from the vap
phase. The dislocation density was determined from etch
on the~0001! plane. The method described in Ref.3 was us
to obtain samples with smallg.

Crystals doped with Cu in a concentration ran
1016–1018 cm23 with g<105 cm22 were used to study pho
tostimulated degradation of the photocurrent and the ph
luminescence~PL!. Optical breakdown processes were stu
ied in crystals grown under various ratios of the S and
5751063-7826/98/32(6)/5/$15.00
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vapor pressures by the method described in Ref. 4. S
crystals are often used as the working elements of electr
cally pumped lasers.

1. EFFECTS ASSOCIATED WITH THE PRESENCE OF
DISLOCATIONS

The following specific effects associated with the pre
ence of decorated dislocations were observed:

1! electric-field-induced conductivity anisotropy,
2! athermal diffusion of donors under the action of u

trasound,
3! distortion of the shape of the edge-luminescence sp

trum,
4! photostimulated degradation of the photocurrent a

the luminescence.

1.1. Electric-field-induced conductivity anisotropy

When an electric fieldE above some threshold valu
(Eth.10–102 V/cm! is applied at 300 K, an increase of se
eral orders of magnitude in the dark current and the pho
current with time was observed in a number of crystals w
g.103 cm22. In other words, a conductive channel appea
along a direction parallel toE. However, the conductivity of
the crystal in a direction perpendicular to the applied fie
showed virtually no change~the measurements were mad
by turning on the field for a short time!. Thus, the conduc-
tivity showed induced anisotropy. The ratios i /s' of the
conductivities in the two directions could reach 103. The
effect was independent of the crystallographic direction, a
the channel could be formed either along the symmetry a
c or perpendicular to it. After the field was switched off, th
state with increased conductivity decayed with time. Bo
processes—the formation and the breakdown of the cond
© 1998 American Institute of Physics



n
-

a-
ar
o
t

ac
ol

s
m
t

th
s

e
b

e
is

oc
fo
le

s.
is

lec-
our
w-
the
the

ar-
ion
n
i-
not
r is

e is
in-

ple,
m-
ear

uc-

el
sing
ith

t the
ors.

dia-

last
-

ell
ffect
mo-
s-
ro-
of

s-
n
the
ca-
rys-
idal
e

and
w

on

th
s.

576 Semiconductors 32 (6), June 1998 B. R. Dzhumaev
tive channel—were thermally active, with a activation e
ergy of «a that virtually coincides with the diffusion activa
tion energy«diff of the mobile donors.5

A characteristic feature of crystals in which the form
tion of a conductive channel is observed is that they
initially inhomogeneous. This is evidenced by the form
the current-voltage characteristics of the dark current and
photocurrent ~Fig. 1!, as well as by the form of the
amplitude–frequency characteristics~AFCs! of the photocur-
rent. To eliminate the effect of the contacts, the I–V char
teristics were measured by a probe method. At small v
agesU (E,Eth), they are nonlinear, and their slopea52 –6
in the coordinates of Fig. 1~curve 1! is characteristic of
space-charge limited currents~SCLCs!, which are usually
observed in CdS crystals at fieldsE*103 V/cm.6 Since
SCLCs are observed in the crystals studied here at field
1–10 V/cm, it can be assumed that the crystals are inho
geneous and contain low-resistance regions separated by
high-resistance intervals. This agrees with the form of
photocurrent AFC, which is characteristic of serie
connected capacitors~the high-resistance intervals! and
ohmic resistances~the low-resistance regions!.

After a conductive channel is formed, the IVC chang
slope and has a form characteristic of a IVC caused
double-injection currents~Fig. 1, curve2!.6 Green lumines-
cence is then observed on the linear section in the high-fi
region atT,100 K, as usually occurs in CdS crystals in th
case.

Thus, under the action of an electric field, a process
curs in these crystals which creates the conditions
double-injection currents to appear. In order for a doub
injection current to appear in ann-type semiconductor, the
contact with one of the electrodes~the cathode! must be

FIG. 1. The I–V characteristics of a sample before~1! and after~2! the
formation of conductive channels in the dark. The dashed line shows
growth of current with time during the formation of conductive channel
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ohmic, while the contact with the second electrode~the an-
ode! must be a blocking contact capable of injecting hole7

The field applied to the sample must be fairly large in th
case, so that the time of flight of the hole between the e
trodes is shorter than its lifetime in the valence band. In
case, the role of the electrodes is played by the lo
resistance regions. The low-resistance region adjacent to
high-resistance interval on the cathode side serves as
ohmic electrode. The blocking contact is formed in the ne
anode region of the high-resistance interval by the format
in it of a thin insulating layer where mobile donors drift i
the electric field.8 When a static electric field is applied, pos
tively charged donors migrate toward the cathode but do
come from the anode. Therefore, a high-resistance laye
formed close to the anode, the electric field in the sampl
redistributed, its value at the anode increases until hole
jection begins, and double injection appears in the sam
which stabilizes the situation. The current in this case is li
ited by the resistance of the low-resistance regions: the lin
section of the I–V characteristic in the state with a cond
tive channel~Fig. 1, curve2!. This mechanism of forming a
blocking contact is confirmed by the coincidence of«a and
«diff .

The conductivity in the state with a conductive chann
depends on the dislocation density in the crystal, decrea
as g decreases. The effect is not observed in crystals w
g,103 cm22, but appears when 104–105 cm22 additional
dislocations are introduced. Thus, it can be assumed tha
low-resistance regions are dislocations decorated by don

1.2. Athermal donor diffusion under the action of
ultrasound

A decrease of the steady-state photocurrentI ph was ob-
served in a number of the test crystals as a result of irra
tion by ultrasound pulses~pulsewidtht i51025 sec! both at
300 K and at 77 K. In both cases, the process did not
longer thant i . An analysis of the thermally stimulated con
ductivity andI ph spectra before and after irradiation, as w
as of the lux–ampere characteristics, showed that the e
is caused by a decrease in the concentration of shallow
bile donors. With time, the initial characteristics of the cry
tal are restored. The activation energy of the restoration p
cess is 0.4 eV, which coincides with the activation energy
Cdi diffusion.5 The effect is observed in crystals with a di
location density ofg.104 cm22. The necessary dislocatio
densities, along with a number of other factors, show that
effect is caused by the accumulation of donors by dislo
tions under the action of ultrasound, as occurs in CdS c
tals when they are processed for a long time by sinuso
ultrasound.9 A difference in the effect that we observed is th
extremely short time that the process takes both at 300 K
at 77 K, which allows it to be regarded as having a very lo
activation barrierQa or even as athermal.

1.3. Shape distortion of the green-luminescence edge
spectrum

It is well known that a zero-phonon line and its phon
sidebands with an intensityWn that increases asn increases

e



nc
is

d

rte
an
co
th
th
e
th
A
ap
co
o

f
ob
ea

u
he
-
s

-
o

lf-

f

ic-
a

e-

ors
w-
died

n

ts of
the
r

its
y

us

by

are

h
the

tion
ud-
ons,

e
ers

-

577Semiconductors 32 (6), June 1998 B. R. Dzhumaev
(n is the number of emitted phonons! is observed in suffi-
ciently perfect CdS single crystals in the green-luminesce
edge spectrum.10 In the most perfect CdS crystals, the ratio
W1 /W050.8.11 A feature of the crystals studied here~with
g.104 cm22! is that the intensityW0 of the zero-phonon
line is less than the intensityW1 of the first phonon sideban
~Fig. 2!. Appreciable absorption in the 0.51 to 0.55-mm re-
gion is present in these crystals. The spectrum is disto
more strongly, the greater is the absorption in this region
the steeper is its spectral dependence. It can thus be
cluded that the effect is associated with attenuation of
intensity of the emitted light because it is absorbed in
crystal. This is confirmed by the dependence of the shap
the spectrum on the path length of the emitted light in
crystal, which was deliberately varied in the experiments.
shown by studies of the AFCs, crystals with a distorted sh
of the PL spectra are inhomogeneous in resistance and
tain low-resistance regions. Dislocations decorated by don
are apparently responsible for the absorption in the 0.51
0.55-mm region. This assumption agrees with the results o
measurement of the currents induced by the electron pr
which show that the crystal contains linear defects, n
which a decreased recombination rate is observed.

1.4. Photostimulated degradation of the photocurrent and
photoluminescence

The action of visible and IR radiation on the CdS : C
studied here atT.300 K reduced the photocurrent and t
PL intensity~it caused photodegradation!, because it coagu
lated the mobile donors and consequently formed fa
recombination centers.12 Two thermally stimulated conduc
tivity peaks caused by shallow donors were observed in
crystals: atT1530–35 K and atT2545–50 K, along with
two components of the ESR signal, atT,30 K (D1 andD2)
both in the dark and under illumination, differing in the ha

FIG. 2. Green luminescence spectraW of various CdS crystals. The absorp
tance increases from1 to 4.
e

d
d
n-
e
e
of
e
s
e
n-
rs
to
a
e,
r

t-

ur

width DH and theg factor. There are thus two types o
donors in the crystals:D1 andD2. The fact that the crystals
are initially inhomogeneous is evidenced by the contrad
tion between their low dc conductivity, corresponding to
carrier concentration ofn,105 cm23, and the extremely low
Q of a microwave cavity, corresponding to a mean fre
carrier concentration ofn*1016 cm23 at T.50 K, as well as
by the presence of the dark ESR signal from shallow don
~at T,30 K!. It can thus be concluded that there are lo
resistance inclusions in the high-resistance crystals stu
here.

It is well known that the shallow-donor concentratio
can be judged from the angular dependenceDH(u).13 In the
test samples, the angular dependences of both componen
the ESR signal, measured in the dark, are described by
increasing curve1 in Fig. 3, which corresponds to a dono
concentration ofNd.231017 cm23. After illumination at
T,30 K, theD1 component of the ESR signal increases;
angular dependenceDH(u) changes and is now described b
the decreasing curve2 in Fig. 3, which corresponds to
Nd51015–731016 cm23.13 The intensity of theD2 compo-
nent of the ESR signal and its angular dependenceDH(u)
show virtually no change in this case. The dark signal is th
determined by regions with a large concentration ofD1 and
D2 donors, while the photo-ESR signal is determined
high-resistance regions with a low concentration ofD1 do-
nors ~but with a large number of them! and a very low con-
centration ofD2 donors~no contribution ofD2 donors from
the high-resistance regions is seen!. TheD2 donors are thus
concentrated mainly in the low-resistance regions, which
sinks for donors. After illumination atT.30 K, the intensity
of the D2 component of the ESR signal sharply falls, whic
corresponds to a decrease of the donor concentration in
low-resistance regions of the crystal. Thus, degrada
mainly occurs close to sinks for donors. In the crystals st
ied here, the sinks are apparently Cu-decorated dislocati
since copper diffusion predominantly occurs along them.14

2. DEPENDENCE OF THE OPTICAL STRENGTH OF THE
CRYSTALS ON THE RATIO OF THE SULFUR AND CADMIUM
VAPOR PRESSURES DURING GROWTH

It is well known15 that one of the main causes of th
degradation of high-power, electronically pumped las

FIG. 3. Angular dependencesDH(u). Nd5231017 ~1! and 1015–7
31016 cm23 ~2!.
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578 Semiconductors 32 (6), June 1998 B. R. Dzhumaev
based on II–VI semiconductors is that they break down
der the action of their own radiation. The threshold of th
breakdown depends on the processing conditions for obt
ing the crystals. In particular, crystals with a rather high o
tical strength~11–13 MW/cm2!4 and the low dislocation den
sity of ~0.6–1)3104 cm22 can be obtained at some optimu
ratio of the sulfur and cadmium vapor pressur
a5PS/PCdS51.6. At the same time, it is well known that
is possible to obtain an optical breakdown threshold that s
stantially exceeds the indicated values in crystals with
similar dislocation density.3 Therefore, to explain the cause
of the breakdown of crystals obtained with various ratios
the sulfur and cadmium vapor pressures, we measured
threshold optical breakdown powers and compared th
with the results of a study of the macrodefects.

The threshold power densityPth for the optical break-
down of the crystals was determined by irradiating them w
light pulses from a ruby laser with nanosecond pulsewidth
the technique described in Ref. 16. The results are show
Fig. 4, from which it can be seen that the threshold depe
only slightly on a in the region of excess cadmium vap
pressure. As the sulfur vapor pressure increases, the th
old power density increases, reaches a maximum ata51.6,
and then sharply decreases.

It turned out that, in the region with excess Cd vap
pressure (a50.5–1!, a significant number,N5(5 –7)
3104 cm22, of Cd inclusions with a diameter ofd53 –5
mm is observed in the crystals. As the S vapor pressure
creases, the number of inclusions decreases and their
increases, and, whena51.6, N.500 cm22 andd.10mm.
As the vapor pressure of S is increased further, the numbe
inclusions decreases further, until they completely disapp
However, the crystal becomes blocky in this case, with
number of block boundaries increasing asa increases. The
increase ofPth asa increases from 0.5 to 1.6 correlates wi
the decrease of the number of Cd inclusions, while the

FIG. 4. Threshold power density of the optical breakdown of CdS sin
crystals grown with various ratiosa5PS /PCdS of the vapor pressures.
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crease ofPth for a.1.6 correlates with the increase of th
number of block boundaries. It can therefore be assumed
the breakdown of crystals grown witha,1.6 is caused by
the absorption of optical radiation by Cd inclusions, wh
the breakdown of crystals obtained witha.1.6 is caused by
absorption at block boundaries. This conclusion is confirm
by the different ways in which the optical breakdown
crystals occurs witha,1.6 anda.1.6. In the former case
it takes the form of spots that apparently are melted at the
inclusion sites, whereas the breakdown in the latter case
responds to block boundaries. A similar picture appe
when the working elements of lasers break down. Note t
dislocations apparently do not play a substantial role in
optical breakdown processes of the crystals studied here
the optimum crystal (a51.6) is the one that contains th
fewest inclusions with the minimum number of block boun
aries.

A substantial role in the degradation processes of lig
emitting devices is thus played not only by dislocations b
also by other types of macrodefects.

CONCLUSIONS

As follows from the results presented above, the pr
ence of a developed system of dislocations and donors
are mobile at room temperature has a number of spe
effects. This is associated with the formation of low
resistance regions close to dislocations as a consequen
decoration processes and the possibility of redistributing
donors under the action of various external factors~light,
ultrasound, electric field!. The last factor destabilizes th
characteristics of semiconductor materials. The effect w
the greatest sensitivity to the dislocation density was the
duced anisotropy of the conductivity. It was observed ev
for g.103 cm22. Shape distortion of the green band and t
presence of athermal diffusion is recorded only wh
g.104 cm22.

It should be pointed out that some of the effects d
scribed here were also observed in other II–VI cryst
~CdSe and CdTe!, as well as in III–V crystals~GaP!.

The enumerated effects make it possible to obtain ad
tional information on degradation and aging processes
II–VI compounds. They can also be used as experime
evidence that dislocations are present simultaneously w
mobile donors in crystals and layers.

One more degradation process of light-emitting devic
namely of high-power lasers, is their breakdown by opti
radiation. Other types of macrodefects~inclusions, block
boundaries! can play a substantial role in this case. As sho
by the results presented above, not only the concentration
also the predominant type of macrodefects depends on
crystal-fabrication regimes~in particular, the ratio of the va-
por pressure of the components!. Cadmium inclusions are the
macrodefects responsible for optical breakdown in the reg
of excess cadmium vapor pressure, whereas block bou
aries are responsible in the region of excess sulfur va
This determines the form of the breakdown of the worki
elements of lasers and their optical strength.

e



V.

nd

,

K.

d

.

N.

ki

579Semiconductors 32 (6), June 1998 B. R. Dzhumaev
1M. Ozawaet al., Optoelectron., Devices Technol.9, 193 ~1994!.
2M. K. Sheinkman, N. E. Korsunskaya, I. V. Markevich, and T.
Torchinskaya, J. Phys. Chem. Solids43, 475 ~1982!.

3N. V. Klimova, N. E. Korsunskaya, I. V. Markevich, G. S. Pekar, a
A. F. Singaevsky, Mater. Sci. Eng., B34, 12 ~1995!.

4O. V. Bogdankevich, N. N. Kostin, E. M. Krasavina, I. V. Kryukova
E. V. Markov, E. V. Matvienko, and V. A. Teplitski�, Izv. Akad. Nauk
SSSR, Neorg. Mater.23, 1618~1987!.

5N. E. Korsunskaya, I. V. Markevich, T. V. Torchinskaya, and M.
Sheinkman, J. Phys. C13, 2975~1980!.

6R. H. Bube,Photoconductivity of Solids~Wiley, New York, 1960!.
7G. A. Marlos and J. Woods, Proc. Phys. Soc.81, 1013~1963!.
8C. H. Henry, K. Nassau, and J. W. Shiever, Phys. Rev. B4, 2453~1971!.
9A. P. Zdebski�, N. V. Mironyuk, S. S. Ostapenko, A. U. Savchuk, an
M. K. She�nkman, Fiz. Tekh. Poluprovodn.20, 1861 ~1986! @Sov. Phys.
Semicond.20, 1167~1986!#.
10M. Aven and J. S. Prener@Eds.#, Physics and Chemistry of II–VI Com-
pounds~North-Holland, Amsterdam, 1977; Mir, Moscow, 1970!.

11R. E. Halsted, M. Aven, and H. D. Coghill, J. Electrochem. Soc.112, 177
~1965!.

12N. E. Korsunskaya, I. V. Markevich, T. V. Torchinskaya, and M. K
Sheinkman, Phys. Status Solidi A60, 565 ~1980!.

13K. Morigaki, S. Toyotomi, and J. Toyotomi, J. Phys. Soc. Jpn.31, 511
~1971!.

14G. A. Sullivan, Phys. Rev.184, 796 ~1969!.
15V. I. Reshetov, G. V. Bushueva, G. M. Zinenkova, A. S. Nasibov, A.

Pechenov, and N. A. Tyapunina, Kvant. E´ lektron. ~Kiev! 14, No. 1, 164
~1987!.

16N. E. Korsunskaya, N. R. Kulish, G. S. Pekar’, and A. F. Singaevs�,
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One-dimensional structures formed by low-temperature slip of dislocations that act as
sources of dislocation absorption and emission in II–VI semiconductor crystals

N. I. Tarbaev and G. A. Shepel’ski 

Institute of Semiconductor Physics, Ukrainian Academy of Sciences, 252650 Kiev, Ukraine
~Submitted July 28, 1997; accepted for publication November 17, 1997!
Fiz. Tekh. Poluprovodn.32, 646–653~June 1998!

This paper presents and analyzes the results of measurements of characteristic narrow optical
absorption and emission lines caused by low-temperature~at T51.8–77 K! slip of
dislocations in cadmium sulfide crystals. The optical absorption lines are characterized by giant
oscillator strengths (f ;1). A model which explains the entire set of experimental results
for cadmium sulfide and other II–VI compounds is proposed and substantiated. The proposed
model associates the dislocation optical absorption and dislocation emission with the
formation of one-dimensional chains of associates of point defects accompanying the slip of
screw dislocations with jogs. The experimental data are used to calculate the linear density of jogs
and the volume density of point defects in the chains, and the oscillator strengths of the
corresponding optical transitions are also estimated. ©1998 American Institute of Physics.
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It was shown earlier that characteristic emission lin
appear in the edge photoluminescence~PL! spectra of cad-
mium sulfide crystals as a result of the low-temperat
movement and generation of dislocations~at
T51.8–77 K!.1–3 These lines were subsequently called d
location emission~DE!. Dislocation emission consists of
group of narrow lines, which are located close to the fun
mental absorption edge. Dislocation emission builds up
the degree of plastic deformation increases and, even
rather small residual deformation, can dominate the emis
spectrum of CdS. Another feature of DE was ‘‘low
temperature annealing:’’ The DE lines virtually disappe
from the PL spectrum after a crystal is held at room tempe
ture for even a few hours, even though they are maintai
for an indefinitely long time, for example, at 77 K. Thus, t
electronic states associated with DE should be consid
metastable.

Dislocation emission was also characteristic of cryst
of other II–VI semiconductors—CdTe and CdSe. The ve
possibility that dislocations can be generated and can m
in crystals of II–VI semiconductor compounds at tempe
tures virtually as low as you like, at least toT51.8 K ~low-
temperature plastic deformation—LTPD!, was first reported
in Ref. 2. The detection of LTPD made it possible and w
subsequently used to observein situ elementary plastic-flow
processes in cadmium sulfide crystals.4–6 Heretofore, dislo-
cations were generally introduced into semiconductor cr
tals only at temperatures significantly above 300 K. This w
substantiated by the presence of high Peierls barriers, w
prevented dislocations from moving in the periodic cryst
lattice potential. The detection of LTPD was possible b
cause of the exceptionally high sensitivity of the PL meth
as used to record the initiation and evolution of plastic
formation.

The detection of the phenomenon of LTPD made it p
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sible to establish several features that are, in our opin
very important. It turned out that, even though macrosco
plastic deformation is very small at low temperatur
(«<1024), it qualitatively transforms the optical, photoele
tric, and radiative properties of the crystals. This is eviden
that the electrical and optical activity of the electron sta
introduced when the dislocations move is extremely high

As is well known, the movement of dislocations in
crystal lattice causes the generation of point defects. At h
temperature, dislocations and the point defects formed by
dislocations already intensely interact when plastic deform
tion occurs. This does not makes it possible to separate
contributions of the dislocations themselves and the po
defects to the variation of the physical properties of the cr
tals. It is evident that reducing the plastic-deformation te
perature as low as possible suppresses the thermally
vated interaction mechanisms of the dislocations and
point defects and gives a ‘‘frozen’’ or primary picture of th
results of defect formation in crystals accompanying
movement of dislocations.

An important methodological remark can be made he
LTPD offers the rare opportunity of directly varying the co
centration of introduced deformation defects in a control
manner during a low-temperature experiment. It also off
the opportunity to visually observe the movement and g
eration of dislocations. These observations can be made
cause of the presence of intense DE in the PL and cath
oluminescence spectra.3

As far as the nature of the so-called dislocation sta
responsible for DE is concerned, different points of vie
have arisen here as new data have been accumulated. B
on a study of DE in CdS by means of spatially resolv
spectroscopy, the authors of Refs. 5 and 7 have recently
cluded that the electronic states of the dislocations dire
participate in the transitions corresponding to DE. Accord
© 1998 American Institute of Physics
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FIG. 1. Dislocation emission spectrum~a, solid curve!, DE excitation spectrum~a, dashed curve!, and optical transmission spectrum~b! as a result of LTPD
of cadmium sulfide crystals.
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to the conclusions of Ref. 7, radiative transitions occur
electronic states localized at the nuclei of screw dislocatio
Versions in which point defects, located either in the trac
along which the dislocations move or even directly arou
the dislocations, participate in the DE are ruled out
Negri�.7

Here it is appropriate to emphasize that the authors
the cited papers confined their attention to the study of D
In doing so, they ignored the fact that the dislocation sta
introduced at low temperatures, besides DE, cause rad
changes in the optical absorption~OA! spectra, the PL exci-
tation spectra, and the photoconductivity~PC! spectra. In our
opinion, the interpretation of the OA spectra induced
LTPD and consisting of a group of narrow lines with a ve
high absorption coefficienta in them requires special atten
tion (a can exceed 102 cm21). This is evidence that the
corresponding optical transitions have a large oscilla
strength. The total picture of the defect formation accom
nying the movement of dislocations is thus far more comp
than can be given by only the features of the DE. All t
phenomena that result from LTPD must of course be ta
into account in order to interpret the nature of the dislocat
states under consideration. Note that the recorded DE
OA lines have no analogs in the original II–VI crystals a
were not observed earlier. Moreover, they do not appear a
plastic deformation is carried out at high temperatu
(T.300 K!. Finally, the indicated optical lines are not d
tected after intrinsic point defects are introduced into
crystal, including at low temperatures (T,78 K!, for ex-
ample, by irradiation with high-energy particles. In the lat
case, the defect distribution can be uniform over volume
remains random.

This paper, besides the DE spectra, presents and
lyzes the results of measurements of dislocation OA, the
citation spectra of DE and PC, and also the tempera
quenching of DE. Based on these data, it is concluded
only a model of one-dimensional chains consisting of as
ciates of point defects formed by moving dislocations c
a
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explain the entire set of experimental data most comple
and without contradictions.

High-resistance, not specially doped bulk single cryst
of CdS, as well as of CdSe and CdTe, were studied. T
samples were fabricated in the form of rectangular paral
epipeds whose faces were oriented by x-ray diffraction. T
samples were placed in a liquid-helium optical cryostat alo
with a uniaxial-strain device. The experimental methods a
apparatus for spectroscopic measurements of PL, OA,
PC have been described in earlier articles.8,9 Orientation of
the faces of the samples made it possible to plastically
form them along prismatic or along mixed slip systems. T
optical transmission along or normal to the crystal’sC axis
was measured using a wide beam that covered a signifi
volume of the sample and thus also a significant numbe
slip bands of the dislocations. Because of this circumstan
it is possible to speak of some average optical absorp
coefficienta, even though the evolution of plastic flow in th
crystal is fundamentally inhomogeneous. Determininga in
this way gives underestimated values, which should be
lowed for subsequently when estimating the density of d
location defects. The PL was excited by the radiation o
He–Cd laser with a wavelength of 441.6 nm and a powe
up to 5 mW. The excitation spectra of the DE was record
using a DMR-4 monochromator and a radiation source c
sisting of a DKSSh-150 xenon lamp. The densityNd at
which dislocations were produced on the~0001! face was
determined from the number of etch pits, using the techni
of Ref. 10.

The data shown in Fig. 1 correspond to the deformat
of a CdS sample uniaxially compressed along the^101̄0&
direction atT54.2 K. The PL, OA, and PL excitation spectr
were recorded in the direction of theC crystallographic axis.
The spectral distribution of the DE in cadmium sulfide cry
tals ~Fig. 1a! can be obtained with virtually no backgroun
by using selective excitation in the characteristic lines t
occur in the DE excitation spectrum~Fig. 1b!. These lines
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are detected in the impurity absorption region. The num
of DE lines, their spectral position, and the intensity ratios
this case are independent of the power density of the exc
radiation. The entire DE spectrum can be obtained when
is excited by radiation corresponding to any of the lines
the excitation spectrum.

The DE in Fig. 1a atT54.2 K consists of a series o
characteristic emission bands, which we shall call disloca
bands. In what follows, we shall consider three of the m
distinct and intense bands, which for brevity we designat
II, and III, with energies of 2.447, 2.440, and 2.435 eV,
spectively. Bands II and III are quenched as the tempera
is increased. In this case, band II virtually disappears alre
at T520 K, while band III is quenched close toT540 K.
The intensity of band I, with the shortest wavelength, sho
virtually no change in the range 4.2–40 K. As the tempe
ture is increased further, the intensity begins to decrease,
only at T5140–150 K does band I become virtually insi
nificant in the PL spectrum. Note that the half-width of t
dislocation bands in the temperature range 1.8–100 K i
the order ofkT and is close to the half-width of the emissio
lines of bound excitons.

In the entire temperature range studied here, the dislo
tion bands are accompanied by a distinct LO phonon st
ture. The electron–phonon coupling factor is very similar
all the dislocation bands in this case and equals about
This can be evidence that all three types of radiative tra
tions go to the same final state, probably of the acceptor t
Actually, significant values of the electron–phonon coupli
factor in CdS were found only for optical transitions to
acceptor, because of the large effective mass of the hole11

Thus, if one starts only from the PL data, it is not pa
ticularly hard to interpret the radiative transitions in the D
Actually, dislocation bands II and III should be attributed
radiative transitions from shallow donor levels, while ban
is from a free energy band to the same acceptor state.
assumption agrees well with the presence of fine structur
the doubling of all three bands. The intensity redistributi
of the lines in the doublet in favor of the lower-energy co
ponent is evidence that the upper of the doublet levels of
acceptor gradually fills with holes as the temperature is
duced.

As can be seen from the data of Fig. 1, the spec
positions of the bands in the OA completely coincide w
those in the DE excitation spectrum. Such detailed coin
dence of the absorption lines and the lines in the DE exc
tion spectrum indicates that the OA and DE lines corresp
to optical transitions between electron states in the same
tem of energy levels. Note also that all the described featu
of the OA and the DE excitation spectra appear simu
neously with the DE lines as a result of LTPD and disapp
simultaneously with the latter as a result of the lo
temperature annealing described above~at temperatures o
&300 K!.

Narrow bands also appear in the spectral distribution
the PC as a result of LTPD, with the new maxima of t
photocurrent excitation coinciding in energy position w
the maxima of the DE excitation spectrum. The PC bands
maintained all the way to the lowest temperatures in the
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periment, about 1.8 K. This means that an internal photoe
tric effect of electron type occurs in each of the dislocati
absorption bands, since the photocurrent in CdS is de
mined by the majority current carriers—electrons. The ph
toelectric effect can be caused either directly by transitio
of electrons into a band or by transitions accompanied by
Auger process. As a result, free electrons appear.

It should be pointed out that the described changes in
spectra are qualitatively independent of the observation
rection. In samples oriented for mixed slip, bands induced
uniaxial compression in the spectra were not qualitativ
distinctive, except for having significantly lower intensi
and larger smearing. The latter circumstance is evidence
the dislocations slipping in the basal plane promote o
broadening of the bands by their own elastic fields.

Piezooptical studies of DE band I and the OA band c
responding to it were used to determine the degree of or
tation degeneracy~sixfold! and the symmetry of the electro
states responsible for the DE—Cs .12

The quantitative data that we obtained from the opti
absorptiona(n) make it possible to estimate the mean de
sity N of LTPD-generated, optically active centers by mea
of the standard equation13

f N5
ncm

pe2\
E a~n!dn, ~1!

where f is the oscillator strength,N is the concentration of
oscillators,n is the frequency,n is the refractive index,c is
the velocity of light in vacuum,e andm are the charge and
mass of the electron, and\5h/2p is Planck’s constant. Sub
stituting numerical values, we obtain

f N.1.1331012nE a~n!dn ~2!

~herea is measured in cm21, andN is measured in cm23!.
For the a values obtained from our experiment, we ha
f N5231015 cm23. Negry and Osipyan14 explained the lu-
minescence spectrum of regions of the crystal locally pla
cally deformed atT.300 K by radiative recombination o
electrons and holes directly at dislocations. However, eve
it is assumed in the calculation that the number of sta
~oscillators! per unit length of the dislocation equals th
number of atoms in which the coordination of the chemi
bonds in the dislocation nucleus is disturbed,;107 cm21,
the large optical absorption observed in our experim
could only be explained by an oscillator strength off ;103

for the optical transition. The estimate is made for a me
dislocation density ofNd5105cm22 on the ~0001! face of
the deformed crystal, which corresponds to an absorp
coefficienta510 cm21. Meanwhile, a value off ;10 is al-
ready considered giant in semiconductors, is detected on
exciton–impurity complexes, and requires special theoret
substantiation.15

It is established in Ref. 16 that the screw compon
predominates in dislocations in CdS that slip according to
prismatic system, and this increases the actual length of
dislocation in the calculation for each observed etch pit
the ~0001! plane. As can be judged from the dislocation co
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figuration given in Ref. 16, in a single slip band along
prismatic plane of type$11̄00%, the length of the dislocation
~and, accordingly, the number of electron states! for one etch
pit is increased in the calculation because of sharp bends
in practice by no more than a factor of 3 or 4. Even if t
probable differences in the energy spectrum of the elec
states of the edge and screw sections of the dislocation
disregarded, this does not eliminate the fundamental qua
tative divergences of the ‘‘nuclear’’ model from the data
the optical experiment.

It follows from the estimate given here that none of t
models of the electron states responsible for DE which
associated directly with the dislocation nucleus, can exp
the large values of the absorption coefficient that we
served.

Negry et al.6 attributed the DE directly to the nuclei o
the screw dislocations of the slip system^2̄110&$011̄0% on
the basis of the fact that the authors observe luminous s
that build up with time on the faces of the sample perp
dicular to the basal plane. These spots are unambiguo
interpreted as the moving tracks of screw dislocations. Ho
ever, in our opinion, there is ambiguity here if one takes i
account the experimentally observed fast quenching of
DE intensity by the exciting light when the optical excitatio
levels have comparatively low intensity (50 W/cm2!. Figure
2 shows the kinetic dependences of the DE intensity for v
ous temperatures. Two sections can be distinguished in t
curves: a section of rapid falloff and a section of relative
stable DE intensity. It can be seen that, as the tempera
increases, the rate of the initial decay and its amplitude
crease. Here the amplitude of the decay increases sharply
nonlinearly with increasing excitation intensity. Significa
excitation intensities, up to 23102 W/cm2, which must re-
sult in strong quenching of the DE in the interval betwe
the divergent screw dislocations, were used in Refs. 4, 6,

FIG. 2. Kinetic dependences of DE ‘‘burnout’’ vs temperatureT, K: 1—4.2,
2—77, 3—98, 4—135.
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7. In this case, apparently only not-yet-quenched section
the immediate vicinity of the moving dislocations appeare
Thus, taking into account the limited spatial resolution a
the background suppression during processing of the e
tronic television signal, instead of a continuous lumino
strip between two divergent screw dislocations, only its en
were observed in Ref. 6 at 77 K. On this basis, the source
the DE were assumed to be exclusively the regions of
dislocation nuclei. Our assumption was also confirmed
the fact that, at a temperature of 4.2 K, when the ‘‘burnou
of the DE is weak, what Negryet al.6 see is an elongated
continuous luminous band. Thus, the conclusions of this
per do not contradict the experimental data of the micro
minescence analysis of Ref. 6.

On the other hand, besides linear defects, a signific
number of point defects are formed by plastic deformati
Negry et al.6 used direct observations to show that scr
dislocations which slip in the$101̄0% plane, generate dislo
cation PL. In this case, sources of dislocation luminesce
are directly generated as the screw dislocations move. In
opinion, this is evidence that there is no participation of t
mechanism in which defects are formed by the recombi
tion of dislocations of the same type with oppositely direct
Burgers vectors which slide in adjacent slip planes. At
same time, there is a well-known mechanism in which po
defects are formed when screw dislocations move with j
~see, for example, Ref. 17!. When deformation occurs ac
cording to the prismatic slip system, the screw segments

in parallel planes of type$11̄00%, while jogs with an edge
component climb. Since diffusion can be ignored at low te
peratures, the jogs generate either interstitial atoms or va
cies. As it moves along, the jog forms a continuous chain
defects~Fig. 3!, which can be interrupted only when the jo
shifts along a screw dislocation conservatively, for examp
when it bends around a pinned quasi-one-dimensional de

One can attempt to consider what the structure of suc
chain of vacancies is. The jog of the screw dislocation t
we are interested in can be a segment of a dislocation of

FIG. 3. Diagram of defect formation as a result of plastic deformat
according to thê112̄0&$11̄00% system because of the slip of screw disloc
tions with jogs ~see the enlarged section! for compression along@101̄0#.
1—slip dislocations emerging on the~0001! face; 2, 3—edge and screw
segments of dislocation loops, respectively. The variation of the densit
the points conventionally reflects the increase of the mean density of a
ciates of point defects after the passage of a successive screw segmen
arrows indicate the direction in which the dislocations move.
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of three types. According to Ref. 18, this can be a 90°~edge!
dislocation or a mixed 60° or 30° dislocation.

For definiteness, we can consider a case in which vac
cies are generated. Figure 4 conventionally shows, igno
the width of the dislocations, the configurations of all thr
forms of jogs, imposed on a Wurtzite lattice in the ba
plane. This shows the contours of the cross section of
cavity that would be formed in a continuum. The cav
would have the shape of a prism with generatricesb and l,
wherel is the unit section of the length of the correspondi
jog. However, taking into account the discreteness of
crystal, the ‘‘cavity’’ will have the form of a chain of vacan
cies of typeVCd2VS2VCd2VS2 . . . , etc., forming a one-
dimensional structure~Fig. 5!. In this case, for each elemen
tary event, the climb of a single 60° or 30° jog will b
formed along two pairs of vacancies. The climb of the jog
a 90° ~edge! dislocation must create a cavity twice as lar
in volume and generate four pairs of vacancies each: 2(VCd

2VS) on each step. It can be concluded from element
energy considerations that the motion of a 90° jog will

FIG. 4. Wurtzite lattice from the side of the basal plane and possible c
figurations of cavities in the continuum, formed by various jogs of a sc
dislocation: The dotted, dashed, and dot–dashed curves indicate lin
90°, 60°, and 30° dislocations, respectively.

FIG. 5. Diagram of an associate of intrinsic point defects~a period of a
one-dimensional chain!, formed during the slip of a screw dislocation wit
jogs according to thê112̄0&$11̄00% system.
n-
g
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e
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hindered. Therefore, there is a basis for assuming that si
jogs of 30° and 60° dislocations are the most proba
source of point defects for the plastic deformation conside
here.

The symmetry of each individual pair of vacanciesVCd

2VCd belongs to groupCs ; i.e., there is a first-order axis, a
an angle to the~0001! axis, and a$12̄10% mirror reflection
plane. The$12̄10% reflection plane can have the most sym
metric configuration of the chain as a whole, but only wh
the axes of each alternate pair of vacancies (VCd2VS), re-
sulting from the pure climb of a jog, are located in the sa
plane. Such a configuration will apparently be energetica
favorable, since it corresponds to the formation of the mi
mum dipole moment of the chain~the type of bonding in
CdS is partially ionic!. Chains that lie entirely in one plan
will be triply orientationally degenerate. In the case of t
formation of interstitial atoms, the difference is that a pair
Cd and S atoms in the region of a jog is displaced from th
lattice sites into interstitial positions.

Thus, the collective electronic states of the chains
defects considered here cannot as a whole provide a hi
degree of orientational degeneracy of the bands observe
absorption12 and in emission12,7 in the resonance dislocatio
band. At the same time, the symmetry of an individual p
of vacancies (VCd2VCd) and the degree of spatial dege
eracy coincide with the symmetry of the electronic sta
corresponding to the DE.

Figure 3 schematically shows the formation mechani
of chains of intrinsic point defects by moving screw disloc
tions with jogs. The chain structure is shown only in t
enlarged section.

Note to the diagram: We assume that~1! the number of
closed half-loops equals the number of etch pits in the
bands,~2! the loop initially penetrates the entire length of th
slip plane because of the motion of the edge segment,~3! the
mean linear density of jogs along the screw segments isNd .

The numberN of defect states assembled in a chain
a sample 1 cm thick can then be calculated from

N@cm23#50.5NdNj3107, ~3!

where 107 cm21 is the linear density of point defects~the
number of periods of complexes of defects per 1 cm
length!, and 0.5 is a factor that averages the contribution
the generation of point defects of the first half-loops, whi
intersect virtually the entire sample, and of the last ha
loops, whose contribution to the generation of the chain
defects is small.

The value obtained from Eq.~3! must be set equal to th
value ofN obtained experimentally from the data from op
cal absorption, estimated from Eq.~2!: N@cm23#52
31014 f . We thus obtain

Nj543107/~Ndf !. ~4!

Taking a value ofNd equal to the mean of the dislocatio
density in slip planes per cm2, 23105, we obtain a relation-
ship that connectsNj and f :

Nj@cm21#5~1/f !23102. ~5!
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This makes it possible to estimate the mean linear densit
the jogs on the screw segment on the basis of Eq.~4!, after
making some preliminary reasonable assumption concer
the oscillator strengthf of the optical transitions. As is wel
known, the maximum oscillator strength is observed in op
cal transitions corresponding to bound excitons and ran
from 1 to 10 for II–VI crystals.19 In our case, starting from
the spectral position of the lines, it should be recalled t
there is significant localization of the excitons. Therefo
f 51 should be chosen as the necessary limit of this quan
We thus obtainNj523102 cm21 as a lower estimate ofNj .

On the other hand, it is possible to give an upper e
mate ofNj . Johnson and Gilman20 proposed an estimate o
the dislocation-braking stresstd by single jogs with a density
of Nj , caused by their nonconservative displacement, us
the relationship

td5~NjW!/b2, ~6!

whereW is the point-defect formation energy, andb is the
Burgers vector. We shall start from the assumption that
slip mechanism of screw dislocations with jogs displac
nonconservatively and generating the defects responsible
DE is precisely the mechanism that controls the slip of d
locations in crystals at the given temperature. Using Eq.~6!,
we can estimate the value ofNj , starting from which the
plastic flow of the crystal is controlled by the slip of scre
dislocations with jogs:Nj5tdb2/W. We use astd the mean
value of the threshold stresst thr of plastic deformation ob-
tained from experiment forT577 K: td5(1/2)t thr50.5
3105 kg/m2 ~the factor 1/2 takes into account the tilt of th

slip plane with respect to the compression axis@112̄0#. We
use as the point-defect formation energy the sum of the
mation energies of two pairs of isolated vacancies, ta
from Ref. 20: W52@W(VCd)1W(VS)#52(3.512) eV
511 eV. This value is undoubtedly overestimated, since
neglects the interaction of close-lying defects. For CdS
haveb50.41431028 m.

Thus, Nj5tdb2/W54.83103 cm21. This is the upper
limit of Nj . For this value ofNj , starting from Eq.~5!, a
smaller oscillator strength of the optical transition should
used, namelyf 50.1. We have thus established thatNd lies
in the range 23102–4.83103 cm21. It thus follows@see Eq.
~4!# that the mean bulk density of the point defects located
chains lies in the range 231015–531016 cm23, which is a
quite realistic value.

Starting from the above exposition, we present the f
lowing model of electronic transitions that explains the se
features of the absorption and emission spectra of cadm
sulfide crystals deformed plastically at low temperature. T
transition responsible for the longest-wavelength optical
sorption band and the shortest-wavelength PL band co
sponds to the excitation of excitons coupled to the quasi-o
dimensional structure of vacancy~interstitial! type formed
when jogs move on screw dislocations. Since the excit
are localized on a quasi-one-dimensional structure, the e
ton level must be smeared into a band because of the ove
of the wave functions of the bound exciton states along
chain. The other OA bands represent absorption by exc
states of the same system. Moreover, in the latter case
of
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excitation propagates along the chain of defects and quic
relaxes to the ground state; it therefore does not show u
the emission.

The large oscillator strengthsf are thus explained by
intrachain resonance interaction. This presents an approp
analogy with molecular crystals, in which the molecules a
stacked into one-dimensional oriented chains. The matrix
ement of the intrachain interaction in such crystals exce
that of the interchain interaction by at least two orders
magnitude. Long-wavelength DE bands II and III, for whic
no resonance absorption is observed, represent emissio
sociated with certain breakdowns of the translational symm
try of the chains of intrinsic or impurity origin, excited vi
the ‘‘one-dimensional bound-exciton bands’’ mention
above. Because of low binding energy, the chain structur
unstable. Therefore, low temperature is a necessary facto
prevent the decay of the structures. The indicated model
be applied to other II–VI compounds, starting from the sim
larity of their DE.

There are other important facts in favor of the existen
of one-dimensional structures and narrow free-energy ba
associated with them. Thus, LTPD results in appreciable
isotropy in the longitudinal and transverse photocurre
with respect to the assumed orientation of the chains:
ratio I i /I' reaches 10. Moreover, the current-carrier mob
ity, estimated from PL measurements in the dislocat
bands of the OA, has a value ofm'53105cm2/(V•s). This
is at least an order of magnitude greater than the mobility
the conduction-band electrons in cadmium sulfide.

CONCLUSIONS

The low-temperature~in the interval 1.8–77 K! motion
of dislocations results in the appearance in the optical
radiative spectra of II–VI crystals of characteristic narro
lines that have no analogs in the original crystals or in cr
tals subjected to any other form of processing. The opt
transitions are characterized by giant oscillator streng
while the corresponding electron states turn out to be m
stable. Based on the experimental results and quantita
estimates, a model of defect formation by slipping scr
dislocations with jogs has been proposed. In terms of
model all the features of the optical and radiative spectra
II–VI crystals subjected to LTPD are explained. The jo
form one-dimensional periodic electron structures consis
of associates of intrinsic point defects of the crystal lattice
is just the low temperature that prevents the associates f
decaying and makes the one-dimensional structures sta
The giant oscillator strengths of the optical transitions
explained by intense intrachain resonance interaction.
linear density of the jogs and the volume density of the po
defects in the chains have been computed from the exp
mental data, and the oscillator strengths are estimated fo
corresponding optical transitions. It is shown that it is inco
rect to use a model of defect formation accompanying LT
in which the OA data are disregarded.

We express our appreciation to F. T. Vas’ko for a use
discussion of the experimental results.
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Study of the surface structure of tin dioxide layers for gas sensors by atomic-force
microscopy

M. V. Bestaev, D. Ts. Dimitrov, A. Yu. Il’in, V. A. Moshnikov, F. Träger, and F. Steitz

St. Petersburg Electrical Engineering University, 197376 St. Petersburg, Russia Physics Department,
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This paper presents the results of a study by atomic-force microscopy of tin dioxide layers as a
function of the conditions under which they are doped with iodine and tellurium during
the production of the layers by thermal vacuum deposition of tin, followed by oxidation. Data
concerning the atomic-force microscopy of layers fabricated in various processing regimes
are presented and discussed. It is shown that introducing volatile impurities into the starting charge
is an effective means of modifying the surface structure of the layers and of altering the
character of its microsurface. The temperature dependence of the sensitivity of the layers to toluene
vapor is studied and analyzed. ©1998 American Institute of Physics.@S1063-7826~98!00306-8#
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Semiconductor sorption sensors based on layers o
dioxide SnO2 possess a number of advantages and are pr
ising for developing gas-analysis apparatus for various te
nical purposes.1 The properties of the layers, especially t
sensitivity and selectivity with respect to the gases to
detected, are determined by the processes for producing
and depend on the microstructure and surface topology,2 de-
viations from stoichiometry,3 the form and content of the
dopants,4–6 and effects at the grain boundaries associa
with the microsegregation of impurities and the isolation
second-phase precipitates.7

In this paper we present the results of experimental s
ies of the surface topology and properties of tin dioxide la
ers as a function of the conditions under which they
doped during their production.

In obtaining tin dioxide layers, films of metallic tin ar
first formed by thermal vacuum deposition on substrates
22KhS ceramic, as described in Ref. 8. The films were
mogeneous in thickness and had a mirror-smooth surf
They were then oxidized while annealing them in two stag
The low-temperature stage~6 h at a temperature of 480 K!
produced phase transitions according to the reac
Sn→SnO→Sn3O4→SnO2 ~amorphous!. The high-tempera-
ture stage~6–30 h at 725 K! is necessary for forming the
crystal structure SnO2 ~amorphous!→SnO2 ~crystalline!.
Oxidative annealing was carried out in a controlled atm
sphere with a partial pressure of oxygen in the ran
0.10–0.35 atm.

Iodine and tellurium were used as impurities. Tin iodi
SnI2 and tin telluride SnTe served as sources and were in
duced in a controlled concentration into the starting mix
depositing the metallic tin. When the impurities we
present, a regime of explosive deposition of the mix w
used.

Atomic-force microscopy~AFM! was used to investigat
the surface topology of the layers. This made it possible
obtain data on the microrelief in the nanometer range
allowed the samples to be tested directly in air. The meas
5871063-7826/98/32(6)/3/$15.00
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ments were made on a Park Scientific Instrument scann
force microscope of type PSI-CP. The informational sign
was recorded by reflecting the ray of a laser diode ont
coordinate-sensitive photodetector. Software from PSI w
used in analyzing the results, making it possible to rec
and process data, to carry out filtering and smoothing,
also to statistically analyze the resulting pictures. Theex situ
AFM regime was used. Images of the surface recorded
different sections of different samples of each of the se
had an identical character, which is evidence that the res
had rather good reproducibility and repeatability.

An analysis of the set of AFM data showed that intr
ducing volatile impurities into the starting mix is an effectiv
way to control the surface structure of the layers.

In the absence of impurities, SnO2 layers are character
ized by the surface topology shown in Fig. 1a. The AF
image shows hilly formations with comparatively smoo
contours. The microsurface is relatively indistinct. X-ray d
fraction using the technique of Ref. 9 showed that such l
ers have a homogeneous composition and possess a
crystalline structure.

The surface topology typical of SnO2^I& layers is shown
in Fig. 1b. When iodine is introduced into the mix, the for
of the surface changes and becomes more crumbly. The
crosurface is more distinct than in the preceding case.
AFM image shows many domelike bumps. These chan
can be associated with the self-doping effect that occ
when tin compounds are heat treated in an iodine medium10

Accordingly, under our conditions—with oxidativ
annealing—the reaction 2SnI2→Sn1SnI4 is possible. In this
case, the tin concentration increases in the material, while
volatile components are already removed at the stage of l
temperature oxidation, which results in crumbling of the s
face. As the iodides escape, voids can be formed, includ
nanometer-size voids, and fine structure of the microsurf
can appear.

The surface topology of the SnO2^I,Te& layers is shown
in Fig. 1c. As can be seen, introducing iodine and telluriu
© 1998 American Institute of Physics
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FIG. 1. Surface topology of layers of SnO2 ~a!, SnO2 ^I& ~b!, and SnO2 ^I,Te& ~c!.
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in combination substantially alters the surface structure
radically changes the character of the microsurface. The
face is strongly developed. A system of regular adjoin
conical protrusions tight-packed against each other can
seen in the AFM image. The area of the adsorbing surf
increases significantly. A statistical analysis of the AFM p
file over a linear interval of 4.34mm gives the following
d
r-

g
be
e

-

values of the characteristic microsurface parameters: the
deviation of the height isRrms5399 Å; the mean size of the
roughness isRave5239 Å; the mean height is 0.216mm, and
the median distribution over height is 0.219mm.

In our opinion, it is interesting to compare the AFM da
from the SnO2^I,Te& layers with the results of investigatin
them by the method of internal etching.1 The treatment of
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these results provides evidence of the presence in
samples at the deposition stages of a tin film and of lo
temperature annealing of the tellurium bonds that charac
ize tin telluride. Taking this factor into account in interpre
ing the features of the observed microsurface, it can
assumed that SnTe microinclusions and agglomerate
them, which are distributed in the surface region of the fi
and which influence the oxidation process, retard its flow
the sites where they occur, whereas an oxide layer fre
forms on the other sections and predominantly grows
ward.

In tests of tin dioxide layers in sensors for detecting
vapors of organic solvents, it was established that the in
duction of volatile impurities that initiate the process of su
face modification and influence the adsorption capability
the surface changes the properties of the layers. The temp
ture dependence of the sensitivity, expressed in terms o
relative change of the resistance of the sample (DR/R) under
the action of toluene vapor in a concentration
Ct560 mg/m3, is shown in Fig. 2 for layers of SnO2 and
SnO2^I,Te&. As can be seen, the SnO2^I,Te& layers have
higher sensitivity. Its maximum value is attained at the op
mum working temperature ofT.700 K and equals abou
65%. In our opinion, the sensitivity increase is mainly as
ciated with the increase of the total number of adsorpt
centers, because the area of the adsorbent has increase
because fine structure has formed on the microsurface.

FIG. 2. Temperature dependence of the sensitivity under the action of
ene vapor for SnO2 ~1! and SnO2^I,Te& layers~2!.
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fects at grain boundaries can also play a definite role. At
high-temperature annealing stage, tellurium is isolated on
surface of the grains in the form of second-pha
precipitates.11 Their presence can result in local changes
the surface potential to a depth of the Debye screen
length, which amplifies~because of the additional polariz
ability! the interaction of polar molecules of toluene wi
oxygen in the form O2

2 and O2, adsorbed by the tin dioxide
It should be pointed out that, for the SnO2^I,Te& layers, one
observes an increase of the temperature corresponding t
maximum sensitivity, and the desorption edge accordin
shifts into the higher-temperature region. In agreement w
the concepts of the role of tellurium deposits, this is eviden
of an increase in the relative fraction of adsorption cent
that possess higher binding energy with the surface.

It is essential that the change of the sensitivity depe
on the processing regimes for obtaining the layers and is
identical for different gases. This circumstance makes it p
sible to enhance the selectivity of sensor devices based o
oxide by using active layers with different gas-sensiti
properties. In this case, information concerning the conc
tration of each of the gases in the mixture to be analyzed~for
example, CO/toluene! can be systematically distinguished.

The results of the studies reported here thus show
introducing volatile impurities into the starting mix whe
producing tin dioxide layers is an effective way to modi
the surface structure and can be used to purposefully alte
gas-sensitive properties of layers for gas sensors.
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Self-organizing nanoheterostructures in InGaAsP solid solutions
L. S. Vavilova, A. V. Ivanova, V. A. Kapitonov, A. V. Murashova, I. S. Tarasov,
I. N. Arsent’ev, N. A. Bert, Yu. G. Musikhin, N. A. Pikhtin, and N. N. Faleev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted December 15, 1997; accepted for publication December 24, 1997!
Fiz. Tekh. Poluprovodn.32, 658–662~June 1998!

This paper discusses the photoluminescence and x-ray microstructural properties of epitaxial
layers of solid solutions of InGaAsP isoperiodic with InP~100! and GaAs~100! substrates,
obtained in the region of immiscibility and spinodal decay. It shows that there is good
agreement of the experimental results with the theoretical model of spinodal decay. The boundaries
of the region in which two solid phases of different composition exist in epitaxial layers of
solid solutions of InGaAsP isoperiodic with the InP and GaAs substrates are determined. A
periodic nanoheterostructure is obtained in an epitaxial layer of InGaAsP solid solutions
with a repetition period of 650630 Å in two mutually perpendicular directions. ©1998
American Institute of Physics.@S1063-7826~98!00406-2#
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Studies in the physics of semiconductor heterostructu
have recently resulted in the appearance of a distinctive
enue of research—the physics of nanoheterostructures.
perimental and theoretical studies of physical phenom
that provide new possibilities for obtaining periodic nanoh
erostructures are therefore crucial.

A number of theoretical papers have been devoted to
investigation of the spinodal decay effect in the immiscibil
region of multicomponent solid solutions.1–4 At the same
time, it has been experimentally confirmed that the de
effect of multicomponent solid solutions exists in the imm
cibility region5–9 and that a compositionally modulated sol
phase of semiconductor material has been formed.10

In this study, we have investigated experimentally t
epitaxial quaternary solid solutions of InGaAsP produced
the immiscibility region and in the spinodal decay regio
with the purpose of studying them and using them to obt
self-organizing periodic heterostructures.

In experimental papers devoted to the study of epita
deposition of quaternary solid solutions of InGaAsP, it w
shown to be possible to obtain absolutely stable solid s
tions isoperiodic with InP and GaAs11,12and to develop high-
efficiency optoelectronic devices based on them.13–15 At the
same time, there are experimental data indicating that
solid solutions are unstable in the immiscibility region in
certain temperature and composition interval,5–10 and this
hinders the growth of homogeneous single-crystal epita
layers. The observed instability of the solid solutions is e
plained by the spinodal decay of the quaternary solid so
tion into two solid phases. This phenomenon has been s
ied in many theoretical papers,1–4 where it was shown tha
the immiscibility and spinodal decay regions of quatern
solid solutions are bounded by curves of the type of conc
tric circles or ellipses whose shape and limits depend on
theoretical model, the approximations, and the bound
conditions used in the calculation. Beyond the limits of t
immiscibility region lie absolutely stable solid solutions. B
tween the immiscibility and spinodal decay curves lie me
5901063-7826/98/32(6)/4/$15.00
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stable solid solutions, and absolutely unstable solid soluti
are found inside the spinodal decay region. The general
dency is for the immiscibility and spinodal decay regions
broaden with decreasing temperature. For the working te
peratures of epitaxial deposition of InGaAsP solid solutio
~900–1000 K!, the spinodal decay region embraces a sign
cant part of the solid solutions of InGaAsP that are isope
odic with InP and GaAs. These theoretical prerequisites
tiated our research into the properties of epitaxial quatern
solid solutions not only in order to eliminate the decay ph
nomena, but also in order to study the possibility of obta
ing self-organizing periodic nanoheterostructures of
GaAsP solid solutions.16–18

In this work, we made a purposeful attempt to study t
properties of quaternary solid solutions of InGaAsP isope
odic with InP and GaAs substrates in the immiscibility a
spinodal decay regions. Epitaxial layers of InGaAsP so
solutions were fabricated on InP~100! and GaAs~100! sub-
strates by liquid-phase epitaxy at temperatures of 80
1000 K. We were mainly interested in searching for proce
ing conditions that would promote unstable deposition of
epitaxial layers. The properties of the resulting epitaxial la
ers of InGaAsP solid solutions were studied by photolum
nescence, x-ray diffraction, and transmission electron
croscopy.

EXPERIMENTAL RESULTS

A. Photoluminescence properties

The photoluminescence properties of samples of qua
nary solid solutions were studied by the standard techni
on an synchronous-detection apparatus, with control and
formation output via a personal computer. The studies w
carried out at temperatures of 300 and 77 K. The excitat
level was varied from 10 to 104 W/cm2, using He–Ne and
Ar1 lasers.

A characteristic photoluminescence spectrum of qua
nary solid solutions of InGaAsP isoperiodic with InP an
© 1998 American Institute of Physics
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FIG. 1. Photoluminescence spectrum of an epitaxial layer of InGaAsP obtained in the immiscibility region of quaternary solid solutions on an InP~100! ~a!
and GaAs~100! ~b! substrate.
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GaAs, obtained in the immiscibility region, consisted of tw
luminescence bands~Figs. 1a and 1b!. The band in the lumi-
nescence spectra that lies closer to the corresponding is
riodic ternary solid solution~In0.53Ga0.47As and In0.47Ga0.53P!
was the main one in intensity and remained in the lumin
cence spectra, regardless of the chosen composition o
liquid ~solid! phase of the calculated solid solution. Betwe
the main band in the luminescence spectra and the co
sponding binary compound~InP and GaAs! there usually
was a second luminescence band with lower intensity
greater half-width. In this case, it was observed at temp
tures of 300 and 77 K in samples obtained on GaAs s
strates and only at a temperature of 77 K in samples obta
on InP substrates. This is associated with a feature that a
in the band structure of an epitaxial layer of a quatern
solid solution produced in the spinodal decay region: F
samples on GaAs substrates, the additional emission b
possesses the minimum band gap, which promotes its
pearance during photoexcitation, in contrast with samples
InP substrates, where the main luminescence band poss
the minimum band gap.

Studies of the dependence of the band intensity in
photoluminescence spectra on the excitation level dem
strated a monotonic dependence that is identical for the m
and additional luminescence bands, which strongly redu
the probability of an impurity origin of the additional emis
sion band. Studies of the temperature dependences o
luminescence spectra also did not reveal any features
were not characteristic of photoluminescence spectra
contain one main luminescence band.

By studying the photoluminescence spectra of samp
of quaternary solid solutions isoperiodic with the InP a
GaAs substrates, we succeeded in obtaining the follow
dependences of the wavelengths of the maxima of the e
sion peaks for the main and additional luminescence ba
~Fig. 2a and 2b!. To describe the solid solutions InGaAs
InP and InGaAsP/GaAs, it is inconvenient to use the com
sition of the solid phase to characterize them, as is done
pe-
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continuous series of solid solutions, since we have assu
that spinodal decay regions are present. As such a chara
istic we therefore chose the composition of the liquid pha
from which the epitaxial layers were grown. It can be se
from the data shown in Fig. 2 that there exist continuo
regions of quaternary solid solutions that are characteri
by the presence of two emission bands in the photolumin
cence spectra. The limits of these regions~indicated by ar-
rows! satisfactorily agree with the calculated regions of u
stable solid solutions of InGaAsP in the temperature ra
800–1000 K.

We have also studied the photoluminescence spectr
epitaxial layers of solid solutions of InGaAsP/GaAs as
function of their thickness. The test samples were grown
GaAs~100! substrates from the liquid phase of identic
composition in the region of unstable solid solutions. T
results of these studies are shown in Fig. 3. The epita
layers with a thickness of 100–1000 Å have one band in
photoluminescence spectra. The epitaxial layers with a th
ness of 1000–4000 Å have two bands in the photolumin
cence spectra. Increasing the thickness of the epitaxial la
further reduces the quantum efficiency. The resulting dep
dence is evidence that composition-destabilization effect
the solid solutions begin to show up from a certain thickn
of the epitaxial layer and strengthen as it increases. Fo
thickness greater than 5000 Å, the surface quality dete
rates~the number of defects increases, specularity is abs
and the surface becomes dull!, and it becomes partially o
totally impossible to pull the solution–alloy off the surfac
of the grown epitaxial layer. Similar phenomena were o
served in the photoluminescence spectra of quaternary s
solutions of InGaAsP of various thicknesses grown in
immiscibility region on InP~100! substrates and are phe
nomenologically described in Ref. 11.

B. X-ray structural analysis

We carried out an x-ray microstructural analysis of t
properties of quaternary solid solutions of InGaAsP isope
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FIG. 2. Wavelength of the maximum of the main~1! and additional~2! photoluminescence bands of solid solutions of InGaAsP vs composition of the li
phases from which solid solutions were grown on InP~100! ~a! and GaAs~100! ~b! substrates.
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odic with InP and GaAs, whose photoluminescence spe
included two emission bands. The x-ray microstructu
analysis of the samples was carried out on a two-crysta
ray diffraction spectrometer by the standard technique. C
acteristic features were detected in the x-ray diffraction sp
tra of test samples characterizing the mismatch of the lat
parameters of the epitaxial layer and the substrate. In con
with the x-ray diffraction spectra of a layer of a stable so
solution, which has two peaks corresponding to the respo
from the substrate and the epitaxial layer, three peaks w
observed in the x-ray diffraction spectra obtained here:
from the InP~or GaAs! substrate and two from the laye
This is evidence that two compositions that differ in the l
tice constant are present in the solid phase in epitaxial la
of solid solutions of InGaAsP obtained in the immiscibili
region.

C. Transmission electron microscopy

Samples of epitaxial layers of quaternary solid solutio
of InGaAsP were studied by means of transmission elec
microscopy on an EM-420 device operating with an acce
ating voltage of 100 and 120 kV. The main method of inve
tigation was the dark field regime in~200!-type reflection,
which ensured the highest sensitivity to the chemical co
position of the sample. The samples were prepared ‘‘in p
nar cross section,’’ using conventional procedures of m
chanical grinding of a crater, followed by chemical etchi
in HBr : K2Cr2O7 (1:1) until perforation occurred. Sample
of quaternary solid solutions of InGaAsP/InP having t
characteristic features in the photoluminescence and x
diffraction spectra were chosen for investigation on the tra
mission electron microscope. Figure 4 shows an electron
crograph of one of the test samples. The planar form of
sample revealed regions with different compositions of
solid phase that periodically repeated in mutually perp
dicular @100# directions. The decay period, measured from
ra
l
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e
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e

-
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a

dark-field image using a~200! diffraction spot, was 650
630 Å. At the same time, it was possible to observe regio
with dimensions of up to 120 nm.

The absence of sharp, distinct boundaries between
dark and light regions is evidence of the presence of tra
tion layers, which agrees with the wide additional band in
photoluminescence spectrum. A similar picture was obtai
when such quaternary solid solutions of InGaAsP/GaAs w
studied. It also showed the presence of a structure of a
nating solid phases in epitaxial layers with additional ban
in the photoluminescence and x-ray diffraction spectra.

CONCLUSIONS

As a result of the comprehensive studies that have b
carried out on epitaxial layers of quaternary solid solutio

FIG. 3. Wavelength of the maximum of the main~1! and additional~2!
photoluminescence bands of solid solutions of InGaAsP/GaAs vs the th
ness of the epitaxial layer.T5300 K.
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of InGaAsP isoperiodic with InP and GaAs, obtained und
processing conditions that stimulate the instability of t
solid phase at growth temperatures of 800–1000 K, the
lowing results were obtained:

~a! An additional luminescence band with a rather lar
half-width of Dhn'1002150 meV is present in the photo
luminescence spectra of samples of quaternary solid s
tions of InGaAsP isoperiodic with InP and GaAs obtained
the immiscibility region.

~b! The regions of the solid solutions, whose photolum
nescence spectra contain a second, additional band, sat
torily agree with the calculated values of Refs. 3 and 4
solid solutions isoperiodic with InP and GaAs.

~c! The x-ray diffraction spectra of epitaxial layers
InGaAsP solid solutions, which have an additional band
the photoluminescence spectra, always contain an additi
peak, which indicates the presence of a second solid p
with a lattice parameter that differs from that of the ma
layer.

~d! The results of transmission electron microscopy
vealed that periodic structure of solid phases of various c
positions is present in the epitaxial layers in the planar s
tion and in the cross-sectional view.

FIG. 4. Image of an InGaAsP/InP sample in planar cross section, obta
on an EM-420 transmission electron microscope.
r
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This set of experimental results indicates good agr
ment with the theoretical model for the appearance of
spinodal decay effect in multicomponent solid solutions a
substantiates the possibility of obtaining periodic nanoh
erostructures by using this effect.
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Pressure-induced insulator–metal transition in electron-irradiated Pb 12xSnxSe „x<0.03…
alloys

E. P. Skipetrov, E. A. Zvereva, B. B. Kovalev, and L. A. Skipetrova

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
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Fiz. Tekh. Poluprovodn.32, 663–667~June 1998!

Galvanomagnetic effects (B<7 T! in electron-irradiatedn- andp-type Pb12xSnxSe (x<0.03)
alloys (T'300 K, E56 MeV, F<5.731017 cm22) in the neighborhood of a pressure-
induced insulator–metal transition (P<18 kbar! are discussed. The field dependences of the Hall
coefficient calculated in terms of the two-band model are in satisfactory agreement with the
experimental data, and the main parameters of the charge carriers in irradiated alloys are
determined. It is shown that there is an increase in the hole concentration in the metallic
phase under the action of pressure, associated with the motion of the energy bands at pointL of
the Brillouin zone, and that electrons overflow from the valence band into the bandEt1 of
resonance states induced by electron irradiation; the parameters of this band are estimated.
© 1998 American Institute of Physics.@S1063-7826~98!00506-7#
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1. INTRODUCTION

It is well known that electron irradiation of Pb12xSnxSe
alloys causes two radiative levels~radiative-defect bands! Et

and Et1, apparently associated with two types of radiati
defects, to appear in the energy spectrum of the alloys.1,2 The
main parameters of theEt band~the defect-generation rate
the energy position, and the band structure! are well known
for virtually the entire existence domain of the cubic pha
of the alloys (0.07<x<0.34). At the same time, there i
much less information on theEt1 level.

In particular, it has been established3,4 that the position
of the Et1 radiative level on an energy scale depends on
alloy composition and the pressure~Fig. 1!. In PbSe, theEt1

level lies in the band gap close to the top of the valen
band,L6

1 . As the Sn concentration in the alloy increases,
level almost does not change its position relative to
middle of the band gap, moving relative to theL6

1 term
approximately according to the linear law

Et1@meV#5E~L6
1!1352600x.

Thus, in alloys with a tin concentration ofx,0.06, the
middle of the Et1 band is in the band gap, whereas, f
x.0.06, it falls within the valence band.

The Et1 band possesses donor–acceptor proper
Therefore, electron irradiation of crystals withx,0.06 re-
duces the charge-carrier concentration both inn-type and in
p-type samples. For sufficiently large irradiation fluxes,
transition occurs to the insulating state, in which the Fe
level is ‘‘softly’’ stabilized by a band of radiative defect
partly filled with electrons. Hydrostatic compression of irr
diated crystals causes theEt1 band to approach the top of th
valence band and causes an insulator–metal transition a
5941063-7826/98/32(6)/5/$15.00
e

e

e
e
e

s.

i

so-

ciated with the overflow of electrons from the valence ba
into the radiative-defect band~Fig. 1!.

The character of the dependences of the conductivity
the Hall coefficient of irradiated samples on pressure3,4 is
evidence that there are at least two conductivity mechani
in the neighborhood of the insulator–metal transition.
should also be pointed out that, in the neighborhood of
transition, significant variations of the charge-carrier para
eters occur in a rather wide range of pressures. This circ
stance indicates that theEt1 band has a finite width. How-
ever, the width and structure of the radiative-defect band
well as the radiative-defect generation rate during irradiati
is not yet known.

To obtain information on the conductivity mechanism
in electron-irradiated alloys and to determine the main
rameters of the radiative-defect bandEt1, we analyzed the
field dependences of the Hall coefficient of electro
irradiated Pb12xSnxSe (x<0.03) alloys in the neighborhood
of the pressure-induced insulator–metal transition.

2. SAMPLES. MEASUREMENT TECHNIQUE

Single-crystal samples of Pb12xSnxSe (x50, 0.03! with
an initial electron or hole concentration ofn, p5(0.4–1.6)
31017 cm23 were irradiated at room temperature on
ÉLU-6 linear electron accelerator (E56 MeV, F<5.7
31017 cm22). The conductivity and the field dependences
the Hall coefficient (B<7 T! at T54.2 K in the irradiated
crystals were studied at atmospheric pressure and under
ditions of hydrostatic compression. The parameters of
samples, studied under pressure before and after irradia
by the maximum electron fluxes, are shown in Table I. H
drostatic pressures of up to 18 kbar were obtained in a ch
© 1998 American Institute of Physics
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ber made from heat-treated beryllium bronze. A kerosin
oil–pentane mixture was used as the pressure-transmi
medium.

3. FIELD DEPENDENCES OF THE HALL COEFFICIENT IN
THE NEIGHBORHOOD OF THE INSULATOR–METAL
TRANSITION

It has been established that the Hall coefficientRH of
electron-irradiated samples strongly depends on the mag
field even at atmospheric pressure, and that the abso
value ofRH decreases by more than an order of magnitud
the range of magnetic field studied here~Fig. 2!. Hydrostatic
compression reducesRH more sharply and inverts the sign o
the Hall coefficient as the magnetic field increases. As
pressure increases, the sign-inversion point ofRH shifts to-
ward weaker magnetic fields, and, after the transition to
metallic phase (P.P* ), the Hall coefficient has a positiv
sign, increasing as the magnetic field increases. Finally
the region of maximum pressures, the Hall coefficient is v
tually independent of magnetic field.

The character of the field dependences of the Hall co
ficient in the test samples confirms the assumption tha
least two types of charge carriers of opposite sign coexis
electron-irradiated Pb12xSnxSe (x50; 0.03! alloys. The ap-
pearance of a sign-inversion point forRH and the change in
the form of theRH(B) dependences accompanying hydr

FIG. 1. Model of the reconstruction under pressure of the energy spec
of electron-irradiatedn-PbTe.
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static compression of irradiated crystals evidently indica
that the parameters of the charge carriers vary and that
main conduction mechanism changes when the insulat
metal transition occurs. To determine the main parameter
the charge carriers in the irradiated samples in terms o
two-band model, we calculated the field dependences of
Hall coefficient in the test samples:5,6

RH5
( skmk /~11mk

2B2!

F( sk /~11mk
2B2!G2

1F( skmkB/~11mk
2B2!G2 ,

~1!

1/r5( sk5( eknkmk , ~2!

where ek , nk , sk , and mk are the charge, concentratio
conductivity, and mobility for each type of charge carrie
denoted by subscriptk. In the limits of a weak magnetic field
(mkB!1), the expression for the Hall coefficient takes t
form

m

FIG. 2. Field dependences of Hall coefficientRH at T54.2 K for sample
K-22 (F52.831017 cm22) in the neighborhood of the insulator–meta
transition under the action of pressure:P, kbar: 1—0.9, 2—1.4, 3—2.6,
4—3.2,5—4.2,6—6.2,7—18.2. The solid curves show calculated results
accordance with Eqs.~1!–~3!.
TABLE I. Parameters of Pb12xSnxSe samples studied under pressure atT54.2 K.

Irradiation Electron
Conductivity fluxF, concentrationn, Resistivityr, Mobility mH

Sample x type 1017 cm22 1017 cm23 1024 V•cm 105 cm2/~V•s!

N8 0 n 0 1.06 7.3 0.81
n 5.7 0.27 220.0 0.105

K-22 0.33 p 0 0.40 47.7 0.31
n 2.8 0.82 269.0 0.028
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RH5
( eknkmk

2

S ( eknkmkD 2 . ~3!

The parameters of the charge carriers were determined
adjusting the dependences given by Eq.~1! to the experimen-
tal data~Fig. 2!. The program for doing the calculations in
volved the variation of only two parameters of the mod
~usually the charge-carrier mobilities!. Two other parameters
of the model~usually the conductivitiessk) were determined
by direct calculation from the Hall coefficients in a wea
magnetic field, using Eq.~3!, and from the conductivity a
T54.2 K, using Eq.~2!. The RH(B) dependences thus ca
culated are in satisfactory agreement with the experime
data in the entire range of pressures and magnetic fields s
ied here~see Fig. 2!.

The results of calculating the charge-carrier parame
for one of the test samples are shown in Figs. 3 and 4.
analysis of these dependences shows that, as the pre
increases, the electron mobility in the irradiated samples
creases appreciably and reaches values ofmn5(1.5–8)
3104 cm2/(V•s). These mobilities are about an order
magnitude lower than values characteristic of band cond
tivity; nevertheless they are too large for conductivity v
local states and most likely correspond to electron-type
face conductivity. The behavior of the electron conductiv
sn under pressure apparently shows an appreciable redu
of the electron concentration in the surface layer of the ir
diated crystals under the action of pressure. The variation
the electron parameters occur mainly in the insulator ph
whereas themn(P) andsn(P) dependences go to saturatio
after the transition to the metallic phase. This circumsta
makes it possible to assume that the variations of the elec

FIG. 3. Hole mobility mp ~1! and electron mobilitymn ~2! in electron-
irradiated sample N8 (F55.731017 cm22) vs pressure.
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parameters in the surface layer are caused by a change i
position of the Fermi level relative to the top of the valen
band.

The hole conductivity and mobility vary under the actio
of pressure in a consistent way, rapidly increasing by sev
orders of magnitude in the neighborhood of the insulato
metal transition. In the region of maximum pressures,
hole mobility reaches values typical of band conductivity
Pb12xSnxSe alloys,mp5(1 –2.5)3105 cm2/(V•s). At the
same time, the hole mobility is only mp.2
3102 cm2/(V•s) at atmospheric pressure. Such low valu
of the hole mobility were observed earlier in the insula
phase of electron-irradiated Pb12xSnxSe (x50.125, 0.25!
alloys6 with conductivity along radiative-defect bandEt ly-
ing within the band gap. Themp and sp values calculated
from Eqs.~1! and~2! are therefore evidently effective value
and take into account both the contribution of the hole c
ductivity along the bandEt1 of localized states and the con
tribution of conductivity along the valence band.

Thus, in electron-irradiated Pb12xSnxSe (x50; 0.03! al-
loys, it is apparently necessary to take into account the e
tence of three conductivity mechanisms when the ene
spectrum is reconstructed under the action of pressure
low-pressure regions~in the insulator phase!, the dominant
mechanisms are electron-type surface conductivity and h
conductivity via the radiative-defect band, whereas, in
neighborhood of the insulator–metal transition, they are h
band conductivity and electron conductivity over the surfa

4. DEPENDENCES OF THE HOLE CONCENTRATION ON
PRESSURE IN THE NEIGHBORHOOD OF THE
INSULATOR–METAL TRANSITION AND THE PARAMETERS
OF THE Et1 BAND

The results presented above make it possible to cons
the dependence of the hole concentration on pressure

FIG. 4. Hole conductivitysp ~1! and electron conductivitysn ~2! in
electron-irradiated sample N8 (F55.731017 cm22) vs pressure.
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the transition of irradiated alloys to the metallic phase, us
the two-band model. Such a dependence can be obtaine
several ways. First, the hole concentration can be calcul
in terms of the two-band model, using ther(P) andRH(P)
dependences in a weak magnetic field given by Eqs.~2! and
~3!. For simplicity, fixed values~for example, the limiting
mobilities and conductivities for each sample at atmosph
pressure! or the mn(P) and sn(P) dependences calculate
above~Figs. 3 and 4! can be chosen in this case as the el
tron conductivity and mobility in the surface layer. Second
is possible to directly calculate the hole concentration fro

p~P!5sp~P!/emp~P!,

using data concerning the variation of the conductiv
sp(P) and hole mobilitymp(P) under pressure obtaine
from the field dependences of the Hall coefficients~Figs. 3
and 4!.

Analysis showed that, regardless of the method of ca
lation, after the transition to the metallic phase, the hole c
centration rapidly increases, passes through a maximum,
monotonically decreases with increasing pressure~Fig. 5!.
Such behavior qualitatively agrees with theoretical conce
concerning the reconstruction of the energy spectrum un
pressure~Fig. 1! and makes it possible to estimate the p
rameters of radiative-defect bandEt1 by comparing the ex-
perimental and theoretical dependences of the hole con
tration on pressure.

It was assumed in constructing the theoretical dep
dences that the generation of radiative defects during irra
tion results in the appearance of half-filled states in
radiative-defect band; the position of the middle of theEt1

band relative to the middle of the band gap does not cha
under the action of pressure:3,4

Et12Ev5DEt1@meV#5352600x24.25P@kbar#;

the density-of-states functiongt1(E) in the radiative-defect
zone is described by a Gaussian curve, while the def

FIG. 5. Hole concentration atT54.2 K in electron-irradiated sample K-2
(F52.831017 cm22) vs pressure. Curves1–3 show calculated results from
the model given by Eqs.~4!–~6!, with DEt1517 meV, s515 meV, and
variation of the concentration of radiative defects:1—Nt151.4531017

cm23, 2—Nt151.2531017 cm23, 3—Nt151.0531017 cm23.
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generation ratedNt1 /dF is independent of the radiatio
flux. Since it follows from the experimental data that, wi
hydrostatic compression, the hole concentration increases
cause electrons overflow from the valence band into
radiative-defect band, it was also assumed that, at any p
suresP, the sum of the hole concentrations in the valen
band,p(P), and in the radiative-defect band,pt1(P), equals
the starting concentrationpt1(0) of unfilled states in theEt1

band at atmospheric pressure:

pt1~0!5p~P!1pt1~P!, ~4!

pt1~P!5E
EF

`

gt1~E!dE, ~5!

gt1~E!5~Nt1 /sA2p!exp@2~E2Et1!2/2s2#, ~6!

where Nt15(dNt1 /dF)F is the total capacity of the
radiative-defect band with hole concentrations of

pt1~0!5~Nt1/2!2n0

or

pt1~0!5~Nt1/2!1p0

for n-type andp-type samples, respectively;EF is the Fermi
level, calculated in terms of Dimmock’s six-band mode7

with parameters given in Ref. 8; ands is the width of theEt1

band.
The parametersdNt1 /dF ands of the resonance ban

were optimized by computer. To estimate the accuracy w
which the generation ratedNt1 /dF of radiative defects and
the widths of the resonance band are determined, the val
of Nt1 ands were varied for each sample~dashed curves in
Fig. 5!. The best agreement of the experimental and theo
ical results was achieved for the following values of the p
rameters of the model:

dNt1 /dF5~0.4560.1!31017 cm21, s5~1565!meV.

Thus, the parameters of radiative-defect bandEt1 turned
out to be quite comparable with the analogous parameter
the Et band, obtained in Ref. 2. However, the accuracy
determining the parameters of the model is extremely lo
This circumstance, in particular, makes it impossible to e
mate how the generation ratedNt1 /dF of radiative defects
changes as the radiation flux increases and to determine
degree of deviation of the density-of-states function in
Et1 band from a Gaussian form.

5. CONCLUSIONS

The experimental results obtained in this paper indic
that, in electron-irradiated Pb12xSnxSe (x<0.03) alloys in
the neighborhood of the pressure-induced insulator–m
transition, it is necessary to take into account the existenc
three conduction mechanisms: electron-type surface con
tion, band hole conduction, and hole conduction along
radiative-defect bandEt1. The field dependences of the Ha
coefficient, calculated in terms of the two-band model, sa
factorily agree with the experimental data in the entire ran
of pressures and magnetic fields considered here and ma
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possible to determine the charge-carrier parameters in
irradiated samples. In such alloys, the insulator–metal tr
sition under the action of pressure is accompanied by
overflow of electrons from the valence band to theEt1 band
and by an increase of the free-hole concentration. The
perimental dependences of the hole concentration on p
sure are in satisfactory agreement with the theoretical va
obtained in terms of the model proposed earlier for the
construction of the energy spectrum by the electrons of
loys under pressure. An analysis of these dependence
evidence that the radiative-defect bandEt1 has a significant
width (.10 meV! and makes it possible to estimate its ma
parameters.

The authors are grateful to A. M. Musalitin for irradia
ing the test samples with fast electrons.
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Identifying the parameters of impurity levels in high-resistance semiconductor crystals
by means of thermally stimulated currents with dosed illumination of the samples

P. G. Kasherininov and D. G. Matyukhin
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A method is proposed for identifying the parameters of impurity levels in high-resistance
~insulating! semiconductor crystals that makes it possible to use thermally stimulated currents with
dosed illumination of the samples to simultaneously determine the depth of the impurity
levels in the band gap of the crystal (DE) and to establish from which of the allowed band’s
edge should the depth of the levels be measured. The widely used ordinary method of
thermally stimulated currents does not allow this to be done. ©1998 American Institute of
Physics.@S1063-7826~98!00606-1#
le
he
v

-
rg
re
tu
er
ic

s

ro
im
ns
a
o

th
d
o
th

a
e
o

cr
e
al

e

re

er,
rs

ges
the
e
e
riers
ws
the
la-
-
the
the
lue

ies
-

al,
to
the

ode
of

ity
s

ari-
he
ne

o-
m-
an
tion
ax-
n-
of
The method of thermally stimulated currents~TSC! is
based on filling traps in a crystal with electrons and ho
under the action of irradiation at low temperatures and t
emptying them by heating. After recharging the impurity le
els with carriers of different signs~electrons and holes!, it is
possible to determine the depthsDE of these recharged lev
els in the band gap of the crystal from the activation ene
of the carriers captured at the impurity levels into the cor
sponding allowed bands of the crystal from the tempera
dependence of the TSC as the sample is heated. Howev
is impossible in this case to establish from the edge of wh
of the allowed bands this depthDE of the levels should be
measured.1 When the impurity levels are filled with carrier
of only one known sign of the conductivity~electrons or
holes! during irradiation, there is no difficulty in identifying
the parameters of the charge-exchange impurity levels f
the TSC curves. Therefore, to identify the parameters of
purity levels in a crystal, it is sufficient to choose conditio
that provide the directed filling of the impurity levels in
special type of structures during illumination by carriers
one~known! sign of the conductivity and by carriers of bo
signs, to measure the TSC spectra after the correspon
types of filling of the impurity levels in the crystal, and t
identify the parameters of these levels by comparing
spectra.

The method is based on measuring the TSC in met
semiconductor–metal~MSM! structures on high-resistanc
crystals after the structures are illuminated from the side
optically transparent metallic electrodes~M! with a dosed
energy of ‘‘intrinsic’’ light (hn.Eg) (hn is the energy of a
light quantum, andEg is the band gap of the crystal!.

It has been established that actual MSM structures
ated by cold deposition of metal electrodes on the surfac
a crystal~by sputtering, by chemical deposition of the met
and by other means! contain a thin film of natural oxide
~NO!, which is located on the surface of the crystal betwe
the metal and the semiconductor~20–50 Å thick!.2–4 Such
structures are actually of type M~NO!S~NO!M with nonin-
jecting electrodes when the electric fields in the contact
5991063-7826/98/32(6)/4/$15.00
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gions are on the order ofE,104 V/cm and injecting elec-
trodes when the fields in these regions are larg
E.104 V/cm.5,6 The flow of photocurrent through the laye
of the tunnel-thin insulator~the NO! in such structures is
accompanied by the accumulation of photoinduced char
of the carriers of the corresponding signs in the crystal at
boundary with these NO layers.3–10When such structures ar
illuminated with strongly absorbed intrinsic light from th
side of the electrodes, photocurrent caused by photocar
with the same sign as that of the illuminated electrode flo
through the crystal. These photocarriers accumulate in
crystal at the boundary with the layers of tunnel-thin insu
tor ~the NO! around the ‘‘dark’’ electrode opposite the illu
minated one, are captured at impurity levels, and form in
crystal at this electrode monopolar electric charge with
same sign as that of the illuminated electrode. As the va
of this charge is varied, the electric field in the crystal var
with time from a uniformly distributed field over the thick
ness of the crystal~in the absence of illumination! to a
strongly nonuniform field over the thickness of the cryst
with the strong-field region localized in the crystal close
the dark electrode. When the electric field in the crystal at
dark electrode exceeds a critical value (E.Ecr), electric
charge of the same sign as the polarity of the dark electr
begins to be injected from the dark electrode into the bulk
the crystal. From this instant, the corresponding impur
levels~traps! in the bulk of the crystal are filled with carrier
of both signs~electrons and holes!.5,6

The TSC curves in such structures, measured after v
ous exposures, will give information on the depth of t
impurity levels of charge-exchange carriers of only o
~known! sign of conductivity~after short exposures!, or by
carriers of both signs~electrons and holes, after long exp
sures!. The exposure time that provides charging of the i
purity levels in the crystal with carriers of only one sign c
be determined from the shape of the photocurrent relaxa
of the MSM structure. The shape of the photocurrent rel
ation in the MSM structure upon exposure to light of co
stant intensity is completely determined by the features
© 1998 American Institute of Physics
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the photoinduced reconstruction of the electric field in
bulk of the structure with time.

In this case, the reconstruction of the electric field in t
crystal with time, as shown in Refs. 5,6, and 8–10, ha
monotonic character and is accompanied by the growth
the electric field at the dark electrode with time and by
decrease at the illuminated electrode. However, this rec
struction of the field in the crystal has an ambiguous eff
on the value of the photocurrent that flows through the str
ture.

Such a reconstruction of the field in the crystal duri
illumination is accompanied by a change~a decrease! of the
charge collected at the electrodes from each electron–
pair created by the light at the illuminated electrode.5,10–12

This process must result in a decrease of the photocur
with time relative to its value for homogeneous distributi

FIG. 1. Photocurrent relaxation in MSM structures on pure CdTe crys
(Nt,1014cm23) after turning on the illumination ~applied voltage
V5400 V, T5300 K!. ~a! electric field distribution in the crystal at variou
instants after beginning to illuminate the structure from the side of
positive electrode (l50.82mm, I 550 mW/cm2). Time t, sec:1—0, 2—
231023, 3—531023, 4—1031023, 5—5031023. ~b! variation of photo-
currentJph with time ~in relative units, whereJph0 is the initial photocurrent
for a homogeneous electric field in the crystal!. The solid curve shows the
experimental values, and the dashed curve shows the values calculated
measured electric field distributions in the crystals at various instants
turning on the illumination~assuming that there is no injection from the sid
of the electrodes!. The applied voltage isV05400 V, andT5300 K.
e
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of the field in the crystal~when illumination is absent!.
At the same time, this reconstruction of the field c

change the injection properties of the dark electrode w
the electric field close to this electrode in the crystal is
creased above a definite critical value, and this must cau
sharp increase of the photocurrent flowing through the str
ture. The decisive effect of one or the other of these mec
nisms on the current is determined by the character of
electric field distribution in the crystal and by its value at t
electrodes of the structure.

The studies for this paper involved determining the p
rameters of the impurity levels in electrooptic insulatin
crystals of CdTe (r5107–108 V•cm! with various
impurity-level concentrations Nt : 1—Nt,1014 cm23

~‘‘pure’’ crystals! and 2—Nt.1015 cm23 ~‘‘compensated’’
crystals!. MSM structures were created on these crystals
chemically depositing optically transparent gold electrod
on etched surfaces of plane-parallel plates 0.25 cm thick
0.25 cm2 in area. The electrooptic technique of Ref. 10 w
used to make measurements atT5300 K of the shape of the
current relaxation when the MSM structures are illumina
with intrinsic light (l50.63mm, 0.82mm! from the side of

ls

e

om
er

FIG. 2. Photocurrent relaxation in MSM structures on compensated C
crystals after turning on the illumination~applied voltageV05400 V, T
5300 K!. ~a! electric field distribution in the crystal at various instants aft
beginning to illuminate the structure from the side of the positive electr
(l50.82mm, I 510 mW/cm2). Time t,sec:1—0, 2—0.1, 3—1.0. ~b! pho-
tocurrent relaxation in MSM structures after turning on the illumination~in
relative units, whereJph0 is the initial photocurrent!. 1 shows the experimen-
tal values,2 shows the values calculated from the measured electric fi
distributions in the crystal at different instants after turning on the illumin
tion ~assuming that there is no injection from the side of the electrodes
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the electrodes and measurements of the spatial distributio
the electric fieldE(x,t) in the crystal between the electrod
of the structure at different times after beginning this illum
nation.

Based on the measured field distributionE(x,t) and as-
suming that there is no injection of carriers from the side
the electrodes, the shape of the photocurrent relaxation in
structure when the illumination was turned on was calcula
by the technique of Ref. 10, and the results of the calcu
tions were compared with the experimentally measu
shapes of the current relaxations in these structures.

The TSC spectra were studied after dosed illuminat
of the structures from the side of different electrodes
T577 K.

Figures 1 and 2 show the electric field distribution in t
volume of the crystal of the MSM structures~between the
electrodes! at various times after beginning the illuminatio
and the shape of the photocurrent relaxation in the structu
experimentally measured and calculated on the basis of
measured electric-field distribution in various types of cr
tals atT5300 K. As can be seen from Figs. 1a and 2a,
electric field at the dark electrode (x5d, where x is the
thickness of the crystal, 0,x,d, andd is the distance be
tween the electrodes of the structure! under conditions of
steady-state illumination in similar regimes is significan
higher in structures based on compensated crys
(Nt.1015 cm23!. As can be seen from Fig. 1b, the shape
the photocurrent relaxation in structures based on pure c
tals (Nt,1014 cm23) coincides with the calculated valu

FIG. 3. TSCs after illumination of an MSM structure based on CdTe fr
the side of the positive electrode~at T577 K, V0520 V, I 53 mW/cm2,
l50.63mm!: ~a! shape of the photocurrent relaxation of the structure a
turning on the illumination (V0520 V, T577 K, I 53 mW/cm2,
l50.63mm!. ~b! TSCs after illuminating an MSM structure for variou
time intervalst,sec:1—631022, 2—1231022, 3—2531022, 4—200.
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and is determined only by the photoinduced reconstruc
of the electric field in the crystal when the injection prope
ties of the contacts remain unchanged. In the case of c
pensated crystals~Fig. 2b!, the calculated and experiment
values of the photocurrent coincide only at the initial insta
subsequently the experimentally measured values of the
tocurrent significantly exceed the calculated values beca
carriers begin to be injected into the crystal from the side
the dark electrode. The minimum value of the experimenta
measured photocurrent in structures based on compens
crystals (Nt.1015 /cm23) is observed att5tm . During this
time ~0–tm), only a monopolar electric charge of the sam
sign as that of the illuminated electrode is present in
crystal.

This work involved studying the TSC spectra on t
high-resistance pure crystals (Nt,1014 cm23) described
above. During the recording of the TSC, the structure w
cooled in the dark toT577 K, and a constant voltag
U0520 V was applied to the electrodes while they were h
in the dark fort51 min. The structure was illuminated from
the side of different electrodes with constant-intensity flux
the intrinsic light (l50.63mm, I 51022 W/cm2), and the
shape of the photocurrent relaxation was recorded~Figs. 3a
and 4a!. It can be seen that, atT577 K the shape of the
photocurrent relaxation in structures based on pure crys

r

FIG. 4. TSCs after illumination of an MSM structure based on CdTe fr
the side of the negative electrode~at T577 K, V0520 V, I 53 mW/cm2,
l50.63mm!: ~a! shape of the photocurrent relaxation of the structure a
turning on the illumination (V0520 V, T577 K, I 53 mW/cm2,
l50.63mm!. ~b! TSCs after illuminating an MSM structure for variou
time intervalst,sec:1—631022, 2—1231022, 3—2531022, 4—200.
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(Nt,1014 cm23) has a form similar to Fig. 2b, with
tm510 ms. Dosed illumination of the structure by this lig
flux from the side of different electrodes is carried o
through an optical shutter, with an exposure time
te51022–102 sec. After the illumination was switched of
the sample was held in the dark fort51 min, and then the
structure was heated at a rate ofS50.3 K/sec fromT577 to
300 K while the temperature dependence of the transmi
current~the TSC! was recorded. The energy position of th
impurity levels in the crystal (DE) was estimated from
this, temperature dependence using the relations
DE523kTm ,1 whereTm is the temperature corresponding
the transmission peak, andk is Boltzmann’s constant.

Figures 3b and 4b show the temperature dependenc
the TSC; it can be seen that the form of the TSC curve
virtually identical after the sample has been illuminated fo
long time from the side of different electrodes. As the exp
sure timete is decreased, a change of the ratio of the am
tudes of these peaks is observed on the TSC curves whe
structure is illuminated from the side of different electrod
~Figs. 3b and 4b, curves1–3!. Thus, after the structure i
illuminated from the side of the negative electrode for a ti
te5231022 sec, only one peak atTm585 K is observed on
the TSC curves (DE50.17 eV; see Fig. 4b, curve1!,
whereas, after it is illuminated from the side of the positi
electrode for the same time, only one peak remains on
TSC curves atTm5205 K (DE50.41 eV; see Fig. 3b, curve
1!. The energy positions of the impurity levels correspond
to the TSC peaks atTm585 and 205 K are, respectively
Ec20.17 eV andEv10.41 eV.

Thus, to completely determine the parameters of the
purity levels in a test crystal by means of the TSC method
t
f

d

ip

of
is
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i-
the
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e

e
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it

is necessary to create on it an MSM structure, to measure
shape of the photocurrent relaxation at the chosen illum
tion intensity (T577 K!, to determinetm , to measure the
TSC after the structure is illuminated from the side of one
the electrodes for times ofte,tm and te@tm , and to deter-
mine the depth of the level in the crystal of these spectra
accordance with Ref. 1. The parameters of all the obser
levels can be determined by comparing the TSC spectra a
these exposures.
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The nature of manganese luminescence centers in zinc sulfide single crystals
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This paper discusses how the luminescence-excitation method affects the spectral content of the
emission in ZnS : Mn single crystals. It shows that the nearest neighborhood of the Mn21

ions is associated with the elementary emission bands having maxima at the wavelengths
lm5557, 578, 600, 616, and 63862 nm in zinc sulfide crystals with different manganese
concentrations. ©1998 American Institute of Physics.@S1063-7826~98!00706-6#
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Zinc sulfide doped with manganese has wide techn
use in creating light sources with radiation in the yellow
orange region. Manganese has received much attention
dopant of zinc sulfide. It received such attention because
material ZnS : Mn possesses bright and stable electrolu
nescence~EL! with a long service life when it is excited b
either ac or dc voltage. However, despite many studies,
nature of the manganese luminescence centers forme
Mn21 ions at various sites of the actual zinc sulfide crys
lattice and the mechanism of exciting them is still an op
question.

The goal of this work was to study how the lum
nescence-excitation method affects the spectral compos
of the radiation caused by the manganese ions.

The studies were carried out on single crystals
ZnS : Mn grown from the melt under argon pressure.a-MnS
salt was used as a dopant. Crystals with a dopant conce
tion of CMn in the starting mix of (1024–531022) g MnS
per 1 g ZnS were studied with various luminescen
excitation methods. Photoluminescence~PL! spectra were
studied with excitation by light at a wavelength
l5365 nm, which corresponds to impurity absorption
zinc sulfide, and with wavelengths corresponding to abso
tion at Mn21 ions in zinc sulfide.1 EL was studied with ex-
citation by ac voltage corresponding to mean electric fie
in the crystal of about;(103–105) V/cm. Cathodolumines-
cence~CL! of the crystals was excited by electrons having
energy of about;40 keV in a near-surface layer 1.5–2mm
thick.2

The luminescence spectrum depends on the manga
concentration for all forms of excitation. With small mang
nese concentrationsCMn,1023 g/g, the emission spectrum
contains bands associated with self-activated luminesce
centers of zinc sulfide, having a maximum in the blue a
green regions, and with manganese centers. Crystals w
large manganese concentrationCMn>1023 g/g usually con-
tain only the radiation of manganese ions, which is a w
band with a maximum in the region 580–590 nm. As t
manganese concentration increases, the position of the e
sion maximum shifts toward shorter wavelengths by 5–8 n
Moreover, the position of the maximum depends on
method and conditions of the luminescence excitation.3 The
observed features of the emission spectrum of Mn21 ions in
6031063-7826/98/32(6)/3/$15.00
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zinc sulfide are explained by the complex structure of
emission band. An analysis of the spectral content of
characteristics, carried out by means of the generali
method of Alentsev,4 showed that elementary bands wi
emission maxima are present at wavelengths oflm5557
62, 57862, 60062, 61662, and 63862 nm, which are
associated with different locations of the Mn21 ions in the
actual zinc sulfide crystal lattice.5,6 The most intense band
are those withl5557, 578, and 600 nm, which determin
the position of the total maximum of the emission band
manganese.

The intensity of the elementary bands depends on
luminescence-excitation conditions. This is because, w
the Mn21 ions are located at different sites of the ZnS crys
lattice, there are differences in the probabilities of the rad
tive transitions in the manganese ion itself~reducing the
symmetry of the crystal field increases the radiative tran
tion probability1! and in the excitation mechanism: resonan
from the sensitization centers7,8 or as a direct consequence
impact with hot electrons during EL or as a result of t
absorption of a light quantum from the characteristic abso
tion region of manganese in zinc sulfide during PL.

Studies of the PL showed that the emission of man
nese centers withlm5557 nm has virtually identical relative
radiance both with excitation via sensitization centers
means of a resonance excitation mechanism~the wavelength
of the exciting radiation islexc5365 nm! and directly with
absorption of light quanta from the absorption region (lexc

5390, 430, 465, or 498 nm!. The band withlm5578 nm
has the maximum radiance for excitation by light wi
lexc5365 nm. The long-wavelength elementary bands w
lm5600, 616, and 637 nm have the maximum radiance
excitation by light from the characteristic absorption regi
of manganese in zinc sulfide. These results can apparent
explained as follows: The manganese centers responsibl
the lm5578-nm line are mainly excited by a resonan
mechanism from impurity point defects playing the role
sensitization centers. This means that these Mn21 ions are
located at sites where point defects pile up—for examp
close to dislocations or the surface9 at spacings of abou
;~1–1.2! nm, which is the necessary condition for resonan
interaction of the centers.

The centers that radiate atlm5600, 616, and 637 nm ar
© 1998 American Institute of Physics
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FIG. 1. Variation of the relative intensityI of bands withlm5557 ~a!, 578 ~b!, and 600~c! for various forms of luminescence excitation: PL, EL, CL. Th
manganese concentration isCMn , g/g: 1—531024, 2—1023, 3—531023, 4—1022, 5—531022.
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most likely located in the bulk of the crystal at those si
where the concentration of sensitization centers close to
Mn21 ions is small. As a result, the radiance of these band
greater when the excitation is produced by light from t
characteristic absorption region.

The radiance of the band withlm5557 nm, which is
virtually independent of the method for exciting the PL, i
dicates that the mechanisms of resonance and nonreson
absorption of light have identical probability. In this case, t
distances between the manganese centers and the sen
are critical for resonance interaction. This is indicated by
significant decrease of the amplitude of the band as the t
perature is reduced, whereas the other elementary b
show little variation~reducing the temperature decreases
probability of the resonance excitation mechanism!.

In order to study the location of the manganese cen
over the volume of the crystal in more detail, the compo
tion of the emission spectrum was studied as the lumin
cence was excited by various means: PL, EL, and CL. T
results obtained for the three brightest elementary bands
different manganese concentration in ZnS : Mn crystals
shown in Fig. 1. It can be seen from this figure that t
radiance of the band withlm5557 nm is maximal for EL,
while it is less for PL and CL. The intensity of the band wi
lm5600 nm is maximal for PL and minimal for CL~when
these results were obtained, the PL was excited by light w
a wavelength oflexc5365 nm!.

As far as the brightest band withlm5578 nm is con-
cerned, the greatest radiance of the emission was observ
CL.

In turn, these results can be explained as follows: T
PL has a volume character when it is excited by light w
lm5365 nm, since the light penetrates to a significa
depth.10 With EL, the luminescence does not occur in t
entire volume, but only in the part of it where the elect
field is concentrated~the observed EL has a prebreakdow
character in the test crystals11!. At the same time, the CL ca
s
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be considered surface luminescence: the luminescence
volves the surface region with a depth of 1.5–2mm.

By analyzing the results shown in Fig. 1, it can be co
cluded that the manganese centers with an emission
lm5557 nm are located in the regions where the elec
field is concentrated in the volume of the crystal when
occurs. The centers that emit atlm5600 nm are mainly lo-
cated in the bulk part of the crystal, so that only part of the
fall into the region of strong electric field.

The maximum intensity of the band withlm5578 nm
and the complete absence of circular symmetry on the po
ization diagram for this band can be associated with
placement of these centers at sites where point defects a
mulate and with distortion of the crystal lattice. Such sit
can be both the surface itself and defects between block
the crystal. At the same time, the high intensity cannot
caused simply by a large number of these centers by c
parison with the others. Actually, starting from the fact th
the manganese ions are uniformly distributed over the v
ume of the crystal,12 it can be assumed that the defects und
consideration occupy only an insignificant part of the volum
of the entire crystal. Therefore, their number will be minim
by comparison with the other defects. At the same time,
location of these centers in a distorted crystal field must
crease the radiative transition probability in the Mn21 ion
itself1 by comparison with the other types of manganese
minescence centers. Moreover, the close placement of
sensitization centers strengthens the resonance excit
mechanism, which has a greater probability than the ot
excitation mechanisms accompanying PL, EL, and C
Moreover, when an electric field is applied~in EL!, disloca-
tions and surface defects can be sites of concentration o
electric field.13 The enumerated causes make it possible
understand the maximum intensity of this band by comp
son with the others for all forms and methods of lumine
cence excitation.

As far as the other types of manganese centers are
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cerned, the centers responsible for the band w
lm5600 nm are most likely the most numerous. This is s
ported by the following facts: First, this band has significa
intensity, even though it is caused by Mn21 ions in a cubic
lattice with high-symmetry crystal fields~this is indicated by
the circular symmetry of the polarization diagrams14! and
these centers consequently have a smaller radiative trans
probability than the other centers. Second, the significant
crease observed in this band by comparison with the ot
in PL when it is excited by light whose energy correspon
to the intrinsic absorption of manganese, as well as in EL
electric fields, where the excitation mechanism
predominant,8 indicates that there are more of these cent
than of the others.
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Defect-formation processes in silicon doped with manganese and germanium
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Deep-level transient spectroscopy has been used to study the effect of Ge atoms on the behavior
of Mn in Si. It is shown that Ge atoms introduced into Si during growth manifest no
electrical activity, even though their concentration is rather high: 1016– 1019 cm23. It is established
that the presence of Ge atoms in the Si lattice enhances the efficiency of the formation of
the deep levelsEc20.42 eV andEc20.54 eV, which are associated with Mn in the Si lattice: the
concentration of these deep levels in Si^Ge, Mn& samples is a factor of 3–4 greater than in
Sî Mn&. It is found that the presence of Ge atoms stabilizes the properties of the Mn levels in Si:
They anneal more slowly than in Si^Mn& by a factor of 5–6. It is assumed that the detected
effects are associated with the features of the defect structure of Si doped with Ge and Mn.
© 1998 American Institute of Physics.@S1063-7826~98!00806-0#
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It is well known1 that atoms of the transition elemen
possess mobility in Si because of a large diffusion const
The capability of these atoms to migrate in the Si latt
makes them thermally unstable. Moreover, it is known t
the presence of isovalent impurities~IVIs! in the volume of
Si increases its thermal stability and radiation strength2,3

Therefore, we have studied the influence of IVI atoms~Ge!
on the energy spectrum of deep levels~DLs! created by Mn
and on the behavior of its atoms by means of deep-le
transient spectroscopy~DLTS!.

Samples ofn- and p-type Si, doped with Ge during
growth, with a resistivity of 5–100V•cm and with orienta-
tion in the @111# direction, were used for the experimen
Samples ofn- and p-Si grown by the Czochralski metho
were used as control samples, with a concentration of o
cally active oxygen of 631017 cm23 and with resistivityr
close to ther values of the Si^Ge& samples.

To study the intra-impurity interactions of Mn and G
atoms, Si samples doped with Ge during growth were a
doped with Mn by diffusion. We have explained in detail
Refs. 4 and 5 the technology of introducing Mn into Si
diffusion. To make the capacitance measurements, d
structures were created by depositing Au in vacuum to cre
a Schottky barrier to then-type Si and by depositing Sb as a
ohmic contact. A Schottky barrier to thep-type Si was pro-
vided by Sb, and Au was used as an ohmic contact.

The DLTS spectra were measured in the dc voltage
gime in the interval 77–300 K, with the emission-rate wi
dows related byt253t1. We have described the techniqu
for measuring and processing the DLTS spectra in a num
of articles.5,6 The DLTS spectra were premeasured~before
introducing Mn atoms! in samples ofn- andp-Si doped with
Ge during growth. An analysis of the results of these m
surements showed that DLs were not detected in an ap
ciable concentration in the Si^Ge& samples. Supplementar
experiments carried out by means of neutron-activat
analysis showed that Ge atoms were present in the Si la
6061063-7826/98/32(6)/2/$15.00
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in rather high concentrations of 1016–1019 cm23. These data
show that Ge atoms in the Si lattice manifest no electri
activity.

Measurements of the DLTS spectra ofp-Sî Ge& and
n-Sî Ge& samples diffusion-doped with Mn showed that t
presence of Ge atoms in the Si lattice strongly affects
defect-formation processes. An analysis of the DLTS spe
~Fig. 1! shows that the efficiency of formation of DLs ass
ciated with Mn atoms in the Si lattice increases when
atoms are present. We showed earlier4,5 that the diffusion
introduction of Mn into Si results in the formation of
series of DLs with the following energies:Ec20.20 eV,
Ec20.42 eV, andEc20.54 eV ~Fig. 1, curve1!. It was es-
tablished that two of the latter levels are associated with
in silicon, namely, the DL withEc20.42 eV, caused by iso
lated Mn atoms in the state Mn0, and the DL with Ec

20.54 eV, associated with paramagnetic~Mn0!4 clusters.
The Ec20.20-eV level is probably associated with a he
treatment defect, since a DL with similar parameters is
served in the control samples~heat-treated in the absence
Mn!.

An analysis and comparison of the results of measu
ments of the DLTS spectra in Si^Mn& and SîGe, Mn&
samples show that the efficiency with which DLs with ene
gies ofEc20.42 eV andEc20.54 eV are formed is signifi-
cantly higher in the presence of Ge atoms: the concentra
of these levels in the Si^Ge, Mn& samples is a factor of 3–4
higher than in the Si^Mn& samples.

Note that the presence of Ge in the Si lattice has
substantial effect on the parameters of the Mn levels in
~the ionization energy of the DLs and the carrier-captu
cross section at the level!. In this case, the energy spectru
of the DLs in the SîGe, Mn& samples does not differ from
that in the SîMn& samples~Figs. 1 and 2!.

The detected increase of the DL concentration associ
with Mn in Si can probably be explained by the fact that G
© 1998 American Institute of Physics
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atoms introduced into Si in a rather high concentration
cupy all the sinks and other imperfections of the Si lattice
is well known6 that there is a difference of 1.5–2 orders
magnitude between the solubility limit of Mn in Si and th
concentration of electrically active Mn atoms. It is assum
that this difference is associated with the precipitation o
certain part of the introduced Mn atoms at some inact
sinks or with the coupling of the Mn into neutral complexe
The presence of Ge atoms occupying these sinks, howe
increases the fraction of electrically active Mn atoms in
Note that the presence of Ge atoms in the Si lattice prev
the formation of thermal defects. It follows from a compa
son of curves2 and3 in Fig. 1 that the formation efficiency
of the level with an energy ofEc20.20 eV, caused by hea
treatment, is far lower in then-Sî Ge& samples than in the
control n-Si. This fact confirms the data of Refs. 2 and 3

The DLs created by Mn in Si, as we established earli7

are unstable even at room temperature. It was therefore

FIG. 1. Typical DLTS spectra of the following samples:1—n-Sî Mn&, 2—
n-Sî Ge,Mn&.

FIG. 2. DLTS spectra in the following samples:1—p-Sî Ge&, 2—p-Si
^Mn&, 3—p-Sî Ge,Mn&.
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teresting to investigate the kinetics of low-temperature
nealing of the DLs associated with Mn atoms when Ge i
purities in various concentrations were present in the
lattice. With this purpose, we studied the effect of isotherm
annealing in the temperature interval 100–200 °C on
behavior of the Mn atoms in then-Sî Ge, Mn& samples.

Typical DLTS spectra ofn-Sî Mn& and n-Sî Ge, Mn&
samples submitted to isothermal annealing at 130 °C
shown in Fig. 3~curves1–4!. It follows from this figure that
the DLs with an energy ofEc20.42 eV, associated with iso
lated Mn0 atoms~curve1!, anneal rather rapidly, and that th
DLs are almost completely annealed in the course of 1
The Ec20.54 eV level~curve2!, associated with clusters o
four neutral Mn atoms, is characterized by greater stabil
and it anneals significantly more slowly. An analysis of t
kinetic curves in Fig. 3 shows that low-temperature anne
ing of the deep centers of Mn in the presence of Ge atom
the volume of the Si~curves3 and 4! occurs more slowly
than with the SîMn& samples~curves1 and2! by a factor of
5–6.

Thus, Ge atoms that manifest no electrical activity in
enhance the formation efficiency of deep centers associ
with Mn in Si and stabilize the properties of these center
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FIG. 3. Kinetics of low-temperature annealing (T5130 °C! of DLs in the
following samples:1, 2—n-Sî Mn&, 3, 4—n-Sî Ge,Mn&.
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This paper presents a study of the structure of the IR reflectance spectra in the sub-gap region
of lead telluride doped with indium and gallium and the Raman spectra in PbTe~In!. In
the Raman and reflectance spectra of PbTe~In!, features are observed at a frequency of
v0.120 cm21, whose amplitude sharply increases at temperaturesT below the temperature
where delayed photoconductivity appears,Tc.25 K. A similar feature at a frequency of
v0.155 cm21 is also observed in PbTe~Ga!, with the amplitude of the feature sharply increasing
for T.Tc.80 K. An analysis of the resulting data makes it possible to conclude that, in
contrast with classicalDX centers in III–V semiconductors, the microscopic structure of the
impurity centers in the two-electron (DX-like! ground state does not correspond to an
impurity atom shifted from a lattice site, whereas the impurity atom is shifted from a lattice site
for the metastable one-electron impurity state. ©1998 American Institute of Physics.
@S1063-7826~98!00906-5#
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INTRODUCTION

The problem ofDX centers in semiconductors has be
an object of intense experimental and theoretical research
more than twenty years. The main characteristic of th
impurity centers is strong electron–phonon interaction,
sulting in the appearance of barriers in configuration sp
between states of the system with different numbers of lo
ized electrons. In addition, strong polarization of the crys
lattice in the neighborhood of an impurity atom in certa
cases produces a state with negative correlation en
~negative-U centers!. Such a combination of properties lea
to the appearance of an entire series of unusual effect
particular, delayed photoconductivity at low temperatur
The microscopic structure of classicalDX centers, observed
in semiconductors of classes III–V and II–VI, has be
studied in fairly great detail, both experimentally an
theoretically.1

In semiconductors of group IV–VI, which are most
narrow-band semiconductors, impurity states have a v
specific nature. Because of the large permittivity and sm
effective mass of the charge carriers, the hydrogen-like
purity states have negligible energy, and all the obser
impurity and defect levels are strongly localized and deep
was assumed until recently that there are noDX centers in
semiconductors with a narrow band gap, in particular,
IV–VI materials. However, it turned out that the properti
of the impurity centers that appear when certain IV–VI sem
conductors are doped with group-III impurities are large
analogous to the properties ofDX centers. In particular, sta
6081063-7826/98/32(6)/5/$15.00
or
e
-
e
l-
l

gy

in
.

ry
ll
-
d
It

n

i-

bilization of the Fermi level, delayed photoconductivity, a
long-term photomemory have been detected.2

At the same time, in contrast with the classical cente
the microscopic structure of ‘‘DX-like’’ impurity centers
was unknown until recently. The results of a study of the
reflectance and Raman spectra obtained in this paper a
us to make a series of important conclusions concerning
matter.

SAMPLES AND EXPERIMENTAL PROCEDURE

Single crystals of PbTe doped with In were grown by t
Bridgman method, while single crystals of PbTe~Ga! were
grown by the Czochralski method. The quantity of impur
in the samples corresponded to the condition of stabiliza
of the Fermi level 70 meV above the bottom of the condu
tion band in PbTe~In! ~Ref. 3! and 70 meV below the bottom
of the conduction band in PbTe~Ga!.4 The surface of the
samples was subjected to chemical–mechanical polishin

In this paper we present measurements of the Ram
spectra of PbTe~In! at temperatures from 5 to 300 K and I
reflectance spectra of PbTe~In! and PbTe~Ga! in the tempera-
ture range 10–300 K.

Raman scattering was excited by unpolarized radiat
from an argon laser with a wavelength of 488 nm~mean
power about 100 mW!. A U-1000 Jobin Yvon monochro-
mator with a conventional photon-counting system and
Dilor monochromator equipped with a charge-coupled det
tor were used to measure the Raman spectra. When the
sical photon-counting system was used, averaging was
© 1998 American Institute of Physics
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ried out over approximately forty spectra for ea
temperature. The samples were placed in a closed-cycle
ostat with a temperature regulator that makes it possibl
cool the samples to 10 K.

The IR reflectance spectra were measured in the wa
number range 30–650 cm21 at temperatures of 10–300 K
using a Bruker IFS-113v spectrometer equipped with an
ford Instruments cryostat.

EXPERIMENTAL RESULTS

The Raman spectra of a single crystal of PbTe10.4 at.%
In at temperatures from 10 to 300 K are shown in Fig. 1.
general, first-order Raman modes are not active in the
lattice of lead telluride. The modes observed at 68, 126,
143 cm21 at all temperatures from 10 to 300 K are asso
ated with the effect of the thin layer of TeO2 on the surface
of the sample. These modes are well known in ot
tellurides.5,6 The powerful Raman line at 103 cm21 is caused
by plasma vibrations.

FIG. 1. Form of the Raman spectra of PbTe1 0.4 at.% In. Temperature
T, K: 1—10, 2—15, 3—20, 4—25, 5—30, 6—50, 7—65, 8—100,9—300.
The numbers with arrows on the curves denote the frequency of the c
sponding lines in cm21.
ry-
to

e-

-

c
d

-

r

The most interesting mode is that atv0.115 cm21,
which can be distinguished from the background only
temperatures below 100 K. As the temperature is redu
further, the mean intensityI loc of the line increases, with the
sharpest rise being observed at a temperatureTc.25 K ~Fig.
2!. It is important to note that the value ofTc coincides with
the critical temperature below which the delayed photoc
ductivity effect is observed in PbTe~In!.7

The IR reflectance spectra~R! of a single crystal of PbTe
1 0.4 at. % In in the far IR is shown in Fig. 3. The expe
mental data are indicated by points. The procedure of
merical optimization of the parameters, using the stand
plasmon–phonon dispersion relation for the permittivity
the form8

«~v!5«`F12
vp

2

v~v1 igp!
2

vLO
2 2vTO

2

vTO
2 2v22 igTOv

G , ~1!

~where vTO and vLO are the frequencies of the transver
and longitudinal optical phonons, respectively;vp is the
plasma frequency;gTO andgp are the phonon and plasmo
damping factors, respectively; and«` is the high-frequency
permittivity!, does not make it possible to describe the ad
tional structure in the reflectance spectra observed in the
quency region around 120 cm21 at temperatures below
200 K. To obtain satisfactory agreement with the experim
tal data we must introduce in the dispersion relation an
ditional oscillator of the form

v loc
2

v0
22v22 iGv

, ~2!

where v0 is the characteristic frequency of the oscillato
v loc is a quantity proportional to the oscillator strength, a
G is the damping factor~the solid curves in Fig. 3!. The

re-

FIG. 2. IntensityI loc of the Raman line at frequencyv05115 cm21 vs
temperature.
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610 Semiconductors 32 (6), June 1998 Ivanchik et al.
valuev05122 cm21 is virtually constant with temperature
whereasv loc ~the oscillator strength! sharply increases a
temperatures decrease below 50 K~Fig. 4!. A similar struc-
ture is observed in the far-IR reflectance spectra
Pb0.75Sn0.25Te~In! ~Refs. 9 and 10! and Pb0.9Mn0.1Te~In!
~Ref. 11! at the same frequency.

An analogous additional structure is detected in the
reflectance spectra of PbTe~Ga! ~Fig. 5!. The only difference
from the PbTe~In! case is numerical: The frequency
v05155 cm21, andv loc ~the oscillator strength! sharply in-
creases with decreasing temperature belowTc580 K—the
critical temperature for the appearance of delayed photoc
ductivity in PbTe~Ga! ~Fig. 6!.

DISCUSSION OF RESULTS

It is easy to see that the temperature dependence o
intensity of the Raman mode at a frequency ofv0 in
PbTe~In!, shown in Fig. 2, is very similar to the dependen
of the oscillator strength on temperature for the IR-act
mode at 122 cm21 ~see Fig. 4!. Moreover, an analogou
structure at frequency 155 cm21 is recorded in the IR reflec
tance spectra of gallium-doped lead telluride.

FIG. 3. IR reflectance spectra of PbTe10.4 at.% In.T, K: 1—10, 2—50,
3—100, 4—150, 5—200, 6—300. The points show experimental value
and the solid curves show the results of a procedure of numerical optim
tion of the parameters, using the dispersion relations~1! and ~2!.
f

n-

he

e

In our opinion, the nature of the additional oscillato
that appear in the IR reflectance and Raman spectra, as
as in the photoconductivity spectra12 of lead telluride doped
with group-III elements—indium and gallium—is associat
with the excitation of local phonon modes close to the i
purity atoms. Actually, most importantly, the frequencies
which oscillators are observed are close to the frequenc
the longitudinal optical phonon in PbTe,vLO5110 cm21. In
addition, the ratio

v0
2~ In!

v0
2~Ga!

5
mGa

mIn
~3!

a-

FIG. 4. Reduced oscillator strength in the formv loc
2 (T)/v loc

2 (0) @see Eq.~2!#
vs temperature for PbTe~In!.

FIG. 5. Form of the IR reflectance spectra of PbTe10.4 at.% Ga.T, K:
1—300, 2—150, 3—70, 4—50. The points show experimental values, a
the solid curves show the result of a procedure of numerical optimizatio
the parameters, using the dispersion relations~1! and ~2!.
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for the frequencies of the local modes in terms of a sim
model, which takes into account only the difference in t
massesmIn,Ga of the indium and gallium impurity atoms, i
satisfied with surprising accuracy.

What charge state of the indium and gallium impur
atoms corresponds to the observed local mode of the vi
tions? It is well known13 that group-III elements mainly re
place the metal atoms in alloys based on lead telluride. H
ever, the 21 charge state of impurity atoms neutral relati
to the lattice is metastable and decays to donor–acce
pairs according to the reaction

2A21→A1→A31,

i.e., the effective interaction energy of the electrons at
impurity center is negative~negative-U centers!.13,14 This
circumstance leads to the effect of stabilizing the Fermi le
at a position corresponding to equality of the total multiele
tron energy of theA1 and A31 states.14 Additional doping
with other donors or acceptors in such a situation affe
only the change of the impurity concentration in the univ
lent and trivalent states, but not the position of the Fe
level. Thus, the number of impurity atoms in theA1 and
A31 states corresponds in order of magnitude to the t
impurity concentration in the sample, about 1020 cm23. The
delayed photoconductivity observed in the indicated mat
als at low temperaturesT,Tc cannot substantially chang
the ratio betweenA1 and A31, since the concentration o
nonuniform charge carriers does not exceed3,4 1018 cm23. At
the same time, the experimental data indicate that the o
lator strength corresponding to the local phonon mode
creases with decreasing temperature by a factor of more
10. Thus, the observed local mode most likely correspond
impurity centers observed in the metastable stateA21, when
only one electron is localized at the impurity. Temperatu
Tc is determined by the barrier heightW in configuration
space that separates the metastable impurity state from
two-electron ground stateA1; therefore, at low temperature
when kT,W, the population ofA21 centers sharply in-
creases under conditions of IR photoexcitation.

The resulting experimental data provide a basis for c
tain conclusions concerning the microscopic structure of
impurity centers in various charge states. Most importan

FIG. 6. Oscillator strength (v loc) ~1! and frequency~2! vs temperature for
PbTe~Ga!.
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despite the sharp increase in the amplitudeI loc of the Raman
mode at a frequencyv05115 cm21 as the temperature de
creases belowTc525 K, the value ofI loc is still much lower
than the characteristic values corresponding to breakdow
the symmetry inversion over the entire volume of the crys
Consequently, the appearance of the Raman mode is in
probability caused by local breakdown of the inversion sy
metry. At the same time, at high temperaturesT.100 K, the
Raman mode at frequencyv05115 cm21 is indistinguish-
able at the background level. Virtually all the impurity ce
ters are found in the In1 and In31 states at these tempera
tures, from which it follows that local breakdowns of th
inversion symmetry are absent for the indicated charge st
of the impurity.

The following is yet another argument which shows th
the impurity atom is displaced from the centrally symmet
position for the metastable charge stateA21: Equation~1! is
valid for the local modes associated with the indium a
gallium impurity atoms. Therefore, since indium replac
lead in the crystal lattice, it could be expected that

v0
2~ In!/vLO

2 5mPb/mIn . ~4!

However, the simplest computations show that Eq.~4! is not
satisfied. The indicated contradiction is explained if it is r
called that impurity atoms in a metastable state shift from
centrally symmetric position. This in turn can result in
certain change in the force constants of the crystal lattice
the neighborhood of the impurity center and can cause
~4! to break down.

Thus, these results are evidence that theA1 and A31

impurity states, which correspond to two electrons localiz
at the impurity and to the empty center, respectively, cor
spond to a centrally symmetric position of the impurity ato
whereas, for the metastable stateA21, which corresponds to
one localized electron, the impurity atom is displaced fro
the inversion center. Consequently, the ionization of each
the electrons from the two-electron impurity ground sta
results in a displacement of the impurity atom, first to
interstitial position, and then back into a substitutional ce
ter. As a result, barriers are formed in configuration sp
between all the states of the system with different number
localized electrons.

For classicalDX centers in III–V and II–VI semicon-
ductors, on the other hand, the two-electron ground stat
the impurity corresponds to a noncentral position of t
atom, whereas, in the one-electron and completely ioni
state, the impurity atom is in a centrally symmetric positio
The metastable one-electron state is shallow and is not s
rated by a barrier from the completely ionized impurity sta

The indicated difference is of fundamental importanc
For DX-like centers in IV–VI compounds, it allows non
equilibrium charge carriers to accumulate in a metasta
impurity state at low temperatures and produces a whole
ries of strong nonequilibrium effects: giant negati
magnetoresistance,15 stimulation of the quantum efficiency,16

and other effects.2
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Infrared reflectance spectra and Raman spectra of Cu xAg12xGaS2 solid solutions

I. V. Bodnar’
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Using crystals of the compounds CuGaS2 and AgGaS2 and solid solutions based on them, the IR
reflectance spectra and the Raman spectra have been studied in polarized light. Values have
been determined for the frequencies of the longitudinal and transverse optical phonons, the
damping coefficients, the IR intensity, and«0, and«` . The concentration dependences of
the indicated parameters have been constructed, and the character of the behavior of the optical
vibrations in the solid solutions has been established. ©1998 American Institute of
Physics.@S1063-7826~98!01006-0#
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The ternary compounds CuGaS2 and AgGaS2 belong to
the family of I–III–VI semiconductors and possess intere
ing optical properties: a significant nonlinearity, strong bi
fringence, and a wide transparency range.1–3 The presence o
an isotropic point makes it possible to use these crystal
narrow-band filters in the visible and near-IR ranges.4,5

This paper presents the results of studies of the vib
tional spectra of solid solutions of CuxAg12xGaS2, formed
from the compounds CuGaS2 and AgGaS2 crystallized in the
chalcopyrite structure~space groupD2d

122I 4̄2d). The primi-
tive cell of the structure of such crystals contains two f
mula units, which results in the appearance of twenty-o
optical and three acoustic phonon branches.6 In this case, the
optical vibrations are classified as

Gopt51A1~G1!12A213B1~G3!13B2~G4!16E~G5!.

The twoA2 modes are inactive. The threeB2 and sixE
modes are IR active and appear in polarization fieldsE iC
and E 'C, respectively. The other modes are active in
Raman spectra.
6131063-7826/98/32(6)/4/$15.00
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We studied the vibrational spectra of these materials
means of IR reflectance spectra and Raman spectra. Th
dicated measurements were made on crystals grown by
method of directed crystallization of the melt~horizontal ver-
sion! by the technique described in Ref. 7. The composit
of the crystals was determined by an x-ray method, star
from the assumption that Vegard’s law was satisfied in
system, while the homogeneity was monitored by means
x-ray microprobe analysis.

The IR reflectance spectra were recorded on a Per
Elmer 180 spectrophotometer in the frequency range 15
450 cm21 at room temperature from the~112! surface of
single crystals in polarized light. The Raman spectra w
recorded on a Spex-Romolog 4 spectrometer with an ada
that made it possible to observe the Raman scattering a
angle of 180°. A Spectra Physics model 165 argon la
served as the excitation source. The polarization meas
ments were made atlexc55145 Å in (', ') and (i , i) ge-
ometries, in which theE andB2 modes must appear accord
ing to the selection rules. To enhance the accuracy of
TABLE I. Frequencies ofTO/LO phonons (cm21) for compounds CuGaS2 and AgGaS2.

Symmetry CuGaS2 AgGaS2 Symmetry

~chalcopyrite! IR reflectance Raman scattering IR reflectance Raman scattering ~sphalerite!

our our our our
Ref. 12 data Ref. 13 Ref. 14 data Ref. 12 data Ref. 12 Ref. 14 data

E (TO/LO) – – 75/76 75/76 75 65 – 34/34 36/36 33 X5

B2 (TO/LO) – – 259/284 95/95 95 – – 65/66 65/65 65 W4

B1 – – 138 116 – – – 54 125 – W2

E (TO/LO) – – 95/98 147/147 145/145 92 – 95/95 96 96 W4

E (TO/LO) 156/160 158/160 147/167 167/167 166/166 161/166 160/164 157/160 160/161 160 W3

B1 – – 203 238 – – – 190 – 190 X3

E (TO/LO) 262/276 256/276 260/278 273/283 260/277 226/232 224/230 226/232 213/224 214/224 X5

B2 (TO/LO) 262/281 260/280 339/369 286/288 262/278 222/237 215/236 212/238 213/215 212/220 W2

A1 – – 312 312 312 – – 295 293 294 W1

E (TO/LO) 332/352 330/350 335/352 332/352 332/352 325/349 324/346 324/349 – 325/348 W4

B1 – – 243 401 – – – 334 – – W2

B2 (TO/LO) 363/384 362/390 371/402 367/393 366/393 370/396 368/292 367/399 367 366/398 G15

E (TO/LO) 368/401 366/401 365/387 367/385 365/386 367/399 365/397 368/398 392 365/392 G15
© 1998 American Institute of Physics



614 Semiconductors 32 (6), June 1998 I. V. Bodnar’
FIG. 1. Concentration dependences of the optical phonon frequencies for solid solutions of CuxAg12xGaS2, determined from the IR reflectance spectra.
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polarization measurements, a Glan prism was placed dire
in front of the sample. The direction of the plane of pola
ization was varied by means of a half-wave plate. The sp
tral slit width during the measurements did not exce
2 cm21.

Four reflectance bands are present in the reflecta
spectra in theE 'C polarization for both the compounds an
the solid solutions. At the same time, five bands~with three
being possible according to the selection rules! are present in
theE iC spectra. The appearance of ‘‘superfluous’’ bands
this polarization is associated with the fact that the refl
tance spectra are recorded~as indicated above! from the
~112! plane, which makes an angle of 35.3° with the opti
axis. This has the result that theE iC polarization is only
partially accomplished~about 66%!, and therefore attenuate
bands from theE 'C polarization spectra can be present
the spectra of this polarization.8–10 The frequencies of the
optical phonons and their symmetry for the ternary co
pounds are given in Table I.

The recorded spectra were processed by the metho
sequential DA–K–K analysis, which possesses smaller
rors than the dispersion analysis~DA! method or the
Kramers–Kronig ~K–K! method separately. In the DA–
K–K method, Kramers–Kronig analysis is applied not to t
functionR(v) itself, but to a function whose values are clo
to zero beyond the limits of the experimental interval.11 Such
a function is obtained after processing the reflectance spe
by the DA method, in which«(v) is obtained from

«~v!5
«`P~v l ,n2v21 iv•gl ,n!

~v t,n
2 2v21 ivgt,n!

. ~1!
tly
-
c-
d

ce

n
-

l

-

of
-

tra

This equation was used to determine the frequencie
the longitudinal (v l ,n) and transverse (v t,n) phonons and the
damping coefficients (gl ,n ;gt,n), as well as«` .

The relations

FIG. 2. Concentration dependences of the IR intensityS2, the damping
coefficientsgt , and the permittivities«` and«0.
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FIG. 3. Raman spectra of the compounds CuGaS2 and AgGaS2 and the solid solution Cu0.5Ag0.5GaS2 in the (',') and (i ,i) polarizations.
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Sn5
«`

4p~v l ,n
2 /v t,n21!

, ~2!

«05«`1(
n

4pSn ~3!

were used to calculate the IR intensitiesSn and the permit-
tivity «0.

Figures 1 and 2 show how the values of the parame
obtained by means of DA, combined with K–K analys
depend on the composition of the solid solutions. It can
seen from Fig. 1 that, as the concentration of silver atom
the CuxAg12xGaS2 solid solutions increases, the variatio
rs
,
e
in

of the frequencies of the optical phonons for both polari
tions have a monotonic character—they smoothly shift
ward lower frequencies. ParametersSn , «0, and«` exhibit a
similar character. The concentration dependence of
damping coefficientsgt for all the reflectance bands has
nonadditive character.

The Raman spectra of the compounds CuGaS2 and
AgGaS2 and the solid solution Cu0.5Ag0.5GaS2 are shown in
Fig. 3, and the frequencies of the optical phonons and t
symmetry for the ternary compounds are listed in Table
The presence of superfluous bands in the (i ,i) geometry is
associated with the causes indicated above. The most int
bands, withv5312 cm21 for CuGaS2 andv5294 cm21 for
FIG. 4. Concentration dependences of the optical phonon frequencies for the solid solutions CuxAg12xGaS2, determined from the Raman spectra.
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AgGaS2, which correspond to vibrations withA1 symmetry,
are present in both polarizations, which is attributable to
causes described above and to the very large scattering
section of phonons of the given symmetry. Similar ban
appear in the CuxAg12xGaS2 solid solutions.

The bands for the solid solutions were identified by co
paring them with the IR reflectance spectra and the Ram
spectra of the ternary compounds CuGaS2 and AgGaS2. The
most intense band in the solid solutions~as in the compounds
CuGaS2 and AgGaS2) is the band corresponding to the v
bration of symmetryA1. This purely anionic band corre
sponds to vibrations of the sulfur atoms, with the other ato
fixed. As the composition varies, its frequency smoothly v
ies from 312 cm21 in CuGaS2 to 294 cm21 in AgGaS2,
while the intensity remains virtually constant~Fig. 4!.

A comparison of the IR reflectance spectra and the
man spectra of the solid solutions with the spectra of
II–VI binary analogs and the frequency position of the c
responding bands makes it possible to conclude that
high-frequencyE and B2 modes, corresponding to theG15

modes of the sphalerite structure, are determined by the
brations of the Ga–S bond, since their frequency posit
varies weakly with increasing concentration of the silv
atom in the solid solutions. The intensity of these bands d
not change in this case.

The low-frequency bands of theE andB2 modes, which
correspond to theX5, W4, and W2 modes of the sphalerite
structure, are the most sensitive to the substitution of si
atoms for copper atoms. Their frequencies vary smoo
with composition x from frequencies characteristic o
e
oss
s
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s
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-
e
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n
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r
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CuGaS2 to frequencies characteristic of the compou
AgGaS2, with constant intensity. It follows from what ha
been said that the indicated modes correspond to vibrat
of the Cu–~Ag!–S bond. The other modesE(Xs) and
B2(W4) are caused by vibrations of the S, Cu, and Ag atom

Thus, the studies presented here have shown that
optical vibrations in solid solutions of CuxAg12xGaS2 mani-
fest a single-mode behavior.
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Analysis of capacitance-relaxation signals consisting of several exponentials
L. S. Berman

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 17, 1997; accepted for publication November 18, 1997!
Fiz. Tekh. Poluprovodn.32, 688–689~June 1998!

A new method has been developed for separating a signal consisting of several exponentials into
its separate components. Modeling has been carried out for two exponentials with close-
lying time constants and with amplitudes of the same order of magnitude. The method possesses
high resolution. ©1998 American Institute of Physics.@S1063-7826~98!01106-5#
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Capacitance spectroscopy, in particular, the deep le
transient spectroscopy~DLTS! method of Ref. 1, is currently
widely used to determine the parameters of deep-level c
ters~DLCs! in semiconductors. This method has been dev
oped in detail for the case of exponential time dependenc
capacitance relaxationDC(t); however, this dependence ca
differ from exponential dependence for several reaso2

Thus, when several DLCs with close-lying thermal emiss
rates are present, theDC(t) dependence is described by
sum of exponentials with close-lying time constants, wh
the DLTS peaks blend into one peak. A number of meth
for processing the results of the measurements have
proposed to separate this sum into separate component

a! Measurement of the DLTS spectra at different tim
and/or temperature intervals and the approximation of th
spectra by the optimal choice of the parameters.3–6 When
these methods are used, it is possible for the parameters
determined ambiguously because of their large number.
multipoint correlation method of Ref. 7 is very sensitiv
even to small noise and measurement errors.

b! Methods based on recording and analyzing the ti
dependences of the capacitance at different temperat
C(t,T). They are more informative and reliable. The meth
of direct search8,9 and iterative methods8,10 can be used to
obtain the correct results if the starting parameters are c
to the true ones; otherwise, it is possible to determine a lo
minimum of the variance that corresponds to values of
parameters far from the true ones, or the series of iterat
can diverge. The Fourier transformation for tw
exponentials11,12 gives significant error even for a sma
noise level.

In this paper, we model aDC(t) dependence that con
sists of two exponentials with close-lying time constants a
amplitudes of the same order of magnitude for the case
two DLCs with identical ionization energies and wi
majority-carrier capture cross sections of the same orde
magnitude, with these capture cross sections having the s
temperature dependence. The ratio of the thermal emis
rates for these DLCs is independent of temperature,
therefore the choice of the measurement temperature
not make it possible to improve the resolution. Both expe
mental error and noise are taken into account in the mo
ing. The capacitance relaxation is modeled by
6171063-7826/98/32(6)/2/$15.00
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DCm~ t !5@A1m exp~2e1mt !1A2m exp~2e2mt !#~12k3!

1~A1m1A2m!@k26k112k4~RND20.5!#, ~1!

whereA1m , A2m , e1m , ande2m are, respectively, the ampli
tude and rate of the thermal emission for the first and sec
transition processes, and the subscriptsm correspond to the
parameters of the model.

The error in measuring the capacitance relaxation
modeled by factork1. The capacitance can be measured w
high accuracy, but the relative error in measuring the am
tude of the capacitance relaxationDC(0) exceeds the rela
tive error of measuring the capacitance itself by a factor
2Nd /(Nt11Nt2). Here Nd , Nt1, and Nt2 are, respectively,
the concentrations of the dopant and of the two DLCs.

For several exponentials with close-lying time constan
it is possible to choose a measurement regime~temperature,
period of the filling pulses! for which steady-state filling of
the DLCs is established in a time of the order of several ti
constants of the process. Multiple measurement and ave
ing of the results makes it possible to eliminate the cons
component of the capacitance, and therefore it is modeled
the factork2:0; the valuek2 is chosen from the same con
siderations as is the value ofk1 @the capacitance-
measurement error, multiplied by the ratio 2Nd /(Nt11Nt2)#.

Moreover, the measured capacitance of the diode is
than the barrier capacitance of thep–n transition because o
the presence of resistance in the base of the diode. W
tand,0.1, this methodological error is of the order
(tand)2, where tand is the tangent of the loss angle,13 and it
is modeled by the factor (12k3). The white noise is mod-
eled by the factor 2k4(RND20.5), whereRND is a random
set of numbers in the interval from 0 to 1. The smoothing
the errors and the noise~but not of the constant part of th
capacitance! is modeled by multiple repetition of the trans
tion process and averaging.

The DC(t) dependence is approximated by

DCa~ t !5A1a exp~2e1at !1A2a exp~2e2at !, ~2!

where the subscripta corresponds to the approximation p
rameters.

We used the recursive sequence method~RSM!,14 which
is a modification of the method of moments~MM !.15,16 Both
methods use a sequence of values of the transition pro
© 1998 American Institute of Physics
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TABLE I.

I. k15231024, k25231024, k351022, k451023

A1m A1a e1m e1a A2m A2a e2m e2a

1 2 1 2 1 2 1 2

5 4.997 5.006 2 1.994 1.995 10 9.856 9.851 1 0.997 0.9
5 5.390 5.386 2 1.974 1.974 10 9.462 9.466 1.4 1.386 1.
5 4.950 4.968 2 2.000 2.000 10 9.899 9.901 0.5 0.499 0.

II. k15231023, k25231023, k351022, k451022

A1m A1a e1m e1a A2m A2a e2m e2a

1 2 1 2 1 2 1 2

5 5.355 5.312 2 1.970 1.972 10 9.526 9.574 1 0.976 0.9
5 4.955 4.990 2 2.007 1.994 10 9.927 9.981 0.5 0.496 0.

III. k15231022, k25231022, k351022, k450.1

A1m A1a e1m e1a A2m A2a e2m e2a

1 2 1 2 1 2 1 2

5 5.456 5.218 2 2.094 2.090 10 9.734 10.134 0.5 0.462 0.

Note: 1—The recursive-sequence method; 2—the Newton–Raphson method.
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equally spaced in time, but RSM starts from a finite num
of these values; this eliminates the error of the MM cau
by cutting out the slow part of the process. In the absenc
measurement errors and noise, the RSM makes it possib
determine the parameters with an error of only the comp
itself. An automatic program has been written for the cal
lations. From 120 to 160DCm(t) values were used in th
interval 0<t<t1, wheret1 was determined from the cond
tion DCm(t1).0.4DC(0). Theresults obtained by the RSM
were refined by the Newton–Raphson method.9–11 Typical
results of the modeling are shown in Table I. An analysis
these results makes it possible to make the following con
sions:

~1! The recursive sequence method has high resolution
~2! For the given sensitivity of the measurement appara

and when the inequalityNt11Nt2!Nd is satisfied, the
resolution of the method is improved as the ratio (Nt1

1Nt2)/Nd and/or the ratioe1 /e2 increases.
~3! Refining the results by the Newton–Raphson meth

does not substantially improve the approximation.
some cases, the approximation is degraded~although not
significantly!. The minimum variance does not alway
exactly correspond to the best approximation.
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Charge-transfer theory in polycrystalline semiconductors with deep impurity centers
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This paper discusses the static and dynamic properties of charge transfer through electrically
active grain boundaries in polycrystalline semiconductors with deep impurity centers in the bulk of
the grains. The admittance of the grain boundary is computed as a function of frequency
and applied dc biasUb . WhenUbÞ0, the admittance is mainly controlled by charge-exchange
processes of the intergrain boundary states and to an insignificant extent by the charge
exchange of deep traps in the bulk of the semiconductor. The application of this theory to the
spectroscopy of intergrain boundary states is considered. ©1998 American Institute of
Physics.@S1063-7826~98!01206-X#
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INTRODUCTION

The theory of charge transfer in polycrystalline semico
ductors has been developed in a number of papers.1–14 It
follows from the results obtained in Ref. 12 that deep lev
~deep traps! in the bulk of the grains have an appreciab
effect on the static and dynamic characteristics of the c
ductivity. However, the theory of Ref. 12 is based on
thermoelectron-emission model2,3 with a rather limited re-
gion of application~see Refs. 6–8!. The generalized theory
of Ref. 13 on the conductivity of polycrystals, which com
bined earlier models1–8 based on successively taking in
account the effect of grain boundaries on charge transfer,
a significantly broader region of application. Based on
theory of Ref. 13, this paper develops a new approach to
calculation of the static and dynamic characteristics of
conductivity of polycrystalline semiconductors with de
impurity centers.

As is well known, the spectroscopy of intergrain boun
ary states~BSs!, based on measurement of the admittance
an effective way to study the electronic properties of gr
boundaries.12 The theoretical basis of this method was dev
oped in Refs. 9–12 in terms of a model of thermoelect
emission was proposed in Ref. 14. Another method of ca
lating the admittance of a polycrystal. In our opinion, it pr
vides a more effective way to solve the problem of BS sp
troscopy. The deep levels associated with backgro
impurities in the bulk of the grains were disregarded in R
14, and this substantially limits the possibility of using t
results obtained there. One of the goals of this paper i
eliminate this limitation.

1. BASIC RELATIONS

Let us consider a one-dimensional model of a polycr
talline semiconductor—a chain of identical bicrystals w
n-type conductivity of the grains and acceptor BSs. Alo
with shallow donors, let there be deep centers of both do
and acceptor type in the bulk of the grains, formingn levels
of energyEn (n51, 2, 3, . . . ,n; Ec2En,Ec2En11) in the
6191063-7826/98/32(6)/6/$15.00
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band gap. Electron capture on the BS levels results in b
bending close to the grain boundaries~which causes the for-
mation of intercrystallite barriers!. As in Ref. 12, we assume
that the grain size significantly exceeds the width of the
tercrystallite barrier; i.e., we exclude the possibility of com
plete consolidation of the grains.1,13 Figure 1 shows the en
ergy diagram of one of the bicrystals of the chain.

In what follows, we shall study the regularities of char
transfer in the model polycrystal described above when an
voltage of

U~ t !5U01Ũexp~ ivt ! ~1!

is applied to each of its grains, whereU0 is the dc bias, and
Ũ and v are the small-signal amplitude and frequen
(eŨ!kT, wheree is the absolute magnitude of the charge
the electron,T is the absolute temperature, andk is Boltz-
mann’s constant!. We assume thatvtM!1, where
tM5«0«/(emmn0) is the Maxwell relaxation time in the
quasi-neutral regions of the crystal,n0 andmn are the elec-
tron concentration and mobility in the bulk of the grains, a
«0« is the absolute permeability. This condition makes
possible to determine Poisson’s equation in the Schottky
proximation:

]E~x,t !

]x
5

r~x,t !

«0«
, ~2!

r~x,t !55 eN01 (
n51

n

eNn @12 f n~x,t !#,

2 l 2~ t !,x1d,0, 0,x, l 1~ t !,

0, x1d<2 l 2~ t !, x> l 1~ t !,

wherer(x,t) is the variable density of the volume charge
the bicrystals;N05Nd2NA , Nd is the concentration of to-
tally ionized shallow donors,NA is the total density of deep
levels of acceptor type;Nn is the density of energy levelEn ;
f n(x,t) is the nonsteady-state distribution function of ele
trons on levelEn ; l 1(t) is the variable width of the depletion
© 1998 American Institute of Physics
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620 Semiconductors 32 (6), June 1998 K. M. Doshchanov
layer to the right of the boundary,l 2(t) is that to the left of
the boundary; andd is the width of the grain boundary.

The fieldE(x,t) satisfies the following boundary cond
tions: E(x,t)5 j (t)/(emnn0) whenx> l 1(t), x1d<2 l 2(t),

E
2 l 2~ t !2d

l 1~ t !
E~x,t !dx5Ub~ t !, ~3!

E~0,t !2E~2d,t !52
ens~ t !

«0«
, ~4!

where j (t)5 j dc1 j̃ exp(ivt) is the ac current density
( j dc and j̃ will be defined below!; Ub(t)
5U(t)2 j (t)d/(emnn0) is the voltage falloff at the inter-
crystallite barrier;d is grain size,d@ l 1(t)1 l 2(t); andns(t)
is the variable density of the electrons localized at the gr
boundary.

The distribution functionf n(x,t) and the conduction-
electron concentrationn(x,t) in the depletion layers are de
termined from

] f v~x,t !

]t
5v0SvH n~x,t !@12 f v~x,t !#

2gv NcexpS 2
Ec2Ev

kT D f v~x,t !J , ~5!

]n~x,t !

]x
1

eE~x,t !

kT
n~x,t !5

j ~ t !

mnkT
, ~6!

where v0 is the mean thermal velocity of the conductio
electrons,Sv is the electron-capture cross section at theEv
level, gv is the degeneracy factor of levelEn , andNc is the
effective density of states in the conduction band.

Solutions of Eqs.~1!, ~5!, and~6! are sought in the form

E~x,t !5E~x!1 Ẽ~x!exp~ ivt !,

f n~x,t !5 f n~x!1 f̃ n~x!exp~ ivt !,

n~x,t !5n~x!1ñ~x!exp~ ivt !.

FIG. 1. Energy level diagram of a bicrystal.E1 is a deep energy level o
donor type,Vn is the height of the scattering barrier of the grain boundary13

andV1 is the height of the intercrystal barrier when dc biasUb is applied to
it.
in

We introduce the notation n(0, t)1n(2d, t)52Nc

@F01F̃exp(ivt)#. The nonsteady-state distribution functio
of electrons at the BS levels is determined by14

f s~E,t !5 f ~E2Fs!

1
F̃ f ~E2Fs!@12 f ~E2Fs!#exp~ ivt !

F0@11 ivt f ~E2Fs!#
,

where f (E2Fs) is the Fermi–Dirac distribution function
Fs5Ec(0)1kTlnF0 is the position of the Fermi quasileve
at the grain boundary,t5@2v0SnNcF0#21, and Sn is the
capture cross section of an electron on a BS level. Forns(t)
we have

ns~ t !5E
Ev~0!

Ec~0!

N~E! f s~E,t !dE5ns1ñsexp~ ivt !, ~7!

whereN(E) is the BS density.
The relations given above make it possible to calcul

the admittance of the polycrystal. However, it is first nec
sary to determine the static characteristics of the conduc
ity.

2. STATIC CONDUCTIVITY

When a constant voltageU0 is applied to each grain o
the polycrystal, the value of the band bending close to
grain boundaries is determined by

V~x!55 eE
2 l 202d

x

E~x8!dx8, 2 l 20,x1d,0,

2eE
x

l 10
E~x8!dx8, 0,x, l 10,

where l 10 is the steady-state width of the depletion layer
the right of the boundary, andl 20 is that to the left of the
boundary. It follows from Eq.~3! thatV22V15eUb , where
V15V(0) is the height of the intercrystal barrier to the rig
of the boundary,V25V(2d) is that to the left of the bound
ary; Ub5U02 j dcd/(emnn0), and j dc is the density of the
direct current.

When] f v(x,t)/]t50, we find the following expression
from Eq. ~5!:

f v~x!5
n~x!

n~x!1gv Ncexp@2~Ec2Ev!/kT#
. ~8!

The steady-state electron concentrationn(x) is approximated
within a sufficient approximation by

n~x!

n0
5H ~12b2!exp@2z~x!#1b2 , 2 l 20,x1d,0,

~11b1!exp@2z~x!#2b1 , 0,x, l 10,
~9!

whereb1,25 j dc /(evd 1,2n0); vd152mnE(0) is the effective
carrier diffusion rate to the right of the grain boundar
vd25mnE(2d) is that to the left of the boundary,13 and
z(x)5V(x)/kT.

Using Eqs.~8! and ~9!, the solution of Eq.~2! leads to
the expressions
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E~0!5
j dc

emnn0
2

kT

eLD
@2z112C1~z1!#1/2, ~10!

E~2d!5
j dc

emnn0
1

kT

eLD
@2z212C2~z2!#1/2, ~11!

C1,2~z!5 (
v51

n
av Nv

~av7b1,2!N0
lnF16b1,21~av7b1,2!e

z

11av
G ,
~12!

where LD5A«0«kT/e2N0 is the Debye screening length
z1,25V1,2/kT, av5gvexp(2jv), jv5(F02Ev)/kT, and
F05Ec2kTln(Nc /n0). Using the boundary condition give
by Eq. ~4!, we obtain

Az11C1~z1!1Az21C2~z2!52Azb, ~13!

wherezb5Vb /kT, andVb5e2ns
2/(8«0«N0).

In the particular case in which the condition
b1!av!1 andavexp(z1)@1 are satisfied, we have from Eq
~13! that

V15
Vb

11p0
F12~11p0!

eUb

4Vb
G2

1
pkT

11p0
, ~14!

p05 (
v51

n
Nv

N0
, p5 (

v51

n
Nvjv

N0
.

We should point out that Eq.~14! in other notation was ob
tained in Ref. 12 as a result of rather complex calculatio
and was regarded as the main formula for the height of
intercrystallite barriers.

For the current density, we have13

j dc5
ev0n0u0

11g
e2z1F12expS 2

eUb

kT D G , ~15!

where u05D̄n1Sn(Ns2ns)/2, D̄n is the overall transpar
ency of the grain boundary for electrons,Ns is the total BS
density, andg5v0(1/vd111/vd2)u0.

The steady-state electron density on the BS levels is

ns5E
Ev~0!

Ec~0!

N~E! f ~E2Fs!dE. ~16!

The value ofF0 in the expression for quasilevelFs is deter-
mined from Eqs.~9! and ~15!. Its value is

F05
j dc~11g!

2ev0u0Nc
FcothS eUb

2kTD2
bg

11gG , ~17!

whereb5(vd22vd1)/(vd21vd1).
We introduce the function

Lm~z!5LDE
0

z

@2z812Cm~z8!#21/2dz8, ~18!

where m50, 1, 2; functionsC1(z) and C2(z) are deter-
mined by Eq.~12!,

C0~z!5 (
v51

n
Nv

N0
lnS 11avez

11av
D .

Then l m05Lm(zm), wherem50, 1, 2; l 0 is the width of the
depletion layer for zero bias,z05V0 /kT, andV0 is the equi-
s
e

librium height of the intercrystal barrier. The quantitiesl 0,
l 10, and l 20 will be needed below in calculating the admi
tance of a polycrystal.

Equations~13!, ~15!, and ~16! form a system of self-
consistent equations from whichns , V1, and j dc are deter-
mined as functions ofUb . Figures 2 and 3 show the resul
of a numerical calculation of these values in polycrystalli
silicon with an oxygen impurity which forms in the band ga
two deep levels:Ec2E150.31 eV ~a donor! and Ec2E2

50.38 eV ~an acceptor!.15 The BS density was assumed
have a Gaussian distribution:

N~E!5
Ns

A2pDE
expF2

1

2 S E2Fs

DE D 2G . ~19!

The following values were used for the paramete
«511.8, Eg51.12 eV, v05107 cm/sec, mn5521 cm2/
(V•s), Nd5631015 cm22, Ns51012 cm22, DE50.15 eV,
Fs2Ev50.66 eV, Sn510215 cm2, N15N251015 cm23,
D̄n50.1, T5300 K, andNc52.831019 cm23. The electron
concentration in the quasi-neutral regions isn0'N0

5Nd2N2 .
It can be seen from Fig. 2 that, as the voltage fall

increases, the electron density at the grain boundary
creases at the intercrystal barrier. This additional capture
electrons at the BS levels weakens the dependence of ba

FIG. 2. Height of the intercrystal barrier and the rations /Ns vs Ub . ns is
the electron density at the grain boundary andNs is the total BS density.

FIG. 3. The I–V characteristic of the grain boundary.
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heightV1 on Ub . To completely remove the intercrystal ba
rier, it is necessary to apply a rather significant voltage to

The volt–ampere characteristic~Fig. 3! has three sec
tions: linear, sublinear, and superlinear. The sublinear s
tion corresponds to the compensation regime,5,13 in which
the decrease of the intercrystal barrier by the longitudi
electric field is partly compensated for by additional trapp
of electrons on the BS levels. As the BSs fill up, the incre
of the electron density at the grain boundary slows down
that the sublinear dependence transforms to superlinear

3. ADMITTANCE OF A POLYCRYSTAL

We now consider the solution of the system of Eqs.~2!,
~5!, and ~6! for the ac voltage given by Eq.~1!. In order to
avoid unwieldy expressions, we shall restrict the discuss
to the case ofg!1. It can then be assumed that the qua
Fermi level F(x) is constant whenz(x),z1, whereas it
tracks the bottom of the conduction band whenz1,z(x)
,z2 ~Fig. 1!. In this approximation, we have from Eq.~6!
that

ñ~x!52
Ṽ~x!

kT
n0exp@2z~x!#, ~20!

whereṼ(x) is determined by

Ṽ~x!55 eE
2 l 202d

x

Ẽ~x8!dx8, 2 l 20,x1d,0,

2eE
x

l 10
Ẽ~x8!dx8, 0,x, l 10.

Using Eq.~20!, we find from Eqs.~2! and ~5! that

dẼ~x!

dx
5H e

«0« (
v51

n
Nvd @z~x!2jv#

11 ivtv

Ṽ~xv!

kT
, z~x!,z1 ,

0, z1,z~x!,z2,

~21!
where tv5exp(jv)/@(11gv)v0n0Sv# is the relaxation time of
the part of the volume charge associated with the electr
on level Ev , andxv satisfies the equationz(xv)5jv . Note
that tv is independent of dc biasUb . In deriving Eq.~21!,
we used the approximationf v(x)@12 f v(x)#5d@z(x)2jv#.
We have from the boundary conditions given by Eqs.~3! and
~4! that

Ũ22Ũ15eŨb , Ẽ12 Ẽ12 Ẽ252
eñs

«0«
, ~22!

where Ũ15Ũ(0), Ũ25Ũ(2d), Ũb5Ũ2 j̃ d/(emnn0),
Ẽ15 Ẽ(0), andẼ25 Ẽ(2d); ñs is the complex amplitude o
the vibrations of the electron density on the BS levels@See
Eq. ~7!#.

Solving Eq.~21! with the boundary conditions given b
Eq. ~22!, we find

Ẽm5
Ũb

L
1~21!m

eñsLm

«0«L
, ~23!
t.

c-

l

e
o

n
i-

ns

Ṽm5~21!m
eŨbLm

L
1kTA

ñs

ns
. ~24!

Here m51, 2; L5L11L2; A5e2nsL1L2 /(«0«kTL). For
complex values ofL1 andL2 with the dimension of length,
we have

Lm5 l m02
1

11¸ (
v51

n
r vl vu~z12jv!

Rv~11 ivtv!
, ~25!

¸5 (
v51

n
r vu~z12jv!

Rv~11 ivtv!
, ~26!

where l v5L0(jv), Rv5LDA2jv12C0(jv)N0 /Nv , u(j) is
the step function, and the value ofr v satisfies the recursion
relation

r v5 l v1 (
m51

v21
r m~ l v2 l m!

Rm~11 ivtm!
.

Using Eqs. ~20! and ~24!, it is easy to calculate
F̃5@ ñ(0)1ñ(2d)#/2Nc and then to determineñs from Eq.
~7!. As a result, we have

ñs

ns
5

aL1

~11aA!L

eŨb

kT
tanhS eUb

2kTD , ~27!

a5
1

ns
E

Ev~0!

Ec~0! N~E! f ~E2Fs!@12 f ~E2Fs!#dE

11 ivt f ~E2Fs!
. ~28!

The complex amplitude of the vibrations of the curre
density is determined by14

j̃ 5ev0u0@ ñ~0!2ñ~2d!#1
iv«0«

2
~ Ẽ11 Ẽ2!. ~29!

It can be seen that the resulting relations can be use
determine the admittanceYb5 j̃ /Ũb of the grain boundary.
The calculations lead to the expressions

Yb5G11
iv«0«

L
2

e jdc

kT

aAL1

~11aA!L
tanhS eUb

2kTD , ~30!

G15
e jdc

kT

L1

L
cothS eUb

2kTD . ~31!

The admittance of a polycrystal, calculated per unit a
of cross section, is determined by

Y5
Ybd

~11Ybd/emnn0!D
, ~32!

whereD is the length of the polycrystal.
As illustrations of the relations obtained here, Figs. 4

show the results of a numerical calculation of the conduc
ity G(v,Ub)5ReYb and capacitanceC(v,Ub)5ImYb /v of
the grain boundary in polycrystalline silicon with two dee
levels in the bulk of the grains. The following values we
used for the electron-capture cross sections at deep le
S1510214 cm2 andS2510215 cm2. The values of the othe
parameters are given above.

Figures 4 and 5 show the dependences of the condu
ity and capacitance on frequency for variousUb values. It
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can be seen that dispersion caused by relaxation of
charge density at the grain boundary predominates w
UbÞ0. Against the background of this effect, the dispers
associated with the charge exchange of deep impurity cen
is barely noticeable.

Figure 6 shows theG(v,0) andC(v,0) dependences o
an enlarged scale. Two resonance frequencies can be cl
distinguished on the curve of theC(v,0) dependence
v15t1

21.33107 sec21 and v25t2
21.33105 sec21.

However, only one resonance frequencyv1 can be distin-
guished on the curve of theG(v,0) dependence. This stem
from the fact that, whenv,107 sec21, the static conductiv-
ity is G1(Ub50)@vIm(«0«/L).

It thus follows from these results that, whenUbÞ0, the
admittance of the grain boundary is controlled mainly
charge-exchange processes of the BSs. Effects assoc
with the charge exchange of the deep levels in the bulk of
grains are relatively small and become appreciable only
Ub50, when charge exchange of the BSs is absent. H
ever, one important circumstance should be pointed out.
last term in Eq.~30!, which determines the influence o
charge exchange of the BSs on the admittance of the g
boundary, itself depends~via the value ofA! on the charge
exchange of the deep traps in the bulk of the grains;
‘‘mixing’’ of these processes occurs.12 Therefore, in deter-

FIG. 4. ConductivityG of the grain boundary vs frequencyv for various
Ub , V: 1—0, 2—1, 3—3.

FIG. 5. CapacitanceC of the grain boundary vs frequencyv for various
Ub , V: 1—0, 2—1, 3—3.
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mining the BS spectrum from admittance measurements,
necessary to take into account both the charge exchang
the BSs and the charge exchange of the deep traps in
bulk of the grains.

4. SPECTROSCOPY OF THE BOUNDARY STATES

Let us find relations that allow us to determine the de
sity of the BSs from the measured static and dynamic ch
acteristics of the conductivity of a polycrystalline semico
ductor with deep impurity centers in the bulk of the grain
We assume in this case that the values of the parameted,
n0 and mn are known. Then, using Eq.~32!, it is easy to
calculate the conductivity and capacitance of the gr
boundary from the measured values of ReY and ImY.
Therefore, it is sufficient to find relations that determine t
explicit dependence ofN(E) on G(v,Ub), C(v,Ub), j dc ,
andUb5U02 j dcd/(emnn0).

As in Ref. 14, we use the approximationf (E2Fs)
3@12 f (E2Fs)#5kTd(E2Fs) to compute the integral in
Eq. ~28!. Then

a5
N~Fs!kT

ns

2

21 ivt
,

whereN(Fs) is the density of BSs at the Fermi quasileve
It follows from Eqs.~25! and~26! that, whenvtv!1, it

is possible to setL15 l 102D l andL25 l 202D l , whereD l is
a real quantity. If the number of deep levels intersecting
Fermi quasilevelF(x) is conserved asUb varies, thenD l is
independent of the dc bias. WhenUb50, the low-frequency
capacitance of the grain boundary isC05«0«/2(l 02D l ).
We thus find

D l 5
«0«

2 F 1

CHF~0!
2

1

C0
G , ~33!

where CHF(0)5«0«/2l 0 is the high-frequency capacitanc
of the grain boundary whenUb50.

Assuming in Eq.~30! that v50, we find

Pdc5
l 102D l

l 101 l 2022D l FcothS eUb

2kTD2
A1

11A1
tanhS eUb

2kTD G ,
~34!

FIG. 6. ConductivityG and capacitanceC of the grain boundary vs fre-
quencyv whenUb50 ~on an enlarged scale!.
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A15
e2N~Fs!

«0«

~ l 102D l !~ l 202D l !

l 101 l 2022D l
, ~35!

where Pdc5kTGdc(Ub)/e jdc ; Gdc(Ub) is the low-
frequency (vtv!1, vt!1) conductivity of the grain
boundary.

We introduce the notation

PHF5
kT

e jdc
H GHF~Ub!2

CHF
2 ~Ub!

CHF
2 ~0!

@GHF~0! f 2Gdc~0!#J ,

where GHF(Ub) is the high-frequency conductivity of th
grain boundary, andCHF(Ub)5«0«/( l 101 l 20) is the high-
frequency capacitance of the grain boundary. Wh
vtv@1 andvt @1, we find from~30! that

PHF5
l 10

l 101 l 20
cothS eUb

2kTD .

The last expression is used to expressl 10 and l 20 in terms of
experimentally determined values:

l 105
«0«

CHF~Ub!
PHF tanhS eUb

2kTD , ~36!

l 205
«0«

CHF~Ub! F12PHF tanhS eUb

2kTD G . ~37!

It can be seen that Eqs.~34! and~35! connect the density
of BSs at the Fermi quasilevel with experimentally det
mined values; i.e., they are the relations that we are seek
WheneUb@kT, we find from Eqs.~33!–~37! the relation

N~Fs!5
CHF~Ub!

e2

PHF2w2~122w!Pdc

Pdc~PHF2w!~12w2PHF!
, ~38!

where w5CHF(Ub)@CHF
21(0)2C0

21#/2. The position of the
Fermi quasilevel at the grain boundary can be expresse
terms of the steady-state current density:Fs5Ec(0)
2kTln(2ev0Ncu0 /jdc) when eUb@kT @see Eq.~17! when
g!1#. The numerical value of parameteru0 can be deter-
mined by studying the static conductivity.

It is also possible to obtain from Eq.~30! the following
relation for the cross section for capture of an electron a
BS level:

Sn5
e2u0~122w!Pdc@PHF2w2~122w!Pdc#

2kT@~122w!C~0,Ub!2CHF~Ub!#~PHF2w!
,

~39!
n

-
g.

in

a

where C(0,Ub) is the capacitance of the grain bounda
whenvt !1 andvtv!1.

The accuracy of Eqs.~38! and ~39! can be estimated
using the results of a numerical calculation ofj dc , G(v,Ub)
and C(v,Ub) given above. Such an estimate shows th
whenUb,3 V, neglecting the charge exchange of the de
traps in the bulk of the grains results in an apprecia
error in determining N(Fs) and Sn . When Ub.3 V,
this error is negligible; i.e., it is possible to se
PHF5kTGHF(Ub)/(e jdc), w50 in Eqs.~38! and ~39!.

CONCLUSIONS

In this paper I developed the most complete theory of
static and dynamic conductivity of polycrystalline semico
ductors, which takes into account not only the features
charge transfer through the grain boundaries but also the
fluence on this process of deep traps in the bulk of the gra
The application of this theory to the spectroscopy of int
grain BSs gives extremely simple relations which conn
the density of the BSs at the Fermi quasilevel and the cr
section for capture of the majority carriers at the BS lev
with the measured static and dynamic characteristics of
conductivity.
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Autosolitons in InSb in a magnetic field
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It is shown experimentally that a longitudinal magnetic field of comparatively small magnitude
substantially changes the velocity of autosolitons in indium antimonide samples and
produces an appreciable redistribution of the electric field of these autosolitons. In this case, the
frequency and amplitude of the current oscillations in the external circuit of the sample
increases or decreases, depending on the direction of the longitudinal magnetic field. ©1998
American Institute of Physics.@S1063-7826~98!01306-4#
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The theoretical studies of Kerner and Osipov1–4 have
shown that it is possible to use an additional external per
bation to excite thermal-diffusion autosolitons in a hea
electron–hole plasma~EHP!. In a dense EHP in the presenc
of an external electric field, autosolitons appear as cur
sheets directed along the applied electric field,5,6 whereas an
EHP of lower density produces autosolitons in the form
layers of strong electric field which are perpendicular to
current lines.7–9

It is shown in Refs. 10–14 that the equilibrium EH
formed in n-type GaAs as a result of impact ionization
injection stratifies in an electric field into numerous curre
filaments and electric-field domains. The results of the de
tion and experimental study of a traveling hot autosoliton
a homogeneously photogenerated EHP heated by an ele
field in n-type Ge are presented in Refs. 15 and 16.

It is shown in Refs. 17 and 18 that, in a nonequilibriu
EHP obtained in an InSb sample by Joule heating, autos
tons appear in a strong electric field in the form of curre
sheets and regions of strong electric field. This is in so
degree analogous to the experimental results obtaine
Refs. 10–12. Since the EHP is nonsymmetric in InSb~for
effective hole masses ofmp* and electron masses ofme* , the
inequalitymp* .me* is satisfied!, the strong-electric-field re
gions move in an electric field along the current sheets in
direction of motion of the hot electrons, i.e., from the ca
ode to the anode, causing current oscillations in the exte
circuit of the sample. The shape and velocity of the autos
tons are close to those obtained in Refs. 15 and 16. In
18 it is shown that two main types of oscillations can
distinguished in complex oscillations. Each of these mode
characterized by its own interval of applied voltage. It w
found that, in one of them~type I!, the frequency of the
oscillations decreases and the amplitude increases as
voltage applied to the sample increases; in the other
~type II!, the frequency of the oscillations increas
smoothly, while the amplitude of the oscillations varies
that its increase changes to a decrease.

The autosolitons in the InSb samples must be rather
sitive to a magnetic field.19 Since the autosolitons under co
sideration are localized regions of carrier-concentration g
dient and temperature gradient,17,18 the influence of the
6251063-7826/98/32(6)/4/$15.00
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magnetic field on them is most likely caused by the Ne
and Ettingshausen thermomagnetic effects.19

We studied the behavior of autosolitons in InSb samp
in a longitudinal magnetic field. A magnetic field with
strength up to 104 A/m was created in the solenoid insid
which the sample was placed. The study was carried out
series of InSb samples of various dimensions, whi
at a temperatureT577 K, had a carrier concentration o
p5(2 –4)31012 cm23 with a mobility of m.4000 cm2/
(V•s). We used an electric-measurement technique like
in Ref. 18. The influence of a longitudinal magnetic field
moving autosolitons was studied. The magnetic field in t
case was switched on only when current oscillations
peared in the external circuit of the sample.

Figure 1 shows oscilloscope tracings of the current
cillations of type-I mode~a and b! and the dependences o
the frequency~c! and the amplitude~d! of these oscillations
with varying applied magnetic field in the interval from 0
1500 A/m.

When the direction of the magnetic field coincides w
that of the electric field,H↑↑E, a decrease in the frequenc
of the current oscillations with increasing magnetic field
observed~curves1–3 correspond to different amplitudes o
the voltage pulsesU1,U2,U3 at which oscillations that
differ in the frequencies and amplitudes appear; the dep
dence of the frequency and amplitude on magnetic fi
tracks these values!.

When the directions of the magnetic and electric fie
are antiparallel~opposite to each other!, H↓↑E, the fre-
quency of the same current oscillations in the sample va
differently ~Fig. 1c, curves18–38). For the smallest value o
the initial voltageU1 ~curve18), the frequency of the oscil-
lations initially smoothly decreases with increasing magne
field, and then passes through three extrema, acquiring a
dency to increase. For a larger initial voltageU2, ~curve28),
the frequency of the oscillations increases smoothly with
creasing magnetic field and then passes through two extre
maintaining a tendency to increase. For the largest ini
voltageU3 ~curve 38), the frequency of the oscillations in
creases with magnetic field in the entire interval of its var
tion.

Figure 1d shows the variationsDI of the amplitude of
© 1998 American Institute of Physics
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FIG. 1. Current oscillations of the type-I mode in the external circuit of a sample of indium antimonide.~a! and ~b! are oscilloscope tracings of the curren
oscillations forH↑↑E and H↓↑E, respectively.U2530.3 V; H increases for the oscilloscope tracings from the bottom upward.~c! and ~d! show the
dependences of the frequencyf and amplitudeDI of the current oscillations on the magnetic field for constant electric field:U1529.5 V ~1, 18), U2530.3 V
~2, 28), U3530.8 V ~3, 38!, 1, 2, 3—H↑↑E; 18, 28, 38—H↓↑E. ~e! and ~f! show the dependences of the frequency and amplitude of the oscillations o
applied electric field for a constant magnetic fieldH, A/m: 0—0, 18—136 (H↓↑E), 2—544 (H↑↑E), 3—1088 (H↑↑E).
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the current oscillations that occur for the same dc volta
U1,U2,U3 with increasing magnetic field. The amplitud
smoothly increases whenH↑↑E ~curves 1–3!, whereas it
smoothly decreases whenH↓↑E ~curves18–38).

The variation of the frequency and the amplitude of t
current oscillations with increasing magnetic field for t
caseH↑↑E are qualitatively similar to the variation of th
same parameters with increasing electric field~Figs. 1e and
1f, curves0, 0!. Figure 1 also shows the dependences
frequencyf ~Fig. 1e, curves18, 2, 3! and amplitudeDI of
the current oscillations~Fig. 1f, curves18, 2, 3! as the volt-
ageU1 applied to a sample in a constant magnetic field
s

f

-

creases. WhenH↑↑E, the decrease of the frequency of th
current oscillations occurs at lowerU values by comparison
with the caseH50; i.e., f H(U), f (U) ~Fig. 1e, curves0, 2,
3!. WhenH↓↑E, the opposite situationf H(U). f (U) is ob-
served~Fig. 1f, curves0, 18). The curves of the electric-field
dependence of the amplitude of the current oscillations
constant magnetic field are in the reverse order; i
DI H(U).DI (U) for H↑↑E ~Fig. 1f, curves0, 2, 3! and
DI H(U),DI (U) for H↓↑E ~Fig. 1f, curves0, 18).

Figure 2 shows the results of a study of how the ma
netic field affects the frequency and the amplitude of
t

ld for
FIG. 2. Current oscillations of the type-II mode in the external circuit of a sample of indium antimonide.~a! and~b! are oscilloscope tracings of the curren
oscillations forH↑↑E and H↓↑E, respectively;U2525.1 V; H increases for the oscilloscope tracings from the bottom upward.~c! and ~d! show the
dependences of the frequencyf and the amplitudeDI of the current oscillations on the magnetic field for a constant electric field:U1522.7 V ~1, 18),
U2525.1 V ~2, 28). 1, 2—H↑↑E. 18, 28—H↓↑E. ~e! and~f! show the dependences of the frequency and amplitude of the oscillations on the electric fie
H50.
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current oscillations of type-II mode.17,18The behavior of this
mode with varying electric field is shown in Figs. 2e and
In this case, this mode undergoes not only bifurcat
through period doubling, but also period tripling with in
creasing electric field applied to the sample. The hatch
shows the voltage regions where period doubling and trip
exist and also where their onset occurs. The lines that bo
these regions show the amplitudes of the current oscillat
of these periods. The oscilloscope tracings in Figs. 2a an
illustrate the dynamics of the frequency variation and
amplitude of the current oscillations with increasing ma
netic field in the interval ofH values from 0 to 4800 A/m for
H↑↑E ~Fig. 2a! and forH↓↑E ~Fig. 2b!. The corresponding
graphs show that the frequency on the average decre
with increasing magnetic field whenH↑↑E ~Fig. 2c, curves1
and2 are for two values of the initial voltageU1,U2 on the
sample!. In this case, current oscillations are observed forU1

in the magnetic-field interval from 0 to 2150 A/m. For th
opposite direction of the magnetic field,H↓↑E, the fre-
quency of the oscillations increases, even though, at the
of the interval, where current oscillations still exist as t
magnetic field increases, there is a tendency for the
quency to decrease.

Figure 2d shows the variations of the amplitude of t
current oscillations in the sample as the magnetic field v
ies. At U1, in a magnetic fieldH↑↑E, the amplitude of the
current oscillations smoothly increases in the entire inter
of magnetic field where oscillations exist~Fig. 2d, curve1!.
At U2.U1, with an increase of the magnetic field (H↑↑E),
the amplitude of the oscillations increases appreciably~Fig.
2d, curve2!; whenH51900–2200 A/m, the given mode un
dergoes period-doubling bifurcation. As the field increa
further, a transition occurs to regular oscillations; the am
tude of these oscillations increases sublinearly, and then
ginning with H53300 A/m, the mode undergoes the ne
period-doubling bifurcation.

WhenU1 andU2 in a magnetic fieldH↓↑E, the ampli-
tude of the current oscillations of the mode under consid
ation almost linearly decreases with increasing magn
field in the existence domain of these oscillations.

The observed phenomena, i.e., the change of the
quency and amplitude of the current oscillations in the ex
nal circuit of the sample with decreasing external magn
field, can be explained by the decisive contribution of th
momagnetic effects. The autosolitons, both in the form
longitudinal current filaments and in the form of transve
current lines of layers of reduced concentration of the cha
carriers, are localized regions of increased temperature,
a sharp gradient of the order of¹T5(TAS2T)/L/2,where
TAS is the temperature in the central region of the autos
ton, T is the temperature at the periphery of the autosolit
TAS.2T,20 l ,L,(Ll )1/2/2 is the width of the autosoliton,6

L is the diffusion length of the carriers,l is the cooling
length of the carriers, and¹T52T/L52T/ l –4T/(Ll )1/2.
For InSb,T>150 K,18 L.331023 cm, l .931024 cm,21,22

and ¹T5(3.3–4)3105 deg/cm. In a longitudinal magneti
field, the presence of a transverse temperature gradient¹T of
the current filament~the autosoliton! produces a transvers
potential difference as a consequence of the Nern
.
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Ettingshausen effect. The field of the transverse Nern
Ettingshausen effect is an odd function; i.e., the sign of
transverse potential difference depends on the direction
the magnetic fieldE'(H)52E'(2H).23 Under the action
of this potential difference, an autosoliton moving in an e
ternal electric field is displaced toward a current filament
away from it. The autosoliton is in the region of the dens
and hotter EHP in the first case and in the region of
lower-density and cooler EHP in the second case. In b
cases, the relationships of the electron and hole mobili
(me , mp) and temperatures (Te , Tp) change, which change
the phase velocityvph ~of the autosoliton!.7 Numerical cal-
culations were carried out for the velocity of the autosolito
represented by the expression of Ref. 7. It turned out that
velocity of the autosoliton decreases as it moves into
hotter region of the EHP. Accordingly, the frequency of t
current oscillations in the external circuit of the sample w
increase in the first case and decrease in the second ca

In the hot, denser region of the EHP, the carrie
concentration deficit in the autosolitons decreases; i.e.,
resistance of the autosoliton decreases; consequently,
electric field at the center of the autosoliton decreases.
this has the result that the current jump in the external circ
of the sample decreases as the hot autosoliton mo
through the sample breaks down.

In the colder and less dense region of the EHP,
carrier-concentration deficit in the autosoliton increases,
consequently the resistance and accordingly the electric
at the center of the autosoliton increase. As a result,
current jump in the external circuit of the sample increa
when the autosoliton breaks down. This explains why
amplitude of the current oscillations in the external circuit
the sample decreases as the autosoliton moves into the h
and denser region of the EHP and increases as it moves
the colder and less dense region of the EHP.

We have thus experimentally shown that a longitudin
magnetic field with a comparatively small value~up to about
104 A/m! substantially changes the velocity of the autoso
tons formed in strong heating fields in InSb samples. In t
case, the frequency of the current oscillations in the exte
circuit of the sample decreases, while the amplitude of th
oscillations increases with an increasing longitudinal m
netic field that has the same direction as the electric fi
applied to the sample (H↑↑E). When the magnetic and elec
tric fields are antiparallel (H↓↑E), an increase of the fre
quency of the current oscillations is observed, while the a
plitude of these oscillations decreases as the magnetic
increases.

The authors are grateful to V. V. Osipov for his attenti
to this work and for comments and supplements made
him that improved the quality of this work.
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The effect of a strong electric field on the conductivity of a MnGaInS 4: Eu single crystal
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This paper presents the results of a study of the effect of a strong electric field on the electrical
properties of MnGaInS4: Eu single crystals. The compound was obtained by the Bridgman
method and consists of plane-parallel layered plates. The following parameters are determined on
the basis of these studies: concentration of trap levels 1013–1014 cm23 and activation energy
0.70–0.50 eV. It is established that the conductivity of MnGaInS4 : Eu increases in strong electric
fields mainly because the current-carrier concentration increases with electric field. ©1998
American Institute of Physics.@S1063-7826~98!01406-9#
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In this paper we present the results of an experime
study of the effect of a strong magnetic field on the elec
properties of single crystals of MnGaInS4 : Eu. The com-
pound is obtained by the Bridgman method and is a laye
crystal. It has been established that MnGaInS4 : Eu crystal-
lizes in the structure of a single-package modification
ZnIn2S4 with the crystal-lattice parametersa53.80, c
512.15 Å, andz51 ~the number of formula units in a un
cell!, space groupP3m1.1,2 Some spectral properties o
MnGaInS4 single crystals are given in Ref. 3.

We used In–MnGaInS4 : Eu–In samples of sandwic
type for the measurements. The I–V characteristics in
temperature interval 280–370 K are shown in Fig. 1. Ch
acteristic sectionsI;V, I;V2, andI;Vn with n.2 can be
distinguished on the experimental dependences. Such de
dences indicate that the main role in current transmissio
played by space-charge-limited currents. Moreover, it
been established that the following regularity is satisfied
the dependence of current densityj on interelectron spacing
L for the quadratic region (I;V2): j ;L23 ~Ref. 4!. The
section of rapid current increase (I;Vn, n.2) can be asso
ciated with the maximum filling of traps with a monoene
getic capture level. Therefore, a model that contains one
ture level or a system of closely spaced levels is used for
given compound. Since the voltage of the maximum filli
of the traps precedes the quadratic section, it can be
cluded that the capture levels are located above the F
level. The trap concentration5 that lies within the limits
1013–1014 cm23 can be estimated from the voltage corr
sponding to the maximum filling of the traps.

The I–V characteristics measured at different tempe
tures can be used to determine the depth of the monoe
getic levelsEt that are associated with the transition volta
V122 from the ohmic section to the quadratic (I;V2)
‘‘trap’’ section by the formula5

V122
21 ;exp@~Et2Ec!/kT#. ~1!

The activation energy determined from Fig. 2 equ
6291063-7826/98/32(6)/2/$15.00
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0.80 eV. The temperature dependence of voltageV122 indi-
cates that MnGaInS4 : Eu crystals are strongly compensat
semiconductors.5

Conductivitys was measured in the temperature interv
T5293–400 K in strong electric fields up toF54
3104 V/cm. It was found that Ohm’s law in the test sampl
is satisfied at fields up to about 53103 V/cm. Beginning
with F.73103 V/cm, an increase ofs with increasing elec-
tric field is observed.

FIG. 1. The I–V characteristics of In–MnGaInS4 : Eu–In structures at tem-
peratureT, K: 1—284,2—300,3—314,4—329,5—350,6—369.
© 1998 American Institute of Physics
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It is well known that most semiconductors obey Fre
kel’s law,6,7

s5s0expbAF, ~2!

where s05Aexp(2DE0 /2kT) is the conductivity in weak
fields, andb is the Frenkel coefficient.

Substituting the expression fors0 into the Frenkel for-
mula @Eq. ~2!#, we obtain

s5AexpF2
DE0

2kTGexpbAF

5AexpF2
1

kT S DE022eAeF

« D G .
If we introduce the notation

DE~F !5DE022eAeF/«, ~3!

we obtain

s5Aexp@2DE~F !/2kT#, ~4!

whereDE(F) is the dependence of the activation energy
the electric field.

The dependence of activation energyDE on the square
root of the electric field,AF, is shown in Fig. 3. It can be
seen from the figure that, in accordance with Eq.~3!, DE

FIG. 2. Temperature dependence of the inverse transition voltage 1/V122.
-

n

linearly decreases with increasingAF. The activation energy
DE050.77 eV in a weak electric field is determined by e
trapolating the straight lineDE5 f (AF) to the axis,AF→0.

The effect of the electric field on the conductivity is thu
best expressed by Frenkel’s law. An electron associated
a local level is found in a potential well with respect to th
conduction band. As pointed out above, the height of
potential well in the presence of a strong electric field
reduced by an amount determined by Eq.~3!.

Thus, the agreement of our data with the Frenkel th
rem confirms that, in strong electric fields, the increase of
conductivity of MnGaInS4 : Eu occurs mainly because th
charge-carrier concentration increases with electric field.

1E. N. Nagaev,The Physics of Magnetic Semiconductors~Nauka, Moscow,
1979!.

2C. Batistoni, L. Gastaldi, G. Mattogno, M. G. Simeone, and S. Vitico
Solid State Commun.61, No. 1, 43~1987!.

3N. N. Niftiev, A. G. Rustamov, and O. B. Tagiev, Fiz. Tekh. Poluprovod
27, 386 ~1993! @Semiconductors27, 215 ~1993!# .

4A. G. Milnes, Deep Impurities in Semiconductors, ~Wiley, New York,
1973; Moscow, 1977!.

5N. S. Grushko, L. A. Gerasimenko, and T. I. Goglidze, inThe Physics of
Semiconductors and Insulators~Shtiintsa, Kishinev, 1992!, p. 83.

6Ya. I. Frenkel’, Zh. Éksp. Teor. Fiz.8, No. 12, 1292~1938!.
7B. G. Tagiev, O. B. Tagiev, and N. N. Musaeva, Fiz. Tekh. Poluprovo
29, 1403~1995! @Semiconductors29, 728 ~1995!#.

Translated by W. J. Manthey

FIG. 3. Conduction activation energyDE of a MnGaInS4 : Eu single crystal
vs the square root of the electric field,AF.



SEMICONDUCTORS VOLUME 32, NUMBER 6 JUNE 1998
Experimental manifestations of correlated hopping in the temperature dependences of
the conductivity of doped CdTe

N. V. Agrinskaya and V. I. Kozub
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The behavior of hopping transport in the region of the crossover from Mott conduction to
conduction among Coulomb-gap states is investigated in doped CdTe crystals. Inconsistencies are
discovered in individual parameters~the localization radius and the dielectric constant!
estimated from the behavior of the conductivity on different sides of the crossover. These
inconsistencies are explained within a simplified model that takes into account the role of assisting
hops. © 1998 American Institute of Physics.@S1063-7826~98!01506-3#
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1. INTRODUCTION

Although the presence of a Coulomb gap in the spectr
of the single-particle excitations of disordered semicond
tors on the insulator side of the metal-insulator transition
generally accepted fact and has been confirmed, in partic
by tunneling measurements,1 the character of Coulomb-ga
hopping conduction is still not entirely clear. In particula
the question of whether hopping transport can be descr
completely on the basis of the single-particle density
states or whether it is completely determined by ma
particle effects~correlated hops! has been discussed un
now. The problem of correlated hops in the low-temperat
conduction of disordered semiconductors was first exami
by Pollak in Ref. 2, where it was shown that the curre
determining hops can be assisted by hops between surro
ing states because of intersite Coulomb interactions. Suc
sive correlations, under which each current-carrying hop
prepared by preliminary hops in the environment, and ma
electron hops, in which several electrons hop simultaneou
were considered. The polaron effect, which was sub
quently considered by E´ fros ~see, for example, Ref. 3!,
should also be included among the many-electron effect
takes into account the reorganization of the filling of s
rounding sites due to Coulomb interactions with t
‘‘current-carrying’’ site and relates current transport to p
laron hops, which are accompanied by simultaneous rest
turing of the ‘‘polaron coat.’’

The theory of correlated hops is now being develop
rapidly; however, since the analytical treatment of man
particle effects is associated with formidable difficulties, t
main results have been obtained within numerical simu
tions. In particular, we should mention the recent paper
Perez-Garrido,4 in which it was demonstrated that:

1! many-particle effects have a significant influence
the hopping resistivity with roles being played by bo
many-electron hops~in which several electrons hop simulta
neously! and ‘‘assistance’’~in which the current-carrying
hop is preceded by preparation of the environment!;

2! the character of the low-temperature dependence
6311063-7826/98/32(6)/5/$15.00
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the resistivity is described quite well by the E´ fros–
Shklovski� law3

r}exp~T1 /T!1/2, ~1!

but the value ofT1 is appreciably smaller than the valu
following from an analysis of the single-particle density
states. We note, however, that, as far as we know, there i
analytical proof that~1! also holds for correlated hoppin
transport only in the case of the polaron effect.

We note that the disparity between the experimenta
observed value ofT1 and the value calculated from the fo
mula

T15b1 /~g0
1/3a!

has previously been reported. This fact can serve as ind
experimental confirmation of the role of correlated hop5

Hereb152.8, g05k3/e6 is the effective density of states,a
is the localization length, andk is the dielectric constant.

In our opinion, a somewhat different view of the pro
lem of correlated hops as applied to successive correlat
can be based on an analysis of fluctuations in the hopp
transport regime. As was recently shown theoretically a
experimentally,6–8 hops between sites that are not part of t
percolation cluster produce considerable fluctuations in
current because of the fluctuations in the energies of the s
of the percolation cluster caused by them. It follows, in p
ticular, from the estimates in Ref. 8 that the fluctuations
the energies of the sites can be quite considerable. As
noted in Ref. 8, this situation can lead to an influence of
fluctuations on the mean current, suggesting that there
hops simulated by fluctuations. In this case, an electron w
for a favorable fluctuation, which lowers the correspondi
activation energy, before completing a hop. This picture
consistent with the concept of ‘‘assisting’’ hops.2 We note,
however, that only the case of weak fluctuations, which
not lead to appreciable changes in the mean current, w
considered in Refs. 7 and 8.

Thus, the question of the role of correlated hops in ho
ping conduction among Coulomb-gap states is far from
ing completely resolved. However, it is natural to expect t
© 1998 American Institute of Physics
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the role of Coulomb correlations is more significant in t
Coulomb-gap regime, where Coulomb interactions are
interactions which determine the characteristic energy sc
Therefore, in our opinion, it would be interesting to exami
the behavior of hopping transport in the vicinity of the cros
over from the Mott law

r~T!}exp~T0 /T!1/4 ~2!

to the Éfros–Shklovski� law ~1!. We have accordingly inves
tigated the behavior of the conductivity and magnetore
tance in the vicinity of this crossover for doped and comp
sated CdTe crystals. The results obtained were analy
using conclusions which follow from simple model calcul
tions of the fluctuations in the energies of lattice sites.

2. EXPERIMENT

We investigated cadmium telluride crystals dop
by shallow donors. In the two samples investigated
donor concentration was approximately the sa
(Nd5531017 cm23), but the degree of compensation b
intrinsic lattice defects was different: the electron concen
tion at 300 K was, respectively, 1.231017 and 831016 cm23

for the two samples. As can be seen from the tempera
dependence of the conductivity~Fig. 1!, the temperature

FIG. 1. Temperature dependence of the resistance on different scales1 —
(1/T)1/2, 2 — (1/T)2/5; a — sample 1, b — sample 2~see Tables I and II!.
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ranges for crossover from the Mott law to the E´ fros–
Shklovski� law for them are different: 0.320.4 K for one
sample and 0.0720.1 K for the other sample.

Several regions can be identified on the magnetore
tance curves~Fig. 2!: a region of negative magnetoresistan
~which is associated with the interference of different tunn
ing trajectories in the presence of scattering centers9! and a
region of quadratic positive magnetoresistance~which is as-
sociated with compression of the wave functions of cent
in a magnetic field!. The latter gives way to a smoothe
magnetic-field dependence of the resistance according
}H2/3 law, which is characteristic of the anomalous positi
magnetoresistance associated with compression of the w
functions of centers in a magnetic field in the presence
scatterers.10 The relative contributions of these regions to t
overall picture of the magnetoresistance varies strongly a
function of the temperature, especially in the temperat
range corresponding to the crossover. For example, the in
ference contribution is dominant in the region of variab
range-hopping conduction corresponding to the Mott la
Upon passage into the region of conduction amo
Coulomb-gap states, it decreases sharply, i.e., the regio
negative magnetoresistance vanishes. We previously

FIG. 2. Dependence of the magnetoresistance on the temperature an
magnetic field: a — sample 1,T, K: 1 — 0.6,2 — 0.4,3 — 0.3,4 — 0.15;
b — sample 2,T, K: 1 — 0.5,2 — 0.3,3 — 0.2,4 — 0.15. The dashed lines
show the quadratic positive magnetoresistance segments.
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served this phenomenon in Ref. 11 and attributed it to eit
a correlation in the impurity distribution that leads to a d
crease in the effective number of scatterers or Coulomb
relations~correlated hops!. The region of quadratic positive
magnetoresistance narrows significantly with decreas
temperature and is replaced by a region of anomalous p
tive magnetoresistance~Fig. 2b!. In addition, spin effects,
which we previously discussed in detail in Ref. 12 and
which we shall not dwell here, can manifest themselves
some samples at low temperatures.

An analysis of the temperature dependences of the c
ductivity in the regions of the Mott and E´ fros–Shklovski�
laws allows us to calculate the values ofT0 and T1 for the
two samples, which are presented in Table I. The param
T1 was previously defined, and

T05b0 /g~« f !a
3,

whereb0521 is a numerical coefficient. On the other han
knowing these parameters, we can obtain the value of
localization lengtha from the slopes of the quadratic positiv
magnetoresistance curves by using the expressions

B25
c2\2

C0e2a4S T

T0
D 3/4

, ~3!

B25
c2\2

C1e2~a8!4S T

T1
D 3/2

. ~4!

Expression~3! corresponds to the Mott law andC051/a0

50.0025; expression~4! corresponds to conduction amon
Coulomb-gap states, and the value 1/a150.0015 is cited for
C1.3

The localization lengths obtained by us are differenta
for the Mott law anda8 for the Éfros–Shklovski� law. Their
values are presented in Table I. The ratioa8/a}T1

23/8 is
approximately the same for the two samples, being equa
1.5. To eliminate this discrepancy,T1 must be increased by
factor of 3.823.5, in agreement with the result in Ref. 5. O
the other hand, it is known that as the transition is a
proached, i.e., asN→Nc , not only the localization lengtha,
but also the dielectric constantk diverge. Fairly close to the
transition, the divergence ofk is described by the
expression13

k~N!5k014pe2N~EF!@a~N!#2. ~5!

TABLE I. Principal parameters of the samples.

Sample No. n300, a cm23 T0, K T1, K Tc , K a, Å a8, Å

1 931016 23104 43 0.320.4 105 170
2 1.231017 205 3.5 0.0720.1 190 315

Note: Here n300 is the electron concentration atT5300 K obtained from
Hall measurements; the values ofT0 and T1 were obtained from the tem
perature dependences of the resistivity@see~1! and~2!#; the transition tem-
peratureTc was found experimentally;a is the localization length obtained
from the Mott law, anda8 is the localization length obtained from th
Éfros–Shklovski� law.
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Hence, knowing the localization length, we can estimatek
and compare the value obtained to the value calculated f
T1:

k85b1

e2

T1a
. ~6!

These values are listed in Table II. Considerable disp
ity is observed between these two parameters, which is st
gest for the sample closer to the transition~for this sample
the disparity ink and, consequently, inT1 is of the order of
7!. Hence it follows that the behavior observed by us can
be described by simply introducing an additional numeri
factor, which is identical for all samples, into the estimate
T1, as was theorized in Ref. 5.

3. DISCUSSION

Thus, although the picture of the temperature dep
dence of the conductivity and the magnetoresistance is
scribed qualitatively by the familiar models of the crossov
from the Mott law to conduction among Coulomb-gap stat
a more detailed analysis reveals appreciable quantitative
parities. We shall next try to explain these details using
theory of correlated hops similar to those proposed in P
lak’s work.14 Specifically, we assume that a hop which a
counts for the charge transfer~i.e., a hop between sites ap
pearing in the percolation cluster! is ‘‘prepared’’ by hops in
the immediate environment, which provide for the small
possible value of the activation energy. It is expected t
such behavior is most pertinent to conduction in t
Coulomb-gap regime, where the Coulomb energy of the
terparticle interactions is of the order of the width of th
effective hopping band. In our simplified model we restr
the analysis to the contribution of the ‘‘successive’’ corre
tions ~‘‘assistance’’! alone and disregard the many-electr
hops, in which several electrons hop simultaneously.

For the pair distribution functionf (E,l ) which describes
the ‘‘assisting’’ pairs~whereE is the difference between th
energies of the sites in a pair, andl is the distance betwee
them!, we use the expression4

f ~E,l !5S E1 e2

k l Dg0
2 , E1

e2

k l
>DC ,

f ~E,l !5
3k6

10p2e12S E1 e2

k l D
5

, E1
e2

k l
<DC . ~7!

Here DC is the Coulomb-gap width, andg0 is the single-
particle density of states outside the Coulomb gap.
l>r C (r C5e2/kDC is the distance between the sites in

TABLE II. Sample parameters analyzed.

Sample No. T1, a K T1,0, K k k8 k9

1 43 90 44 120 55
2 3.5 15.5 145 780 176

Note: HereT1 andT1,0 are the values obtained from the experimental te
perature dependences of the resistivity plotted on the scales correspo
to the Éfros–Shklovski� law ~1! and law~10!; k, k8, andk9 are the dielec-
tric constants obtained using~5! and ~6! with T1 andT1,0, respectively.
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‘‘intimate’’ pair4! it can be seen thatE!DC and f 5const.
We note that this expression disregards the interaction
tween the ‘‘dipolar’’ excitations, while allowance for thi
interaction15 leads to some suppression off at small energies
f }1/log(DC /E). However, in view of the weakness of th
corresponding dependence, we disregard it in our estima

As was noted in Ref. 7, because of the dipolar chara
of the interaction of the current-carrying sites with the pa
which provide for the energy fluctuations at a site, the m
contribution to the fluctuations is made by the nearest p
with the assigned parameters. We note that the assisting
must have an activation energyE that is equal to or less tha
the activation energyE of a ‘‘current-carrying’’ pair~since,
otherwise, the assistance effect vanishes!; therefore, in our
case the constraint corresponds toE<E. When this is taken
into account, the estimate of the minimum distanceR from a
current-carrying site to an assisting pair has the form

E
0

R

d3RE d3l E
0

E

dEf ~E,l !51. ~8!

It is seen that the main contribution to the integral overl is
made by the smallest possible valuesl .r C , which corre-
spond to intimate pairs. As can easily be seen, for such p
R.r C(DC /E)1/3, and, accordingly, the interaction potenti
of a pair with a site U.e2l /(kR2) is estimated as
U;E(DC /E)1/3. In other words, the fluctuation caused by
assisting hop can, in fact, exceed the activation energy.
note that pairs withl .r C can also provide for large fluctua
tions of the energies of sites up tol .r , at whichuUu.E.

We offer, however, the following remark. As can b
seen, the hop in an assisting pair considered here can le
significant lowering of the energy of thêassisting pair&
2^current-carrying site& system. Strictly speaking, in thi
case we cannot refer to the respective hop as a fluctua
relative to the equilibrium state of thêassisting pair&
2^current-carrying site& system, since it leads to the forma
tion of a deeper state along the energy scale. Within
‘‘polaron’’ picture,4 the corresponding pairs should be i
cluded in the ‘‘polaron coat,’’ and thus the hops in such pa
cannot be considered external with respect to the curr
carrying excitation~polaron!.

At the same time, as we have noted above, the chara
of the interactions in the many-electron system of a Coulo
glass is still not entirely clear. This refers, in particular, to t
consideration of correlations involving a large number
electrons, for example, many-electron interactions in a s
tem of dipolar excitations. In particular, it can be presum
that the establishment of equilibrium in a system of the pa
is faster than the establishment of equilibrium between a s
cific pair and a current-carrying site. We assume that
picture of ‘‘assisting’’ fluctuations is conserved when this
taken into account. Although assisting excitations can,
fact, have a more complicated character than purely dip
excitations, we also assume that each of them is localize
a considerable extent on a certain pair of sites and can
regarded as a dipolar excitation in the lowest approximat
permitting the use of the simple picture proposed above.
though we are aware of the limitations of the model that
e-
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used, we believe that investigating it will be useful, partic
larly because of the possibility of using analytical estimat

Taking into account that the ‘‘period’’ of the assistin
hops is assumed to be much shorter than the characte
time of a current-carrying hop, we can average the proba
ity W of a current-carrying hop over time, and since t
corresponding activation energy vanishes as a consequ
of the assisting hops, we find that as a result of the ave
ing,

W}expS 2
2r

a
2
E
TD , ~9!

where the ‘‘activation’’ term describes the probability of a
assisting hop, andr is the distance in the corresponding pa
of current-carrying sites. Taking into account that because
assistance, the hops occur in an energy band of width.uUu,
we have the estimater .r C(DC /E)1/3. Using the condition of
equality between the ‘‘tunneling’’ and activation contribu
tions to the exponent as a condition for connectivity of t
percolation cluster and specifying the characteristic ene
bandE of the assisting pairs in this manner, we ultimate
obtain the following estimate for the resistivity:

log r}W}~T18/T!2/5. ~10!

HereT18.T1,0(T0 /T1,0)
1/4.T1,0, whereT1,0 is the value cor-

responding to the E´ fros–Shklovski� law without allowance
for the assistance effects.

We note that the variation of the exponent is eviden
that the contribution of the assisting hops does not reduc
the renormalization ofDC ~see Ref. 5!, but leads to alteration
of the temperature dependence itself. In this respect, the
ation considered here differs from the polaron effect. At t
same time, the deviation from the law~1! is very small and
can hardly be detected to a convincing degree by a sim
analysis of the temperature dependence.

Figure 1 shows plots of the temperature dependenc
the resistance constructed on the (T18/T)2/5 scale and on the
standard (T1 /T)1/2 scale. The values ofT18 obtained from the
slopes are significantly greater than the values ofT1 ~see
Table II!, giving larger values ofT1,0. A calculation of the
dielectric constant using the expressionk95b1e2/(T1,0a)
gives values that are consistent with the values calcula
from Eq. ~5! ~Table II!.

Thus, the consideration of assisting hops within the p
posed simplified model leads to more faithful parameters
the samples and improves the agreement between the
mates made on different sides of the crossover. We note
as follows from a comparison of experimental data with t
theory, the slight weakening of the temperature depende
in comparison with~1! predicted by our model permits th
achievement of better agreement with experiment than d
a simple change inT1.

This work was supported by the Russian Foundation
Fundamental Research~Grant 97-02-18280! and INTAS
~Grant 93-1555-ext!.
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Erbium impurity atoms in silicon
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It is shown using169Er(169Tm! Mössbauer emission spectroscopy that the photoluminescent
centers in crystalline erbium-doped silicon are@Er–O# clusters and that the local symmetry of the
Er31 ions in these clusters is similar to that in Er2O3. The photoluminescent centers in
amorphous hydrogenated erbium-doped silicon are clusters, whose local structure also corresponds
to erbium oxide. ©1998 American Institute of Physics.@S1063-7826~98!01606-8#
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The discovery of photoluminescence~PL! and electrolu-
minescence at a wavelength of 1.54mm in crystalline (c-Si!
and amorphous hydrogenated silicon (a-Si:H! doped with
erbium (c-Sî Er& anda-Sî Er&)1–4 has opened up prospec
for using these materials to fabricate photo- and electrolu
nescent devices that can be integrated into silicon techno
and can operate at the wavelength corresponding to m
mum losses and minimum dispersion in fiber-optic comm
nication lines. It has been established that the PL inten
depends on the erbium concentrationN~Er! and increases, if
oxygen is also introduced as an impurity, and that the oxy
concentrationN~O! should be an order of magnitude grea
than the erbium concentration.4,5 According to Adleret al.,6

in samples ofc-Sî Er& containing 1017 cm23 oxygen, the
optically active center is a cluster consisting of erbium a
oxygen atoms@Er–O#, in which the erbium ion is surrounde
by six oxygen atoms, the local environment of erbium be
close to its environment in Er2O3. Lowering the oxygen con-
centration to 1015 cm23 leads to realization of the erbium io
environment characteristic of ErSi2. A similar result is ob-
tained following a low-temperature postimplantation ann
of silicon samples coimplanted with erbium and oxyg
(Tann54002600 K!,7 while at Tann56002900 K the clus-
ters have the Er2O3 structure; the fraction of clusters with th
erbium oxide structure increase with increasing anneal t
perature.

A theoretical treatment of the excitation of PL inc-Si
^Er& also requires consideration of the emitting@Er–O# clus-
ter, which has the form of a quantum dot with dimensions
the order of 10 Å.7 Bresleret al.3 believe that the emitting
centers ina-Si:H^Er& are also@Er–O# clusters, but they did
not present any direct evidence to support this claim.
also note thatc-Sî Er& is characterized by strong PL quenc
ing in the temperature range 772300 K, while the PL inten-
sity at room temperature is two orders of magnitude hig
in a-Si:H^Er& than in c-Sî Er&. This clearly points out a
difference in the structure of the emitting centers in the cr
talline and amorphous materials or a change in the electr
structure of silicon.8

In the present work the states of erbium impurity ato
in c-Si and a-Si:H were investigated by169Er(169Tm!
Mössbauer emission spectroscopy for the purpose of ide
6361063-7826/98/32(6)/4/$15.00
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fying the symmetry of the local environment of the erbiu
ions in these materials.

EXPERIMENT

The preliminary results were published in Ref. 9. Sing
crystal samples ofc-Sî Er& were obtained by the diffusion
doping ofc-Si with an oxygen concentrationN(O).1017 or
N(O).231019 cm23. The erbium concentration wa
531018 cm23, and the thickness of the diffusion layer wit
uniform doping was equal to about 50mm. Films ofa-Si:H
^Er& were obtained by the magnetron sputtering of a targe
metallic erbium in an atmosphere of silane and argon. T
films were sputtered onto an Al substrate, which was a
temperature of 300 °C. The oxygen concentration in all
films investigated was constant and equal to 531021 cm23,
the hydrogen concentration was between 9 and 11 at. %,
the erbium concentration in the films investigated var
from 1019 to 1021 cm23.

Mössbauer sources were produced by irradiat
samples ofc-Sî Er& and a-Si:H^Er& in a stream of therma
neutrons with a flux of the order of 531018 cm22. The
Mössbauer spectra were measured on an industrial SM-2
spectrometer at 295 K with an absorber in the form of th
lium ethylsulfate~the surface density was 5 mg/cm2 with
respect to thulium!.

RESULTS AND DISCUSSION

Typical Mössbauer spectra of different Si:Er samples
presented in Figs. 1 and 2. As is seen from the figures, t
are the result of the superposition of a quadrupole dou
~spectrum I! and a single line~spectrum II!. The ratio be-
tween the areas under spectra I and II depends on the typ
matrix ~amorphous or crystalline!, the erbium concentration
and the oxygen concentration. The parameters of the spe
are listed in Table I.

In interpreting the169Er(169Tm! Mössbauer spectra i
should be borne in mind that the168Er(n,g)169Er thermal-
neutron capture reaction followed by theb decay of169Er
~see Fig. 3! results in the appearance of the Mo¨ssbauer iso-
tope ~probe! 169Tm at erbium sites. In the169Tm Mössbauer
spectra there is practically no isomer shift, but the magnitu
of the quadrupole splitting is significantly dependent on
© 1998 American Institute of Physics
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symmetry of the local environment of the probe. Thus,169Er
(169Tm! Mössbauer emission spectroscopy provides inform
tion on the symmetry of the local environment of the erbiu
atoms. In particular, as is seen from Figs. 1 and 2, the spe
of the c-Sî Er& and a-Si:H^Er& samples correspond to tw
states of the erbium impurity atoms in the structure of
material, spectrum I corresponding to erbium centers w
lowered symmetry of the local environment and spectrum
corresponding to erbium centers in an almost regular cu
environment.

The PL spectra ofa-Si:H^Er& were measured at room
temperature. The PL was excited by an argon laser. Th
spectra display two lines: intrinsic PL ofa-Si:H ~at
l.1.35 mm! and PL caused by intercenterf 2 f transitions
in the Er31 ion ~at l.1.54 mm!. Figure 4 presents the de
pendence of the PL intensity atl51.54 mm on the erbium
concentration, from which it is seen that the PL intens
reaches its maximum value whenN(Er).531020 cm23.

FIG. 1. Mössbauer emission spectra@R(V)# for 169Er(169Tm! in a-Si:H^Er&
samples atT5295 K. HereR is the relative counting rate. Erbium conce
trationN~Er!, 1020 cm23: a — 5, b, c —1.1. Spectrum c was obtained afte
the sample was annealed at 800 °C for 2 h in a vacuum. The solid lines
show the spectral components of types I and II.
-
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Figure 4 also shows the dependence of the fractionP of
erbium centers in state I on the erbium concentration

P5S~ I !/@S~ I !1S~ II !#,

whereS(I ) andS(II ) are the areas under Mo¨ssbauer spectra
I and II, respectively. Data from our work9 were also used to
construct this dependence. Since, as is seen from Fig. 4
relative intensity of spectrum I increases as the PL inten
increases, just these erbium states are responsible for th
of thea-Si:H^Er& samples. The parameters of spectrum I a
close to the parameters of the Mo¨ssbauer emission spectru
of 169Er2O3 @IS50, QS52.4 cm/s~Ref. 9!#, allowing us to
conclude that the PL centers are clusters formed by erb
and oxygen. The fraction of such clusters should increas
the erbium concentration increases in the rangeN(Er)
,N(O), since the unit cell of erbium oxide contains 3
erbium atoms and 48 oxygen atoms, and this fraction sho
decrease as the erbium concentration increases in the r
N(Er).N(O). Just this picture is observed in the expe

FIG. 2. Mössbauer emission spectra@R(V)# for 169Er(169Tm! in samples of
c-Sî Er& at T5295 K. Oxygen concentrationN~O!, cm23: a — 1017, b, —
231019. The position of the spectra of types I and II is shown.
TABLE I. Parameters of the169Er(169Tm! Mössbauer emission spectra.

Spectrum I Spectrum II

Sample N~Er!, cm23 N~O!, cm23 IS, a cm/s QS,cm/s W, cm/s IS, cm/s W, cm/s R

c-Sî Er& 531018 1017 0.0 2.5 1.6 0.0 1.6 0.17
c-Sî Er& 531018 231019 0.0 2.5 1.6 0.0 1.6 0.17
a-Si:H^Er& 1.131020 431021 0.0 2.2 2.0 0.0 2.0 0.48
a-Si:H^Er&* 1.131020 431021 0.0 2.2 2.0 0.0 2.0 0.80
a-Si:H^Er& 631020 431021 0.0 2.2 2.0 0.0 2.0 0.12

Note: IS— isomer shift,QS — quadrupole splitting,W — linewidth, R — relative intensity of spectrum I.
*This sample was subjected to an anneal at 800 °C for 2 h in avacuum.
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ment. Spectrum II should clearly be assigned to erbium i
having only silicon atoms in their environment~by analogy
with the environment of erbium in ErSi2!.

The spectrum of type I forc-Sî Er& should clearly be
assigned to the erbium centers responsible for PL, while
spectrum of type II should be assigned to optically inact
centers. We note that the magnitude of the quadrupole s
ting in the spectrum of type I is different for crystalline an
amorphous silicon~see Table I!. This finding should be at-
tributed to the different nature of the clusters formed by
bium and oxygen atoms inc-Si and a-Si:H. In crystalline
silicon the@Er–O# cluster has a structure close to the crys
structure of Er2O3 ~see Refs. 6 and 7!, while, according to the
magnitude of the quadrupole splitting (QS52.2 cm/s!, the
structure of the cluster is somewhat different in amorph
silicon. Two points should be noted. First, in the Er2O3 crys-
tal lattice there are two sites for erbium atoms withC2 and
C3 symmetry, which are not resolved in the Mo¨ssbauer spec
tra. Since the quadrupole splitting of the spectrum has c
tributions from two electric field gradients: a crystalline co
tribution, which is created by the ions surrounding t
Mössbauer atom, and a valence contribution, which is cau

FIG. 3. Diagram showing the formation of the169Tm Mössbauer level.

FIG. 4. Dependence of the relative PL intensity atl51.54 mm ~points1,
left-hand scale! and the relative spectral component of type I~points2 and
3, right-hand scale! for a-Si:H^Er& at T5295 K on the erbium concentratio
N~Er!. Points3 were taken from Ref. 9.
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by the nonspecific distribution of the charge density of t
outer ~valence! electrons of the Mo¨ssbauer ion itself. As a
rule, these contributions have opposite signs. Since the
bium ion has a 4f 11 electronic configuration in both crysta
line and amorphous samples and since, according to elec
spin resonance investigations, the 4f states of rare-earth im
purity atoms in semiconductors scarcely hybridize w
states of atoms in the environment, the change in the t
quadrupole splitting should be attributed to the difference
the local symmetry of the erbium atoms in th
@Er–O# clusters in amorphous and crystalline silicon. This
perfectly natural in view of the different structures of th
matrices.

We annealed a sample ofa-Si:H^Er& with an erbium
concentration of 531020 cm23 at 800 °C for 2 h in a
vacuum. The anneal led to the complete removal of hyd
gen from the film and crystallization of the latter. Accordin
to the data in Ref. 4, the PL intensity at room temperat
increases sharply during this process, and, as is seen fro
comparison of spectra b and c in Fig. 1, the fraction
erbium centers in state I increases simultaneously~see also
Table I!. This clearly provides additional evidence of th
validity of our hypothesis that state I is responsible for t
PL process. We note that the anneal just described is
accompanied by any changes in the parameters of spec
I; i.e., the change in the structure of the matrix does not le
to a change in the local structure of the erbium atoms
previously formed@Er–O# clusters. This is possible provide
a fairly large cluster with dimensions of the order of th
lattice constant of erbium oxide forms, i.e., in the mod
proposed in Ref. 10. The formation of new clusters durin
high-temperature anneal apparently takes place already in
amorphous phase. There are two reasons for the increa
the fraction of Er2O3 clusters when amorphous silicon cry
tallizes: first, there is an increase in the concentration of f
oxygen, which was previously bound to hydrogen, in t
sample, and, second, as was established in Ref. 7, the
ciency of the formation of@Er–O# clusters in crystalline sili-
con increases as the anneal temperature is increased. A
lar effect can also occur in amorphous silicon. We recall t
the substrate temperature was equal to 300 °C when
amorphous films were prepared. According to the results
Ref. 7, only clusters with an ErSi2 structure form in crystal-
line silicon when the postimplantation anneal temperatur
400 °C.

Thus, it has been established as a result of this inve
gation that the optically active centers in crystalline a
amorphous silicon doped with erbium and oxygen are@Er–
O# clusters and that the local symmetry of the Er31 ions in
these clusters is similar to that in Er2O3.

This work was supported in part by INTAS and the Ru
sian Foundation for Fundamental Research~INTAS–RFBR
Grant No. 95 0531!.
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Oxygen precipitates and the formation of thermal donors in silicon
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It is established by infrared spectroscopy and Hall measurements that the oxygen precipitates
formed during preliminary high-temperature treatment suppress the generation of thermal
donors in Si grown either by the Czochralski method or by applying a magnetic field to a melt.
Possible mechanisms for the influence of precipitation on the formation of thermal donors
are proposed. ©1998 American Institute of Physics.@S1063-7826~98!01706-2#
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It is known that the formation of oxygen-containing the
mal donors in Si is influenced to a significant extent by p
liminary heat treatment of the crystals. Markevichet al.1,2

showed that even a brief preanneal in the temperature ra
5302800 °C leads to a decrease in the concentration of
nucleation centers for these defects. On the other hand,
gen precipitates, which have a significant influence on
interactions of defects and impurities in the crystal, form
Si during a high-temperature treatment~80021100 °C!.3

However, the influence of oxygen precipitates on the e
ciency of thermal donor generation has not been adequa
studied and is an important problem in the practical sens

In our study we used samples cut from wafers
dislocation-free Si with a resistivity of 20V•cm, which were
grown by the Czochralski method~Cz–Si!, as well as by
applying magnetic fields to a melt~M–Si!. The parameters
of the samples investigated are presented in Table I. To
neal the thermal donors appearing during growth, all
samples were subjected to a stabilizing heat treatmen
650 °C for 1 h. Some of the samples were subjected t
high-temperature anneal in a hydrogen atmosphere for 5 h at
925 °C ~Cz–Si! or 7 h at1000 °C~M–Si!.

The thermal donors were generated in air during a h
treatment lasting up to 50 h at 450 °C. The concentrationNO

of oxygen in interstitial positions was determined by
spectroscopy from the intensity of the absorption band
1106 cm21. The carbon content in substitutional positio
did not exceed 231016 cm23 in any of the samples. The Ha
effect and the conductivity were measured using stand
methods at room temperature.

The high-temperature anneal lowers the efficiency
thermal donor generation only in samples with a high oxyg
content ~Fig. 1!. It is significant that in samples withNO

,731017 cm23 the initial rate of formation and the max
mum attainable concentration of thermal donors followi
the high-temperature anneal described were even some
higher than the corresponding values for samples that w
cut from the same wafer, but not subjected to prelimin
high-temperature heating.

Intense oxygen precipitation took place during the hig
temperature anneal in the samples with a high oxygen c
centration; the rate of removal of the impurity from inters
tial positions increased withNO. The duration of the high-
6401063-7826/98/32(6)/2/$15.00
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temperature treatment was chosen so that the concentra
of interstitial oxygen in the samples would be compara
~see Table I, samples1–3 and4–5!. This circumstance per
mitted a detailed examination of the influence of oxyg
precipitates on the generation of thermal donors. For
ample, samples1–3 and samples4 and5 had similar values
of NO following the high-temperature anneal, but the conte
of oxygen precipitates in them differed significantly.
samples3 and 5 the dominant portion of the oxygen wa
found in precipitates (;8.331017 and ;4.831017 cm23,
respectively!. In samples1, 2, and4 no appreciable remova
of atoms of this impurity from interstitial positions was ob
served during the heating~see Table I!, and the concentration
of precipitates was close to zero. It is significant~Fig. 2! that
in samples3 and5, which contained oxygen precipitates, th
efficiency of thermal donor generation was considera
lower than in samples1, 2, and 4, which did not contain
oxygen precipitates. Since these samples had identical t
mal histories and did not differ with respect to their conte
of oxygen in interstitial positions, the following conclusio
can be drawn: oxygen precipitates effectively suppress
generation of thermal donors, lowering both the initial rate
formation and the maximum attainable concentration of th
mal donors.

It has been theorized2,4 that the formation of oxygen-
containing thermal donors involves the successive addi
of definite structural units to thermal donor nucleation ce
ters, which can be electrically inactive complexes consist
of three oxygen atoms. The nature of the mobile partic
participating in the formation of thermal donors has not y
been conclusively established. However, it is known t
they must include one oxygen atom. It was also previou
noted in Ref. 5 that the concentration of the mobile partic
does not depend on the thermal history of the crystals an
determined only by the value ofNO.

It has not been ruled out that there are several mec
nisms which account for the influence of oxygen precipita
on the generation of thermal donors. For example, it can
asserteda priori that prolonged high-temperature treatme
accompanied by the intense precipitation of oxygen elim
nates the correlated distribution of oxygen atoms and u
mately leads to a decrease in the number of thermal do
© 1998 American Institute of Physics



u

to
ta

ion
bile
ile
the
of

-

.

he
bl

hat
s cor-
gen

641Semiconductors 32 (6), June 1998 Vabishchevich et al.
nucleation centers and significant alteration of their accum
lation kinetics.2

In addition, the introduction of precipitates can lead
the appearance of internal fields of elastic stresses in crys

TABLE I. Oxygen concentrationNO in the samples investigated.

Type of
NO , 1017 cm23

Sample samplea Original Si HTA Si

1 Cz–Si 5.55 5.32
2 Cz–Si 5.37 5.20
3 Cz–Si 13.5 5.21
4 M–Si 7.28 7.15
5 M–Si 12.0 7.20

Note: Cz — Czochralski method, M — melt in a magnetic field, HTA — Si
after a high-temperature anneal.

FIG. 1. Kinetic plots of the generation of thermal donors in Cz–Si. T
numbers of the curves correspond to the numbers of the samples in Ta
Duration of the high-temperature annealt, h: 1, 3 — 0; 18, 38 — 5.
-

ls.

Such fields can alter the potential well near the nucleat
centers and raise the energy barrier to the capture of mo
particles by these centers. However, the ‘‘capture’’ of mob
particles by oxygen precipitates, which excludes part of
oxygen atoms from the reactions leading to the formation
thermal donors, is more likely.
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FIG. 2. Kinetic plots of the accumulation of thermal donors in samples t
have undergone a high-temperature anneal. The numbers of the curve
respond to the numbers of the samples in Table I. Concentration of oxy
in precipitatesNO

p , cm23: 1, 2, 4 — below 1017; 3, 5 — above 431017.
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Induced photopleochroism of p-GaAlAs/ p – n -GaAs structures
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The polarization photosensitivity appearing when linearly polarized radiation impinges obliquely
on the reception plane coated by the anodic oxide in anodic-oxide/p-Ga0.3Al0.7As/p–n-GaAs
photoconverter structures is investigated experimentally. It is established that the induced
photopleochroism of the structures increases with increasing angle of incidence according
to a quadratic law and is determined in the long-wavelength spectral region (\v,1.5 eV! by
optical processes on the air/anodic-oxide interface. The ‘‘dip’’ discovered in the spectral
dependence of the induced photopleochroism coefficient in the 1.6 to 3-eV range is associated
with bleaching, for which a drop in the induced photopleochroism (PI→0) can serve as
a criterion. It is concluded that polarization spectroscopy can be employed for the diagnostics of
bleaching in GaAlAs/GaAs photoconverter structures. ©1998 American Institute of
Physics.@S1063-7826~98!01806-7#
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1. The discovery and creation of ideal heterojunctions
the GaAlAs/GaAs system in the A. F. Ioffe Physicotechni
Institute led, in their time, to the development of an exte
sive group of semiconductor devices of a new generat
semiconductor lasers, highly efficient solar photoconvert
etc.1–7 However, photoconversion has heretofore been inv
tigated in such heterostructures only with respect to nat
radiation. In this paper we report the results of the first
perimental study of the polarization photosensitivity appe
ing under the conditions of the oblique incidence of linea
polarized radiation inp-GaAlAs/p2n-GaAs heterostruc-
tures coated by an anodic oxide.8,9

2. The photoconverter structures were produced
liquid-phase epitaxy from a limited volume of a solutio
melt of the Ga-Al-As system on single-crystal GaAs wafe
oriented in the~100! crystallographic plane at;850 °C. The
GaAs substrates were doped with tellurium to a free-elec
concentrationnn5(325)31017 cm23 at T5300 K. The
AlAs content in the wide-gap GaAlAs layers was;70%.
Epitaxial layers with a thickness of 2mm were doped by
introducing Zn and Mg as impurities into the solution-melt
create a free-hole concentrationnp.1018 cm23 at 300 K.
Immediately after epitaxy, an oxide film with a thickness
;1500 Å was formed on the wide-gap surface of the str
ture during anodic oxidation in an acidic solution.10 Such a
single-layer coating causes bleaching of the wide-gap sur
of the structure, permitting significant reduction of the loss
due to reflection and the achievement of an efficiency in
GaAlAs/GaAs photoconverters as high as 20225%.7,11

Ohmic contacts to then-GaAs substrate and the illuminate
6421063-7826/98/32(6)/4/$15.00
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p-GaAlAs surface were created as a result of the elec
chemical deposition of Ni. After the ohmic contacts we
deposited, the structures were subjected to heat treatm
at 550 °C in a hydrogen atmosphere for;2 min. The
area of thep-GaAlAs/p2n-GaAs structures studied wa
10220 mm2.

3. A typical stationary current-voltage characteristic
one of the structures studied is presented in Fig. 1~curve1!.
The linear branch of these structures at bias volta
U.0.8 V obeys the relationU5U01R0•I . The cutoff volt-
age U050.8 V. This value is faithfully reproduced in th
structures obtained and corresponds to the contact pote
difference. The residual resistanceR05(224)3103 V at
300 K. The maximum current photosensitivity of these stru
tures reaches;80 mA/W under AM1.5 illumination condi-
tions. The photoconversion efficiency of the structures inv
tigated reaches;20%.

The spectral dependence of the relative photoconver
quantum efficiencyh for a typical structure under illumina
tion by natural radiation along a normal to the plane of t
anodic oxide is presented in Fig. 1~curve 2!. The long-
wavelength exponential increase inh is characterized by a
slope S5d(lnh)/d(\v)560270 eV21 for different struc-
tures, which corresponds to direct interband transitions in
narrow-gap component, and the energetic position of
long-wavelength edge and the deviation from the exponen
course at\v.1.41 eV are in good agreement with the g
width of GaAs.5 As a rule, all the structures obtained exhib
a spectral dependence ofh with a broad-band character. Th
beginning of an appreciable short-wavelength drop inh is
© 1998 American Institute of Physics
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observed at photon energies\v.2.2 eV, which can be at
tributed to the onset of interband transitions in the wide-g
layer. The enhancement of the short-wavelength drop inh at
\v.2.8 eV is apparently attributable to an increase in
sorption in the anodic oxide layer. The value of the f
width of the spectral dependence ofh at half-maximum
d1/251.721.8 eV can be cited as a quantitative characteri
of the wide-gap character of the photoconversion. This va
was faithfully reproduced for all the structures obtained. A
tention should also be focused on the appearance of se
equidistant maxima on the spectral dependence ofh ~Fig. 1!,
which can be caused by interference of the incident radia
in the anodic oxide layer or in the Ga0.3Al0.7As wide-gap
epitaxial layer. The estimate of the refractive index from t
formula

n5lm•lm21/2d~lm2lm21!, ~1!

wherelm and lm21 are the wavelengths corresponding
neighboring maxima in the photosensitivity spectrum~Fig.
1!, and m is the number of the maximum, allows us to a
tribute the features observed to interference in the GaA
layer.

4. The measurements of the photosensitivity of
anodic-oxide/p-GaAlAs/p2n-GaAs structures with illumi-
nation along a normal to the plane of the oxide~the angle of
incidenceu50) by linearly polarized radiation allow us t
assume that the short-circuit photocurrent does not dep

FIG. 1. Stationary current-voltage characteristic~1! and spectral dependenc
of the relative photoconversion quantum efficiency~2! of an anodic-oxide/
p-Ga0.3Al0.7As/p–n-GaAs structure under illumination by natural ligh
(T5300 K!.
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on the orientation of the electric vectorE of the light wave
relative to the crystallographic axis in the GaAlAs layer a
the GaAs substrate. In general, this result is not unexpe
and is due to the isotropic properties of the absorbing m
dium, as well as the absence of any straining of the epita
layer as it grows on a substrate with the same type of cry
structure and very similar crystal-lattice parameters. As
result of this feature of GaAs and the solid solution GaAlA
the natural photopleochroismPN50 when u50° over the
entire photosensitivity region of these structures.

In the case of the oblique incidence of linearly polariz
radiation, asu is increased, the photopleochroismPI begins
to appear in the structures produced. Its magnitude can
determined from the relation

PI5S i p2 i s

i p1 i sD •100%, ~2!

where i p and i s are the photocurrents forEiPI andE 'PI,
respectively, and PI denotes the plane of incidence of
linearly polarized radiation. Examples of the dependence
the photocurrents andPI on the angle of incidence of th
linearly polarized radiation onto the reception plane obtain
for several values of the energy of the incident photons
one of the structures investigated are presented in Figs.
2c. The main laws governing the measurements of the p
tosensitivity of the structures studied in this work reduce
the following. The induced photopleochroism increases w
the angle of incidence over the entire photoconversion reg
according to a quadratic lawP I;u2 ~Fig. 2, curves3 and4!,
in agreement with the conclusions in Ref. 8. While the ch
acter of the angular dependence ofPI(u) remained un-
changed over the entire spectral photosensitivity region,
value atu5const was found to depend on the energy of
incident photons. On the basis of Eq.~2!, this can be a con-
sequence of changes in the angular dependences ofi p(u) and
i s(u) over the spectrum. The results of the investigations
i p(u) and i s(u) performed allow us to conclude that in th
long-wavelength spectral photosensitivity region (\v,1.5
eV! these dependences correspond to the those expe
from an analysis of the optical processes using Fresn
relations.12,13 An example of these dependences is presen
in Fig. 2a ~curves 1 and 2!. In fact, in the case ofEiPI
polarization, the photocurrent at first increases w
the angle of incidence, passes through a maximum n
u.70°, and begins to decrease sharply atu.70°. The ratio
i 70°
p / i 0°

p 51.2, which corresponds to elimination of the loss
due to reflection. For an orthogonal wave withE 'PI an
increase inu.0° is accompanied by a monotonic decrea
in the photocurrent~Fig. 2a, curve2!.

In the short-wavelength photosensitivity region at\v
.1.5 eV the law fori p(u) considered above is maintaine
~Figs. 2b and 2c, curves1!, while the i s(u) curves become
similar to i p(u). This allows us to attribute the present resu
as in the case ofi p(u), to the elimination of the losses due t
reflection for E 'PI. This law cannot be explained on th
basis of Fresnel’s relations,12,13 but can be a consequence
interference effects. A comparison of thei p(u) and i s(u)
curves~Figs. 2b and 2c! also reveals that thei p(u) andi s(u)



644 Semiconductors 32 (6), June 1998 Berdinobatov et al.
FIG. 2. Dependence of the short-circuit photocurrent~1 — i p, 2 — i s) and the induced photopleochroism~3, 4! of an anodic-oxide/p-Ga0.3Al0.7As/p–n-GaAs
structure on the angle of incidence of linearly polarized radiation onto the plane of the anodic oxide (T5300 K, \v, eV: a — 1.42, b — 1.77, c — 2.07!.
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curves approach one another with a resultant drop in
value of the induced photopleochroism. Similar laws we
previously established in other structures, which also exh
ited interference phenomena.14,15

The spectral dependence of the induced photopleoc
ism for one of the anodic-oxide/p-GaAlAs/p2n-GaAs struc-
tures is presented in Fig. 3. Its characteristic feature i
strong dependence ofPI on the photon energy. Only in th
long-wavelength region (\v&1.4) is the photopleochroism
nearly constant, as it is for surface-barrier structures on,
example, GaAs9 over the entire photosensitivity region. I
according to Ref. 16, the refractive index is estimated fr
the experimentally obtained valuePI.20222% ~Fig. 3!, we
obtainn51.8, which coincides with the known value for th
anodic oxide on GaAlAs.10 On this basis the induced pho
topleochroism of the structures produced in the lon
wavelength region can be attributed to optical processes
the air/anodic-oxide boundary. The ‘‘dip’’ on the spectr
dependence observed in the range of incident photon e
gies from 1.5 to 3 eV can be associated with bleaching p
nomena. This is evidenced by the plots ofi p(u) and i s(u)
~Figs. 2b and 2c!. When the losses due to reflection begin
decrease with increasing angles of incidence for both po
izations, this ultimately leads to the approach of the val
( i s→ i p), which results in lowering of the induced photople
chroism. As is seen from~2!, this effect is strongest unde
e
e
-

o-

a

r

-
on
l
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the condition i p5 i s. Therefore, the region of maximum
bleaching can easily be determined on the basis of polar
tion measurements of the photosensitivity of structures w
an antireflection coating. It follows from Fig. 3 that max
mum bleaching is provided in the structures obtained in

FIG. 3. Spectral dependence of the induced photopleochroism of an an
oxide/p-Ga0.3Al0.7As/p–n-GaAs structure (T5300 K, u575°).
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range from 2.2 to 2.8 eV, wherePI50. Clearly, such a quick
method for determining the bleaching region can make
possible to correct the conditions for the fabrication of str
tures in the direction required by a specific practical pro
lem.

In summary, the application of polarization photoelect
spectroscopy top-GaAlAs/p2n-GaAs photoconverter struc
tures permits determination of the magnitude and spec
region for bleaching, opening up new possibilities for dia
nostics in industrial processes for fabricating highly efficie
photoconverters of solar radiation.
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The dependence of the electron drift mobility in the undepleted conduction channels of
Ga2Se3/GaAs heterostructures on the surface charge density is measured. The presence of charge
coupling in the accumulation layer sufficient for creating electrical~or microelectronic!
devices is discovered. ©1998 American Institute of Physics.@S1063-7826~98!01906-1#
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The possibility for the formation of a surface electron
conduction channel modulated by an external electric field
Me/Ga2Se3/GaAs(n) structures was demonstrated in Refs
and 2. Under certain conditions the majority-carrier accum
lation layer in metal-insulator-semiconductor~MIS! struc-
tures is separated from the neutral semiconductor bulk b
depletion region.3,4 This situation can provide for interelec
tronic charge coupling in the surface conduction channel.
field-effect transistors or charge-coupled devices based
such structures, an important parameter is the surface
mobility of the charge carriers. The numerical estimates
Refs. 5–7 show that the specific features of the insula
Ga2Se3 layer, i.e., the presence of stoichiometric vacanc
in the cation sublattice, do not restrict the mobility of ele
trons in the GaAs layer, if the vacancies are filled by neu
polarizable impurities. According to the results in Refs.
and 2, the number of charged centers in the Ga2Se3 layer is
negligible ~no more than 531011 cm22). Such a surface
charge density corresponds to a bulk density less t
531016 cm23 ~in the case of a homogeneous distributio!,
which is many orders of magnitude smaller than the vaca
density. The impurities occupying the vacancies in the ca
sublattice are possibly not ionized, just as in bulk crystals
III-VI compounds.8

In our study we measured experimentally the surfa
drift mobility of electrons in Ga2Se3/GaAs structures and
established the presence of strong charge coupling in
surface electronic conduction channel.

The structures were fabricated from AGCh-25Vn-type
GaAs of the@111# orientation, side B, with a concentratio
of majority charge carriersn0.(224)31016 cm23. After
the GaAs wafer was washed according to the method
scribed in Ref. 9, a layer of Ga2Se3 was formed by therma
treatment in hydrogen selenide (H2Se) vapor with prelimi-
nary ventilation of the reaction vessel by hydrogen at a te
perature near 800 K. The thickness of the Ga2Se3 films was
determined from interference reflection spectra a
amounted toh.0.1 mm. The mobility in the surface elec
tronic channel was measured using the method describe
6461063-7826/98/32(6)/3/$15.00
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Refs. 4 and 10 with the one difference that the surface c
ductivity in the peripheral region of the measuring electro
was modulated by capacitive structures with a submic
vacuum gap, whose fabrication technology was describe
Ref. 11 ~see Fig. 1!. Such structures virtually eliminate th
influence of substrate-gate leakage currents due to the i
lating properties of silicon dioxide and can be used to cre
a strong electric field on the GaAs surface at small gate v
ages and to regulate the surface electronic channel in
peripheral region. The constant-bias sourcesE andEg control
the state of the space-charge layers under the measuring
trode and in the peripheral region, respectively. The test
nal generators~G! and the device for measuring the capa
tive current~I! we used to record the capacitance of the g
electrode and the Me/Ga2Se3/GaAs measuring structure.1!

Figure 2 presents typical plots of the dependence of the
pacitance of the measuring structure on the constant
applied to the measuring metallic electrode (Vm) for deple-
tion and accumulation voltages on the gate. It is seen
when the peripheral region is depleted, the capacitance o
structure~C! remains less than the geometric capacitance
the insulating Ga2Se3 layer (C0), even if there is an accu
mulation voltage on the metallic electrode. This indicates
existence of a space-charge depletion layer under the m
suring electrode, which separates the accumulation la
from the neutral GaAs bulk. The specific capacitance of
space-charge depletion layer (CSC) under the accumulation
layer depends only slightly on the applied voltage. The va
CSC53.731027 F/cm2 is easily determined from the capac
tance saturation level~Fig. 2, curve1! and is close to««0 /L,
whereL is the Debye screening length in GaAs. If the p
ripheral region is undepleted, charge coupling is establis
in the accumulation layer. The capacitance of the deple
region, which is connected in series to the geometric cap
tance of the insulator, increases, and the total capacitanc
the structure approaches the level of the geometric cap
tance ~the specific capacitance of the Ga2Se3 layer
C051.1531027 F/cm2). In a diffusion-drift description of
charge transport under the action of a small test signa
© 1998 American Institute of Physics
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frequencyv in the surface layer, the spatial scale (l) of the
inhomogeneity of the amplitude of the perturbations of
surface charge density in the peripheral region4 is

l.AmSQS /CSCv, ~1!

wheremS and QS are the surface mobility and the surfa
density of the charges in the conduction channel. The are
the peripheral region affected by charge coupling will th
be S8.Pl ~P is the perimeter of the measuring electro

FIG. 1. Schematic representation of the measuring structure:1 — metallic
contacts to silicon and GaAS;2 — low-resistivity (0.1V•cm) n-type sili-
con; 3 — thick layer ~0.05 mm! of silicon dioxide; 4 — silicon dioxide
supports; 5 — metallic ~Al ! measuring electrode;6 — Ga2Se3 layer
~0.1 mm!; 7 — electron accumulation layer in GaAs;8 — depletion region
in GaAs; 9 — neutral GaAs bulk;G — test signal generators;E, Eg —
regulatable constant-bias sources;I — device for measuring the capacitiv
current. The dimensions of the elements in the structure are given in m
meters.

FIG. 2. Capacitance-voltage characteristics of the measurement stru
with the depletion~1! and accumulation~2! voltages on the gate electrod
Vg5650 V. The frequencyv.63104 Hz, andT.300 K.
e

of

under the gate!, and the resultant capacitance of the meas
ing structure normalized to the geometric capacitance of
insulator is given by the expression

C

C0
5F11

C

CSC
S 11

P

S
AmSQS

CSCv D 21G21

, ~2!

whereS is the area of the measuring electrode (P/S.30).
The relation betweenQS and the gate voltageVg

(QS5CgVg) specifies the dependence of the capacitance
the measuring structure onVg (Cg.1.131029 F/cm2 is the
specific capacitance of the gate!. The influence of the posi-
tive charge in the thin (;0.05mm! silicon dioxide layer on
the state of the Ga2Se3 /GaAs structure is negligible due t
the screening by the low-resistance~with a resistivity of
0.1 V•cm) silicon electrode. Having experimental depe
dences~Fig. 3! and using Eq.~2!, we can easily obtain the
dependence of the surface mobilitymS on the surface elec
tron densityNS in the accumulation layer~Fig. 4!. The in-
versely proportional dependence ofmS on NS at NS.1011

cm22 and the weak dependence on the temperatureT can be
attributed to the scattering of electrons on acoustic phono
Thus, in a quasi-two-dimensional conduction channel
momentum relaxation time for scattering on acous
phononst;d(kT)21, whered is the effective width of the

li-

ure

FIG. 3. Dependence of the capacitance of the measuring structure o
voltage across the gate electrodeVg for the accumulation voltage on the
measuring electrodeVm.1 V and v52p•104 Hz. T, K: 1 — 300, 2 —
200.

FIG. 4. Dependence of the surface mobility in the accumulation laye
GaAs/Ga2Se3 structures on the surface electron density.T, K: 1 — 300,
2 — 200.
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channel, andk is Boltzmann’s constant.12 For estimates we
can assume that the width of the electron accumulation la
is determined by the spatial scale of the nonlinearity of
potential energy of the electrons and that the latter
pends on the mean bulk density of the charge acr
the width of the channel (QS /d). We then haved
5A««0kT/e2(n01QS /d), and, accordingly,

d5
««0kT

e2n0
F NS

2n0
1AS NS

2n0
D 2

1
««0kT

e2n0
G21

, ~3!

wheree is the charge of an electron,« is the relative dielec-
tric constant, and«0 is the permittivity of a vacuum. With
consideration of the expression fort, the dependence~3!
accounts for the behavior of the electron mobility in respo
to changes in their surface concentration. Taking into
count the approximate character of the formulas used, we
assume that the dominant mechanism for the surface sca
ing of electrons~in the temperature range 2002300 K! in
Ga2Se3 /GaAs structures is scattering on acoustic phono
The values for the surface mobility obtained in t
Ga2Se3 /GaAs structures correspond in order of magnitude
the values obtained in~AlGa!As/GaAs structures with modu
lation doping, which is employed to suppress Coulom
scattering.13 Order-of-magnitude differences can be attr
uted either to the different technologies used to fabricate
structures or the different methods used to measure the
bility. As a whole, the results of this work attest to the su
ability of Ga2Se3/GaAs structures for creating electrical~or
microelectronic! devices with charge coupling in an electro
accumulation layer.
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1!Figure 1 shows only part of the measuring circuit of the T-shaped cap
tive bridge used to increase the resolution with respect to the capacita
A resolution no poorer than 0.5% is easily achieved.
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Quantum magnetotransport is investigated in a series of selectively dopedp-type
(Ge12xSix /Ge) 3N multilayered structures with Ge layer widths from 100 to 250 Å in fields up
to 35 T at 1.524.2 K. The plots of the magnetic-field dependence of the longitudinal (rxx)
and Hall (rxy) magnetoresistance, as well as the ratio between the oscillation periods in strong and
weak fields, vary significantly in samples with wide Ge layers and~or! with a high density
of the two-dimensional gas. These features can be attributed to the participation of an additional
subband in carrier transport. It follows from calculations of the structure of the Ge valence
band under the conditions of size quantization and quantization by a magnetic field~performed in
the approximation of an infinite rectangular potential well! that the additional subband can
be the second heavy-hole quantum-well subband. Estimates of its population correlate with the
experimental manifestations of the participation of the additional subband in
galvanomagnetic phenomena. ©1998 American Institute of Physics.@S1063-7826~98!02006-7#
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Investigations of quantum magnetotransport in syste
with potential wells of different widths, ranging from sma
to fairly large values, permit the tracking of the transitio
from two-dimensional~2D! to three-dimensional conductio
in the objects studied. This transition reduces essentiall
the populating of upper size-quantized subbands of the
tential well. Numerous studies of this kind have been carr
out. Among them, we can single out the investigations
parabolic quantum wells with selectively doped barriers
Ref. 1, where it became possible to proceed to very w
potential wells (;1000 Å or more! without destroying the
quantum Hall state.

However, these studies have heretofore been carried
mostly in systems with an electronic type of conduction.
this paper we attempt to elucidate possible details of
behavior of a quasi-two-dimensional hole gas in a wide
tential well.

The longitudinal (rxx) and Hall (rxy) magnetoresistanc
of Ge/Ge12xSix multilayers, which were grown by a gas
transport method and have the structure^Ge~111! substrate&/
^1.8-mm Ge buffer layer&/^021.6-mm Ge12ySiy buffer
layer&/N3(Ge/Ge12xSix), were investigated. The biaxia
mechanical stresses in the Ge layers can be varied by var
the ratio between the Si fraction (y) in the Ge12ySiy buffer
layer and the fraction in the superlattice (x). In the structures
investigated the value ofy was equal to approximatel
0.07, and the mean fraction of Si in the superlattice w
x50.0420.05. In the superlattice the thicknesses of the
and Ge12xSix layers were approximately equal. The cent
part of the Ge12xSix barriers was doped with boron to
concentration of;1018 cm23, while undoped layers~spac-
ers! with a thickness approximately equal to 1/4 of the thic
6491063-7826/98/32(6)/8/$15.00
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ness of the barrier remained on both sides of each bar
The number of periods in the superlattice (N) and the tech-
nologically assigned thicknessesd of the layers in the
samples investigated are listed in Table I. The table a
presents the values of the hole Hall conductivitym obtained
in a weak magnetic field and the values of the hole conc
tration ps

QHE determined from the positions of the minima
rxx(B) in a strong magnetic field, as well as the values of
Fermi energy and ofd, i.e., half of the deformation gap. Th
latter were estimated from the hole concentration and ef
tive mass, which were determined from the period a
temperature-induced damping of the oscillations in we
magnetic fields.2 The shape of a double cross was impart
to the samples by etching. The contacts were formed by t
mocompression. The measurements were carried out in
stant and pulsed magnetic fields at 1.524.2 K.

The plots of the magnetic-field dependence of the H
resistance of the samples investigated exhibited plateau
the quantum Hall effect~Fig. 1!. After recalculation for a
single layer, i.e., after multiplying the measured value of
Hall resistance byN, i.e., the number of superlattice period
the values corresponding to an integer quantum Hall eff
i.e., rxy5h/ ie2, where the filling factori takes integer val-
ues, are obtained at the center of each plateau. At str
magnetic fields there are distinct plateaus withi 51 and 2 for
all the samples investigated. The presence of a plateau
i 51 means that, first, all the Ge layers of the multilayer
system are identical and participate equally in current tra
port and that, second, each Ge layer contains only one l
of the two-dimensional hole gas. The latter indicates that
bending of the well bottom is not so great that the gas of f
carriers in the well would separate into two isolated lay
© 1998 American Institute of Physics
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TABLE I. Parameters of the test samples.

Sample
Number of superlattice

periodsN
m,

cm2/(V•s)
ps

QHE,
1011 cm22

Layer
thicknessd, Å

SH

SL

EF2E1,
meV d, meV psd

2

EF2E1

E22E1

I 90 14 000 4.9 125 2.2 8.0 10 0.8 0.5
II 27 10 000 2.8 200 2.3 7.0 4 1.1 1.2
III 15 14 000 3.4 200~235! 3.1 7.7 5 1.4~1.9! 1.4
IV 90 15 000 4.8 220 3.4 7.2 10.5 2.3 1.6

Note: The technologically assigned values of the layer thicknessd are presented. The valued5235 Å for sample III was obtained by fitting the calculatio
to the experimental data.
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concentrated in triangular potential wells next to each of
potential walls of the well. If such separation would occ
there would be twice as many 2D layers of free carriers t
layers of Ge in the system, and when the Hall resista
measured directly in the experiment is multiplied by t
number of superlattice periods in the sample, for the fi
plateau on the strong-field side we would have n
rxy525.8 kV5h/e2, but a value two times smaller. The a
pearance of a plateau withi 51 for all the samples remove
any uncertainty in the identification of the features obser
and allows us to associate each plateau ofrxy and the corre-
sponding minimum ofrxx for a magnetic level with a defi
nite ordinal number. Here the manner in which the magn
levels are grouped into quantum-well subbands does not
any role. Therefore, to assign such numbers, all the magn
levels must be numbered consecutively, without regard
their affiliation with different quantum-well subbands.

The minima on the measuredrxx(B) curves describing
the magnetic-field dependence of the resistance~Figs. 2 and
e
,
n
e

t
t

d

ic
ay
tic
to

3! correspond to the midpoints of therxy(B) plateaus and
are arranged periodically with respect to the reciprocal m
netic field 1/B. However, the periods in strong and wea
fields differ. In a strong field, where all the Landau levels a
separated from one another by mobility gaps, the position
the minima and their period in the reciprocal field are det
mined only by the density of the 2D gas and do not exh
any dependence on the specific form of the pattern of lev

@D~1/B!#215hps /e.

In a weak field the ordered merging of the levels c
cause the period of the oscillations observed to differ and
depend on the relative positions of the levels. In the simp
case, where the Landau levels form a single series of s
split levels, the ratio between the periods in strong and w
fields equals 2:

SH /SL52, SH,L[DM /D~1/B!,
f the
FIG. 1. Dependence of the Hall resistivityrxy of samples on the magnetic fieldB. Inset — energy diagram of the structures investigated and model o
potential well. The Roman numerals on the curves correspond to the numbers of the samples in Table I.
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FIG. 2. Magnetic-field dependence of the normalized Hall resistivityrxx* .
The Roman numerals on the curves correspond to the numbers o
samples in Table I. The amplitudes of the peaks are normalized relativ
the amplitude of the largest peak. The magnetic fieldB2 corresponds to the
position of the minimum with the numberM52.
whereM is the number of the minimum when all the minim
observed are numbered consecutively with an increment
from strong fields to weak fields. This is due to merging
the spin sublevels and actually means that in a weak field
minima must be numbered with an increment of 2, rath
than 1, since twice as many states correspond to an un
level. The deviation of this ratio from 2 points to a differe
pattern of levels. It most probably means that another se
of Landau levels, which is associated with another subb
located at a deeper position in the band, is superimpose
the principal series. Since the second series correspond
oscillations separated by larger distances along the field a
just this series will dominate in weak fields, and the value
SL corresponding to it will be smaller thanSH/2. In the va-
lence band of Ge the second subband can appear either
result of splitting of the band in an asymmetric potential~two
series of levels corresponding to different masses that o
nate from almost the same point! or when the second
quantum-well subband is filled~two similar series originat-
ing from different points on the energy axis!.

he
to
for several
avior of
FIG. 3. Magnetic-field dependence of the quantum Hall effect and the magnetoresistance in relation to the calculated pattern of Landau levels
samples: a — I, b — II, c — III. The energy-level diagrams contain only the lowest levels of the second heavy-hole quantum-well subband. The beh
the Fermi level is indicated by the thick line. Inset in Fig. 3c — dependence ofrxx(B') in oblique fields.
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FIG. 3. ~Continued!.
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The oscillations ofrxx(B) in the quantum wells of
p-Al12xGax /GaAs/p-Al12xGaxAs heterostructures were in
vestigated in Ref. 3, and the valueSH /SL52 was obtained
for wells with widths of 50 and 100 Å, but this ratio wa
equal to 3.3 for a 200-Å well. It was concluded on the ba
of this finding that a wide well with a hole densityps55
31011 cm22 behaves like two heterojunctions connected
parallel with corresponding asymmetric triangular poten
wells and that the deviation of the ratio between the osci
tion periods from 2 is attributable to splitting of the valen
band in the asymmetric potential. Unfortunately, data on
Hall effect were not presented in that paper.

Among thep-Ge12xSix/Ge/p-Ge12xSix samples that we
investigated, values ofSH /SL close to 2 were obtained fo
two of them ~see Table I!, and values greater than 3 we
obtained for the others. Since all the magnetic levels
resolved in very strong fields, the values of the filling fac
determined from the quantum Hall effect can be used her
number the minima of the longitudinal magnetoresista
rxx . The minima with such numbers will be physical
equivalent in different samples. Such a lack of ambiguity
s

l
-

e

re
r
to
e

the identification of the minima ofrxx at strong magnetic
fields permits a graphic illustration of the differences in t
values of SH /SL for different samples. Figure 4 presen
plots of the dependence of the peak numberM on the mag-
netic fieldB, which characterize the values ofSH,L . For each
sample the fieldB was recalculated relative to the position
the minimum withM5 i 52. Such a relative scale of mag
netic fields permits elimination of the differences associa
with the different densities of the hole gas in the samples
fact, in Fig. 4 the straight lines practically coincide at stro
fields. Conversely, at weak fields the slopes of the stra
lines differ appreciably. For the samples with relatively na
row wells the slope of the straight lines corresponding
weak fields is close to 1/2 of the slope of the straight lin
corresponding to strong fields. For the samples with w
wells, despite the limited number of experimental points, i
clearly seen that the slope is significantly smaller. It can
concluded on the basis of these data that the Fermi le
reached a higher-lying subband in samples III and IV.

If the Fermi level is located above the bend of the w
bottom, the influence of the asymmetry of the potential
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FIG. 3. ~Continued!.
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the hole energy spectrum will be significantly weaker than
the case of a Fermi level lying within the triangular potent
wells at the opposite boundaries of the layer. Then it is na
ral to assume that the new subband manifested in the ex
mental data is essentially the second quantum-well subb
for a symmetric well. We shall obtain approximate estima
of the positions of the quantum-well levels after replaci
the real potential well by a rectangular, infinitely deep w
of the same width~see the inset in Fig. 1!.

According to Ref. 4, the quantum-well levels of the v
lence band in an infinitely deep rectangular potential well
depthd form two series of levels for heavy and light hole
En

h,l53p2\2n2/2mh,ld
2, n51, 2, . . . ~the energy axis is di-

rected downward in the valence band!. Since the heavy- and
light-hole masses in Ge differ by about sevenfold, the fi
quantum-well level of the light holes is approximately tw
times higher than the second heavy-hole quantum-well le
~this is the situation in the absence of deformation, while
its presence the deformation gap must be added to this
ference!. Therefore, if the experimental data point to the p
ticipation of an additional subband in magnetotransport, i
very likely that it is the second heavy-hole quantum-w
subband. Let us assess the conditions for populating it w
n
l
-
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n
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FIG. 4. Diagram characterizing the oscillation periods ofrxx in strong and
weak fields;M — consecutive oscillation numbers. Integer values ofM
correspond to minima ofrxx , and half-integer values correspond
maxima. The magnetic fields have been recalculated relative to the pos
of the minimum withM52 for each sample.
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B50. For a simple parabolic isotropic band with a heav
hole massm5mh we obtain

~EF2E1!/~E22E1!5~p\2ps /m!/~3p2\2/2md2!}psd
2.

However, we must take into account the complicated fo
and strong anisotropy of the hole subbands due to sp
confinement in a two-dimensional layer4 and uniaxial defor-
mation. We performed such estimates for the values ofEF

determined in Ref. 2 on the basis of experimental data
obtained5

m5mh
~ III !5\2~]2E/]k~ III !

2 !2150.5m0 .

As can be seen from Table I, the values ofpsd
2 and (EF

2E1)/(E22E1) and the values ofSH /SL obtained in our
measurements for all the samples investigated increase
tically. The ratioSH /SL increases dramatically when we g
from sample II to sample III. As follows from the remark
made above, such an abrupt increase in this ratio most p
ably point to the beginning of the populating of the seco
subband. According to our estimates, the increase in
value of (EF2E1)/(E22E1) from 1.2 to 1.4 corresponds t
this transition, i.e., the sharp change in the ratio between
oscillation periodsSH /SL is observed when the Fermi leve
enters the second heavy-hole subband. Therefore, the
pothesis advanced above regarding the participation of
cifically the second heavy-hole quantum-well subband
magnetotransport seems perfectly realistic, and the mod
a square well is sufficiently equivalent to the real situatio

While therxy(B) curves for the all the samples are sim
lar at strong magnetic fields and contain plateaus withi 51
and 2, the structures of these curves below the plateau
i 52 differ strongly~Fig. 1!. For samples I and II, the nex
plateau after the one withi 52 in the weak-field direction is
the plateau withi 54, and other plateaus with even fillin
factors are dominant. For the other two samples, viz., III a
IV, the next plateau after the one withi 52 is the plateau
with i 53, and the plateau withi 54 is absent. These differ
ences can be seen more clearly in the structure of therxx(B)
curves, whose maxima have amplitudes that correlate w
the dimensions of the corresponding plateaus ofrxy(B), but
the monotonic background is almost absent~see Fig. 2!. In
this figure, as in Fig. 4, the magnetic fields for each sam
have been divided by the value of the field at the minim
with i 52 to eliminate the differences caused by the diff
ences in the density of the 2D gas. We note that rad
differences in the structure of the curves~i.e., the presence o
absence of features with definite values ofi and the ratio
between their amplitudes! are observed specifically in th
samples for which a ratio between the oscillation perio
SH /SLÞ2 was obtained. Therefore, this property, like t
ratio SH /SL , is most probably associated with populating
the second heavy-hole quantum-well subband.

The pattern of the magnetic levels in the valence band
Ge in the potential well is needed to analyze the mag
totransport in the quantum Hall regime. Detailed se
consistent calculations with consideration of the real pro
of the well would be a cumbersome task.6 It is significantly
simpler to perform such calculations within the famili
model of an infinitely deep rectangular well. In that case
-
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can be expected that the simplified calculations will refl
the main features of the real spectrum, since, first, quan
Hall states withi 51 are observed for each Ge layer as
whole and, second, the valence-band offset is at least
times greater than the Fermi energy. In Ref. 7 the model
rectangular well was used to analyze the pattern of hole m
netic levels even in a unilaterally doped heterostruct
known to be asymmetric. Quantitative agreement with
periment was obtained for structures with a density of
hole gas of the order of 1011 cm22. In our structures the
density of the hole gas was 324 times higher, but the po
tential wells were symmetric~since the barriers were dope
symmetrically from both sides of the well!.

The calculation method was described in detail in Re
8 and 9. Actually, it is a generalization of the D’yakonov
Khaetski� theory4 to the case of the presence of a quantizi
magnetic field perpendicular to the layer. The magnetic l
els were calculated for the Kohn–Luttinger 434 Hamil-
tonian in the isotopic approximation. When the zero
boundary conditions are imposed on the wave function,
solution for each of the values of the magnetic quant
numberP50,1, . . . reduces to two independent systems
equations for the symmetric and antisymmetric states, wh
is reflected in Fig. 3 in the use of the letterss andc in the
notation for the levels. A simple analytic solution can
obtained only for the minimum valueP521 as a result of
truncation of the Hamiltonian to 131:

En~P521!5p2\2n2/2mhd2

1\eB/m0@~g11g!/22~3/2!¸#2d,

wheren51,2, . . . ;g1, g, and¸ are the Luttinger parameters
andm0 is the free-electron mass. Each of the systems yie
an infinite number of solutions corresponding to differe
quantum-well subbands. As the levels obtained from o
system of equations move with the magnetic field, effects
the repulsion of these levels become apparent, especial
their anticrossing points. The complete notation for a leve
Fig. 3 includes the value ofP, the letters or c already
mentioned, and an index, which indicates the position of
level in a sequence of levels having identical quantum nu
bers with increasing energy~to remove any ambiguity, the
sequence of levels in very weak fields is indicated!. The
letter in the notation is omitted for levels withP521.

The calculations were performed for the parameters
Ge:g1513.4,g[(g21g3)/255.0, anḑ 53.4 ~Ref. 5! and
various values of the well width and half of the deformati
gapd. The results of the calculations are compared with
experimental curves in Fig. 3. The behavior of the Fer
level as a function of the magnetic field is shown for in
nitely narrow Landau levels and a constant total hole c
centration. In this case at the field valuesBi5(h/e)(ps / i ),
where there is complete filling of an integer number of ma
netic levels, the Fermi level jumps to the neighboring lev
As is seen from Fig. 3, the plots of the magnetic-field dep
dence of the 2s2 and 3s2 levels contain a discontinuity. An
analysis of the wave functions at strong magnetic fields de
onstrates that they belong to the second heavy-hole quan
well subband and that in the absence of anticrossings w
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the corresponding 2s1 and 3s1 levels they should have
reached the position of this quantum-well level whenB→0,
as occurs for the212 magnetic level. Levels with differen
quantum numbers cross without repulsion. As will be se
below, the presence of crossings of the magnetic lev
which become possible because of the superposition of
els of the second subband on levels of the first subba
creates a fundamentally new situation, which is reflected
the experimental results. The higher-lying levels of the s
ond subband are not shown in Fig. 3 to avoid cluttering
figure.

As follows from the calculations, for sample I the Ferm
level is found in the first subband over the entire range
fields~Fig. 3a!, i.e., all the processes determining the kinet
unfold within one series of Landau levels. This also accou
for the simple structure of the experimental curves and
value of SH /SL close to 2. The pattern of levels resembl
the pattern for a simple nondegenerate band (G6) in the case
of weak spin splitting; therefore, the features with even fi
ing factors dominate.

In sample II the Fermi level partially brushes against
lowest Landau level (2s2) of the second heavy-hol
quantum-well subband as it jumps from level to level~Fig.
3b!. In weak fields such inclusion of a new subband in ma
netotransport is manifested by a small decrease inSL . How-
ever, the relations between the dimensions of the steps o
plot of EF(B) in strong fields remain the same as in sam
I; therefore, the structure of the experimental curves in str
fields remains practically the same as in sample I. This
consistent with the value of (EF2E1)/(E22E1)*1 ob-
tained for this sample~see Table I!, i.e., when the new sub
band first begins to be populated and strong manifestat
of this process are not yet observed experimentally.

The situation is radically different in samples III and IV
where the Fermi level moves along Landau levels of
second subband over a considerable part of the range of m
netic fields investigated~Fig. 3c!. The lowest level (2s2) of
the second subband runs between the second and third
netic levels (2c1 and 3c1) of the first subband, dividing the
gap between them in two. As a result, a situation in wh
three completely filled Landau levels, rather than two
four, are separated from the next level by a fairly large g
becomes passible@see step 3 on the plot ofEF(B)#. For just
this reason, a feature corresponding to the filling fac
i 53 appears on the experimental curves. The step w
i 54 on the plot ofEF(B) can appear in a field in which th
lower ~completely filled! and upper ~unoccupied! levels
cross, but, as a result, the height of this step will be van
ingly small, and the features withi 54 will not be displayed
on the experimental curves. In our calculations such a si
tion arises when the well widthd5235 Å, which exceeds the
technologically assigned valued5200 Å. The difference be-
tween the calculated well width and the technologically
signed value can be attributed to the approximate chara
of the calculations. In addition, the real width of the G
layers can differ from the nominal value~such a situation
arose, for example, in Ref. 6!. Therefore, it is advisable to
measure the real width of the Ge layers using transmis
electron microscopy. We find it very interesting that the a
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sence of the feature withi 54 can be reflected in the calcu
lations only in a narrow range of values ofd. In fact, the
energy of the quantum-well level in the well should be d
scribed approximately by a 1/d2 law; therefore, upon a smal
change in the value ofd, the level crossing point move
away fromB4, and the Fermi level must pass through a g
as it moves from level to level atB4. In other words, the
passage of the Fermi level through the level crossing poin
B4 is accidental. Therefore, sample IV with a similar s
quence of levels exhibits a the weak feature withi 54. The
inset in Fig. 3c shows how the feature withi 54 reappears in
sample III as the magnetic field is rotated by an angleu
relative to a normal to the plane of the layer. Consequen
as the sample is rotated, the level crossing point moves a
from B4cosu as the sample is rotated.

Thus, we attribute the experimental result thatrxy(B)
andrxx(B) curves of totally different form were obtained fo
samples of the samep-Ge12xSix/Ge/p-Ge12xSix system with
small differences in the structure, composition, and car
concentration to the high sensitivity of the experimental
sults to the relative positions of the Fermi level and t
quantum-well subband. Can this conclusion be influenced
the fact that the simplified model of a rectangular poten
well was employed in the analysis? One of the princip
manifestations of this difference is the disappearance of
features onrxx(B) curves corresponding to some values
the filling factor i of the magnetic levels and the appearan
of features for other values ofi as we move from the sample
in the upper rows of Table I to the samples at the botto
The existing ideas regarding magnetotransport in the qu
tum Hall regime allow us to attribute this behavior only
the closing or opening of mobility gaps between the cor
sponding magnetic levels.

1. If the analysis is performed for the series of magne
levels of only one subband, to explain the significant chan
observed, it would be necessary to postulate radical regro
ing of the levels in that series. For an ordinary nondegene
G6 band this would correspond to reversal of the relat
between the spin and cyclotron splittings of the levels.
would be even more difficult to account for the presence
absence of individual features, rather than the even or
series as a whole, as, for example, the absence of the fe
with i 54 in sample III and its presence in sample IV. Th
it would be necessary to assume that only one magnetic l
in the series is displaced by an energy of the order of
cyclotron energy upon passage from one sample to ano
The increase in the ratio between the oscillation periods fr
SH /SL52 to 3 or more in samples III and IV remains total
inexplicable, since it would then be necessary to assume
the levels of an individually taken series form groups
three. There are too many unfounded assumptions, but
can dispense with them, if we accept that the Fermi le
reaches a new subband in samples III and IV.

2. Let us consider an alternative in which we acknow
edge the presence of an additional subband, but we ass
that its nature is associated with the splitting of the band
the asymmetric potential that appears because of the ben
of the well bottom. Here a comparison can be drawn to
results of the detailed self-consistent calculations of m
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netic levels in Ref. 6 for a potential well known to be asym
metric, which was obtained by unilateral selective doping
the barrier. It follows from these calculations that even
asymmetry of the potential known to be greater than in
case, the splitting of the heavy-hole subband becomes ap
ciable only at energies greater than about 40 meV, wh
significantly exceeds the valueEF5728 meV in our
samples. Therefore, we believe that our analysis of the m
of a square well permits drawing perfectly realistic conc
sions, particularly regarding the decisive influence of the s
ond heavy-hole subband on the experimental results.
course, the bending of the well bottom causes some cha
in the energy differences between the quantum-well lev
However, this leads to quantitative refinements, not to
change in the essence of the phenomena.

In addition, the high sensitivity discovered in our inve
tigations of the experimental results to the structural det
of the semiconductor structures investigated under the c
ditions of a populated second subband could, in turn,
utilized to refine these details. This calls for more exact c
culations with consideration of the anisotropyg2Þg3, the
finite height of the barriers, the real shape of the well,
finite width of the levels, and other factors.

In conclusion, we note that the participation of the se
ond subband in our experiments is not a reflection of featu
of the valence band. Since the Fermi level lies significan
below the first light-hole quantum-well subband, a simi
manifestation of the participation of the second subba
might be expected in the same fields in an ordinary, non
generateG6 band with a mass close to the heavy-hole ma
The features of the valence band, which are manifested
particular, in the calculated spectra by the nonequidistan
rangement and crossings of the magnetic levels of an i
vidual subband, are significant only for relatively fine deta
-
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in our experimental results. Clearer manifestations of the f
tures of the valence band can be expected either in exp
ments that permit obtaining high resolution in the narro
ranges of magnetic fields corresponding to anticrossing
levels of different subbands or at populating of the upp
subbands high enough that the Fermi level would surpass
gap between the split-off bands of the heavy and light ho
~i.e., at large densities of the two-dimensional hole gas o
larger well width!.
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Elimination of the electron-phonon interaction in superlattices in a quantizing magnetic
field
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The energy and wave-vector conservation laws impose rigid constraints on the possible electron-
phonon interaction processes in a superlattice immersed in a quantizing magnetic field
directed along its growth axis. If the width of the Landau subband is smaller than the maximum
energy of an acoustic phonon in the superlattice, single-phonon intraband scattering
becomes impossible for all electron states in the subband considered. Therefore, the phonon
contribution to the electron scattering processes can become negligible in superlattices with a large
period in the presence of a quantizing magnetic field. ©1998 American Institute of
Physics.@S1063-7826~98!02106-1#
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1. INTRODUCTION

Since the resistance of a conductor is stipulated by
scattering of charge carriers on phonons and crystal-la
defects, these processes must somehow be suppress
achieve the nondissipative flow of an electric current in
conductor. While defects can be practically eradicated
using modern technologies for fabricating semiconduc
structures, it is considerably more difficult to eliminate sc
tering on phonons. It was believed for a long time that
phonon scattering mechanism can be suppressed by low
the temperature of the conductor. Comparatively rec
investigations1 have shown that if it is possible to purpose
alter the energy spectrum of the electrons in a crystal usin
sufficiently large number of controllable parameters, z
values of the electron-phonon coupling constants can
achieved for some electron states and the interaction of
electrons in these states with phonons can thereby be e
nated. The recently revealed possibility of fabricating art
cial crystalline structures with assigned parameters for
energy spectrum of the charge carriers has created a qu
tively different possibility for suppressing the electro
phonon interaction: An idea has been advanced that the
rameters of the band structure should be selected in su
way that the energy and wave-vector conservation la
would forbid the scattering of electrons on phonons.2 As will
be seen below, in a superlattice with a fairly narrow cond
tion band immersed in a quantizing magnetic field direc
along its growth axis the conservation laws forbid sing
phonon processes involving the intraband scattering of e
trons on acoustic phonons and thereby lead to the disapp
ance of phonon scattering in the first order.

As a model problem, let us preliminarily consider a on
dimensional chain of atoms with a perioda. The energy of
an electron« in such a chain is specified in the tight-bindin
approximation by the relation
6571063-7826/98/32(6)/2/$15.00
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«~k!5«022A~a!cos~ka!, ~1!

where«0 is the energy of an electron in an isolated ato
A(a) is the real overlap integral of the atomic wave fun
tions, andk is the wave vector of an electron in the chain
atoms. In a one-dimensional chain of atoms the energy
wave-vector conservation laws for the single-phonon scat
ing of an electron from statek to statek8 have the form

«~k!6\v~q!5«~k8!, k85k6q, ~2!

whereq is the wave vector of the phonon,

v~q!5v0usin~qa/2!u ~3!

is the frequency of an acoustic phonon, andv0 is the maxi-
mum frequency of an acoustic phonon in the chain of ato
After ~1! and ~3! are substituted into~2!, the conservation
laws ~2! take the form

4A~a!sin@~k6q/2!a#sin~qa/2!5\v0usin~qa/2!u, ~4!

where the plus and minus signs correspond to absorption
emission of the phonon by the electron. If the maximu
energy of an acoustic phonon«̃5\v0 exceeds the width of
the conduction bandD«54A(a), Eq. ~4! has only the trivial
solution q562pm/a (m50,1,2. . . ), which corresponds
to displacement of the crystal as a single unit and does
alter the interatomic distancea. Thus, the criterion for elimi-
nation of the single-phonon intraband mechanism for
scattering of electrons on acoustic phonons has the form

D«, «̃. ~5!

Hence it follows that the contribution of the single-phon
processes to the scattering of charge carriers for all the e
tron states of the band under consideration vanishes in c
talline structures with a narrow conduction band, i.e., a va
of D« which satisfies the criterion~5!. However, when the
conduction band is very narrow, the multiphonon proces
© 1998 American Institute of Physics
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can become significant, and they ultimately lead to instabi
of an electron band state toward the formation of a cond
son, i.e., a state of the polaron type, which is created by
interaction of an electron with acoustic phonons.3–6 The con-
dition under which the multiphonon processes can be di
garded is

D«@«c , ~6!

where«c;J2/la (J is the deformation potential constan
andl is the elastic modulus of the chain of atoms!. Finally,
in all the foregoing arguments we assumed that there is
interband electron scattering. This assumption correspond
a phonon energy which is small in comparison to the wi
«g of the gap separating the conduction band from
higher-lying energy bands and is valid at values of the te
peratureT which satisfy the condition

exp~2«g /T!!1. ~7!

Thus, simultaneous satisfaction of the criteria~5!–~7! is
needed for the complete suppression of electron-pho
scattering in the first order.

It is not difficult to see that the model situation consi
ered by us can be realized in practice in a concrete phys
object, viz., a superlattice with a large period immersed i
quantizing magnetic field directed along its growth axis.
fact, in the quantum limit, where electrons fill only the fir
Landau subband, the quantizing magnetic field ensures
quasi-one-dimensional character of the electron energy s
trum described by~1!, and the fact that the superlattice has
large period permits the achievement of a small Landau s
band width which satisfies the key criterion for the effe
under discussion, i.e., the inequality~5!. To analyze the ef-
fect in greater detail, we concretize the problem by cons
ering a superlattice formed byd-doped impurity layers in a
semiconductor crystal. In this case the quantity«0 in ~1! is
the energy of an electron in ad-doped layer,a is the super-
lattice period,A(a) is the overlap integral of the wave func
tions of electrons in neighboringd-doped layers, andk is the
wave vector of an electron in the Landau subband direc
along the superlattice growth axis. As will be seen from
arguments below, realization of the effect under discuss
requires that the superlattice perioda significantly exceed
the atomic period of the crystal. This ensures that the ove
integralA(a) is small and that the tight-binding approxim
tion, which was used to derive~1!, is valid. In the presence
of a quantizing magnetic fieldH, the characteristic electron
phonon interaction energy4 «c52m(3J2/16\p l H

2 l)2 ( l H is
the magnetic length, andm is the effective electron mass i
the direction of the magnetic fieldH), and the interband
distance«g is the distance between neighboring Landau s
bands\vH , wherevH is the cyclotron frequency.

Let thed-doped layers consist of atoms which form sh
low impurity levels in the band gap of the semiconduc
crystal. The parameters of such impurity atoms are w
known7 and are characterized by the energy of the impu
level «̄ and the localization length of the impurity wave fun

tion r;A\2/2m* «̄, where m* is the effective mass of a
charge carrier in the semiconductor crystal. Therefore, w
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r &a, the overlap integral of the wave functions of neighbo

ing d-doped layersA(a);«̄exp(2a/r). Thus the Landau

subband widthD«;«̄exp(2a/r), and the effective mass
in the subband along the superlattice growth a

m5\2/A(a)a2;(\2/a2«̄)exp(a/r). Since the superlattice
period significantly exceeds the atomic period of the crys
the elastic properties of the superlattice are determi
mainly by the elastic properties of the original semicondu
tor crystal, and for this reason«̃.\cp/a, wherec is the
speed of sound in the crystal. Taking into account the ar
ments presented above, we can write the criteria~5!–~7! for
a superlattice in a quantizing magnetic field as follows:

~ «̄a/pc\!exp~2a/r !,1, ~8a!

0.5~3J2/16ap l H
2 l«̄!2exp~2a/r !!1, ~8b!

exp~2\vH /T!!1. ~8c!

Clearly, the criterion~8c! for the absence of phonon scatte
ing between Landau subbands is virtually equivalent to
requirement that the magnetic fieldH be quantizing. In fact,
to observe quantization of the energy of electrons in a m
netic field, the thermal spreading of the energy levels m
be significantly smaller than the distance between the L
dau subbands. As for~8a! and~8b!, these criteria can alway
be satisfied by fabricating a superlattice with a sufficien
large value of the perioda. Substituting into~8a!–~8c! the
characteristic values for semiconductor materialsc;106

cm/s, l;1011 erg/cm3, J;10212 erg, r;1026 cm, and«̄
;10214 erg, we find that the criteria for the elimination o
phonon scattering~8a!–~8c! can be satisfied in a quantizin
magnetic field whena;1026 cm, which corresponds to a
width of the superlattice conduction bandD«;1023 eV.
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Deep states in silicon d-doped GaAs
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The density and electron trapping cross section of deep states in silicond-doped GaAs were
investigated by means of measurements of the voltage and temperature dependences of
the impedance of a Schottky contact to the structure. It was observed that density-of-states tails
appear in the band gap when the silicon density in thed-layer exceeds 631012 cm22.
In our structures the energy characterizing the penetration depth of a tail was in the range
20–100 meV. The characteristic electron trapping cross section of deep states ind-layers was of
the order of 10217 cm2. It was shown that saturation of the electron density in thed-layer
with increasing Si density is due to self-compensation of Si. ©1998 American Institute of
Physics.@S1063-7826~98!02206-6#
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1. INTRODUCTION

The study ofd-layers started in 1980, when the fir
structures containing such layers were fabricated.1 Most ex-
perimental and theoretical studies in this field dealt with
investigation of the properties of mobile charge carriers~see
the review in Ref. 2! in a d-layer and the conditions unde
which very narrow impurity distributions were realized3

Since the impurity density in ad-layer is usually high, deep
states in the band gap should exist in it, just as in a stron
doped bulk semiconductor.4 The importance of investigating
these states is obvious, since the frequency dispersion o
conductivity in semiconductor devices withd-layers ~field-
effect transistors, photodetectors, and others! can be deter-
mined by their charge-transfer times. Saturation of the s
face density of current carriers at the level 33101221013

cm22 with increasing Si density has been observed in
d-layers in GaAs.5–8 Two mechanisms were proposed in o
der to explain this phenomenon. In the first one satura
was attributed to self-compensation of Si~some Si atoms
occupy Ga sites and become acceptors!. In the second
mechanism saturation was attributed to filling of DX cent
~DX centers sinking below the Fermi level!.9

In this article we present the results of an experimen
study of the density and electron trapping cross section
deep states in a silicond-doped GaAs by means of measur
ments of the voltage and temperature dependences o
impedance of a Schottky contact to the structure. It w
found that density-of-states tails appear in the band gap w
the Si density in thed-layer exceeds 631012 cm22. In our
structures the energy characterizing the extent of the tail
the band gap varied in the interval 20–100 meV. The ch
acteristic electron trapping cross section of deep state
d-layers was of the order of 10217 cm22. It was shown that
saturation of the electron density in thed-layer with increas-
ing Si density is due to self-compensation. A method is p
posed for determining the density and electron trapp
times of deep states ind-layers.
6591063-7826/98/32(6)/6/$15.00
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2. THEORY

Let us consider the specific~per unit area! weak-signal
impedance of a Schottky contact to a structure containin
d-doped layer. Let thed-layer lie in thex5x1 plane and the
Schottky contact in thex50 plane~see Fig. 1!. We assume
that before and after thed-layer the superconductor is un
formly doped with shallow donors with densityn, which are
completely ionized in the temperature interval of interest
us. Deep states with densityg(«) are present in the plane o
thed-layer. Letw0 be the constant component of the elect
cal potential at the surface of the semiconductor andw̃0 be
the amplitude of the variable component, varying in time
exp ivt; werew̃0!w0 . We shall denote the amplitudes of a
variable quantities by letters with a tilda. We take as t
reference point for the potential its value in the bulk of t
semiconductor. The impedance of the system can be
pressed in terms of the ratio ofw̃0 to its coordinate derivative
w̃08 :

z5
4p i

¸v

w̃0

w̃08
5~C1 ivG!21, ~1!

C5
¸

4p
ReS w̃08

w̃0
D , G5

¸v

4p
IM S w̃08

w̃0
D , ~2!

where¸ is the permittivity, andC andG are the capacitance
and parallel conductance.

To find z we must solve the Poisson equation

w95
4pe

¸ FNc~T!F1/2S m1ew

T D2nG , ~3!

whereNc(T) is the effective density of states in the condu
tion band,F i is the Fermi integral of indexi, T is the tem-
perature in energy units, andm is the chemical potentia
measured from the conduction-band bottom in the bulk
the semiconductor. Equation~3! holds everywhere except in
the planex5x1.
© 1998 American Institute of Physics
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The electronic states in thed-layer can be divided into
two groups: fast and slow. The electron population of the f
states can follow instantaneously the variation of the pot
tial in time. In the present system the fast states are state
the conduction band, i.e., their energies lie above
conduction-band bottom in the planex5x1. Since in our
samples in the surface density of shallow donors in
d-layer Nd.1012 cm22, we shall describe the fast state
quasiclassically,2 i.e., we shall employ Eq.~3!. The slow
states are deep states. We shall assume that the charact
extents of the electron wave functions of deep states
much smaller than the characteristic scales of variation of
potential, so that the charge density associated with them
be assumed to be proportional to the Diracd-function
d(x2x1).

Integrating Eq.~3! in the regionx.x1 we obtain

w856AF~w,0,T!, w̃85
4pe

¸

NcF1/2@~m1ew!/T#

w8
w̃, ~4!

where

F~w i ,w j ,T!5
8p

¸ H NcTFF3/2S m1ew i

T D
2F3/2S m1ew j

T D G2en~w i2w j !J .

In the relation~4! the plus sign is used ifw(x1)5w1,0 and
the minus sign is used ifw1.0.

Integrating the Poisson equation nearx1 , we find a rela-
tion between the derivativesw8 and w̃8 before and after the
d-layer:

FIG. 1. The band diagram of a Schottky contact to a structure with ad-layer
with high reverse voltages. The inset shows the equivalent circuit.
st
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w8~x120!5w8~x110!1
4ps

¸
, ~5!

w̃8~x120!5w̃8~x110!1
4ps̃

¸
, ~6!

s5eNd1eE
2`

0 g~«!

11expS m2«1ew1

T D d«, ~7!

where the energy« is measured from the conduction-ban
bottom in the plane of thed-layer, ands is the surface-
charge density in the layer. In deriving Eq.~7! we assumed
that the deep states are of donor type; i.e., they are ne
when an electron is present, and they are positively char
when there is no electron. If the deep states are of acce
type, i.e., they are negatively charged when an electro
present, thenNd in Eq. ~7! must be replaced by the differ
ence

Nd2E
2`

0

g~«!d«.

To find s̃ we shall examine the variation of the electro
population of deep levels lying in the interval from« to «
1d« under the action of a variable potentialw(x1 ,t). The
variation of the charge density of these states in time is
scribed by the equation10,11

ṙ~«,t !5
re@«,w~x1 ,t !#2r~«,t !

t~«!
, ~8!

where t(«) is the lifetime of electrons in deep states a
re(«,w1) is the equilibrium value ofr(«) with fixed w1:

re~«,w1!5
eg~«!

11expS m2«1ew1

T D . ~9!

Since

w~x1 ,t !5w11w̃1 exp ivT, w̃1!w1 ,T/e,

we find the following expression fors̃ from Eqs.~7! and~8!:

s̃52
e2w̃1

T E
2`

0
g~«!expS m2«1ew1

T D
@11 ivt~«!#F11expS m2«1ew1

T D G2 d«.

~10!

Let us examine the region 0,x,x1. For convenience we
introduce the potentialw2 such that NcF1/2(m1ew2 /T)
!n, (w2,0) butw2.w0. We note that the contact potentia
difference on a Schottky contact ton-GaAs is approximately
0.8 V, so thatw0,20.8 V under a reverse bias. The pote
tial w2 can be set equal to, for example,2(m110T)/e. If
w1,w2, then in the region 0,x,x1 the electron charge ca
be ignored and the Poisson equation becomes

w952
4pen

¸
. ~11!
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Integrating Eq.~11!, we find

w05w12x1Fw~x120!1
2penx1

¸ G , ~12!

w̃05w̃12x1w̃~x120!, ~13!

w̃085w̃8~x120!. ~14!

Because of they are unwieldy, the results obtained by in
grating the Poisson equation in the casew1.w2 are pre-
sented in theAppendix. From Eqs.~12!–~14! and ~A.4!–
~A.6! we find the impedance and potential at the surface
functions ofw1.

Let us now examine in greater detail the case wh
w1,w2, since this is the simplest case. In this case

w̃08

w̃0

5
1

w̃1 /w̃8~x120!2x1

. ~15!

It follows from Eq. ~15! that the equivalent circuit of the
system can be represented as a capacitanceC15¸/4px1 and
an impedancez152 iv¸w̃8(x120)/4pw̃1 connected in se-
ries. The quantityC1 corresponds to the capacitance of t
GaAs layer from the surface up to thed-layer. By virtue of
Eq. ~6! we can representz1

21 in the form

z1
215 ivC21zs

21 , ~16!

whereC252¸w̃8(x110)/4pw̃1 is the capacitance of GaA
after thed-layer, andzs is the impedance of the deep stat

zs
2152

ivs̃

w̃1

5
ive2

T

3E
2`

0
g~«!expS m2«1ew1

T D
@11 ivt~«!#F11expS m2«1ew1

T D G2 d«. ~17!

We thus obtain the equivalent circuit shown in the inset
Fig. 1 for our structure. We note thatzs can be represented a
an infinite number ofRC circuits connected in parallel.12

From Eqs.~1!, ~2!, and~15!–~17! we obtain

ReS 1

zsv
D5ImS s̃

w̃1
D 5

C1
2G/v

~G/v!21~C2C1!2
, ~18!

i.e., the real part ofzs
21 can be expressed in terms of me

surable quantities. We shall now make three additional s
plifying assumptions. The first two consist of the requir
ment that the trapping cross section and density of st
vary slowly with energy:

ud ln@sc~«!#/d«u, ud ln@g~«!#/d«u!T21.

When these requirements hold, the neighborhood of«5m
1ew1 makes the main contribution to the real part of E
~17!. Then we can set

t~«!5t0exp~2«/T!,

where
e-

s

e

-
-
es

.

1/t05sc~m1ew1!v tNc

and v t is the thermal velocity of the electrons. The thi
assumption is the requirement that the conditionvt0!1 be
satisfied. Then Eq.~17! can be integrated, and Eq.~18! can
be written in the form

ImS s̃

w̃1
D .e2gU~g!T lnFvt0g~211A114/g2!

2 G , ~19!

whereg5vt0exp@2(m1ew1)/T#,

U~g!5
~g32g!lng1pg22~g1g3!

~11g2!2
. ~20!

The functionU(g) has a maximum equal to 0.285 atg51.
Therefore,

ImS s̃

w̃1
D

max

.0.285e2g~m1ew1!. ~21!

Thus the maximum of Im(s̃/w̃1) is determined by the den
sity of statesg at the Fermi level. We recall that the argu
ment of the functiong is measured from the conduction-ban
bottom in GaAs in the planex5x1. The condition for a
maximum means that the reciprocal of the electron esc
time equals the frequencyv of the external signal for state
at the Fermi level.

Using the expression~21!, we can propose a method fo
determiningg(«). Indeed, changingv by an amountDv at
fixed temperatureT changes the energy« corresponding to
the maximum of Im(s̃/w̃1) by the amount D«5Tln
@(v1Dv)/v#. Therefore,g(«) can be found by measuring th
maximum value of Im(s̃/w̃1) at different frequencies. How
ever, as long ast0 is unknown, the point of origin for« is
undetermined.

We shall now show howt0 can be determined from
measurements of the frequency dependence of the temp
ture corresponding to the maximum of Im(s̃/w̃1) for a fixed
external voltage on the Schottky contact. The potential
the semiconductor surface consists of the contact pote
difference and the external voltage:w05wc1wext. The con-
tact potential difference equals the difference of the wo
functions of the semiconductor and metal. The tempera
dependence of the semiconductor work function is de
mined by the functionm(T), while the work function of the
metal is virtually temperature-independent.13 For this reason,
for a fixed external voltage the temperature dependenc
w0 is determined bym(T). If uw0u@uw1u, then the variation
of w1 with T is much smaller than that ofm(T). It can be
assumed approximately thatw1 is temperature-independen
Thensc can be determined from measurements of two te
peratures T1 and T2 corresponding to the maxima o
Im(s̃/w̃1) for two frequenciesv1 and v2 , which do not
differ too much, such that

uT22T1u!T1,2, sc~m1ew1!' const.

Indeed, the conditiong51 gives the system of equations

m~T1!1ew152T1 ln~scv tNc /v1!, ~22!
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m~T2!1ew152T2 ln~scv tNc /v2!. ~23!

Using the expressions forn t andNc we find from Eqs.~22!
and ~23!

sc'
2p\3v1

mcT1
2

3expFm~T1!2m~T2!1T2 ln~v2T1
2/v1T2

2!

T22T1
G , ~24!

where mc is the electron effective mass in the conducti
band.

3. EXPERIMENT AND DISCUSSION OF THE RESULTS

Silicon-dopedd-layers inn-GaAs were obtained by th
method of organometallic gas-phase epitaxy in a horizo
reactor at atmospheric pressure in the system Ga~CH3)3

–AsH3–SiH4–H2. Growth was conducted on semi-insulatin
and conducting GaAs substrates disoriented relative to
~100! plane by 3° in the@110# direction. The growth tem-
perature varied in the range 550–700 °C. The Sid-layer was
embedded by interrupting GaAs growth during the introd
tion of the impurity. The silane flux velocity and the form
tion time of the d-layer were varied in order to obtain
different Si density in a layer.

The epitaxial GaAs in which thed-layers were grown
had electron densityn.1015 cm23 and Hall mobility
73103 cm2/~V•s! at 300 K and greater than 33104 cm2/
~V•s! at 77 K. Measurement of the density of deep levels
it by the DLTS method showed the presence of the fi
electron trapEL2 with density not exceeding 1014 cm23. The
basic laws of growth and characteristics ofd-layers have
been published in Ref. 14 .

Hall measurements at temperatures 300 and 77 K
measurements of the capacitanceC and weak-signal paralle
conductanceG of the Schottky contact at three frequenci
1 MHz, 10 kHz, and 1 kHz in the temperature range 77–3
K were performed in order to study the electrical propert
of the d-doped layers. The Schottky contacts were prepa
by depositing 500mm in diameter aluminum contacts o
GaAs.

Figure 2 shows the electron mobilitymn versus the sur-
face densityNd of free electrons in thed-layer. The solid
curve shows the dependence obtained in Ref. 5 and the
and crosses show the results of our measurements. Sam
with Si density in thed-layer exceeding 631012 cm22

~marked by crosses! possessed a low mobility, which, more
over, also increased as the temperature was raised from
300 K. In addition, the electron density in them is apprec
bly lower than the Si density. Density-of-states tails we
observed in these samples. We note that saturation or ev
decrease of the electron density with increasing Si densit
the d-layers was observed earlier.5,8,14 Hopping conduction
in strongly silicon d-doped GaAs, i.e., actually a metal
insulator transition, has recently been observed.15

Figure 3 shows typical observed dependences of the
pacitanceC and conductanceG of a Schottky contact to
structures with Si density in thed-layer greater than
al
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631012 cm22 on the applied voltageV. It is clearly evident
from the figure that the functionC(V) has a characteristic
step-like behavior and the curveG(V)/v has a sharp asym
metric spike. The results of numerical calculations of the
dependences are also presented here. We note that a co
tance spike did not occur in structures with Si density in
d-layer below 631012 cm22, and the conductance is at lea
two orders of magnitude smaller.

Figure 4 shows the observed temperature depende
of the conductance with a fixed external voltage. It is clea
seen that as the applied reverse voltage increases, the

FIG. 2. Mobility m versus surface electron densityNd in the d-layer. The
solid curve shows the dependence obtained in Ref. 5 . The crosses show the
data for samples with Si density in thed-layer exceeding 631012 cm22. The
numbers near the points correspond to the numbers of the samples in
I.

FIG. 3. CapacitanceC and conductanceG of a Schottky contact to structure
No. 158 versus the reverse voltageV at T577 K at frequency 1 MHz.
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ductance maxima decrease and shift to higher temperat
This character of the dependence corresponds to a con
ous energy density distribution of deep states. If only o
level of deep states were present in the plane of thed-layer,
then only the amplitude of the conductance maximum a
not its position would change as the applied reverse volt
increased.12

To describe the observed voltage and temperature
pendences of the capacitance and conductance we
structed a numerical model on the basis of a theoret
analysis. The calculations showed that if the density of d
states contains a pronounced peak~for example, the density
of deep states has a Gaussian spectrum whose maximu
separated from the conduction band edge by an am
greater than the dispersion!, then a clearly expressed max
mum appears in the computed curves of the capacitance
sus the applied voltage. Such maxima were not obser
experimentally. On this basis we assume that the densit
deep states in our structures decreases monotonically a
from the conduction-band bottom into the band gap, i.e
has the form of tails. For this reason, in the model the ene
dependence of the density of deep states was assumed
exponentialg(«)5Ns /«0exp(«/«0), whereNs is the surface
density of deep states.

Table I shows the parameters of three structures, wh
were grown at 650 °C and, which differ by the Si densities
thed-layer. The quantitiesNs , «0 , andsc were chosen so a
to obtain the best agreement between the experimental

FIG. 4. G/v of a Schottky contact to structure No. 158 at frequency 1 M
versus temperatureT. The curves were measured for three values of
reverse voltageV.
es.
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computed voltage and temperature dependences of the
pacitance and conductance. We note that the sum of
quantitiesNd and Ns gives the total density of uncompen
sated donors. DX centers do not change this density; t
instead decrease the free-electron density. For this reaso
DX centers were the main reason for saturation of the e
tron density,9 then as the Si density in ad-layer increases,
the total number of uncompensated donors in it would a
increase. It is evident from the data presented in Table I
as the Si density in thed-layer increases, not only the surfac
electron density but also the total density of uncompensa
donors in the layer increase. This means that some Si at
occupy As sites and become acceptors, i.e., s
compensation occurs.

We note as the quantity of Si in ad-layer increases, the
density and depth of deep states increase, while their elec
trapping cross sections decrease. We believe that these
can be explained by a sharp increase in fluctuations in
distribution of Si atoms when the density exceeds 631012

cm22. A similar fact has been observed with berylliu
d-doping of GaAs.16

This work was supported by the Russian Fund for Fu
damental Research under Grants 95-02-05606 and 95
05870.

4. APPENDIX

If w1.w2, then it is convenient to divide the regio
0,x,x1 into two subregions. The Poisson equation has
form ~3! in the regionx2,x,x1 and ~11! in the region
0,x,x2. In the planex5x2 the potentialw(x2)5w2. Inte-
grating the Poisson equation in the region 0,x,x1 we find

w285AF~w2 ,w1 ,T!1~w8~x120!!2, ~A.1!

w̃285
4pew̃1

¸w28
Fn2NcF1/2S m1ew1

T D G1
w~x120!w̃18

w28
, ~A.2!

w085A8pen

¸
~w22w0!1~w8~x120!!2, ~A.3!

w05w21~xs2x1!F2pen~x12xs!

¸
1w28G , ~A.4!

w0852
4penw̃0

¸w08
1

w28w̃28

w08
, ~A.5!

w̃05 x̃sF2pen~x12xs!

¸
1w28G1~x12xs!F2penx̃s

¸
2w̃28G ,

~A.6!
TABLE I.

Sample SiH4, Growth Si density,
mn ,

cm2/(V•s)
Nd ,

1011 cm22
mn,

cm2/(V•s)
Nd ,

1011 cm22

No. ml/min time, s relative units T5300 K T577 K Ns , 1011 cm22 «0 , meV sc , 1017 cm22 x1 , mm

156 20 50 1000 2670 15 2400 20 5 30 0.55 0.15
158 67 10 670 2200 13 2600 18 4 20 1.4 0.12
181 100 120 12000 1300 14 1040 15.6 9 70 0.4 0.43
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where

xs5x12x25E
w2

w1 dw

AF~w,w1 ,T!1~w8~x120!!2
, ~A.7!

x̃s5
w̃1

w8~x120!
1E

w2

w1 dw

@F~w,w1 ,T!1~w8~x120!!2#3/2

3H 4pe

¸ FNcF1/2S m1ew1

T D2nG
3w̃12w8~x120!w̃8~x120!J . ~A.8!

a!Fax: ~8312! 675553; e-mail: aleshkin@ipm.sci-nnov.ru
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Electron-phonon interaction and electron mobility in quantum-well type-II PbTe/PbS
structures
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Electron mobilities in PbTe layers were calculated, taking into account electron scattering by
longitudinal polar optical phonons, for low-dimensional structures — multiple PbTe/
PbS quantum wells, which are type-II structures. Comparison with the electron mobilities
obtained from Hall coefficient and magnetoresistance investigations in undoped multiple PbTe/
PbS quantum wells versus the magnetic field intensity showed good agreement between
the computed and experimental results for these structures. ©1998 American Institute of Physics.
@S1063-7826~98!02306-0#
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1. INTRODUCTION

The main scattering mechanisms that limit carrier mob
ity in undoped narrow-gap bulk IV–VI semiconductors a
their solid solutions in the temperature range important
practical applications 77–300 K are:1,2 1! scattering by polar
longitudinal optical~LO! phonons, 2! scattering by the de
formation potential of acoustic phonons, and 3! scattering
due to the disordering of the alloy potential. Of these mec
nisms the dominant one for the present group of semic
ductors is the interaction of electrons with polar longitudin
optical phonons@\vLO'160 K3 ~Ref. 3!#, which can be
accurately calculated without using adjustable paramet
This type of scattering determines the maximum electron
hole mobilities in undoped narrow-gap IV–VI semicondu
tors in the temperature rangeT>70 K.

In low-temperature structures size quantization infl
ences both the energy spectrum of the charge carriers an
spectrum of optical phonons. We have therefore investiga
scattering by optical phonons for low-dimensional structu
— PbTe/PbS multiple quantum wells~MQWs! — under the
assumption that, just as in bulk narrow-gap IV–VI semico
ductors, this mechanism of charge-carrier scattering is
main mechanism determining the maximum values of
electron mobilities at temperaturesT.70 K.

2. THEORY

Optical oscillations in PbTe/PbS quantum wells ha
been studied in the dielectric continuum model~DCM!.4 In
this model the optical phonons in low-dimensional structu
decay into boundedLO andTO modes and surface-like~in-
terfacial! IF modes, and the boundedTO modes do not con-
tribute to charge-carrier scattering. The polarization fields
the boundedLO modes are formed by volume charges a
charges at the boundaries of the layers, while the polariza
field of theIF modes~symmetrics and antisymmetrica are
produced only by surface waves of charges on the interfa
6651063-7826/98/32(6)/3/$15.00
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of the layers. For this reason, decreasing the layer thickn
d in low-dimensional structures will have the effect of in
creasing the influence ofIF modes on charge-carrier tran
port as compared with boundedLO modes. In the case
whereIF modes dominate, this decreases the charge-ca
mobilities in the individual layers of a multilayer quantum
well structure, while in the case where the boundedLO
modes dominate, the mobility increases asd decreases. It is
therefore important to determine the relative contributions
the boundedLO andIF modes for interpreting experimenta
results and for designing devices using low-dimensio
structures.

In connection with the large values of the static perm
tivities «s in IV–VI compounds ~for example, in PbTe
«s.400 atT5300 K and increases with decreasing tempe
ture because of the softening of the transverse optical mo!
the influence of theIF modes is effective in these com
pounds. It should appreciably change the charge-carrier
bilities as compared with the mobility in bulk crystals, esp
cially in thin layers of such structures.

The interaction of electrons with optical phonons in
PbSnTe quantum well and in a three-layer structure Pb
PbSnTe/PbTe was studied earlier in Refs. 5 and 6, tak
into account the nonparabolicity of the band spectrum bu
the approximation of infinitely high barriers. In the prese
article we report the results of an experimental study of
energy spectrum of current carriers in multiple PbTe/P
quantum wells~see, for example, Ref. 7! in a two-band
Kane model, with allowance for the nonparabolicity of th
band spectrum and the finite height of the barriers with c
riers populating the first two subbands. In this system
offset of the valence bands atT577 K is DEv50.3260.05
eV, while the distance between the conduction-band edge
PbTe and PbS is7 DEc'0.4 eV. Since the conduction-ban
edge in PbTe lies below the conduction- and valence-b
edges in PbS for the layer thicknessesd.60 Å being con-
© 1998 American Institute of Physics
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FIG. 1. Computed electron mobilities for scattering by different phonon modes (LO1s1a, LO, s1a) and experimental (% ) data on electron mobility for
multiple PbTe/PbS wells as a function of the well period atT577 K. The experimental data for PbTe/EuTe (m)14 and PbTe/Pb0.8Sn0.2Te (j) superlattices
and PbTe/Pb0.87Sn0.13TE (l)15 and PbTe/Pb0.8Sn0.2Te (*, d)5,16 quantum wells are also presented. The solid curve at the top refers to calculations of el
mobility in PbTe/Pb0.8Sn0.2Te quantum wells on (LO1s1a) modes. The symbolD on the right-hand ordinate marks the experimental values of the elec
mobility in perfect single crystals and ‘‘thick’’ (d>3 mm! epitaxial PbTe quantum wells with electron density of the order of 1017 cm23, where the highest
electron mobilities are observed. The arrow on the right-hand ordinate marks the maximum computed values of the electron mobility in PbTe sing
in the two-band nonparabolic Kane model, with allowance for the scattering of current carriers by longitudinal optical phonons only.
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sidered here, the PbTe/PbS structures are type-II struct
It has been shown that these structures possess semime
conductivity for layer thicknesses7 d>60 Å. Longitudinal
transport is realized by electrons in PbTe layers and hole
PbS layers. The electron mobility in the PbTe layers is s
eral times higher than the hole mobility in the PbS layers

An expression for the scattering rates of an electron w
the emission (2) and adsorption (1) of one phonon can be
obtained5 by applying the Fermi rule to the structures stu
ied:

W~ i , f !5(
a

2p

\
u^ f uĤau i &u2d~2« f1« i6\v!, ~1!

where« f and « i are the total electron energies in the fin
and initial states. The electron-phonon interaction Ham
tonian is

Ĥa5(
qi

(
qz

eiqi•rG j~qi,qz,z!@ â j~qi,qz!1â j
1~2qi,2qz!#,

~2!

whereGa(qi ,qz ,z) is the coupling function, which describe
the interaction of an electron with ana mode of optical
lattice vibrations. The form of this function is given in Ref.
for different phonon modes.

Since the electron-phonon interaction is an inelastic p
cess, a variational method8 was used to calculate the carri
mobilities. This method was first used for quasi-tw
es.
llic

in
-

h
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l
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dimensional structures in Refs. 5 and 6 . The computationa
results for the case of multiple PbTe/PbS quantum wells
shown in Fig. 1. It is evident from the results presented
this figure that on switching from bulk samples to sho
period multiple quantum wells and superlattices it is imp
tant to take into account the electron scattering byIF
phonons.

3. EXPERIMENT AND COMPARISON WITH CALCULATIONS

The following parameters of the materials and their ba
structure were used in the numerical calculations of the e
tron mobility atT577 K: band gapEg(PbTe)50.21 eV and
Eg(PbS)50.31 eV; static permittivity«s(PbTe)5650 and
«s(PbS)5195; dynamic permittivity «`(PbTe)537 and
«s(PbS)519; longitudinal optical phonon energ
\v l(PbTe)514.1 meV and\v l(PbS)526.3 meV; and the
transverse optical phonon energy\v t(PbTe)53.4 meV and
\v t(PbS)58.2 meV. Here we have presented the expe
mental data of Refs. 3 and 9 and in some cases we used
Lyddane–Sachs–Teller relation«s /«`5(v lv t)

2.
Type-II PbTe/PbS structures, grown by the hot-w

method on KCl~100! dielectric substrates with PbTe or Pb
buffer layers of the order of 1022103 nm thick, were used to
obtain the experimental values of the mobility. The measu
values of the PbTe and PbS layer thicknesses in mult
PbTe/PbS quantum wells ranged from 60 to 500 Å.10 The
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anomalously strong dependences of the Hall coefficient
served for such structures, even in weak magnetic fields
test to the presence of two types of carriers with differ
signs and make it possible to determine in the multila
conductivity model the density and mobility of electrons
PbTe layers and holes in PbS layers.11

The large difference in the lattice constants of PbTe a
PbS (a056.46 and 5.94 Å, respectively! in quantum-well
PbTe/PbS structures leads to the appearance of a subst
number of misfit dislocations at the interfaces. However
has been shown12 that in the system PbTe/PbS the tran
tional layer where misfit dislocations are concentrated
tween the layers does not exceed 10–20 Å, while the lay
themselves are mechanically unstrained,12 giving hope that
the mobilities in them will be high. Moreover, the temper
ture at which multiple quantum wells are obtained by t
hot-wall method10 did not exceedT5350 °C so as to preven
mixing of the components at the interfaces, since in a Pb
PbS system mixing does not occur at temperatu
T,400 °C.13 The presence of a large number of misfit d
locations at the interfaces likewise prevents mixing in
system PbTe/PbS.12

Because of the relatively large barrier heights betwe
individual layers of quantum-well structures PbTe/PbS,
penetration of wave functions into neighboring layers
small7 and the envelopes of the wave functions are locali
in the corresponding layers. The approximation of multip
quantum wells therefore can be used quite effectively for
objects, where for layer thicknessesd>60 Å the wells es-
sentially do not interact with one another.

As one can see from the figure, the experimental a
theoretical results for the electron mobilities agree satis
torily for PbTe/PbS structures. The good agreement confi
the assumption that the mobilities in the layers in t
quantum-well PbTe/PbS structures can indeed be high.
is due to the presence of misfit dislocations only at the in
faces between the layers, the presence of a sharp metall
cal boundary due to the absence of mixing of the constitu
components of the PbTe/PbS structure, and localization
the envelopes of the wave functions in the correspond
layers due to the low height of the energy barriers (DE
>0.4 eV!.

The mobility calculations performed in this approxim
tion for the case of PbTe/Pb0.2Sn0.8Te quantum wells with
finite potential barriers (DEc560 meV! and also presente
in the figure give charge-carrier mobilities of the order
331042105 cm2/~V•s! for layer thicknesses 50–600 Å
b-
t-
t
r

d

tial
it
-
-
rs

e/
s

e

n
e

d

r

d
c-
s

is
r-
gi-
nt
of
g

f

These values are higher than the observed electron mobi
in PbTe/Pb0.2Sn0.8Te quantum wells and other IV–VI com
pounds, indicating that it is necessary to take into acco
other scattering mechanisms, of which apparently the m
noticeable could be scattering by interfacial irregularitie
since in the other IV–VI structures, in contrast to PbS/Pb
structures, interdiffusion of the components at the interfa
is substantial. The experimental values of the charge-ca
mobilities in other low-dimensional IV–VI structures~see
Fig. 1! is, as a rule, three to five times lower than that o
served in bulk crystals of these materials.

In closing, we note that scattering by longitudinal optic
phonons is the main mechanism of scattering in multi
PbTe/PbS quantum wells at temperaturesT>70 K. For
quantum well widthsd,150 Å scattering byIF modes
dominates in both PbTe/PbS and PbTe/Pb0.2Sn0.8Te struc-
tures. This causes the mobility to decrease with decrea
layer thicknessd.
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Degradation of MOS tunnel structures at high current density
I. V. Grekhov, A. F. Shulekin, and M. I. Veksler
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The stability of tunneling-thin~2–3 nm! SiO2 films during prolonged flow of high-density
currents (1022103 A/cm2! was investigated. A sharp increase in the charge which a tunneling
MOS structure is capable of transmitting without degradation on switching from
Fowler–Nordheim injection to direct tunneling (103 C/cm2 and 107 C/cm2, respectively! was
observed. The degradation of SiO2 films was investigated using Al/SiO2 /n-Si/p1-Si
thyristor structures with a positive bias on the semiconductor, i.e., with reverse bias of the MOS
structure. The use of these devices accounted for the uniformity of the current distribution
over the area and made it possible to monitor the state of the insulator layer by measuring the
device gain in the phototransistor mode. ©1998 American Institute of Physics.
@S1063-7826~98!02406-5#
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1. INTRODUCTION

The interest which has developed in MIS structures w
tunneling-thin (.1.523 nm! silicon dioxide~SiO2! films is
due to the fact that the thickness of the subgate insulato
field-effect transistors is now at the tunneling level1–5 and,
moreover, it is becoming clear that tunneling SiO2 layers can
now be used as the subgate insulator to improve substan
the basic device parameters.6 The possibility of using tunnel-
ing MOS structures in this manner makes their applicati
more realistic in other fields, in particular, as efficie
charge-carrier injectors in Si in transistors and thyristors w
a tunneling MOS emitter, especially since a substan
amount of data has now been accumulated in this field.7–14

The indicated applications of tunneling MOS structur
presume that the latter operate in a reverse-biased mode
a quite high current density~up to 103 A/cm2 when used as
an injector8,11–13!. This makes it important to investigate th
‘‘stability’’ of a tunneling-thin oxide against a current, sinc
systematic investigations of the degradation of tunnel
MOS structures during charge transport~which has been
studied extensively for a long time for thicker (>3 nm! SiO2

films3–5! have not yet been undertaken. The existing data
the degration of tunneling structures are extremely limit
They cover only the current range below 1 A/cm2 ~Refs. 6
and 15 ! and almost exclusively the direct-bias regime
MIS structures.1,15

In the present work we endeavor to determine the ‘‘s
bility’’ of tunneling MIS structures, i.e., the maximum tran
mitted charge that does not give rise to degradation, as
as the physical reasons determining the magnitude of
charge at high current densities (1022103 A/cm2! and under
a reverse bias.
6681063-7826/98/32(6)/5/$15.00
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2. FACTORS DETERMINING THE DEGRADATION OF MOS
STRUCTURES WITH ‘‘THICK’’ AND TUNNELING-THIN
INSULATORS DURING CURRENT FLOW

A substantial volume of data has been accumulated
relatively thick (.4 nm! SiO2 films carrying a current.1–5 In
such structures appreciable currents start to flow only
fields of the order of 107 V/cm in the insulator. Under
Fowler–Nordheim injection conditions electrons~holes! en-
ter the allowed band of the oxide by tunneling through
triangular barrier~see, for example, Figs. 1a! and are then
transported along it. Such transport is dangerous from
standpoint of degradation because energy relaxation of th
electrons directly into the oxide layer is possible~band–band
carrier recombination as well as recombination through l
els in the band gap of SiO2!. Large amounts of energy can b
instantaneously released in the process of such relaxa
and this is accompanied by the generation of new defec

In contradistinction of what we have described above
MOS structures with a thinner SiO2 layer (,3 nm! appre-
ciable charge transfer starts in substantially weaker field
the insulator~for example, 106 V/cm!, where the predomi-
nant mechanism of charge transfer is direct tunneling~Fig.
1b!. As a result of this circumstance, right up to a defin
voltage corresponding to a transformation of the tunnel
barrier from trapezoidal to triangular, current flow is not a
companied by the appearance of injected carriers in an
lowed band of the insulator.

For this reason, for tunneling structures it can be e
pected that, in the first place, there will be a substantial
crease in ‘‘stability’’ against current flow~quantitatively
characterized by the total transported charge giving rise
degradation! as well as a catastrophic decrease of this sta
ity with a definite voltage on the oxide corresponding to
transition to Fowler–Nordheim injection. This feature
MOS structures with direct bias was observed in Ref. 1
© 1998 American Institute of Physics
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samples with an insulator layer with a relatively large thic
ness of 3–4 nm~the change in the charge transport mec
nism occurred at current density 102221024 A/cm2!.

As far as functioning of a tunneling device in the dire
tunneling regime is concerned, in the complete absenc
electron-trapping levels in the band gap of the oxide~no
possibility of energy relaxation with a substantial energy
lease!, the ‘‘service life’’ of the device is unlimited. Indeed
in Ref. 15 it was observed that the critical charge giving r
to degradation of a tunneling MOS structure is very larg
(.106 C/cm2!; tests were performed with current densiti
,1 A/cm2.

3. FORMULATION OF AN EXPERIMENT ON THE
INVESTIGATION OF THE DEGRADATION OF TUNNELING
MOS STRUCTURES. SAMPLE PREPARATION

The structures Al/̂tunneling-thin SiO2&/n-Si/p1-Si
~Fig. 2a! with a positive bias on the semiconductor we
investigated in the experiment.

FIG. 1. Charge transport in MOS structures with a SiO2 layer: a — Thick
layer; b — tunneling-thin layer.
-
-

t
of

-

e

In this case the structure consists of a thyristor with
tunneling MOS emitter on ‘‘top,’’ an inducedp base~inver-
sion layer at the oxide/Si boundary!, Si volume playing the
role of a n base, and ap1 emitter at the ‘‘bottom.’’ The
current-voltage characteristic of such a structure isS-shaped
~Fig. 2b!. The device can operate in the active mode~regime
of relatively low currents! and it can also switch into a self
maintaining on state with a uniform current distribution ov
the area.12 The on state is maintained, first, by the standa
‘‘thyristor’’ positive feedback10,16 and, secondly, byAuger
ionizationof the Si atoms8,12 by hot electrons injected from
the metal into the semiconductor by a tunneling MIS jun
tion.

In the preswitching regimes the current through a str
ture is determined by the delivery of majority carriers in
the thyristor base~especially, into the inversionp base! as
well as by intensification of the ‘‘top’’~tunneling MOS sec-
tion! and ‘‘bottom’’ transistors. A thyristor in this regime
can be controlled by supplying a base current and by illu
nating the structure. Degradation of the SiO2 layer sharply
decreases the gain of the tunneling MOS transistor~because
of an increase in hole leakage from the inversion layer i
the metal!; i.e., the current through the device in the acti
regime depends strongly on the state of the tunneling ox

The devices~Fig. 2a! were fabricated on the basis of a
epitaxial structure: p-type substrate with resistivity
r50.005 V•cm with a 9-mm-thick epitaxial n layer
(r50.3 V•cm!; the total wafer thickness is 300mm. The
tunneling-thin oxide was grown by thermal oxidation in d
oxygen atT5700 °C; the SiO2 film was about 2.5 nm thick.
The diameter of ‘‘top’’ aluminum electrode was equal
400mm. During the measurements the required thermal c
tact with a copper radiator was provided by a layer of liqu
eutectic alloy In–Ga, located between the backside of
substrate and the radiator.

4. EXPERIMENTAL RESULTS

The measurements consisted of putting the device
the ‘‘on’’ state, which corresponds to a uniform current d
a

FIG. 2. Schematic diagram of the Al/SiO2 /n-Si/p1-Si thyristor structure used for studying the stability of tunneling-thin SiO2 films ~a! and typical
current-voltage characteristics~IVC! of such a structure~with SiO2 thicknesst52.5 nm! in the relatively low current density range~b!. a: 1 — tunneling-thin
oxide, 2 — In–Ga liquid alloy,3 — Cu cold duct. b — IVC: 1 — in the dark;2, 3 — with different intensities of external illumination. Device are
1.2631023 cm2.
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tribution, and holding it in this state for a prolonged peri
of time — right up to the onset of degradation of SiO2. In the
course of the tests the voltage and the current through
device were periodically decreased briefly and the gain in
active regime with a fixed applied voltage and intensity
external illumination was monitored. In addition, the chan
in the properties of the structure could be judged accord
to the change in the parameters of theS-shaped thyristor
current-voltage characteristic~IVC!. For definiteness it was
assumed that ‘‘degradation’’ consists of an appreciable
crease in the gain of the structure in the phototransistor m
~approximately by 10%!.

The range of currents through a sample with degrada
time from several seconds up to tens of hours ranged f
0.5 to 1.5 A ~the current density ranged from 43102 to
1.33103 A/cm2!, while the typical voltage drop across th
device was equal to 3–4 V.

Estimates of the possible current-induced heating of
sample showed that because of the small size of the
electrode, the temperature differenceDT between the mos
highly heated region of the sample~near the SiO/SiO2 inter-
face! and the radiator does not exceedDT560@K/A] I 0,
whereI 0 is the current~in A! through the sample. This show
that the thermal phenomena were not responsible for the
radation of the structures.

The main experimental result is the demonstration of
high stability of tunneling-thin~2–3 nm! oxide against the
flow of a high-density current~up to 103 A/cm3! in the
direct-tunneling regime. The critical transported charge g
ing rise to degradation of the SiO2 film is much larger than in
the Fowler–Nordheim injection regime~Fig. 3!.

For example, in the case of a current with dens
j 5500 A/cm2 the degradation became appreciable~the gain
decreased and the parameters of theS-shaped IVC changed
somewhat! only after approximately 40 h of operation, whic
corresponds to a transported charge of the order of 53107

2108 C/cm2. This is much greater~by approximately 4 or-
ders of magnitude! than for ‘‘thick’’ MOS structures
~Fowler–Nordheim injection regime!, for which the trans-
ported charge leading to complete degradation of the st
ture is approximately 103 C/cm2 with oxide thickness of
about 4 nm.3–5 No appreciable manifestations of degradati

FIG. 3. a — ChargeQtr transmitted through a tunneling-thin SiO2 layer
prior to degradation as a function of current densityj ~bottom scale! and as
a function of the estimated voltageU across the insulator~top scale!. b —
Current-voltage characteristic of the experimental structure in the ‘‘o
state with high current density.
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were observed when the structures were tested for 40
current density 350 A/cm2.

The devices degraded much more rapidly when the c
rent density was increased to 700–1000 A/cm2, and at 1200
A/cm2 they could operate for only a few seconds. The cha
transported before device degradation was of the orde
103 C/cm2 with a large variance from one device to anoth

We underscore that Joule heating did not play an app
ciable role in any regime.

5. INTERPRETATION OF THE EXPERIMENTAL RESULTS

As one can see from the data presented, the assump
that the stability of MOS structures against current flow
principle increases on switching from Fowler-Nordheim i
jection to direct tunneling is confirmed experimentally. I
deed, the charge transferred without degradation of the st
ture increases radically~by four orders of magnitude!, while
the decrease in stability to the level of thick MOS structu
~with a definite current densityj .1000 A/cm2! is a conse-
quence of a transition to charge transport by the Fowle
Nordheim mechanism. The transition from high to low s
bility occurs in a rather narrow interval of current densiti
~Fig. 3a!.

This is completely understandable, since for any para
eters of the tunneling system the fraction of the Fowle
Nordheim componentj FN in the total currentj tot through
SiO2 increases sharply from 0 to 1 when the tunneling bar
transforms from trapezoidal to triangular. This can be ve
fied by calculating this fraction as a function of the voltageU
on the insulator~Fig. 4a!.

We shall employ the following expression for th
tunneling-current density17

j 5
4pme* q

h3 E dE

11exp@~E2EFm!/kT#
E

0

E

u~Ez!dEz ,

~1!

whereE is the total energy of the electron,Ez is the energy
of the electron motion in the direction of tunneling,u(Ez) is
the tunneling probability,7,11 me* is the effective electron
mass in the plane of the Si/SiO2 interface@me* .2.1m0 ~Ref.
16!#. The energyE is measured from the conduction-ban
bottomEco ~Fig. 4b!. The integration limits should be take
as 0<E<xe , wherexe is the conduction-band offset at th
Si/SiO2 interface, to calculate the direct tunneling curre
while xe and xe1qU should be used for the Fowler–
Nordheim current. Figure 4a shows an example of the res
of such a calculation, from which it follows that the fractio
j FN of the Fowler–Nordheim current in the total currentj tot

increases from 0 to 1 as the voltage across SiO2 is varied
over an approximately 0.4-V range.

For practical applications it is of interest to know, b
sides the current densities, the electric fieldE in tunneling-
thin SiO2 in the regimes investigated. In the experimen
reverse-biased structures~Fig. 4b!, in addition to the voltage
dropU across the insulator, there is also an appreciable d

’
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FIG. 4. a — Computed fraction of the Fowler–Nordheim current componentj FN in the total currentj tot as a function of the voltageU across the insulator.
Computational parameters: Electron mass in SiO2 mi50.5m0, xe5xm

153 eV, SiO2 thickness — 3 nm; b — energy band diagram of the experimen
structure in the ‘‘on’’ state; the numerical values of the potential differences are given in eV. HereEFm is the Fermi level in the metal,EFp is the Fermi
quasilevel for holes in the inversion layer,EFn is the Fermi level in the bulk of then material,EFp

1 is the Fermi level in thep1 substrate.
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in the voltage across the inversion layer,Vw, across the
space-charge layer in then region,Vd, and across thep1 –n
junction,Vpn:

xm
12qU2xe2Eg2qVw1qVd1qVpn1qV50, ~2!

wherexm
1 is the barrier height at the metal–insulator boun

ary ~Fig. 4b!. Therefore, knowing the voltageV across the
entire structure it is possible to estimateU ~or E, if the theory
of a transistor with a tunneling MOS emitter is used13,14!.

For the most interesting regimeV5Vc , corresponding
to a transition to fast degradation~from experiment
Vc.4 V!, the voltageVd.0.7 V, since in the ‘‘on’’ state~in
which the measurements are performed! the excess of holes
which enter the Si/SiO2 interface is ejected into the volum
of n-Si.7,8,11,13The typical depthqVw of the quantum well
formed at the Si/SiO2 boundary equals about 0.58 eV in th
experimental regimes.13,14The band gap in Si isEg51.1 eV,
while the characteristic voltage drop across thep–n junction
under these conditions is essentially equal toVpn50.6 V. If
it is assumed~as is the case, for example, in Ref. 11! that
xm

1'xe ~Fig. 4b!, then the relation~2! givesU5U0.2.5 V
~the field in the insulator isE.107 V/cm!. Under our as-
sumptions, the quantityU0 is identical to the barrier height
xm

1 and xe ; i.e., these values can be estimated to
xm

1.xe.2.5 eV from the experiment performed.
The values ofU presented in Fig. 3a were calculate

similarly on the basis of the models of Refs. 11 , 13 , and
The fact that the barrier heightsxm

1 and xe are less than
approximately 3.1 eV~Ref. 16! ~Fowler–Nordheim injection
starts at a voltageU&3.1 eV across the insulator! should not
be surprising: The band offsets at the Si/SiO2 heterojunction
in tunneling structures can be much less than in the cas
‘‘thick’’ layers.11,18

Apparently, there is one more factor which accounts
even greater stability to the thin oxide in the Fowle
Nordheim injection regime~as compared with thick MOS
structures!. The point here is that the oxide always contain
positive charge, which is concentrated near the Si/S2

interface.16 This charge promotes recombination of the ele
trons injected through the centers in SiO2. From the stand-
point of degradation, this is a safer alternative to band–b
recombination. In a thick oxide this charge occupies onl
-

e

.

of

r

a

-

d
a

small fraction of the volume. In the case of small thic
nesses, however, it can occupy the entire volume of Si2,
and its role thereby increases.

6. CONCLUSIONS

Let us summarize the results.
It has been demonstrated experimentally that the cha

teristic charge that can be transmitted through a tunne
MOS structure without a degradation of the structure in
case of direct tunneling is several orders of magnitu
greater than in the Fowler–Nordheim regime: 107 C/cm2 and
1032104 C/cm2, respectively. The latter value is identical
the corresponding value for ‘‘thick’’ MOS structures. Th
transition from high to low stability occurs in a rather narro
range of voltages across the oxide. For the structures in
tigated the change in the charge transport mechanism oc
at current densities 500–800 A/cm2.

A new method has been proposed for investigating
‘‘stability’’ of tunneling-thin ~1.5–3 nm! SiO2 films, assum-
ing the use of thyristor structures with a tunneling MO
emitter. This gives a uniform charge distribution and fac
tates monitoring of the oxide degradation.
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On the temperature and field dependences of the effective surface mobility in MIS
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A physical model establishing a relation between the surface density of the free electronic charge
in an inversion layer and the surface density of stationary~localized! electrons trapped in
surface states at a semiconductor–insulator interface is constructed. It is established that at
moderately low temperatures this relation is close to a direct proportionality. The presence
of surface states, which localize some of the surface electronic charge, is manifested as a decrease
in the effective electron mobility in the channel of a MIS transistor. The well-known
decrease of the surface mobility with increasing transverse electric field is attributed to field-
induced variations in the position of the percolation level that separates bound electronic
states from free states. ©1998 American Institute of Physics.@S1063-7826~98!02506-X#
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In Refs. 1 and 2 the question of the relation betwe
localized surface electronic charge~trapped surface states!
and the surface density of free~delocalized! electrons in the
semiconductor in a MIS structure with different inversio
levels, determined, as is well known,5 by the temperature an
magnitude of the applied voltage, was investigated in de
in a development of a previously proposed theory of fluct
tion surface states of the semiconductor–insulator in
face.3,4 It was discovered that there exists a rather wide te
perature range where the localized (Ql) and delocalized
~free! (Qd) electronic charges, which increase with the a
plied voltage, are virtually directly proportional to one a
other,Ql(V)'a(T)Qd(V). It was established that the limit
of this temperature range are determined by the inequal

D/2,T,2D, ~1!

where

D5
e2

«s1« i
~4ps!1/2

is the characteristic magnitude of the fluctuations in the e
trostatic energy in the skin layer of the semiconductor o
MIS structure which arise as a result of the spatial fluct
tions in the density of charged centers in the insula
~built-in charge density!. It should be underscored that fo
typical values of the effective surface density of the built
charges[s11s2'1012 cm22 the characteristic energy o
the fluctuations isD'0.025 eV '300 K. Therefore, the
range ~1! encompasses several hundreds of degrees
room temperature, where, as is well known, most experim
tal data on the electric properties of MIS structures and
corresponding electronic phenomena are concentrated
should be underscored that the dependenceQl5aQd estab-
lished in Refs. 1 and 2 is of fundamental importance fo
correct understanding of the nature of the surface electr
conductivity in MIS structures and transistors, since it giv
a simple and convincing explanation of its main feature:
6731063-7826/98/32(6)/4/$15.00
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fact that the surface carrier mobilityms is several times
lower than the values of the standard bulk mobilitymv of a
semiconductor and that it has a markedly different tempe
ture dependence.6 Since upon taking into account the boun
surface states the total surface electron densityQ decom-
poses into two parts, a free partQd5@1/(11a)#Q and a
bound partQl5@a/(11a)#Q, the effective surface mobility
is 11a times lower than its true value determined by t
corresponding scattering mechanisms.

Our further investigations showed that proportionality
the free and bound charges is not a specific property of
model of fluctuation surface states that was studied in Ref
and 2 , but rather it must occur in virtually any situatio
where the bound and free states are not separated from
another by an energy gap but rather are separated only
so-called percolation level7 — the energy below which the
electronic states are localized~bound! and above which they
are delocalized~free!. To prove this more general assertio
we shall examine a very simple model of a MIS structure
which we shall consider only the resulting energy spectr
of the bound surface states without being concerned with
physical nature of their appearance. This formulation of
problem, which is much simpler than in Refs. 1 and 2, w
enable us, in addition to giving a clearer physical picture
the results, to make substantial progress in determining
temperature dependence of the effective surface mobility
to investigate the question of its dependence on the volt
or transverse field at the semiconductor–insulator interfa

For subsequent quantitative analysis we shall emp
first and foremost, very simple relations6 for the charges and
the surface potential in the inversion regime of a MIS stru
ture:

V5w1
d

« i«0
H F2« i«0qNS w1T exp

w22wB

T D G1/2

1qQl J .

~2!

The corresponding band diagram is shown in Fig. 1. In E
© 1998 American Institute of Physics



t

c-

e
y

ed
th
-

ll

en

m

t-
o
,

ed

rate

e

nted

is
his
n-
rd-

e

-

ed

a-
.
est

ru

674 Semiconductors 32 (6), June 1998 Gergel’ et al.
~2! V.0 is the voltage on the structure~minus the flat-band
voltage! andw is the surface potential~voltage on the semi-
conductor!. The second term in Eq.~2! is the voltage drop in
the insulator layer. Here the square root corresponds to
total charge of the acceptors in the depleted layer (N is the
acceptor density! and the charge of mobile delocalized ele
trons in the inversion layer

qQd5qS 2««0N

q D 1/2FAw1T exp
w22wB

T
2AwG , ~3!

while the charge due to the localized electrons can be
pressed in the conventional manner in terms of the densit
surface statesNss(E)

qQl5dE
0

`

dENss~E!/S 11exp
2w2E12wB1E0

T D .

~4!

In Eqs. ~3! and ~4! E is the energy of the states, measur
from the conduction-band edge into the band gap of
semiconductor, 2wB52Tln(N/ni) is the characteristic poten
tial of the onset of deep inversion,E05Tln(Nc /N), where
Nc52(mT/2p\2)2'1019 cm23 is the effective density of
states in the conduction band of the semiconductor.

Using the relations~2!–~4! presented above, we sha
now calculate the dependence of the mobile chargeQd on
the voltageV for the case of surface states with an expon
tial energy spectrum:3

Nss~E!5Q0Ech
21exp~2E/Ech!, ~5!

whereQ0 is the so-called total density of states, andEch is
the characteristic energy scale of the distribution. The co
putational results forT5300 K, Q051013 cm22, N51017

cm23, d5231026 cm and certain typical values of the a
tenuation rateEch are presented in Fig. 2, where the curve
charge accumulation in the ideal situation~no surface states
Q050) is also shown for comparison.

FIG. 1. Band diagram of the surface layer of the semiconductor MIS st
ture in a deep inversion regime.
he

x-
of

e

-

-
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Analyzing the plots presented here, it should be notic
first that the threshold voltageVt is virtually identical for all
curves and therefore does not depend on the attenuation
Ech and the value ofQ0 itself. The quasilinearity of these
curves forV.Vt indicates the desired proportionality of th
bound and free surface charges.

Of course, the numerical results can also be represe
in the form of the dependencesQl(Qd) and ms5mvQd(Qd

1Ql)
21, which are directly of interest to us. However, it

desirable to simplify the computational procedure at t
point, which, it seems to us, will also make it easier to u
derstand the physics of the results obtained. We will acco
ingly disregard in Eq.~3!, as is conventionally done for th
deep-inversion regime, the change in the charge densityQ1

of the depleted layer; i.e., we shall assume that

Q15S 2««0Nw

q D 1/2

'2S ««0NwB

q D 1/2

5const.

After this simplification of Eq.~3! we can explicitly express
in terms of the electron densityQd the Boltzmann exponen
tial appearing there

expS w22wB2E0

T D5
qQd~Qd12Q1!

2««0Nc~T!T
, ~6!

and then obtain, substituting the expression~6! into Eq. ~4!,
an explicit relation between the localized and delocaliz
charges

Ql5E
0

`

dENss~E!/F11
2««0Nc~T!T

qQd~Qd12Q1!exp~2E/T!G .
~7!

The results of a numerical integration of Eq.~7! with the
distribution function~5! with the parametersQ051013 cm22

andEch50.026 eV in the interval of characteristic temper
tures 0.009–0.045 eV~100–500 K! are presented in Fig. 3
With the exception of the curve corresponding to the low

c-
FIG. 2. Free charge density of a MIS structure with~1!–~4! and without~5!
surface states: calculation for an exponential spectrum~5! ~solid lines! and a
step spectrum~8! ~dashed lines! of surface states.Ech , eV: 1 — 0.003,2 —
0.013,3 — 0.026,4 — 0.052.
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temperature, they demonstrate a quasilinear behavior wit
average slopea, which decreases with increasing tempe
ture.

To determine how strongly the results presented ab
depend on the form of the energy spectrum of the surf
states we performed similar calculations after replacemen
the exponential distribution~5! by a step distribution

Nss~E!5Q0

1

2Ech
H 1, E,2Ech,

0, E.2Ech.
~8!

The corresponding results, represented by the dashed lin
Figs. 2 and 3, attest to the fact that the character of
charge accumulation and the relationship between the
and bound surface electronic charges which we are stud
do not depend too strongly on the form of the spectrum
the states, and that they are determined mainly by the t
density and the average energy of the distribution.

Finally, let us consider the most interesting part of o
investigation. We shall estimate the effect of the intrin
electric field on the relation between the localized and f
surface charges. We start from the intuitively obvious id
that the transverse electric field in the semiconductor par
the MIS structure at the boundary with the insulator, wh
presses electrons to the surface, will lead to additional lo
ization of previously delocalized electronic states and a c
responding decrease in the density of free states. In o
words, the transverse electric fieldE, which produces an ad
ditional asymmetry of the potential well in the boundary p
of the semiconductor, gives rise to a corresponding shif
the percolation levelDE5z(E), wherez is the correspond-
ing characteristic transverse lateral percolation length.
cannot give an exact analytical expression forz, but it is
natural to assume that it should be of the order of several
of angstroms, just as the quantum localization len
(\2/mqE)1/3 of electrons in the inversion layer. We sha
treat the exact value ofz as an adjustable parameter in o
theoretical model. Taking into account this energy shift

FIG. 3. Relation between localized and free charges: calculation fo
exponential spectrum of~5! ~solid lines! and a step spectrum~8! ~dashed
lines! surface states.kT eV: 1 — 0.008,2 — 0.018,3 — 0.026,4 — 0.036.
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the percolation level that separates the free and bound st
the right-hand side of the relation~6! must be multiplied by
exp@qz(Q11Qd)/««0T# and correspondingly the lower limit o
integration in the resulting Eq.~7! must be replaced by
@2qz(Q11Qd)/««0#. Then, for example, for the steppe
spectrum~8!, where the integration in Eq.~7! can be per-
formed analytically, we obtain the following expression aft
simple manipulations:

Ql5Q0

T

2Ech
lnH FQd~Qd12Q1!

3expS 2Ech1qz~Q11Qd!/««0

T D
1

2««0Nc~T!T

q G /FQd~Qd12Q1!1
2««0Nc~T!T

q G J .

~9!

Proceeding from this expression, we calculated the effec
surface mobility of the inversion layerms5mv@Qd /(Qd

1Ql)# for a series of temperaturesT5200, 300, and 400 K
for the following values of the numerical parameters:z52
31027 cm, Q051013 cm22, N51015 cm23, and Ech

50.026 eV. We used in this case for the volume mobility t
standard relationmv51500(T/300)22/3 cm2/~V•s!. The cor-
responding results are presented in Fig. 4 in the conventio
form ~the mobility as a function of the total electric field i
the oxide part of the structureq(Q11Ql1Qd)/««0). They
are very close to the corresponding experimental dep
dences6 and show, just as the experimental curves, a mobi
drop with increasing transverse field or voltage on the str
ture. According to the model which was developed, this d
is due to an increase in the density of bound states w
increasing field due to the corresponding shift of the per
lation level.

In conclusion, let us formulate the main result of th
study: The main reason why the surface mobility in the
version layers is lower than the bulk mobility of the mater

nFIG. 4. Field dependence of the effective surface mobility.T, K: 1 — 200,
2 — 300,3 — 400.
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is trapping of the carriers of the inversion layer in compa
tively shallow surface states whose energy spectrum adj
an allowed band. The characteristic decrease of the sur
mobility with increasing field is due to the relative increa
in the density of bound states, which can be characterize
a corresponding shift of the percolation level — the ene
separating localized and delocalized electronic states of
semiconductor–insulator boundary.

In a future we shall propose, on the basis of the res
obtained here, a new physical approach to constructing t
dimensional programs for modeling MIS transistors, whe
we believe, the conventionally employed hypothetical dep
dence of the mobility on the transverse coordinate should
eliminated by introducing instead into the boundary con
tion for the Poisson equation a localized surface electro
-
ns
ce

by
y
he

ts
o-
,
-
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-
ic

charge, which is functionally related to the surface elect
density and to the electric field.
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A rigorous analytical theory of the blocking state of electrostatically controlled thyristors and
transistors~ECTs! and a buried gate of arbitrary shape is constructed. The problems of
the distribution of the potential in the base, the height of the barrier for electrons, and the current-
voltage characteristics in the subthreshold region are solved in quadratures by the method of
conformal mappings. It is shown that the subthreshold currentj d for ECTs with an undoped
and lightly doped base depends on the gate potentialUg and the drain potentialUd as
ln jd }2Ug(g2Ud /Ug)

3/2, irrespective of the type of conduction, whereg is the blocking
factor. If the base is strongly doped with acceptors, then lnjd }2(gUg2Ud)

2, but for
electrostatically controlled transistors with a heavily dopedn-type base the problem is
impossible to solve analytically. As an example, the variant of a deep buried quasielliptical gate,
which corresponds to the configurations of real devices, is studied. Simple formulas forg
and the parameters of the current-voltage characteristics as a function of the dimensions of the
ECT cell, base doping, and gate voltage are obtained in limiting cases. ©1998 American
Institute of Physics.@S1063-7826~98!02606-4#
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1. INTRODUCTION

A rigorous analytical theory of subthreshold characte
tics of electrostatically controlled transistors and thyrist
~ECTs!, where the minimum gate–source distanced is neg-
ligible compared to all other dimensions of the device, h
recently been developed.1,2 This assumption made it possib
to reduce the problem of calculating the potential distribut
w(x,y) in the space-charge region~SCR! to the well-known
Dirichlet problem for a strip3 and to obtain comparatively
simple formulas for subthreshold IVCs and the blocking fa
tor of ECTs with a planar gate of arbitrary shape. Howev
an important class of ECTs with a buried gate,4 whered is
usually comparable to the gate width and greater than
distance between them, remained inaccessible in this the
Determining the subthreshold characteristics of such dev
is the subject of this study.

2. POTENTIAL DISTRIBUTION AND BARRIER PARAMETERS
IN THE GENERAL CASE

We shall seek the potential distributionw(x,y) in the
SCR under the same assumptions as in Refs. 1 and 2 bu
an ECT the cross section of one of its cells in the comp
planez5x1 iy is shown schematically in Fig. 1a. The fun
tion w0(x,y) determined by the equation

w~x,y!5w0~x,y!2Vsy
2/s2, ~1!

is a solution of the Laplace equation with boundary con
tions at the electrodes

w0~x,0!50, ~2!

w0~x,y!52Ug1Vsyg
2~x!/s2 ~3!
6771063-7826/98/32(6)/6/$15.00
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2mL1 l ,x,2~m11!L2 l andy5yg
2~x!,

w0~x,w!5Ud1Vw , ~4!

wheres5(H2h) is the gate thickness,Vs5qns2/2««0, the
function y5yg

2(x) describes the position of the gate boun
ary, and the remaining notation is defined in Refs. 1 and
Moreover, as a result of the translational symmetry of
ECT, the following relation evidently must hold:

]w~6L,y!

]x
5

]w0~6L,y!

]x
50 ~5!

for 0,y,h and H,y,w, i.e., in the source–gate an
gate–drain gaps~see Fig. 1a!. This means that the harmoni
functionw0(x,y) is a solution of not only the Dirichlet prob
lem for a multiply-connected SCR of the ECT but also t
so-called3 mixed boundary-value problem~2!–~5! for a
single simply-connected cell. A method, described for e
ample, in Ref. 3 , for solving such a problem consists of th
following. Let the functionT(z) realize a conformal trans
formation of the ECT cell into the upper half-plane of th
t5u1 i t plane in a manner so that its boundary is tran
formed into the real axist50, while the pointsz56L,
z56L1 ih, z56L1 iH , andz56L1 iw are transformed
into the pointst56a, t56b, t56g, andt561, respec-
tively ~Fig. 1b!. If the functionw1(u,t) is harmonically con-
jugate tow0(u,t), then

F~ t !5w1~u,t!1 iw0~u,t! and E~ t !5dF~ t !/dt

are analytic functions in the upper half-plane, and the bou
ary values ofE(t) on thet50 axis, which follow from Eqs.
~2!–~5! and the Cauchy–Riemann conditions, have the fo
© 1998 American Institute of Physics
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Re E~ t !5
]w0

]t
50 for a,uuu,b andg,uuu,1, ~6!

Im E~ t !5
]w0

]u

5H 0 for uuu,a and uuu.1;

Vs

s2

dyg
2@x~u,0!#

du
for b,uuu,g.

~7!

The solutionE(t) of the boundary-value problem~6! and~7!,
unbounded att56a, 6b, 6g, and61 but integrable, can
be represented in the form

E~ t !5
1

AG~ t !
H 2Vs

ps2F E2g

2b dyg
2

du8
AG~u8!

du8

u2t

1E
b

g dyg
2

du8
AG~u8!

du8

u2tG
2~v01v1t1v2t21v3t3!1E~`!J , ~8!

where

G~ t !5~a22t2!~b22t2!~g22t2!~12t2!

and the branchAG(u) of interest is positive on the segme
uuu,a of the real axis;v i are integration constants. Th
solution was obtained exactly in the same way as the w
known Keldysh–Sedov formula, containing the functi
G(t) of a different ~asymmetric! form and therefore much
less convenient for further use in our case, which is symm
ric relative to theu50 axis. As a result of this symmetr
v15v350, while the functiondyg

2/du must be odd. More-
over, since the complex fieldE(t) must evidently approach
zero at infinity, Eq.~8! can be simplified

FIG. 1. a — Model of an electrically controlled transistor cell~ECT! with a
buried gate, used for calculating the potential distribution in the planz
5x1 iy5Z(t); b — ECT cell in the planet5u1 i t5T(z) .
ll-

t-

E~ t !5
21

AG~ t !
@v01v2t21Vsx~ t !#, ~9!

where

x~ t !5
2

p E
b

g dy2~u8,0!

du8

u8AG~u8!

u822t2

du8

s2
.

The solutionw0(u,t) of the boundary-value problem~2!–~5!
follows directly from the definitions ofE(t) andF(t):

w0~u,t!5ImE
0

t

E~ t !dt. ~10!

Substituting the expressions~9! and~10! into the relation~1!,
we obtain the desired potential distribution along the sou
axis as a function oft:

w~0,t!52v0P~t!1v2Q~t!2VsF y2~t!

s2
1R~t!G , ~11!

where

P~t!5E
0

t dt8

AG~ i t8!
, Q~t!5E

0

t t82dt8

AG~ i t8!
,

R~t!5E
0

t x~ i t8!dt8

AG~ i t8!
.

The constantsv0 andv2 can be found using Eq.~10! and
the boundary conditions following forw0(u,t) in the t plane
from Eqs.~2!–~4!:

v05
Q0`~Ug2Vh2VsRab!2Qab~Ud1Vw1VsR0`!

PabQ0`1QabP0`
,

~12!

v25
P0`~Ug2Vh2VsRab!1Pab~Ud1Vw1VsR0`!

PabQ0`1QabP0`
.

~13!

The quantities appearing in Eqs.~12! and ~13! are deter-
mined by the equalities

P0`5P~`!, Q0`5Q~`!, R0`5R~`!

Pab5E
a

b du

AuG~u!u
, Qab5E

a

b u2du

AuG~u!u
,

Rab5E
a

b ux~u!udu

AuG~u!u

and are related with one another by the relations

P0`5Pab2Pg1 , Q0`52Qab1Qg1 ,

R0`5Rab1Rg12~H1h!/s, ~14!

wherePg1 , Qg1 , andRg1 differ from Pab , Qab , andRab ,
respectively, only by the integration limits.

Equations~9!–~13! give the complete solution of the
problem of the potential distribution, if the parametersa, b,
andg of the conformal mappingT(z) are known and if the
SCR fills the entire base of the device, i.e.,w5d. In the
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opposite case~which it makes sense to study when the ba
is doped with donors1,5! w,d and the position of the SCR
boundary, next to the drain, must be determined from
condition¹w(x,w)50. This is easy to do since in the cas
of practical interest the relation

w2H>2L ~15!

is satisfied with a wide margin. As a result, for any shape
the gate2

g<4 expS 2
p

2

w2H

L D!1.

It can be shown that the real boundary of the SCR devia
from the planey5w by a negligible amount of the order o
g2w, andw is determined by the equation

2VL

w

L
5

p

2
v2 . ~16!

Substituting into Eq.~16! the base thicknessd for w gives an
equation for the drain potentialUd min, which distinguishes
these two cases.

3. PARAMETERS OF THE SADDLE POINT AND THE
BLOCKING FACTOR

In a ECT with an undoped base the saddle point is
cated at

t5 t̃5Av0

v2
5AQ0`Ug2QabUd

P0`Ug1PabUd
, ~17!

and the minimum value of the potential is

w~t̃ !5w̃52v2@ t̃ 2P~ t̃ !2Q~ t̃ !#. ~18!

Sincet2P(t).Q(t) for t.0, the conditionw̃50 determin-
ing the threshold voltage can be satisfied only ift̃50. It thus
follows from Eqs.~12! and ~17! that the blocking factor

g5g0[
Q0`

Qab
. ~19!

Near the threshold, where

g02
Ud

Ug
!a2

g0Pab1P0`

Qab
,

the right-hand side of Eq.~18! can be expanded in a series
powers oft̃, which gives

w̃52kUgS g2
Ud

Ug
D 3/2

, ~20!

wherek5
2AQab

3abg
(g0Pab1P0`)23/2.

If NÞ0, while the coordinatet̃ of the saddle point can
be calculated analytically only ift̃ 2!a2, so that the expan
sion of the right-hand side of Eq.~11! in powers oft can be
limited to terms proportional tot 3, and since as a result o
the symmetry principle~in this case — relative to the rea
axis! for the conformal mappingZ(t) the expansion of the
function y(0,t) contains only terms with odd powers oft,
we obtain
e

e

f

s

-

w̃5w0S t̃

t0
D 2S 4

t̃

t0
23D , ~21!

j5A12
t0

2t̃
, ~22!

t̃5
1

2S t01At0
21t1

2 U02Ud

Ug
D , ~23!

where

w052
At0

3Ug

6abgQab
, U0[gNUg ,

t05
Qab

A

qN

««0Ug
abgFdy~0,0!

dt G2

,

t1
25

Qab

A~g0Pab1P0`!
,

A512
Vh

Ug
2

Vs

Ug
~Rab2x1Pab2xbQab!,

xn5
2

pEb

g dy2~u,0!

du

AuG~u!u

u8

du

x2
,

gN5g0F12
Vn

Ug
2

Vs

Ug
~Rab2x1Pab!G

2
Vw

Ug
2

Vs

Ug
~R0`2x1P0`!. ~24!

If the base of the ECT is doped so lightly thatt0
2!a2, then

there exists a range of values of the drain potential de
mined by the inequalities

t0
2!t1

2 U02Ud

Ug
!a0

2 , ~25!

for which Eq. ~21! holds and can be put into the form~20!

with g5gN andk5
2

3abg
AQab

A
(P0`1g0Pab)23/2, while

the blocking factor isgN . The latter assertion, which hold
for a p-type base with arbitrary doping, is justified for

n-type base only because the quantityh[
U12U0

U0
, where

U1 is the drain potential for whichw̃50 in accordance with
Eq. ~21!, is small.1,2 In our case

h5
3Ug

16U0

t0
2

t1
2
<

3t0
2

8a2
, ~26!

so thath!1 only for t0
2!a2. If the thickness of then-base is

so large thatUd,Ud min , then when calculatingg from Eq.
~24! the value

w5w0[
p

4
L

Ug2Vh2Vs~Rab2x1Pab!

QabVL
, ~27!

obtained from Eqs.~12!, ~13!, and ~16! with Ud5U0, must
be substituted on the right-hand side.
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The situation changes qualitatively in the case of
heavily doped base, so thatt0

2>a2. The region of applica-
bility of a relation of the type~20! vanishes. However, if the
base is doped with acceptors~i.e., N5NA,0 and t0,0),
then close to the threshold, where

U02Ud!4Ug

aut0u

t1
2

, ~28!

the conditiont̃ 2!a2 still holds, it follows from Eq.~23!
that

t̃5
t1

2

ut0u
U02Ud

4Ug
!ut0u ~29!

and Eq.~21! assumes the form

w̃52
~U02Ud!2

VA
, ~30!

where VA532
qNA

««0
@abg (dy(0,0)/dt) (P0`1g0Pab)#2,

and the region of applicability of~30! expands asNA in-
creases. However, if the base is doped with don
(N5ND.0 and t0.0), then t̃ 2.t0

2>a2 and the expan-
sion employed in the derivation of Eqs.~21!–~23! is incor-
rect. Moreover, the barrierqw̃5qw0, which remain when
Ud5U0, can still be so high that the electron current throu
it is negligible. On the other hand, as noted in Refs. 1 an
, for Ud.U0 a potential well filled with electrons, which
compensate for the donor charge close to the saddle p
forms near the source. For this reason, our approximatio
which the base is completely depleted breaks down n
threshold and it is impossible to calculate analytically t
I–V characteristic of an ECT with an base.

4. BURIED OVAL-SHAPED GATE

The general but complicated formulas obtained ab
greatly simplify if the inequalities betweena, b, g, and 1,
which determine the functionG(t), are satisfied. The numbe
of possible variants is too large for us to analyze all of the
For this reason, as a concrete example of the applicatio
the general theory we shall consider only one character
case, wherea!b and g!1. Disregarding terms of orde
a2/b2 andg2 compared to 1, we obtain

Pab5
1

bg
ln

4bg

aAg22b2
, P0`5

1

bg
ln

4bg

a~g1b!
,

~31!

Qab5tanh21
b

g
, Q0`5 ln

4

g1b
, ~32!

~Rab2x1Pab!5F22S g

b D12
h

s
F12S g

b D , ~33!

~R0`2x0P0`!5F22S g

b D2F20S g

b D
12

h

sFF12S g

b D2F10S g

b D G , ~34!
a

s

h
2

nt,
in
ar

e

.
of
tic

x35S g

b
1

b

g DF22S g

b D22F24S g

b D , ~35!

Fnm~a!5
2

p
am/2E

1

aFy~bx,0!2h

H2h Gn x12mdx

A~x221!~a22x2!
.

~36!

For a gate whose cross section is an oval, the mappin
the half-plane Imt.0 on the SCR of the ECT cell can b
represented in the form

Z~ t !5E
0

t

@C1~l22t2!1C2A~b22t2!~g22t2!#
dt

AG~ t !
,

~37!
where both roots in the integrand are positive on the segm
uuu,a of the real axis. The constantsC1 , C2 , a, b, g, and
l must be determined from the condition that the poi
match under the mapping~see Sec. 2!. In our case we obtain

a5expH 2
p

2LFw2
s

m
ln~coshm!G J S 2

coshm D 2

, ~38!

b5expH 2m2
p

2LFwgd2
s

2m
ln~coshm!G J 2

coshm
,

~39!

g5b exp 2m, ~40!

dy~0,0!

dt
5

2L

pa
, ~41!

wherewgd5(w2 H1h/2) is the distance from the center o
the gate to the drain, and the parameterm is the solution of
the equation

tanhm5sin
2p~L2 l !m

4Lm2ps
. ~42!

It is evident from Eqs.~38!–~40! that the inequalities em
ployed in the present section are satisfied, and that the w
2L of the cell is less than the gate–source distanceh and the
gate–drain distancew2H. The gate boundary can be de
scribed by the parametric equations

x~u,0!5L2
L2 l

2 FarcsinS g2b

g1b D G21

3Farcsin
~g21b2!u222b2g2

~g22b2!u2

1arcsin
g21b222u2

g22b2 G , ~43!

y~u,0!5h1s
ln u/b

ln g/b
. ~44!

An analysis of these equations shows that right up to val
g/b<100 this oval differs by no more than 5% from a
ellipse with semiaxes (L2 l ) and s/2. Substituting the ex-
pression~44! into Eq. ~36! makes it possible to calculate th
functions Fnm(a) by numerical integration, whose resul
are shown in Fig. 2.
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Using the results of the numerical solution of Eq.~42!,
which are presented in Fig. 3, we can calculate the subthr
old characteristics of the ECT for any ratios of the gate
mensions if 2L,h, (d2H). A purely analytical calculation
is possible in a number of limiting cases.

If s!min(l, L2 l ), then the gate has the form of a th
horizontal plate and

m5tanh21S sin
p

2

L2 l

L D . ~45!

For (L2 l )!min(s,L) the gate has the form of a thi
vertical plate and

FIG. 2. Computed functionsFnm(a) for a deep buried oval gate.

FIG. 3. Computed curves ofm versuss/L for an oval gate. The numbers o
the curves are the values of the parameter (L2 l )/s.
h-
-

m5
p

4

s

L
. ~46!

For (L2 l 1s/2)!L the perimeter of the cross section
the gate is small compared with the period of the ECT c
and

m5
p

2

s12~L2 l !

2L
. ~47!

If the gate is round, thens52(L2 l ) and fors!L

m5
p

2

s

L
. ~48!

This limiting case was studied earlier in a development
the theory of electronic tubes; the well-known formula f
the gain of a flat vacuum triode with a thin grid6

g05
pdgd /L2 ln~coshps/2L !

ln~coth ps/2L !
'

pdgd

L ln~2L/ps!
~49!

is obtained by substituting the expressions~48! and ~38!–
~40! into Eqs.~32! and ~19!.

Finally, for l cosh(ps/4l)@max(l,L2l), so that g@b,
andm is determined by the equality

m5
p

4

s

l
. ~50!

We shall study this limiting case in detail, since, in the fi
place, the blocking factor is large~this is important for prac-
tical applications! and, in the second place, the formul
from the preceding section simplify substantially because
the inequalityg@b. Indeed, using the data of Fig. 2, it i
easy to show that forg@b all terms in the final formulas
containing the factorVs are negligible, since ordinarilyVs

,Ug . In addition, it follows from Eq. ~31! that
P0`<Pab!g0Pab . Taking this circumstances into accoun
it can be shown that

w052
4

3S 2

p D 6 VL
3

~Ug2Vh!2S b

a D 4

, ~51!

t0

a
5

8

p2

VL

Ug2Vh
S b

a D 2

, ~52!

t0

t1
5

8

p2

VL

AUg~Ug2Vh!

b

a
Ag0 lnS 4

b

a D , ~53!

k5
2b

3a

VL

AUg2Vh
Fg0 lnS 4

b

a D G23/2

, ~54!

VA5
28

p2
VLFg0 lnS 4

b

a D G2

, ~55!

b

a
5

1

4
expS ph

2L
1

l

L
ln 2D , ~56!

gN5g0S 12
Vh

Ug
D2

Vw

Ug
, ~57!
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g05
p

2

w2H

L
expS ps

2l D , ~58!

and the ‘‘threshold’’ thickness of the SCR isw5min(w0,d),
where

w05
p

4
L

Ug2Vh

Ug
expS ps

2l D . ~59!

The applicability condition~25! for Eq. ~20! becomes

1!Fab Ug2Vh

Vl ln~4b/a!G
2 U02Ud

U0
!S Ug2Uh

VL
D 2S a

b D 4

~25a!

and can be satisfied only if

VL
2!~Ug2Vh!2S a

b D 4

. ~60!

This inequality is necessary in order thath!1 and the
blocking factor of an ECT with an-type base be determine
by Eq. ~57!. The presence of the small factor (a/b)4 on the
right-hand side of Eq.~60! distinguishes this condition from
the similar condition for the case of contiguous gate a
source,2 and it has the effect that the subthreshold IVC ang
can be calculated analytically only if then base of the ECT
with a deep buried gate is very lightly doped. On the oth
hand, the region of applicability of the quadratic law~30! is
greatly expanded for an ECT with ap-type base: This law
should be observed when

U02Ud

U0
!

32

p2

g0VL

U0
ln S 4

b

a D<
16

p

VL

Ug2Vh

h

L
, ~28a!

which holds all the better, the deeper the gate and the hea
the doping are.

5. CONCLUSIONS

Our methods of the theory of functions of complex va
ables made it possible to solve, for the first time, the prob
of subthreshold I–V characteristics of ECTs in quadratu
for gates of arbitrary shape. In all cases the exponent in
exponential in the formula

Js5qNsDnj expS 2
uqw̃u
kT

D
for the current density of the drain is a nonlinear function
the electrode potentials because of the fact that the sa
point of the barrier approaches the source as the ratioUd /Ug

increases. Close to the source either the 3/2 law@Eq. ~20!#
should be observed, if the base of the ECT is sufficien
lightly doped, or the quadratic law@Eq. ~30!# should be ob-
served, if the base is heavily doped, and the types of con
d

r

ier

s
e

f
dle

y

c-

tion in the base and gate are the same. All parameters o
subthreshold IVCs, including the blocking factor, can be c
culated as soon as the conformal mapping of the upper h
plane onto the cross section of the SCR of a unit cell of
ECT is known. These results are absolutely rigorous to
extent that:

the completely depleted SCR approximation is app
cable;

the penetration of the SCR into the source and gate
be neglected; and,

the boundary condition~5! is satisfied in the source–gat
gap, i.e., the normal fieldE'50.

The latter assumption is justified, strictly speaking, on
for the above-studied ECTs with a buried gate. However,
results are equally applicable in the case of contiguous g
and source~i.e., for a5b), since the conditions at the ‘‘ab
sent’’ section of the boundary do not influence at all t
distribution of the potential. For this reason, in the limita
→b all formulas in this paper should be identical to th
corresponding results from Ref. 2 , assimple but very cum-
bersome calculations confirm. In all other cases it is nec
sary to solve the boundary-value problem inside the SCR
well as above the ECT surface with interfacial values ofE',
which are not knowna priori. This can be done, for ex
ample, by a method similar to the method employed in
present paper. The functionsE'(u) in the interval a,u
,b will have to be determined by solving a singular integ
equation, following from the standard conditions on the
terface of insulators. The results of this very complicat
program could quantitatively differ substantially from the r
sults presented above. It is obvious, however, that the c
acter of the potential well in the SCR and its evolution und
a variation of the voltages on the electrodes cannot cha
For this reason, qualitatively, all the results obtained by
are completely general.
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