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The interplay between the widespread phenomena such as 1/f noise and self-organization of the critical state is
studied both theoretically and by computer simulation using a model of multijunction SQUID exposed to an
external magnetic field. It is demonstrated that the spectra of the average current in the systems of different size
exhibit a broad region of 1/f noise limited only by the system size. However, the coexistence of 1/f noise and
self-organization of the critical state was observed only in one two-dimensional system. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 74.40.+k; 05.65.+b
1/f noise is known to be among the most abundant
phenomena in nature. It is present in the spectra of
diversified processes such as quasar light, river flow,
music, speech, electrotechnical measurements, etc.
However, in spite of its abundance, the origin of this
phenomenon is still not clearly understood. To explain
it, the concept of self-organized criticality (SOC) was
suggested in [1].

According to this concept, giant dissipative dynam-
ical systems consisting of a large number of mutually
interacting elements are capable of accumulating small
external perturbations to come, under their action, to
the critical state. Every new perturbation removes the
system from the state it came to and initiates a dynam-
ical process (avalanche) that releases a part of the
energy so that the system reenters the critical state,
whose local characteristics, however, strongly fluctu-
ate. Such systems never attain equilibrium but undergo
transitions from one metastable critical state to another.
The set of such metastable states mutually transforming
via avalanches is called the self-organized critical state.
A power-low distribution of the avalanche sizes in the
system is considered the mathematical criterion for
self-organization.

This type of behavior is also widespread in nature
and occurs, in particular, in geological systems, where
the earthquake intensity distribution also obeys the
power law; in biology (population growth dynamics);
etc. For this reason, the originators of the SOC concept
have advanced the assumption that complex natural
sources of 1/f noise are in the self-organized critical
state.

However, subsequent investigations have revealed
that the spectra of main characteristics in the standard
mathematical models of self-organized systems such as
the sandpile model [1, 2] or model [3] show the 1/ f α

dependence, where α is usually close to two. Neverthe-
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less, because of the relative simplicity of these mathe-
matical models, they have come into use as basic mod-
els for simulating systems with 1/f noise. For example,
a modification of the perturbation rules gave rise to
1/f noise in a quasi-one-dimensional sandpile model
[4] or in the nonconservative model [5]. However, in all
these cases the critical state of the system was not self-
organized. Therefore, the question of interplay between
self-organization and 1/f noise is still open, so that a
search for the systems in which these two phenomena
can coexist is being continued, because it may clarify
the mechanisms responsible for the 1/f noise.

Earlier, we demonstrated [6–10] that granular
superconductors with the large parameter V ~ jca3/Φ0
(a is the grain size, jc is the critical current density in the
intergrain junctions, and Φ0 is the magnetic flux quan-
tum) represent an interesting example of systems with
self-organization. Due to their physical properties,
these systems can be used for studying the self-organi-
zation phenomena under conditions that are physically
unreasonable for the previously suggested systems with
SOC but are natural to granular superconductors. This
allowed us to assume that granular superconductors are
precisely the ones which can be used for studying the
interplay between 1/f noise and self-organization.

The purpose of this work was to study the above
interplay for the critical state of a multijunction SQUID
exposed to an increasing external magnetic field. For
each avalanche appearing in the critical state of the sys-
tem, we examined its characteristics such as the inte-
grated avalanche voltage, which is an analogue of the
avalanche size in the SOC models, and the average cur-
rent at the end of the avalanche. In addition to the dis-
tribution of integrated voltages, the interavalanche cur-
rent correlations were also considered. A detailed study
of the systems differing in size has shown that the spec-
tra of average current in the quasi-one-dimensional
001 MAIK “Nauka/Interperiodica”



 

210

        

GINZBURG, SAVITSKAYA

                               
case exhibit a broad region of 1/f noise limited only by
the system size. However, the critical state is not self-
organized in this case. As for the two-dimensional case,
1/f noise and self-organization were found to coexist in
the system.

The multijunction SQUID considered in this work
consists of two superconducting plates connected
together by Josephson junctions at the sites of an N × M
lattice. The junction size l is much smaller than the lat-
tice spacing a (Fig. 1). The external magnetic field Hext

is aligned with the y axis. The current in this geometry
flows along the z axis. The system of equations for the
gauge-invariant phase differences ϕn, m at the junctions
with coordinates (na, ma) can be written based on the
equation for a large Josephson junction [11]. Using the
resistive model of a Josephson junction without ther-
mal fluctuations [12], we obtain the following dimen-
sionless system of equations:

;

(1)

;

V ϕn m,sin τ
dϕn m,

dt
-------------+ ϕn 1+ m,=

+ ϕn 1– m, ϕn m 1–, ϕn m 1+, 4ϕn m, ,–+ +

n 1 N ; m 1 M,≠,≠

V ϕ1 m,sin τ
dϕ1 m,

dt
-------------+ ϕ2 m, ϕ1 m 1–,+=

+ ϕ1 m 1+, 3ϕ1 m,
4πλ La

Φ0
----------------H1 m,

ext ,––

m 1 M;,≠

V ϕN m,sin τ
dϕN m,

dt
--------------+ ϕN 1– m, ϕN m 1–,+=

+ ϕN m 1+, 3ϕN m,
4πλ La

Φ0
----------------HN m,

ext ,+–

m 1 M,≠

Fig. 1. (x, y) Cross section of a two-dimensional multijunc-
tion SQUID.
where jc is the critical current density, λL is the London
penetration depth, Φ0 is the magnetic flux quantum, ρ0

is the surface resistance of the junction, and jen, m is the
density of the injection current.

One can see from these equations that the increasing
external magnetic field induces a negative current at the
left boundary of the system and a positive current of the
same magnitude at its right boundary. We assume in
this work that currents of opposite signs are not injected
into all junctions of the left and right boundaries simul-
taneously but every time into a single randomly chosen

junction at each of the boundaries; i.e.,  =

 = Hext, where m0 and m1 are random independent

variables, and  =  = 0 for all m ≠ m0 and m1.
It should also be noted that the system is closed; i.e., the
current is conserved.

This system, together with the method of perturba-
tion described above, was analyzed in detail in [8, 10],
where it was demonstrated that, although the system is
closed, its critical state is self-organized.

We studied this system by computer simulation
using the Eulerian scheme with a step of dt = 0.01 and
V = 40 in the regime that is ordinarily applied to sys-
tems with self-organization. Starting with the state for
which all ϕi = 0, we perturbed the system by increasing
the magnetic field. The injection of a current into the
system initiated an avalanche, which manifested itself
as a voltage pulse. Every next injection was done only
after the system had come to the metastable state.

After a certain transient period, the system attained
its critical state. The latter represented a set of metasta-
ble states in which the junction currents in the right part
of the system were positive and close to the critical
value while the currents in the left part were negative
and close to the negative critical value. The junction
currents fluctuated upon the transition from one meta-
stable state to another, but the structure of the critical
state remained unchanged.

For each avalanche in the critical state, we calcu-
lated a current averaged over the “positive” part of the

V ϕN M,sin τ
dϕN M,

dt
---------------+

=  ϕN 1– M, ϕN M 1–, 2ϕN M,–
4πλ La

Φ0
----------------HN M,

ext ,+ +

V
2πjc

jϕ
-----------, jϕ

Φ0

8πl2λL

----------------, τ
Φ0

ρ0 jϕ
----------,= = =

H1 m0,
ext

HN m1,
ext

H1 m,
ext HN m,

ext
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system at the end of the avalanche

(2)

where tei is the time of the end of the ith avalanche and
N1 = (N – 1)/2 + 2. We also calculated a voltage aver-
aged over the positive part of the system and integrated
over the avalanche time to obtain the quantity analo-
gous to the avalanche size in the previously considered
models with SOC:

(3)

where tbi is the time of the beginning of the ith ava-
lanche.

We characterized the system by the probability den-
sity ρ(U) of integrated voltages

(4)

and by the spectral densities Sz(f ) of average currents [13]

(5)

(6)

Here, 〈…〉  stands for the averaging over the avalanche
number i.

It should be emphasized once more that the correla-
tion functions and, hence, the spectral densities of the
quantities are taken with respect to the avalanche num-
ber i rather than to time t; i.e., we consider the interav-
alanche correlations in the system. The importance of
these characteristics was discussed in [7].

We considered our system for different M and N
equal to 43. The magnitude of a current injected per one
step into the right and left boundaries is unity unless
otherwise stated. The results are presented in the fig-
ures.

As was already shown in [1], neither self-organiza-
tion nor 1/f noise is present in the one-dimensional case
(M = 1). After each perturbation, the system reenters
the same (the only) critical state and the avalanches are
either of zero or of a certain fixed size U0. The spectra
in this case are delta-shaped.

We next considered the quasi-one-dimensional case
N @ M. It is seen from the figures that the spectral den-
sities of average current have a broad region of 1/f noise
limited only by the system size M. In particular, it was
maximal for M = 2 (Fig. 2b). However, self-organiza-
tion did not occur in these cases and only a finite set of
avalanches with fixed sizes and quasi-periodic behavior
was observed (Fig. 2a).

zi
1

N1M
------------ zn m,

st tei( ),
m 1=

M

∑
n N1=

N

∑=

zn m,
st V /2π ϕn m, tei( ),sin=

Ui

Φ0

2πN1M
------------------- ϕn m, tei( ) ϕn m, tbi( )–[ ] ,

m 1=

M

∑
n N1=

N

∑=

ρ U( ) δ U Ui–( )〈 〉 ,=

Sz f( ) 2 Dz j( )e i2πfj– ,
j ∞–=

∞

∑=

Dz j( ) zizi j+〈 〉 z〈 〉 2.–=
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As M further increased (N > M), avalanches of dif-
ferent sizes appeared in the system, but 1/f noise per-
sisted (Figs. 2c, 2d).

It is seen in Figs. 2e and 2f that the system becomes
self-organized, with the persistence of 1/f noise, at M =
(N – 1)/2. We already observed this situation in [8], but
did not analyze it in more detail.

To demonstrate pictorially what the presence of 1/f
noise means, we also calculated, in addition to the spec-
tral density Sz(f ), the interavalanche correlation func-
tion Dz(j) for the average current [Eq. (6)]. Figures 3a,
3b, and 3c show the Dz(j) function for different M. In all
cases, the oscillations with a frequency of 1/M are
clearly seen and produce a peak at this frequency in the
spectral functions of the process. In all cases consid-
ered, an exceedingly slow logarithmic decrease is the
most prominent feature of the correlation functions. For
instance, Dz(j) ≈ Dz(0)/(1 + 0.33ln(j)) for M = 2; i.e.,
Dz(j) ≈ Dz(0)/3 for j = 103.

Fig. 2. Results of computer simulation of the systems with
different M and N = 43. (a) Probability density ρ(u/Φ0) for
M = 2. (b) Spectral density of the average current for M = 2;
the slope of the straight line α = –1.00. (c) Probability den-
sity ρ(u/Φ0) for M = 10. (d) Spectral density of the average
current for M = 10; the slope of the straight line α = –1.05.
(e) Probability density ρ(u/Φ0) for M = 21; the slope of the
straight line α1 = –1.01. (f) Spectral density of the average
current for M = 21; the slope of the straight line α = –1.05.
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Thus, it is seen from the figures that the zi values for
the metastable states separated by thousands of ava-
lanches strongly correlate with each other. Moreover,
not only the zi values but also the overall structure of
these states change slowly, as was already pointed out
in [4]. Therefore, the system possesses a long-time
memory, which is to say that mixing is absent in the
system and it is nonergodic.

Note in conclusion that the coexistence of 1/f noise
and self-organization in the system is highly unstable
against variations in the method of external action. For
example, 1/f noise disappears, whereas the self-organi-
zation is retained upon a change in the magnitude of the
current injected into the boundaries (Fig. 4).

In summary, this work presents a detailed study of
the interavalanche correlations of the average current
and voltage in the critical state of multijunction N × M
SQUIDs exposed to an increasing external magnetic
field. The main results can be formulated as follows.

In all cases considered, the spectra of average cur-
rent exhibit a broad region of 1/f noise limited only by
the system size M, indicating the presence of long-time
interavalanche correlations in the system, i.e., its non-
ergodicity.

The self-organized critical state was observed for
one two-dimensional system with integer addition. The
coexistence of 1/f noise and self-organization in the

Fig. 3. Interavalanche correlation functions for the average
current in the systems with different M and N = 43; M =
(a) 2, (b) 10, and (c) 21. Insets: enlarged fragments of Dz(j);
oscillations with frequency f = 1/M are clearly visible.
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same system is highly unstable against the variations of
external conditions, suggesting that these two phenom-
ena are mutually exclusive in practice.
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The interference of spontaneous parametric radiation was observed from two nonlinear crystals separated by a
macroscopic layer of a linear substance and excited by a common pump beam. In the presence of strong dielec-
tric dispersion in the layer, the frequency–angular spectra display features analogous to the Rozhdestvenski
hooks. The hook wavelength corresponds to the compensation of group velocity dispersions in the nonlinear
crystals and the layer. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 42.50.Dv; 42.70.Mp
By now, a number of experimental procedures are
known for the observation of the interference of two-
photon (biphoton) radiation in either the second or
fourth order in field [1]. Such an interference underlies
many effects in quantum optics [2]. Because of the lack
of adequate classical analogues of the biphoton states
of the electromagnetic field, two-photon interference
(TI) has found a purely quantum interpretation. Indeed,
some experimentally detected quantities have values
that are basically unattainable in the classical experi-
ments. At the same time, a qualitative comparison of
the classical and quantum optical interference effects
reveals many common regularities. In some cases, the
known analogues serve as the only “bridges” connect-
ing the quantum and classical worlds at a level of inter-
pretation of the experimental results [3].

In this work, the distortion effect observed in the
interference pattern at frequencies close to the absorp-
tion band of a layer placed between two crystals spon-
taneously radiating photon pairs is discussed. Such dis-
tortions are caused by a phenomenon that was first
employed by Rozhdestvenski in 1912 in his hook
method. This elegant method was later used for the
accurate quantitative investigation of anomalous dis-
persion in metal vapors [4].

Spontaneous parametric light scattering (SPS) in
crystals with quadratic susceptibility is a source of two-
photon radiation [5]. The SPS can be interpreted as
resulting from the decay of pump photons with fre-
quency ωp into pairs of correlated photons with fre-
quencies ωs and ωi, according to the scheme "ωp 
"ωs + "ωi, in a crystal with quadratic susceptibility χ(2).
In the case of a homogeneous crystal and a plane mono-
chromatic pump wave, the spontaneous radiation of
photon pairs occurs predominantly in the directions
determined by the stationarity ωs + ωi – ωp = 0 and spa-
tial homogeneity ∆k ≡ ks + ki – kp = 0 conditions
0021-3640/01/7305- $21.00 © 20214
[kj (j = s, i, and p) are the wave vectors of the signal (s),
idler (i), and pump (p) modes inside the crystal]. These
expressions, called matching conditions, together with
the dispersion law ω(k) of the crystal, define the rela-
tion θs = θs(ωs) between the frequencies and angles of
the scattered radiation. The presence of spatial inhomo-
geneity in the scattering volume materially alters the
frequency–angular SPS spectrum.

Let the biphotons be emitted from two identical
plane nonlinear crystals separated by a layer of a trans-
parent substance (Fig. 1). Then the dependence of the
scattering line shape (i.e., of the normalized intensity)
on the scattering angle and frequency is determined
from the condition

(1)

where δ and δ' are the wave detunings in the nonlinear
crystal and the layer, respectively,

(2)

θs is the angle inside the crystal, and kj and  are the
projections of the wave vectors onto the direction per-
pendicular to the layers. Equation (1) is derived without
regard for absorption in the intermediate layer. The
function g(θs, ωs) is proportional to the square of the
modulus of the biphoton amplitude

which determines the contribution of the two-photon
Fock’s states to the wave function of the SPS field for a
given pump field Ep [6] (m = 2 is the number of nonlin-
ear crystals). Equation (1) describes the TI effect in the

g0 θs ωs,( ) δ/2( )sin
δ/2

-------------------- δ δ'+
2

------------- 
 cos

2

,=

δ ωs θs,( ) ∆L kp ks– ki–( )L,= =

δ' ωs θs,( ) ∆'L' kp' ks'– ki'–( )L',= =

k j'

Fkski

2 g θs ωs,( ) 2π
c

------EpmLχ 2( )

 
 
 

2

ωsωi,=
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second order in field [7]; the phase incursions of all
three modes in the intermediate layer L' modulate the
line shape following the law cos2[(δ + δ')/2]. According
to Eq. (1), spontaneous radiation is fully suppressed for
some frequencies and angles. Since the dispersion
properties of the intermediate layer influence only the
modulation multiplier, the TI can be used for determin-
ing the dispersion law for the substance placed between
the crystals [8, 9]. The distinguishing feature of such
spectroscopy is that the scattering intensity is deter-
mined by the nonlinear SPS process, whereas the inter-
ference modulation is driven by the phase incursion in
the layer, where, in the general case, χ(2) = 0; i.e., the
substance may be linear.

By expressing the wave detunings δ and δ' explicitly
in terms of frequencies and angles [8], one can deter-
mine the condition under which the slopes of the inter-
ference maxima (δ + δ' = 2πm) are zero, i.e., ∂ϑ s/∂ωs =
0, where ϑ  is the external (observed) scattering angle:

(3)

Condition (3) is derived in the approximation of small
scattering angles (ϑ s ! 1) and without regard for the
anisotropy of the group and phase velocities in the non-
linear crystals. In the noncolinear scattering regime
(ϑ s ≠ 0), the derivative ∂ϑ s/∂ωs is zero if

(4)

Here, τs = L/us, τi = L/ui,  = L'/ , and  = L'/  have
the sense of times of the signal- and idler-photon tran-
sition across the nonlinear crystal (τq) and the interme-
diate layer ( ) and uq = dωq/dkq (  = dωq/d ) are the
corresponding group velocities (q = s and i).

When detecting the SPS by the crossed-dispersion
method [10], the output of the spectral instrument pro-
vides a two-dimensional intensity distribution of the
scattered radiation in the {ωs, ϑ s} coordinates [see
Eq. (1)]. In these coordinates, the interference pattern
has a form of alternating fringes with slopes deter-
mined by the dispersion of the nonlinear crystals and
intermediate layer. The interference maximum forms a
hook if the fringe slopes become zero (∂ϑ s/∂ωs = 0).
The dispersions of the group velocities in the nonlinear
crystals and intermediate layer are compensated at the
corresponding frequencies of the signal (ωs) and idler
(ωi = ωp – ωs) waves; i.e., the differences in the times of
signal and idler photon transitions through the crystal
and the layer coincide in magnitude and are opposite in
sign: ∆τ = –∆τ'. The slope increases in the range of
strong dispersion in the substance, i.e., near the absorp-

∂ϑ s

∂ωs

---------

=  
τ s τ i–( ) τ s' τ i'–( )+

ϑ s

ωs

c
----- 

 
2

L
1
ks

---- 1
ki

----+ 
  L' 1

ks'
---- 1

ki'
----+ 

 +
 
 
 

----------------------------------------------------------------------------------- 0.=

τs τ i–( ) τ s' τ i'–( )+ 0.=

τ s' us' τ i' ui'

τq' uq' kq'
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tion bands. If the nonlinear crystals are transparent over
a broad spectral range for all three frequencies while
the layer is transparent in the range of signal and pump
waves but has resonances of dielectric constant at idler
frequencies (in the IR range), then the interference pat-
tern will reflect a change in the dispersion of idler
waves in the intermediate layer. The specific feature of
the TI is that the absorption in the layer between the
crystals, which increases as the frequency approaches
resonance, does not diminish the integrated intensity of
the scattered radiation. In this case, only the interfer-
ence visibility is reduced and in the limit where the
absorption coefficient becomes of the order of the layer
reciprocal thickness  ≈ 1/L' the visibility tends to
zero [11]. The expression for the scattering line shape,
with allowance made for the absorption at the idler fre-
quencies, takes the form

(5)

As follows from Eq. (5), by the visibility is meant the

 function. The unity in the second multiplier in
Eq. (5) appears because of the spontaneous nature of
the TI effect.

The frequency–angular TI spectra and their features
are physically similar to the interference patterns
obtained by Rozhdestvenski. In his hook method, the
two-dimensional interference spectra are also recorded
by using the crossed-dispersion method, when the pat-
tern at the interferometer output is that which is pro-
jected onto the entrance slit of the spectrograph. The
substance under study is placed in one of the interfer-
ometer arms and glass plates of different thicknesses

α i'

g1 θs ωs,( ) c2 δ
2
--- 

  1 e
α i'L'–

δ δ'+( )cos+
2

------------------------------------------------ 
  .sin=

e
α i'L'–

Fig. 1. Diagram of a nonlinear interferometer. Two optically
nonlinear crystals of thickness L are separated by a layer of
the optically linear substance L' and are excited by a com-
mon pump beam.
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Fig. 2. The frequency–angular SPS spectra: (a) two LiNBO3 crystals (L = 440 µm) are separated by a layer (L' = 50 µm) of paraffin
oil; hooks are indicated by the lines parallel to the angular axis; (b) one LiNBO3 crystal.
are placed in the other. Because the dispersion strongly
varies near the absorption band of the substance under
study, there will always be a wavelength for which the
action of the substance is exactly compensated by the
action of a glass plate, so that the slope of the interfer-
ence curve will pass through zero at this point; to the
left of this wavelength, the curves go down and, to the
right, they go up (or vice versa), thus forming a hook,
whose position can be accurately measured on the
wavelength scale [12]. Of course, the Rozhdestvenski
method deals with the linear effect, i.e., with the com-
pensation of light velocities in different substances at

Fig. 3. Frequency-dependent refraction index of paraffin oil
in the vicinity of the ω0 = 2950 cm–1 band as derived from
the TI spectra.
the same frequency under the condition of broadband
illumination of the interferometer. The requirement on
the frequency corresponding to the hook top can be
expressed in terms of the group and phase delay times
in the substance and plate:

(6)

Here, τgr = L(dω/dk)–1, τvac = L/c,  = L'/c, and  =
L'(dω/dk')–1 are the group delay times in the substance
(of length L) and the plate (of length L'). As in Eq. (3),
the small-angle approximation θm ! 1 is used, where m
is the order of interference. Therefore, for the hook to
appear in the Rozhdestvenski method, it is necessary
that the difference in group delays  – τgr in the sub-
stance and plate coincide in magnitude with the differ-
ence in group (phase) delays  – τvac in the vacuum
and be of the opposite sign to it.

A comparison of Eqs. (4) and (6) shows that in both
cases the hooks can be observed only if the dispersion
of the substance under study is compensated. With TI,
the differences in the transition times of the signal and
idler photons in the nonlinear crystal and the interme-
diate layer are compensated. In the Rozhdestvenski
method, the dispersion of the substance appears as a
difference in the group delay times in the studied and
reference substances relative to the delays in the vac-
uum. The following important feature of two-photon
interferometry is noteworthy: although the recording is
in the visible region, the contribution to the interference

τgr' τgr–( ) τvac' τvac–( )+ 0.=

τvac' τgr'

τgr'

τvac'
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Fig. 4. Qualitative comparison of the (a, c) hook method and (b, d) two-photon interferometry. (a, b) Schemes of the respective inter-
ferometers. (c, d) Observed interference patterns: (c) taken from [4] and (d) calculated TI modulation function for L = 440 µm and
L' = 50 µm. The envelope sinc2(δ/2) restricting the observed frequency–angular TI spectrum is shown by the dotted line.
pattern is determined by the group delay at a conju-
gated frequency lying in the IR range.

In the experiment, the SPS was excited in two thin
(L = 440 µm) lithium niobate crystals arranged in
tandem and exposed to a common argon laser beam.
These crystals are transparent over a wide range
(0.4−5.0 µm) and their parametric scattering spectra
are well understood. The gap between the crystals was
filled with a layer of paraffin oil. The layer thickness
was varied within 1 < L' < 50 µm. The oil has an iso-
lated absorption band at a frequency of 2950 cm–1 with
a width of 95 cm–1. The photograph of a fragment of the
frequency–angular TI spectrum of the crystal–oil–crys-
tal system is given in Fig. 2a. For comparison, the SPS
spectrum of one of the lithium niobate crystals is shown
in Fig. 2b (L = 440 µm), i.e., in the absence of TI. The
resonance-induced distortion of a monotonic progres-
sion of the TI orders is clearly seen near 2950 cm–1 (sig-
nal wavelength λs = 5700 Å). The visibility of the inter-
ference pattern within the absorption line width is close
to zero. In this frequency range, the spontaneous radia-
tion from two crystals is independent, because the idler
JETP LETTERS      Vol. 73      No. 5      2001
photons are absorbed in the gap. A sharp change in the
slope of the interference maxima occurs in close vicin-
ity of the resonance. It is in this range that the oil refrac-
tion index n'(ωi) strongly depends on frequency. For
some frequencies (ωi ≈ 3105 and 2805 cm–1), the slope
of the orders is zero and hooks (indicated by lines)
appear in the spectra: the differences in the times of
transition through the lithium niobate and paraffin oil
coincide for the signal and idler photons. By varying
the thickness L' of the gap between the crystals, one
can, according to Eq. (4), shift the hooks on the fre-
quency axis, as it also happens in the Rozhdestvenski
method. It is notable that the zero slope of the interfer-
ence orders can be observed away from the resonance
as well, because the compensation is also possible in
the case of a weak dispersion variation in the substance,
but the hooks are then widely extended on the fre-
quency scale.

The TI spectra were used to calculate the n'(ωi)
dependence for mineral oil. Using the data on the dis-
persion n(ω) in lithium niobate [13] at frequencies
ωi1 ≈ 3105 cm–1 (λs1 = 5752 Å) and ωi2 ≈ 2805 cm–1
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(λs2 = 5654 Å), where the hooks are observed (see
Fig. 2a), the differences in the group delay times in oil
were determined from Eq. (4). They proved to be  –

 = 330 fs and, respectively,  –  = 312 fs. After
measuring the oil dispersion in the visible range by the
prism method, Eq. (5) was used to find the group veloc-
ities on different sides of the resonance frequency ω0 =
2950 cm–1: (ωi1) ≈ (ωi2) = (8.3 ± 0.5) × 109 cm/s.
These data agree, within the experimental error, with
the results obtained by estimating u' from the measured
n'(ωi) dependence (Fig. 3).

In conclusion, let us turn to Fig. 4, where the two
methods are pictorially compared with each other. The
schemes of linear and nonlinear interferometers [14]
are shown in Figs. 4a and 4b. The intermediate layer
(L') is an analogue of the substance under study (of
length L') and the nonlinear crystals (L) are analogues
of the compensation plates (of length L). The respective
delays are shown by the shaded rectangles. The fre-
quency–angular TI spectra and the Rozhdestvenski
interference patterns borrowed from [4] are shown in
Figs. 4c and 4d. For clarity, only the modulation TI
component cos2[(δ + δ')/2] is shown, without taking
into account the envelope sinc2(δL/2) (shown by the
dotted line). The qualitative similarity of both pictures
confirms that the analogues are adequate. It should also
be emphasized that the mechanism of formation of the
frequency–angular TI spectra near the absorption bands
of the intermediate substance has much in common
with the formation of the polariton-scattering spectra
observed in crystals without center of inversion [15].

We are grateful to A.N. Nozdryakov and
S.V. Ivanchenko for assistance in obtaining the IR
spectra. This work was supported by the Russian Foun-
dation for Basic Research, project nos. 99-02-16418,
99-02-16419, and 00-15-96541.
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Generation of Millimeter Radiation
Due to Electric-Field-Induced Electron-Transit-Time Resonance

in Indium Phosphide
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The stimulated millimeter radiation from n-type indium phosphide was observed at T = 4.2 K in a strong electric
field. The generation is due to the appearance of negative differential conductivity near the electron-transit-time
resonance and electron bundling in momentum space in a strong electric field under conditions of low-temper-
ature scattering from optical phonons. The dependence of the radiation frequency and intensity on the electric
field was experimentally measured and the radiation spectrum is presented. The experimental data satisfactorily
agree with the results of numerical simulations obtained previously by the Monte Carlo method. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 72.20.Ht; 78.20.-e; 78.45.+h
1. Introduction. The charge-carrier momentum dis-
tribution function in relatively pure semiconductors
becomes spike-shaped in strong electric fields under
conditions of low-temperature charge-carrier scattering
from optical phonons. In this regime, charge carriers
execute cyclic motion in momentum space; they move
almost ballistically in the passive energy region % <
"ωPO (% and "ωPO are the energies of charge carrier
and optical phonon, respectively), emit optical phonon
in the active region % > "ωPO, and then return to the
vicinity of the % ≈ 0 point. The time of ballistic transi-
tion through the passive region in a field E is τtr =

/eE, where me is the charge-carrier effec-
tive mass. The condition for the formation of a spike-
shaped distribution is

(1)

where  is the optical-phonon emission time and τp

is the scattering time in the passive energy (or momen-
tum) region %(p) < "ωPO. The condition τtr ! τp can
easily be fulfilled in weakly doped semiconductors at
low temperatures. The scattering from acoustic lattice
modes is then suppressed, while the impurity scattering
is insignificant because of the weak doping. The ine-

quality  ! τtr means the weak penetration of elec-
trons (or holes) into the active region. Otherwise the
charge carrier, after emission of a PO phonon, will have
too high an initial energy in the passive region for the
spike-shaped distribution to form.

2me"ωPO

τPO
+

 ! τ tr ! τ p,

τPO
+

τPO
+
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If condition (1) is fulfilled, new effects may emerge
such as the interband population inversion of hot holes
in germanium in crossed electric and magnetic fields
and the amplification of far-IR radiation [1]. In this
case, population inversion between light- and heavy-
hole subbands arises because of a difference in the
motional dynamics of heavy and light holes in a certain
range of electric and magnetic fields E ⊥  H [1]. The
population inversion was observed and quantitatively
estimated in [2]. Shortly after, generation of far-IR radi-
ation was obtained on the direct interband optical tran-
sitions of hot holes in germanium in crossed electric
and magnetic fields [3, 4].

The realization of a spike-shaped hole distribution
in germanium made it possible to develop a millimeter-
range negative transverse effective mass heavy-hole
maser [5]. Thus, the idea of designing a negative effec-
tive hole mass amplifier and generator (NEMAG) was
implemented 25 years after it had been proposed by
Krömer as early as 1959 [6].

The appearance of a high-frequency negative differ-
ential electron conductivity (NDC) near the transit-
time-resonance frequency νtr = 1/τtr in strong electric
fields was predicted and theoretically considered in [7−9].
Equation (1) is the necessary condition for the occur-
rence of dynamic NDC. NDC appears due to electron
transition and bundling about the main trajectory in
momentum space. According to [7–9], the modulation
of electron distribution can be caused both by the elec-
tron penetration into the active region at a relatively
small depth % – "ωPO ! "ωPO and by a relatively weak
electron scattering in the passive region, with the NDC
001 MAIK “Nauka/Interperiodica”
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magnitude depending on the electron-scattering mech-
anism in the passive region [10]. According to [10], the
scattering mechanisms whose probabilities decrease
with increasing %, e.g., impurity scattering, are most
favorable to NDC.

A direct numerical Monte Carlo simulation of the
electron motion in strong dc and high-frequency ac
fields was carried out in [11] to demonstrate that the
conditions for the occurrence of NDC in InP are more
favorable than in GaAs and that the NDC magnitude in
InP is several times larger than in a p-Ge cyclotron-res-
onance NEMAG.

In spite of the fact that more than 25 years have
elapsed since the prediction of the NDC near the tran-
sit-time-resonance frequency, this phenomenon has not
been observed until recently. This work reports the first
results on the generation of millimeter radiation in the
range of hot-electron-transit-time resonance. Although
this phenomenon was observed in n-InP, an analogous
phenomenon can be observed in other semiconductors
as well. In particular, it was demonstrated in [12] that
the NDC and the terahertz-range transit-time-reso-
nance lasing can be obtained in n-GaN at appreciably
higher frequencies in the range 0.2–3.0 THz (λ =
1.5 mm–100 µm).

2. Samples and experimental method. One of the
samples of n-type indium phosphide was a 54 × 8 × 7 mm
parallelepiped with mutually perpendicular faces. The
faces were plane-parallel to within one and a half of
angular minute. Ohmic contacts were applied to two
faces with sizes 54 × 7 mm. The cavity mirrors were
formed by two gold-evaporated germanium (Ge : Au)

Fig. 1. Radiation detector signal as a function of the electric
field in the n-type indium phosphide samples at 4.2 K.
(1) Sample with electron concentration Ne = 1 × 1014 cm–3;
the Schottky diode detector. (2) Sample of different sizes
(compared to sample 1) with electron concentration Ne =

3 × 1014 cm–3; the n-InSb detector. Inset: field dependence
calculated in [11] for the dynamic negative mobility in InP
with impurity concentration Ni = 1015 cm–3.
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m
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plates with high-resistance at low temperatures. To pro-
vide radiation escape, one of the mirrors was smaller in
size than the 7 × 8-mm crystal faces to which the mir-
rors were attached. Note that the cavity quality was not
high because the transverse sizes of the sample were
comparable with the radiation wavelength so that the
diffraction losses were appreciable.

The Hall concentrations and mobilities measured at
T = 77 K were, respectively, Ne = 1 × 1014 cm–3 and
µH = 3 × 104 cm2/(V s) for the first sample and Ne = 3 ×
1014 cm–3 and µH = 3.3 × 104 cm2/(V s) for the second
sample. The duration of strong-field pulses was 2 µs.

The radiation wavelength was measured using a
specially designed wavemeter with cavity tuning.
n-Type indium antimonide or a Schottky semiconduc-
tor diode was used as a detector of millimeter radiation.

3. Experimental results and discussion. Figure 1
shows the normalized dependence of the detector sig-
nal on the electric field applied to the sample. Measure-
ments were made using the Schottky diode for the first
sample and the n-InSb detector for the second one.
Since the radiation wavelength depends on the electric
field, these curves reproduce the field dependence of
the relative radiation intensity only approximately, with
an accuracy requiring correction for the spectral sensi-
tivity of the detectors. The field dependence of the
dynamic differential electron mobility (a quantity pro-
portional to NDC) in n-InP with concentration of ion-
ized impurities NI = 1015 cm–3 (shown in the inset in
Fig. 1) was calculated in [11] by the numerical Monte
Carlo simulation of electron motion in strong dc and
weak ac electric fields. The correlation between the cal-
culated field dependence of the negative differential
mobility and the field dependence of the detector signal
is clearly seen.

Figure 2 shows the spectra of the detector (Schottky
diode) signal measured by the wavemeter for the first
n-InP sample in different electric fields. The widths of
the stimulated emission lines were determined by the
instrumental resolution.

Finally, the frequency of stimulated emission is
plotted in Fig. 3 as a function of electric field for the
first n-InP sample (dots). The field dependences calcu-
lated in [11] for the amplification frequency range
(dashed lines) and the maximum amplification fre-
quency (see Fig. 1) are shown in the same figure. The
discordance between the experimental and calculated
data at low frequencies can be due to the error in mea-
suring frequency by the wavemeter in the long-wave-
length range and to the voltage drop at contacts, which
may affect the accuracy of field determination at weak
currents.

Let us now estimate the region where condition (1)
necessary for the occurrence of NDC is fulfilled. The
scattering from the deformation acoustic (DA) lattice
modes, impurity (I) scattering, and scattering from the
polar optical (PO) lattice modes are the dominant elec-
JETP LETTERS      Vol. 73      No. 5      2001
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tron-scattering mechanisms in the indium phosphide
samples studied. According to [13], the probabilities of
scattering by the DA and PO phonons are

(2)

(3)

where Ξ is the deformation potential; q is the phonon
wave vector; ρ is the density; ωPO and ωDA are the fre-
quencies of optical and acoustic lattice modes, respec-
tively; ωDA = vlq (vl is the sound velocity); ε∞ and ε0 are
the high-frequency and the static dielectric constants of
the crystal, respectively; k and k' are the electron wave
vectors in the initial and final states, respectively; and
Nq = [exp("ωDA, PO/kBT) – 1]–1. The first rows in Eqs. (2)
and (3) correspond to the phonon-absorption processes
and the second rows are for the phonon-emission pro-
cesses. The probability of scattering from the screened
impurity potential ϕ = (e/ε0r)exp(–r/rD), where rD is the

Debye screening radius rD =  = (ε0kBTe/4πe2Ne)1/2,
can easily be found:

(4)

Let us first find the electron–optical phonon colli-
sion frequency. Summing (integrating) in Eq. (3) over
all k' (or q) values, one obtains

(5)

where the first and the second terms in square brackets
account for the processes with phonon absorption and
emission, respectively. At low temperatures (kBT !
"ωPO), Nq ≈ 0 and only the second term can be kept in
Eq. (5). The scattering with emission of optical
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phonons occurs only in the active energy region % >
"ωPO.

In the passive region % < "ωPO, electron scattering
with absorption and emission of acoustic phonons and
impurity scattering should be taken into account. We
will estimate the scattering probability (or frequency)
only for the processes that can materially change the
direction of the initial wave vector k (for the spike-
shaped distribution, k is almost aligned with the field
E) and, thereby, break the spike-shaped electron-
momentum distribution. The simplest estimates will be
done under the assumption that a change in the k direc-
tion within an angle θ0 (θ0 ! 90°) has no dramatic
effect on the direction of electron movement. We are
now in a position to consider the total probability of
scattering to all k' states beyond the cone with an angle
of θ0 between k and k' in k space. Summing (integrat-

Fig. 2. Spectra of the detector signal (Schottky diode) for
different electric fields: E = (1) 200, (2) 250, (3) 300,
(4) 350, and (5) 400 V/cm.

Fig. 3. Variation of the generation frequency with the field
for n- InP sample 1 (dots). Field dependences calculated in
[11] for the amplification frequency range (dashed lines)
and the maximum NDC frequency are also shown.
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ing) in Eqs. (2) and (4) over all k' states beyond this
cone, we obtain

(6)

(7)

where %D = "2 /2me and NI is the concentration of
charged impurities. According to [14], the electron
mobility µ = 3 × 104 cm2/(V s) at T = 77 K is typical for
the InP samples with a total concentration of charged
impurities NI = ND + NA ≈ (5–7) × 1015 cm–3. Let us esti-
mate Eqs. (6) and (7) for θ0 = 30°, T = 4.2 K, and % ≈
"ωPO/2 and Eq. (5) for % = 1.5"ωPO and the following
InP parameters, taken from [15, 16]: me = 0.078m0, vl =
5 × 105 cm/s, ρ = 4.81 g/cm3, "ωPO = 43 meV, ε0 = 12.5,
ε∞ = 9.52, and Ξ = 9 eV. This gives τDA ≈ 4 × 10−10 s, τI ≈
(0.7–1) × 10–11 s, and  ≈ 0.56 × 10–11 s.

The generation in our samples sets in near E =
200 V/cm. For E = 200 V/cm, the transit time across the

passive region is τtr = 10–11 s. Inasmuch as  < τtr ,
electrons penetrate into the active region at a relatively
small depth. It can be estimated from a simple relation:

(8)

Using Eq. (8), it is straightforward to find that the elec-
tron penetration depth into the active region is about
0.2"ω0 at E = 200 V/cm.

The impurity scattering dominates the passive
region; i.e., τp ≈ τI. According to the above estimate
τp/τtr ≈ 0.7–1, the inequality τp @ τtr is not fulfilled. The
calculation in [11] was carried out for InP with NI =
1015 cm–3. For a sample with such concentration, τI ≈
5 × 10–11 s and the NDC, according to [11] (see inset in
Fig. 1), appears at E ≈ 70 V/cm. For such fields, τtr ≈
3 × 10–11 s and τp/τtr ≈ 1.7. Hence, the condition τp @ τtr
is also poorly fulfilled. Nevertheless, the direct Monte
Carlo computations [11] suggest the appearance of the
NDC. Our investigation also testifies that the NDC
appears and the generation sets in, despite the high
impurity concentration in the samples studied.
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4. Conclusions. In this work, the generation of mil-
limeter radiation in n-type indium phosphide was
observed in strong electric fields. The experimental
data suggest that this phenomenon is caused by transit-
time resonance. The generation is observed in a moder-
ately doped samples, in which the condition for colli-
sionless electron motion in the passive region is poorly
fulfilled. One should expect the generation of a more
intense radiation in the n-InP samples with concentra-
tion of charged impurities less than 5 × 1015 cm–3.

This work was supported by the Ministry of Educa-
tion of the Russian Federation.
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The nonstationary problem of the evolution of perturbation and its transformation into nonlinear wave structure
in complex plasmas (multicomponent plasmas containing ions, electrons, charged microspheres or dust grains,
and neutral gas) is considered. For this purpose, the model, which takes into account the variation of ion density
and the ion-momentum dissipation due to dust-particle charging, as well as the source of plasma particles due
to the ionization process, is developed. The model is appropriate for the description of laboratory experiments
in complex plasmas and contains all basic mechanisms responsible for the formation of a new kind of shock
waves which is related to the anomalous dissipation due to the dust-particle charging process. The consideration
on the basis of this model allows us to obtain shock structures as a result of evolution of an initial perturbation
and to explain the experimental value of the width of the ion acoustic shock-wave front, as well as the shock-wave
speed. The solution of the problem of the evolution of perturbation and its transformation into a shock wave in
complex plasmas opens up possibilities for description of the real phenomena like supernova explosions, as well
as of the laboratory and active space and geophysical experiments. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.27.Lw; 52.35.Tc
At present, a major portion of the investigations of
plasmas is devoted to multicomponent plasmas con-
taining electrons, ions, charged microspheres or dust
grains, and neutral particles. The term “complex plas-
mas” is finding increasing use for such plasmas. Com-
plex (dusty) plasma systems cannot usually survive in
the absence of either external sources of electrons and
ions or plasma particle fluxes from the regions where
there is no dust. The fluxes of electrons and ions are
absorbed by dust particles, which results in variable
charges of the latter. The strong dissipativity of the
complex plasma system originating from the dust-par-
ticle charging processes [1] points to the exceptional
role of the dissipative structures (like shock waves) in
complex plasmas.

Shock waves often arise in nature because of a bal-
ance between wave-breaking nonlinear and wave-
damping dissipative forces. Collisional and collision-
less shock waves can appear because of friction
between the particles [2] and wave–particle interaction
[3], respectively. In complex plasmas, the appearance
of anomalous dissipation, which originates from charg-
ing processes, results in the possibility of the existence
of a new kind of shock wave related to this dissipation.
They are collisionless in the sense that they do not
involve electron–ion collisions. However, in contrast to
the classical collisionless shock waves, the dissipation

1 This article was submitted by the authors in English.
0021-3640/01/7305- $21.00 © 20223
due to dust charging involves interaction of the elec-
trons and ions with the dust grains in the form of micro-
scopic grain currents. The case when the shock waves
related to the dust-particle charging process are rather
intense corresponds to ion acoustic wave propagation.
The basic theoretical results on ion acoustic shocks in
complex plasmas are obtained in [4–8]. Recently, the
first laboratory experimental results confirming the
effect of negatively charged dust on ion acoustic shock
formation have been obtained [7, 9]. The problem of
shock waves in complex plasmas is considered now in
the dusty plasma community as one of the key prob-
lems. The importance of shock waves in complex plas-
mas is associated, in particular, with different astro-
physical and geophysical applications [5, 6, 10]. For
example, the investigation of such shocks can be
important for the description of the process of star and
planet formation, shocks in supernova explosions, par-
ticle acceleration in shocks, for the explanation of the
effects in active experiments which involve the release
of gaseous substance in the Earth’s ionosphere, etc.

In spite of the importance of shock structures in
complex plasmas, the question of whether the evolution
of an arbitrary perturbation leads to the formation of
shocks in a charge-varying complex plasma is still an
open question. All previous investigations dealt with
steady-state or steady-state shocklike wave solutions.
However, it is the solution of the problem of the evolu-
tion of perturbation and the possibility of its transfor-
mation into shock wave that can allow us to investigate
in detail (with taking into account the charge-varying
001 MAIK “Nauka/Interperiodica”
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macroparticles) real phenomena like supernova explo-
sions, as well as laboratory and active space experi-
ments.

Furthermore, the main theoretical results which
concern the ion acoustic shocks in complex plasmas are
obtained in two ways:

(1) by using and solving the exact equation for dust-
particle charge variation (see, e.g., [4]);

(2) by using a Korteweg–de Vries–Burgers equation
with a dissipation coefficient proportional to the fre-
quency of collisions between ions and dust particles
(see, e.g., [7, 8]).

Both these approaches use the ion continuity equa-
tion with a zero right-hand side (see [4, 8]). This means
that the total ion density is constant. This assumption
for complex plasmas can be valid, e.g., if the ions and
electrons entering the dust grain recombine into neutral
atoms, which then reenter the plasma and reionize, thus
preserving the number of ions and electrons. However,
in most laboratory complex plasmas, this assumption is
violated. As it has been mentioned, complex plasma
systems cannot usually survive in the absence of either
external sources of electrons and ions or plasma parti-
cle fluxes from the regions where there is no dust. In
laboratory experiments, the external source of plasma
particles is usually due to the ionization process. Thus,
a more appropriate model for the description of labora-
tory experiments must include the effects of the varia-
tion of ion density and the ion-momentum dissipation
due to dust-particle charging, as well as the source of
plasma particles due to ionization process.

In this study, we develop a model based on a set of
fluid equations, Poisson’s equation, and a charging
equation for dust, which takes into account the varia-
tion of ion density and the ion-momentum dissipation
due to dust-particle charging, as well as the ionization
process. This model is a nonstationary analogue of the
model used for the description of dust voids (see [11]).
We compare the computational results with the experi-
mental data [9].

We assume that the following simplifying approxi-
mations are valid:

(1) the plasma can be considered as uniform and
unmagnetized;

(2) the time scale corresponds to ion acoustic wave
propagation;

(3) the dust-particle charge variation is solely due to
the microscopic electron and ion grain currents origi-
nating from the potential difference between the
plasma and the grain surface;

(4) the average radius a of the dust particles is much
smaller than the electron Debye length λD, the spatial
scale of the perturbations, and the distance between the
plasma particles;

(5) the dust grains are negatively and heavily
charged (with an absolute values that can exceed 103e,
where −e is the electron charge);
(6) the dust particles are massive (mi Zd ! md, where
mi  and md are the ion and dust masses and qd(x) = –Zde
is the dust-particle average charge). Then the dust can
be considered stationary, and its density nd is constant
in the ion acoustic time scale [12, 13];

(7) in the absence of perturbations, the quasineutral-
ity condition ni0 = ne0 + Zdnd (where ne(i) is the electron
(ion) density, the subscript 0 denotes unperturbed quan-
tities) holds;

(8) the ions are singly charged;

(9) the electron (Te) and ion (Ti) temperatures are
approximated to be spatially uniform;

(10) the orbit-limited probe model [14, 15] is valid;

(11) nonlinear waves propagate along the x axis.

Furthermore, we neglect any heat transfer processes
that might influence the propagation and evolution of
ion acoustic perturbation. As in [11], the most notewor-
thy approximation is that we do not include ion–neutral
collisions, which would exert a drag force on the ions.
They reduce the ion velocity, which affects the ion drag
force on a dust particle, as well as the dust-particle
charge. Neglect of the direct influence of neutrals on
dust particles is justified by the consideration of ion
acoustic time scales, so that the dust can be considered
as stationary. Finally, we assume that in the absence of
perturbations in plasmas the number of electrons and
ions is constant due to competition of the processes of
their recombination on dust particles and ionization.

In this case, the evolution equations for ion density
ni and velocity vi take the form (cf. [11, 16])

(1)

(2)

where ϕ is the electrostatic potential, νi is the plasma
ionization frequency, which increases exponentially
with Te and also depends on the atomic parameters of
the neutral gas [17], νch is the frequency of ion recom-
bination on dust particles,

(3)

νq = a(1 + z0 + Ti/Te)/ vTi is the dust-particle
charging frequency, z = Zde2/aTe, d = nd0/ne0, ωpi =

 is the ion plasma frequency, vTi = 

is the ion thermal speed,  is the frequency character-
izing a loss in ion momentum due to recombination on
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dust particles and Coulomb elastic collisions between
ions and dust,

(4)

Λ = ln(λDi/max{a, b}) is the Coulomb logarithm, λDi is
the ion Debye length, and b = Zd0e2/Ti. Equations (3)
and (4) for the values νch and  are valid for vi/cs < 1.

As in [11], the electron density is taken to be of the
Boltzmann form with a constant electron temperature

(5)

We also use the equations (see, e.g., [4])

(6)

and

(7)

for the electrostatic potential and the variation of the
dust-particle charge, respectively. Here, the micro-
scopic electron and ion grain currents (for equilibrium
electrons and kinetic ions) are

(8)

and

(9)

me is the electron mass and erf(x) is the error function.
The set of Eqs. (1)–(7) describes the evolution of

perturbation and its transformation into nonlinear wave
structure. The only steady-state solution of this set of
equations corresponds to the unperturbed plasma
parameters. Thus, the evolution of perturbation within
the ionization-source model can lead only to the
appearance of a nonstationary nonlinear ion acoustic
wave structure.

Let us consider the evolution of a nonmoving region
with a constant enhanced ion density within the frame-
work of the above (ionization-source) model. In this
consideration, we apply the data close to those of the
University of Iowa laboratory experiment [9].

This experiment was performed in a Q machine
device that was modified to allow the introduction of
dust grains into the plasma. The experiment was con-
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ducted with Cs+ ions. The plasma parameters in the
experiment were Te ≈ Ti ≈ 0.2 eV, ni0 ~ 106–107 cm–3,
and a ~ 0.1–1 µm. The parameter eZd0 = nd0Zd0/ni0 was
varied from 0 to 0.95. This corresponds to the variation
of the parameter Zd0d from 0 to 19. The evolution of
large-amplitude density pulses propagating in complex
plasmas was investigated. In the presence of a substa-
tional component of negatively charged dust (when
eZd0 ≥ 0.75; i.e., Zd0d ≥ 3) a sharpening up of the leading
edge of the pulse as it propagates down the plasma col-
umn (shock formation) was observed.

The results of the calculations on the basis of the
proposed ionization-source model, which describe the
evolution of the initial nonmoving region with a con-
stant enhanced ion density within the set of Eqs. (1)–(7)
are given in Figs. 1 and 2. We use the normalization
x/λD  x for the spatial variable and tcs/λD  t for

the time variable, where cs =  is the ion acoustic
speed. The plasma parameters are Zd0d = 3, Te = Ti =
0.2 eV, a = 0.1 µm, and ne0 = 2.56 × 106 cm–3. The ini-

Te/mi

Fig. 1. The profiles of ϕ(x), vi(x)/cs, and ni(x)/ne0 at t = 100,
300, and 500 showing the evolution of the initial perturba-
tion obtained within the ionization-source model. The
parameters are Zd0d = 3, Te = Ti = 0.2 eV, a = 0.1 µm, and

ne0 = 2.56 × 106 cm–3. The initial normalized dust-particle
charge number is z0 ≈ 3.36. The initial profiles (t = 0) of the
potential ϕ and the normalized ion density ni/ne0 are pre-
sented by the thin lines at the left of the figures.

n i
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e0
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tial ion density in the perturbation is two times larger
than the background one, which corresponds to the case
of Fig. 2b in [9]. The initial charge of the dust particles
is the equilibrium one in the absence of wave perturba-
tions (z0 ≈ 3.36). Figures 1a–1c show the profiles of the
potential ϕ(x), the ion speed normalized to the ion
acoustic speed, and the ion density ni normalized to the
unperturbed electron density ne0 at the instants of time
t = 100, 300, and 500. The initial profiles (t = 0) of the
potential ϕ and the normalized ion density ni/ne0 are
presented by thin lines at the left of the corresponding
figures. We see that the relationship vi/cs < 1 remains
valid in the process of the evolution of the perturbation.
Thus, the use of Eqs. (3) and (4) for the values νch and

 is justified.

From Figs. 1a–1c, we see that the evolution of an
intense initial nonmoving region with a constant
enhanced ion density results in an appearance of a
shock wave structure. For t > 200, the speed of the
structure is approximately constant (M ≈ 1.94). The
width of the shock front is on the order of ∆ξ ~ 100λD ~
20 cm. This value is in good agreement with the theo-
retical estimate [6] ∆ξ ~ cs/νq for the width of the front
of shocks related to dust-particle charging. For compar-
ison with the data of the experiment [9], we have to find

ν̃

Fig. 2. Ion density vs. time for different axial positions from
the grid. The parameters are the same as in Fig. 1. The pro-
files of the perturbations are shown by bold lines. The sets
of thin lines indicate some steepening (shock formation). 
the width of the front calculated in terms of the time
variables ∆ξ/Mcs ~ 0.3 ms. This value corresponds to
the observed one (see Fig. 2b in [9]). Thus, the pro-
posed ionization-source model allows one to obtain
shock structures as a result of the evolution of an initial
perturbation and to explain the width of the shock front.
This means that the shocks observed in [9] are related
to the anomalous dissipation due to the dust-particle
charging process.

Figure 2 is constructed by analogy with Fig. 2b in
[9]. It shows the dependence of the ion density on time
for different axial positions from the grid of the exper-
imental installation [9] (the grid is used to separate the
region of enhanced ion density from the background
one in a Q machine device). The profiles of the pertur-
bations are shown by bold lines. The sets of thin lines
indicate some steepening (shock formation). The com-
putational results presented in Fig. 2 are in good quali-
tative and quantitative agreement with the experimental
ones shown in Fig. 2b in [9]. In particular, this concerns
the width of the shock front (as mentioned, the calcu-
lated value corresponds to the observed one). Further-
more, the experimental profiles of the perturbations at
large distances from the grid (60, 65, and 70 cm) are
similar to each other (see Fig. 2b in [9]). This indicates
the fact that at large distances from the grid a quasi-
steady-state shock structure is formed. An analogous
statement for the theoretical results can be made on the
basis of Fig. 2. Finally, the comparison of these two fig-
ures allows us to conclude that the velocity of perturba-
tion predicted by theory on the basis of the ionization-
source model is close to the experimentally observed
value.

To summarize, we have considered the nonstation-
ary problem of the evolution of perturbation and its
transformation into nonlinear wave structure. From this
consideration, we have developed the one-dimensional
(ionization-source) model which takes into account the
variation of ion density and the ion-momentum dissipa-
tion due to dust-particle charging, as well as the source
of plasma particles due to the ionization process. We
have performed the consideration of the evolution of a
nonmoving region with a constant enhanced ion den-
sity within the framework of the ionization-source
model for the data of the laboratory experiment [9].
This consideration has shown that this model allows
one to obtain shock structures as a result of evolution of
an initial perturbation and to explain the experimental
value of the width of the shock-wave front, as well as
the shock-wave speed. This indicates that the shocks
observed in [9] are related to the anomalous dissipation
due to the dust-particle charging process. In the future,
we intend to carry out the description of the experiment
[9] in more detail using the modified ionization-source
model, which additionally includes the effects of Lan-
dau damping of ion acoustic waves and ion–neutral col-
lisions.
JETP LETTERS      Vol. 73      No. 5      2001
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It is established experimentally that a high concentration of electron–hole plasma produced in silicon by fem-
tosecond laser pulse induces a sequential “collapse” of the band gap in the [111] and [100] directions and leads
to the formation of a “cold” metallic liquid phase during the pulse. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 78.47.+p
1. Femtosecond laser pulses are capable of produc-
ing high-density electron–hole plasma [1, 2] that desta-
bilizes the crystal structure of semiconductors. Various
types of subpicosecond structural transitions into a new
crystal or metallic liquid phase were predicted for such
a strongly excited semiconductor state [3–7].

Ultrafast structural transitions into the metallic liq-
uid phase in Si, GaAs, and InSb and the crystal phase
in amorphous Ge0.04Sb0.96 were repeatedly observed
with a time delay of several hundreds of femtoseconds
after the pump pulse (see [8] for bibliography) and
interpreted as nonthermal phenomena. An alternative
explanation for transitions with such a time delay con-
sists in the ultrafast transfer of kinetic energy to the lat-
tice in an amount exceeding the enthalpy of melting in
a substance [5, 7] and destabilizing the acoustic
phonon-mode continuum.

Owing to the instability of some optical or acoustic
modes, the nonthermal structural transitions may pro-
ceed in a time on the order of a period of lattice vibra-
tions (10–13 s), with the transition time decreasing as the
concentration of electron–hole plasma increases [6].
Consequently, one may, in principle, observe the non-
thermal structural transitions for a laser pulse of a dura-
tion of 100 fs, provided that the energy density per
pulse far exceeds the instability threshold for certain
lattice modes in a semiconductor. To our knowledge,
this possibility has not been experimentally imple-
mented so far.

In this work, experimental data were obtained by the
time-resolved methods of femtosecond pump-pulse
self-reflection (FH, "ω = 1.56 eV) and linear reflection
of probing second-harmonic (SH, "2ω = 3.12 eV) and
analyzed to prove that plasma-induced band-gap (Eg)
“collapse” and nonthermal silicon melting occur during
a laser pulse of 100 fs.

2. A standard femtosecond laser setup of the Insti-
tute of Laser and Plasma Physics (Essen, Germany),
0021-3640/01/7305- $21.00 © 20228
analogous to that described in [9], was used in the
work. The laser output at a wavelength of 800 nm (FH),
(Gaussian) pulse duration τ = 100 fs (FWHM), a repe-
tition rate of 10 Hz, and relative amplitudes of spurious
pulses no higher than 5–7% was 1.5 mJ per pulse
(TEM00) and led into the pump and probe channels.

The FH in the pump channel was focused and
directed at an angle of 45° onto an undoped silicon
Si(100) target placed on a two-coordinate stepping
motor-driven translational (from pulse to pulse) stage.
The energies of mirror-reflected s- and p-polarized
pump beams were measured by a pyroelectric detector.
The time delay in the probe channel was set optically,
and after frequency doubling SH was filtered and used
at normal incidence on the Si target for probing,
through the lens of optical microscope, the target area
excited by the pump pulse [10]. A mirror-reflected-SH
image of the target was recorded by a synchronized
video camera. The characteristics of the probe channel
allowed the target reflectivity transients to be studied
with a spatial resolution of 2 µm and a time resolution
of about 100 fs.

In the experiments, the pump-beam (FH, ω) self-
reflectivity was studied as a function of the pulse
energy for both beam polarizations and the reflectivity
transients of the probe SH (2ω) were examined at a
fixed maximum fluence of the p-polarized pump pulse.

3. The coefficients  and  of the pump-beam
self-reflection from silicon were measured as functions
of pulse energy for both beam polarizations, and the
corresponding dependences were processed using the
appropriate spatial transformation (X transformation)
to obviate the averaging of this coefficient because of
the inhomogeneity of the fluence F in the beam spot on
the target (Gaussian distribution with parameters σx =

73 µm and σy = 43 µm). The resulting  and 
coefficients are presented in Fig. 1 as functions of the
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effective (pulse-integrated) pulse fluence Feff = (1 –

)F. This representation allows the portions of the

 and  curves corresponding to the identical
excitation conditions to be juxtaposed in a common
plot.

Due to the laser “self-action” effect [2, 4], which
manifests itself in the variation of optical characteris-
tics of a semiconductor during the pump pulse, the

dependences of  and  on Feff prove to be aver-
aged over the pulse time. These curves were subjected
to the additional graphical processing (temporal T
transformation) according to the formulas

(1)

(2)

where  and  (Fig. 1) are the “true” silicon reflec-
tivities corresponding to the instantaneous Feff(t) value
equal to the emission intensity integrated to time t of
the pulse and the Feff1 and Feff2 values define the inte-
gration limits for which this transformation is valid.
Note that, according to Eqs. (1) and (2), the T transfor-

mation of the  and  functions of Feff implies that
excitation is a transient process for which the diffusion
and recombination contributions to the kinetic equation
for electron–hole plasma density can be ignored. The
first can be done if αldif ! 1, where ldif ~ 10 nm is the
plasma diffusion length during the pulse and α–1 is the
skin depth of the excited semiconductor. The second
(recombination) contribution can be ignored at a mod-
erate (Feff ≤ 0.5 J cm–2) fluence of a femtosecond pulse
for which the density of the electron–hole plasma
reaches a value (on the order of 1022 cm–3 [5]) that is
critical for the destabilization of the semiconductor lat-
tice but still lower than the equilibrium plasma density
for the competing optical-generation and Auger pro-
cesses (see below).

Optical diagnostics of the excited Si was also car-
ried out at a normal incidence of the probe SH. The
reflected-probe-beam images of the silicon sample
were normalized, with the use of a computer program,
to the image of the unexcited sample for several time
delays between the pump and probe pulses and repre-
sented, after calibration, a two-dimensional array of
reflection coefficients distributed symmetrically about
the center of the pump beam spot. After the reduction
of space coordinates, the vertical cross sections passing
through the center of the spot in the normalized images
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characterize the dependence of  on the integrated
Feff characteristic (Fig. 2). Inasmuch as the probe- and
pump-pulse durations were virtually identical, the time
resolution higher than 100 fs was obtained for small
time delays (–100–100 fs) by applying the procedure of

obviating the averaging of  for times shorter than
the probe-pulse duration; in so doing, the probe-pulse
shape was approximated by a rectangle with a width of
100 fs (FWHM of the real pulse). The T transformation

described above was applied to the  curve for zero
time delay, i.e., for the coinciding probe and pump
pulses.

The resulting (Feff(t)) and (Feff(t)) curves
exhibit a single broad minimum for the p polarization
and two narrow minima in the same region for the s
polarization at small Feff(t) ≤ 0.15 J cm–2 values and a
sharp rise at higher Feff(t) values (Fig. 1). Likewise, the

dependence of  on Feff(t), shown by the heavy line
in Fig. 2, shows two small minima preceded by maxima
at the same Feff(t) values in the indicated region. It is
worth noting that a single minimum followed by the
ascending portion was repeatedly observed in the
experimental linear reflectivity vs. fluence curves of
semiconductors and treated as an indication of reaching
the plasma reflection edge [1, 2]. However, the pres-

ence of two resolved minima observed for  in this
work calls for new interpretation of these features. To

this end, the  and  dependences were used to
calculate the optical constants nω and kω of excited Si
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2ω

R1
2ω

R1
2ω

R2s
ω R2 p

ω

R2
2ω

R2s
ω

R2s
ω R2 p

ω

Fig. 1. Self-reflection coefficients of Si for the s- and
p-polarized pump beams (FH) vs. the integrated effective

fluence Feff: (light squares)  and (dark circles) .

The same as functions of the instantaneous effective fluence

Feff(t): (solid line)  and (dashed line) .

R1s
ω

R1 p
ω

R2s
ω

R2 p
ω
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for different Feff(t) values (Fig. 3). The calculations
were carried out by using the Fresnel formulas and
choosing those pairs of nω and kω values which mini-
mize the difference between the calculated and experi-

mental values of  and .

One can see from Fig. 3 that two minima in the 
curve correspond to two intense linear absorption
bands at Feff(t) ≈ 0.07 and 0.17 J cm–2. Note that the
two-photon absorption and the free-carrier absorption
can be ignored for Si in the range 0.05–0.2 J cm–2 [11]

R2s
ω R2 p

ω

R2s
ω

Fig. 2. Reflection coefficient of Si for the probe SH beam vs.

the effective fluence for different time delays: (1, 2) (Feff)

(initial) and (Feff(t)) (T-transformed) for zero time

delay; (3) (Feff) for a time delay of 200 fs; and

(4) (Feff) for a time delay of 100 ps. The peak in

curve 4 corresponds to the reflectivity of the silicon melt
area not subjected to ablation.

R1
2ω

R2
2ω

R1
2ω

R1
2ω

Fig. 3. Real nω (dark triangles) and imaginary kω (light
rhombi) parts of the refractive index of Si vs. the instanta-
neous fluence density Feff(t).

1

2

3

4

eff

eff
because both are weaker than the residual absorption
between the peaks in the kω(Feff(t)) curve. The position
and height of the first maximum in kω(Feff(t)) agree well
with the data in [11], but the second maximum has not
been observed previously. Taking into account the
effect of plasma-induced red shift in the linear absorp-
tion spectra of semiconductors with high-density elec-
tron–hole plasma [12, 13], we assume that both inter-
band absorption bands E1 and E2 (L3  L1 and X4 
X1 transitions in Si) with maxima at, respectively, 3.4
and 4.3 eV [14] are recorded during the pump pulse in
this work. An analysis carried out using the sum rule for
the optical conductivity σ(Feff(t)) of excited silicon and
frequency-dependent σ(ω) of unexcited silicon (con-
structed using the data in [14]) showed that the peaks in
the kω(Feff(t)) curve in Fig. 3 correlate with the silicon
E1, 2 bands to within 5%. In particular, the red shift of
the L3'  L1 transition is initiated by two-photon
absorption [11], which then gives way to the intense
linear absorption as Eg[111] decreases.

It is also evident from the nω(Feff(t)) and kω(Feff(t))
curves that the intense generation of electron–hole
plasma above the threshold Feff(t) ≈ 0.23 J cm–2 ini-
tiates the ultrafast nonthermal melting in Si during the

laser pulse (jumps in  and  in Fig. 1). This fol-
lows from the correspondence of the nω(Feff(t)) and
kω(Feff(t)) values calculated in the range Feff(t) ≥
0.23 J cm–2 (Fig. 3) to the optical constants of the equi-
librium liquid phase l-Si: n(1.5 eV) = 3.3 and k(1.5 eV) =
5.7 [15]. The ratio of the thermal melting threshold

Feff ≈ 0.16 J cm–2 (peak in the  curve for 100 ps in
Fig. 2) to the nonthermal melting threshold Feff(t) ≈
0.23 J cm–2 in Si equals approximately 1.5 and corre-
sponds to the analogous data for Si and GaAs [16].

Note that, compared to the  and  curves in

Fig. 1, the  curve for zero time delay has an addi-
tional minimum at Feff(t) ≥ 0.23 J cm–2 (Fig. 2). This

feature of  can be explained by the metal–insulator
transition near the plasma frequency ωp of a cold metal-

lic Si melt, provided that ω < ωp ≤ 2ω. Finally, the 

curve in Fig. 2, as also  and  in Fig. 1, tends at
Feff(t) ≥ 0.5 J cm–2 to a saturation at a level of 0.66, cor-
responding to the reflection coefficient of the equilib-
rium thermal l-Si melt at a time delay of 100 ps and its
nonequilibrium melt at 200 fs (Fig. 2). The above-men-

tioned plateaus in , , and  correspond to a
“resistively saturated” liquid phase of Si, for which
ωτee ! 1 (τee is the characteristic time of electron–elec-
tron collisions). This conclusion follows from the fact
that the photoconductivity σω calculated with the use of
the nω(Feff(t)) and kω(Feff(t)) dependences tends at

R2s
ω R2 p

ω

R1
2ω

R2s
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Feff(t) ≥ 0.5 J cm–2 to a value equal to the static conduc-
tivity of equilibrium l-Si (10.9 PHz [15]) as a result of
a strong decrease in τee upon melt heating.

A steady decrease in Eg for the L3'  L1 and
X4  X1 transitions in Si with increasing Feff(t), as is
evident from the sequential appearance of the E1, 2
bands, can be induced by both electronic [13] and struc-
tural [3, 5–6] effects. The upper bounds for the densi-
ties of electron–hole plasma at the blue edges of the
E1, 2 bands [Feff(t) ≈ 0.1 and 0.2 J cm–2] can be estimated
from the condition that the rates of optical generation
and Auger processes (γA = 4 × 10–31 cm6 s–1 [6]) are
equalized. That is, at the upper limit of applicability of
the T transformation, the expression

(3)

yields, respectively, 1.4 × 1022 and 2 × 1022 cm–3 for the
corresponding values of Feff(t) and absorption coeffi-
cient α = 2ωkω/c of excited Si (data for kω are in Fig. 3).
These plasma densities satisfy both the condition for
the collapse of a Eg ≈ 3–4 eV band gap as a result of
ion-core screening and many-particle interactions in
the electron–hole plasma [13] and the condition for lat-
tice destabilization in Si [3, 5]. In the latter case, the
steady decrease in Eg in the [111] or [100] direction
during the laser pulse can be explained by the fact that
the interatomic distances almost simultaneously
increase within the skin depth, as is evident from the
instantaneous formation of an “optically thick” layer in
the melt (Fig. 3). This is caused by the presence of the
appropriate “soft” longitudinal optical modes [6]. The
presence of a soft mode is an indication of a structural
second- order phase transition from the metastable dia-
mond structure of excited Si, probably, to the orthor-
hombic structure of a semimetal (Eg[111] = 0) and,
with a further increase in Feff(t), to a disordered liquid
metallic phase. The formation of a metallic phase with
the tetragonal structure of optical tin [3], whose optical
constants are unknown to us, is also possible. It should
be noted that the phenomena described in this work
were also observed by us in a GaAs(100) sample.

4. In summary, the effects of sequential band-gap
collapse in the [111] and [100] directions of Si fol-
lowed by the formation of a cold metallic liquid phase

Ne–h Feff( )
α Feff( )Feff

"ωγAτ
------------------------3=
JETP LETTERS      Vol. 73      No. 5      2001
during the 100-fs laser pulse have been experimentally
observed in this work.

We are grateful to D. von der Linde, K. Sokolowski-
Tinten, and V.V. Temnov for fruitful discussions an
assistance in experiments and to the German Academic
Exchanges Service for a partial support (in 1999–
2000).
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The effect of a quantum phase transition associated with the appearance of fermionic condensation in an elec-
tron liquid on the properties of superconductors is considered. It is shown that the electron system in both super-
conducting and normal states exhibits characteristic features of a quantum protectorate after the point of this
Fermi-condensate quantum phase transition. The single-particle spectrum of a superconductor can be repre-
sented by two straight lines corresponding to two effective masses  and . The  mass characterizes
the spectrum up to the binding energy E0, which is of the order of the superconducting gap in magnitude, and

 determines the spectrum at higher binding energies. Both effective masses are retained in the normal state;
however, E0 . 4 T. These results are used to explain some remarkable properties of high-Tc superconductors
and are in good agreement with recent experimental data. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.27.+a; 74.20.Fg; 74.25.Jb
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Recent experiments using angle-resolved photo-
emission electron spectroscopy gave accurate data on
the dispersion of single-particle excitations over a wide
range of binding energies [1–3]. These experiments
were carried out with high-Tc superconductors
Bi2Sr2CaCu2O8 + δ differing in the doping level both at
temperatures T below the critical temperature Tc of the
decay of the superconducting state and at Tc ≤ T. It was
inferred that the dispersion of quasiparticle excitations
ε(p), where p is the momentum, can be described in the
energy range (–200–0) meV by two straight lines inter-
secting at the binding energy E0 ~ (50–70) meV [2, 3].
This circumstance directly points to the existence of a
new energy scale in the self-energy part of the quasipar-
ticle excitations at temperatures T ≤ Tc and Tc ≤ T [2].
Therefore, new additional constraints can be imposed
on the theories that are in principle applicable to the
description of properties of high-Tc superconductors.
For example, such a scale is absent in the theories of
normal [4] and marginal [5] Fermi liquids, as well as in
the theory based on the idea of quasiparticle spin–
charge separation [6]. The kink in the quasiparticle dis-
persion law described above could be explained by the
interaction of quasiparticles with collective magnetic
excitations [3, 7] that was observed in high-Tc super-
conductors in experiments on inelastic neutron scatter-
ing at T ≤ Tc and described in the literature; see, for
example, [8]. However, a dispersion kink is also
observed at Tc ≤ T, when these collective excitations
0021-3640/01/7305- $21.00 © 20232
disappear. Moreover, these excitations are successfully
described as inelastic neutron scattering from Cooper
pairs [9], which is confirmed by other experimental
results [10, 11]. With regard to this explanation of the
physics of magnetic excitations, it is unlikely that these
excitations can significantly affect the single-electron
dispersion. Experimental data on the single-particle
electron spectra of high-Tc superconductors with
d-wave symmetry indicate that the perturbation of the
superconducting phase and single-particle spectra by
phonons, collective states, or impurities is very small.
Therefore, this state can be described as a strongly col-
lectivized quantum state or as a “quantum protectorate”
[6, 12, 13]. From here, it may be inferred that the kink
description proposed in [3, 7] is very likely contradic-
tory to the quantum protectorate concept.

In this letter, we show that the dispersion kink can
be explained based on the assumption that the electron
system of high-Tc superconductor is after the point of
the Fermi-condensate quantum phase transition. Thus,
the Fermi-condensate quantum phase transition serves
as the point separating a normal Fermi liquid from a
strongly correlated liquid of a new type [14, 15] that
fulfills the quantum protectorate requirements.

Let us start with a brief description of the properties
of an electron system with a fermionic condensate.
Consider a two-dimensional electron liquid in the
superconducting state at T = 0 on a simple square crys-
tal lattice, which we replace temporarily by a uniform
positive charge. Then, the ground state energy
001 MAIK “Nauka/Interperiodica”
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Egs[κ(p), n(p)] is a functional of the order parameter of
the superconducting state κ(p) and occupation numbers
n(p) [16] and is determined by the known equation

(1)

The pairing interaction Vpp(p1, p2) is assumed to be
weak. The ground-state energy E[n(p)] of the normal
Fermi liquid is a functional of occupation numbers n(p)
[4], which, at T = 0, are related to the order parameter
by the simple equation

(2)

Minimizing the energy Egs in Eq. (1) with respect to
occupation numbers and taking into account Eq. (2),
we obtain the equation

(3)

where the single-particle energy ε(p) is determined by
Eq. [4]

(4)

and µ is the chemical potential. The superconducting
gap is given by the equation

(5)

Let us assume that the interaction Vpp  0. Then, the
gap ∆(p) ≡ 0, and Eq. (3) is reduced to the equation pro-
posed in [14]

(6)

This equation defines a Fermi liquid of a new type for
which the order parameter κ(p) differs from zero in the
LFC range of momenta pi ≤ p ≤ pf; the occupation num-
bers n(p) = 1 and 0 outside the LFC range, as must be in
the normal Fermi liquid. It follows from Eq. (6) that the
effective mass  of quasiparticles in the fermionic
condensate is infinitely large in the LFC range:

(7)

The effective mass  of normal quasiparticles with
momenta p < pi is finite and is defined by the known
equations [4]

(8)

It follows from Eqs. (7) and (8) that a fermionic system
with a Fermi condensate is broken into two quasiparti-
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cle subsystems: the dispersionless part of the single-
particle spectrum is occupied by the Fermi condensate
in the momentum range LFC and is adjoined by the sub-
system that is occupied by quasiparticles of finite mass
with momenta p < pi . We will assume for simplicity
that the Fermi condensate occupies a small part of the
Fermi sphere pf – pi ! pF , where the Fermi momentum
is related by the common equation pF = (3π2ρ)1/3 to the
particle density ρ. The Fermi condensate appears in an
electron system at a low density when the effective
electron–electron interaction constant is sufficiently
large. In a common electron liquid, this constant is
directly proportional to the dimensionless parameter
rs = 9π/4pFaB, where aB is the Bohr radius. For simplic-
ity, we will assume that it equals rs. It was shown in [17]
that the appearance of a Fermi condensate occurs in a
system at a certain rs = rFC < rcdw and precedes the
appearance of a charge-density wave, which takes place
in a two-dimensional electron liquid at rcdw . 6–8 [18].
Thus, the Fermi-condensate phase transition occurs at
T = 0 when the parameter rs attains its critical value rFC

and represents a quantum phase transition. At rs > rFC

and rs – rFC ! rFC, the region pf – pi occupied by the
Fermi condensate is (pf – pi)/pF ~ rs – rFC. This estimate
is confirmed by calculations for simple models
[19, 20].

Because the order parameter of a Fermi-condensate
phase transition is κ(p), the maximum value of the
superconducting gap ∆1 in a system with a Fermi con-
densate ∆1 ~ Vpp, as it follows from Eq. (5). It is perti-
nent to note that κ(p) is determined in this case by the
relatively strong particle–hole interaction or by the
Landau amplitudes FL. Therefore, the perturbation of
the parameter κ(p) can be neglected in the first order in
Vpp/FL ! 1. It is self-evident that we assume the LFC

range to be sufficiently large, so that its perturbation is
small compared with the size of this range. Considering
that Tc . ∆1/2 in the weak-coupling theory of supercon-
ductivity [20, 21], we obtain high Tc values for systems
with a Fermi condensate [14]. At the same time, the sin-
gle-particle spectrum in the range LFC occupied by the
Fermi condensate will be disturbed by the interaction
Vpp. This perturbation is quite notable for the effective

mass, because the value of 1/  becomes finite.
Simultaneously, the perturbation of the single-particle
spectrum at p < pi, as well as the effective mass ,
can be neglected.

Let us use Eq. (3) for calculating  by differen-
tiating both sides of this equation with respect to the
momentum p at p = pF

(9)

When obtaining Eq. (9), we took into account the facts
that κ(p) = 1/2 at p = pF , the gap ∆(p) has a maximum
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at the Fermi surface, and, hence, its derivative there
equals zero. The derivative dv(p)/dp was calculated
with the use of Eq. (2) and the simple estimate
dn(p)/dp . –1/(pf – pi). We may conclude that the elec-
tron system with a Fermi condensate in the supercon-
ducting state is, as before, characterized by two effec-
tive masses, and that the single-particle dispersion at
p ~ pF can be approximated by two straight lines. Let us
estimate the binding energy E0 at which these lines
intersect. Multiplying both sides of Eq. (9) by the dif-
ference pf – pi, we obtain

(10)

It follows from this equation that the intersection point
of the two straight lines approximating the spectrum
does not depend on the difference pf – pi, although the

effective mass  is proportional to this difference.

The calculation of  at T  Tc is completely sim-
ilar to the preceding calculation; one should only take
into account that now [21]

(11)

where

(12)

With regard to the facts that the function f(p) has a
maximum at p = pF (and its derivative equals zero there)
and E(p) ! T, simple transformations of Eqs. (11) and
(12) give

(13)

Differentiating both sides of Eq. (3) with respect to the
momentum and taking into account Eq. (13), we obtain

(14)

It directly follows from Eq. (14) that

(15)

Considering that 2∆1 . Tc, we conclude by comparing

Eqs. (10) and (14) that the effective mass  and E0
weakly depend on the temperature at T ≤ Tc.

It follows from the above consideration that the
form of the single-particle spectrum ε(p) and the order
parameter κ(p) are determined by the Fermi-conden-
sate quantum phase transition and, therefore, their
forms are universal. Actually, the amplitudes FL define
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only the region LFC occupied by the condensate after
the point of the Fermi-condensate phase transition.
These amplitudes are determined by the properties of
the system under consideration, which already include
the contribution from impurities, phonons, and other
collective excitations. Finally, we may conclude that a
system with a Fermi condensate is characterized by a
universal form of the single-particle spectrum and pos-
sesses quantum protectorate features at T ≤ Tc.

We now turn to the description of the system at T >
Tc, which is given by the equation of the Fermi-liquid
theory [4]

(16)

Here, F is free energy, which, as well as the energy E,
is a functional of the occupation numbers n(p, T). The
occupation numbers now depend on momentum and
temperature, and the quasiparticle energy ε(p, T) is
defined by Eq. (4). Assuming that Tc = 0 and T  0 in
Eq. (16) and that the occupation numbers differ from
zero and unity in the range LFC, we obtain that the term
Tln(…)  0, and Eq. (16) is reduced to Eq. (6) for a
Fermi condensate [14]. If the interaction Vpp = 0, the
Fermi-condensate phase transition is absent at any
finite temperature. Actually, as shown above, the order
parameter κ(p) after the point of the Fermi-condensate
phase transition differs from zero in the region LFC, and
the gap ∆(p) ≡ 0. From here, it is clear that the critical
temperature of this transition equals zero. However, a
trace of this quantum phase transition persists in its rad-
ical effect on the properties of the system up to temper-
atures T ! Tf , where Tf is a temperature at which the
effect of this phase transition disappears. For example,
the system entropy can be taken as such a property,
resulting in the estimate [20]

(17)

where ΩFC is the volume occupied by the Fermi con-
densate, ΩF is the volume of the Fermi sphere, and εF is
the Fermi energy. Taking into account that the occupa-
tion numbers at T ! Tf are defined by Eq. (6) and
n(p, T) = n(p), we obtain from Eq. (16)

(18)

Differentiating both sides of Eq. (18) with respect to the
momentum p and using the estimate dn(p)/dp .
−1/(pf – pi), we obtain the approximate value for the
effective mass

(19)
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Multiplying both sides of Eq. (19) by the difference
pf − pi, we obtain for the parameter

(20)

Equations (19) and (20) indicate that the mass  and
the energy E0 start to depend on temperature at Tc ≤ T !
Tf . However, this dependence is very weak at T . Tc, as
is evident from a comparison of Eqs. (14), (15) and
(19), (20). We may conclude that the system under con-
sideration still possesses quantum protectorate features
at these temperatures, because the spectrum of the sys-
tem is determined by the solutions of Eq. (6) and the
temperature. It is evident from Eqs. (18), (19), and (20)
that this spectrum has a universal character and is
weakly affected by phonons, collective states, etc.

We now turn to the description of the experimental
data [2] using the results presented above. We return to
the consideration of an electron system on a square lat-
tice. Experimental studies showed that the Fermi sur-
face in the case of the Bi2Sr2CaCu2O8 + δ metal has the
shape of an approximately regular circle with the center
at the point (π, π) of the Brillouin zone filled with hole
states [22]. A van Hove singularity is located in the
vicinity of the (π, 0) point, and an almost dispersionless
section of the spectrum is observed in this region (see,
for example, [22]). This allows the suggestion to be
made that the Fermi condensate is disposed in the
vicinity of this point [23]. The straight line YΓ, which
is known as the line of zeros of the Brillouin zone,
passes through the points (π, π)–(0, 0) at an angle of π/4
to the straight line Y  passing through the points
(π, π)–(π, 0). The density of states attains a minimum
at the point of intersection of the YΓ line and the Fermi
surface. The single-particle spectrum was measured
along the lines parallel to YΓ [2] and Y  [3], from the

line of zeros to the Y  line. As a result, it was shown
that the parameter E0 is constant for a given sample;
that is, it does not depend on the angle φ reckoned from
the line of zeros to Y . The angle (kink) between the
straight line characterizing the part of the spectrum
with the binding energy lower than E0 and the straight
line related to the spectrum with the binding energy
higher than E0 grows with increasing φ and with a
decreasing doping level [2, 3]. This general pattern is
retained at T > Tc [2].

To describe these experimental data, we assume the
following model: the volume of the Fermi condensate
ΩFC depends on the angle φ, ΩFC(φ) ~ (pf(φ) – pi(φ))pF ,
increases with increasing φ, and attains a maximum at
(π, 0). In addition, rs grows with decreasing doping
level and exceeds the critical value rFC in the optimal
doping region. Note that the values of rs corresponding
to the optimal doping level are close to rFC [17, 24, 25],
whereas strong fluctuations of the charge density or
charge-density waves are observed in undoped samples

E0 . 4 T.

MFC
*

M

M

M

M
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[26]. From here, we may conclude that the formation of
a Fermi condensate in copper oxides is a determinate
process stemming from the general properties of a low-
density electron liquid.

It follows from Eq. (15) that the energy E0 does not
depend on the angle φ at T ≤ Tc. It also follows from
Eq. (14) that the kink increases with increasing φ,
because the effective mass linearly depends on the dif-
ference (pf(φ) – pi(φ)). Comparing Eqs. (9), (10) and
(14), (15), one can conclude that these properties
weakly depend on temperature at T ≤ Tc . Equations (19)
and (20) demonstrate that this behavior persists at Tc ≤
T; however, a temperature dependence appears.
According to experimental data, E0 . (50–70) meV
[2, 3], which is in agreement with Eqs. (10) and (20),
because E0 . 2∆1 in these materials. The volume of the
phase condensate ΩFC in our model grows with increas-

ing rs, and the mass  correspondingly increases, as
evident from Eqs. (9) and (14). Hence, the dispersion
kink in the single-particle spectrum must increase with
increasing doping level. Because E0 . 2∆1, the kink
point must shift towards higher binding energies as the
doping level decreases. All these results are in good
agreement with experimental data [2, 3].

The line shape of a single-particle excitation is
another important characteristic property of this excita-
tion that can be measured experimentally. The line
shape L(q, ω) is a function of two variables. Measure-
ments carried out at a fixed binding energy ω = ω0,
where ω0 is the energy of the single-particle excitation
under study, determine the line shape L(q, ω = ω0) as a
function of momentum q [1]. As shown above, the
effective mass  is finite at finite temperature.
Therefore, the system behaves as a normal Fermi liquid
characterized by a certain effective mass at energies
ω ≤ 4 T (or ω ≤ 2∆1 if T < Tc). Quasiparticles with ener-
gies of the order of temperature will be involved in res-
cattering processes, which determine the width of the
single-particle excitation. As follows from Eq. (20),
these are precisely the quasiparticles with mass ,
which leads to a width of the order of T [20]. It was this
behavior that was observed in experiments on measur-
ing the line shape at a fixed energy, when well-defined
quasiparticles at the Fermi level were found even in the
region of the (π, 0) point [1]. The line shape can be
determined differently as a function of the energy ω at
a fixed momentum q [27]. At small ω, the line will have
a characteristic maximum and width as well as in the
case of fixed energy ω. At energies ω ≥ 4 T (or ω ≥ 2∆1

if T < Tc), quasiparticles of mass  will come into
play, which will lead to a growth of the function that
determines the line shape. Thus, this line will have a
characteristic shape: a maximum [24, 25], then a mini-
mum, and then again a flat maximum. At the same time,
one can use the Kramers–Krönig relations for con-

MFC
*

MFC
*

MFC
*

ML
*
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structing the imaginary part of the quasiparticle excita-
tion self-energy, provided that the real part is known
[3]. One can see from above that the real part is formed
by two effective masses  and . As a result, we
again arrive at the characteristic shape: a maximum, a
minimum, and then again a flat maximum. This result
is in qualitative agreement with the experiment [3, 27].
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The conventional Ginzburg–Landau theory of interphase boundaries is generalized to values of order parame-
ters that are not small, with application to polytwinned structures characteristic of cubic–tetragonal-type phase
transitions. Explicit expressions for the structure and energy of antiphase boundaries via the functions entering
the free-energy functional are given. A peculiar dependence of equilibrium orientations of antiphase boundaries
on the interaction type is predicted, and it qualitatively agrees with the available experimental data. © 2001
MAIK “Nauka/Interperiodica”.

PACS numbers: 64.70.Kb; 61.50.Ks; 05.70.Fh
Ordering phase transitions between the cubic disor-
dered and the tetragonal ordered phases are observed in
many different solids. The known examples are the
transitions between the disordered FCC phase
(A1 phase) and the CuAu I-type ordered tetragonal
phase (L10 phase) in a number of metallic alloys [1–3];
the ferroelectric transitions between the cubic paraelec-
tric and the tetragonal ferroelectric phase in BaTiO3-
type perovskites [4], etc. A characteristic feature of
such transitions is the formation in the ordered phase of
so-called polytwinned structures consisting of arrays of
ordered bands separated by antiphase boundaries
(APBs) with (110)-type orientation, while the tetrago-
nal axes of antiphase-ordered domains (APDs) in the
adjacent bands have twin-related (100) and (010)-type
orientations. As an example, Fig. 1 shows a typical
microstructure of the L10 phase in CoPt alloys observed
by Leroux et al. [1]. The formation of polytwinned
structures is explained by the elimination of the vol-
ume-dependent part of the elastic energy for such struc-
tures [4–7] discussed below.

Studies of microstructural features of polytwinned
structures, such as the properties and distribution of
APBs, attract interest from both fundamental and
applied points of view, in particular in connection with
applications of such structures in various magnetic
devices for which the structure and the distribution of
APBs are very important [1–3]. Below, I present a Gin-
zburg–Landau-type theory that enables one to explic-
itly calculate the characteristics of APBs in poly-

1 This article was submitted by the author in English.
0021-3640/01/7305- $21.00 © 20237
twinned structures, both phenomenologically and
microscopically.

To be definite, we consider the A1  L10 transi-
tion in a binary alloy AcB1 – c. Different distributions of
atoms over lattice sites i are described by the occupa-
tion numbers {ni}, where ni = nAi is unity when the site
i is occupied by atom A and zero otherwise. The mean
occupation 〈ni〉  = ci = c(ri) (where ri is the FCC lattice
vector) in the homogeneous L10 phase can be written in
terms of three long-ranged order parameters ηα, see,
e.g., [7]:

(1)

where kα is the superstructure vector corresponding
to ηα:

(2)

and a is the FCC lattice constant. Within each L10-
ordered domain with a tetragonal axis α, only one non-
zero parameter ηα is present, being either positive or
negative. Therefore, six types of ordered domains are
possible with two types of APB. The APB separating
two APDs with the same tetragonal axis will be called
for brevity the shift-APB, and the APB separating the
APDs with perpendicular tetragonal axes will be called
the flip-APB.

Below, I consider the weakly inhomogeneous states,
for which quantities c and ηα in Eq. (1) are not con-
stants but slowly varying functions of coordinates r = ri

ci c η1 ik1ri( )exp+=

+ η2 ik2ri( ) η3 ik3ri( ),exp+exp

k1 100[ ] 2π/a, k2 010[ ] 2π/a,= =

k3 001[ ] 2π/a,=
001 MAIK “Nauka/Interperiodica”



 

238

        

VAKS

                                                                               
(a) (b)
80 nm

Fig. 1. Typical microstructure of the L10 phase in CoPt [1], with the (001) direction normal to the plane of the figure and the (110)
direction lying horizontally in the plane of the figure. Bright areas in frame (a) or (b) correspond to ordered domains oriented along
the (100) or (010) direction, respectively.
with the characteristic length l (which in this problem
is the APB width δ) far exceeding the interatomic dis-

tance l0 = a/ . Both theoretical and experimental
studies of APBs show that the inequality l @ l0 is usu-
ally fulfilled in alloy systems of practical interest, par-
ticularly in systems with an extended interaction range
or for small values of order parameters; see, e.g., [8].
The weakly inhomogeneous states can be described
within the Ginzburg–Landau approach using the gradi-
ent expansion of the free-energy density f.

Let us suppose for simplicity that the concentration
c is close to the stoichiometric value cs = 0.5. Then,
variations δc = c(r) – c of local concentrations c(r) in
the APB region are very small, which is illustrated, for
example, by the results of computer simulation [9]. The
smallness of δc follows from the symmetry of the free-
energy density for the homogeneous L10 ordering,
f0h(c, ηα) with respect to the substitution (c – cs) 
(cs – c), which implies that variations δc are propor-
tional to the small factor (c – cs). Therefore, in the gra-
dient expansion one can neglect δc and keep only terms
with the order-parameter gradients ∇η α and the elastic
strain uαβ = (∂uα/∂xβ + ∂uβ/∂xα)/2. Then the Ginzburg–
Landau functional F for the problem takes the form

(3)

Terms with qαβγδ in Eq. (3) will be called the striction
terms, by analogy with the terminology used in the the-
ory of ferroelectricity or magnetism [4]. The micro-
scopic expression for coefficients qαβγδ [9] shows that,

2

F r3 f 0h gαβγδ
∂ηα

∂xβ
---------

∂ηγ

∂xδ
---------


α β γ δ, , , 1=

3

∑+d∫=

∫ – qαβγδηαηβuγδ
1
2
---cαβγδuαβuγδ

+ .
in usual approximations neglecting many-atom effec-
tive interactions (which are usually small [10]), these
coefficients do not depend on the order parameters ηα.
Variation of elastic constants cαβγδ with ordering is also
usually small, and it will be neglected for simplicity.
However, coefficients gαβγδ in Eq. (3) can generally
strongly vary with ηα.

Taking into account the crystal symmetry, one can
write the integrand in Eq. (3) as

(4)

Here, elastic strains uαβ are counted from their values in
the disordered cubic phase, and the usual Voigt-type
notation [4] for coefficients q and c is used.

The equilibrium distribution of strains uαβ(r) is
determined by the equation δF/δuα = 0:

(5)

while the distribution of order parameters ηα(r) is
determined by the equation δF/δηα = 0, to be discussed
below.

f f 0h ηα( ) gαβγδ
∂ηα

∂xβ
---------

∂ηγ

∂xδ
---------

α β γ δ, , ,
∑+=

– uαα q11ηα
2 q12 ηβ

2

β α≠
∑+

 
 
  1

2
---c11 uαα

2

α
∑+

α
∑

+ c12 uααuββ

α β≠
∑ c44 uαβ

2 .
α β<
∑+

c11

∂2uα

∂xα
2

----------- c12
∂2uβ

∂xα xβ
-------------- c44

∂2uα

∂xβ
2
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∂2uβ

∂xα xβ
--------------+

 
 
 

β α≠
∑+

β α≠
∑+

=  q11

∂ηα
2

∂xα
--------- q12

∂ηβ
2

∂xα
---------,

β α≠
∑+
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Let us first find the spontaneous strain  in the
homogeneous (100)-ordered domain with the |ηα| = |η1|
value equal to the equilibrium order parameter ηe =
ηe(c, T). The nonzero strains  and  =  in this
case can be found from the zero-stress condition σαβ =
∂f /∂uαβ = 0, which yields:

(6)

where q– = q11 – q12, c– = c11 – c12, q+ = q11 + 2q12, and
c+ = c11 + 2c12.

Analogous expressions for  can be obtained
when several nonzero homogeneous ηα are present.
After substitution of these  into Eq. (4), the function f
can be written as the sum of the renormalized function fh
for the homogeneous ordering, the gradient term, and
the elastic energy Eel, with the following expressions
for fh and Eel:

(7)

(8)

Here, u = u11 + u22 + u33, ε = u11 – (u22 + u33)/2, and ζ =

u22 – u33 while , , and  are expressed via ηα as fol-
lows:

(9)

Let us note that the strictive renormalization fh – f0h in
Eq. (7) is proportional to the ordering-induced elastic
energy per atom, Ed, which usually is small. For exam-
ple, for CoPt alloys [1] the tetragonal distortion  is
about 0.03;  . 6 × 10–4; and Ed is about 0.01 of the
transition temperature Tc.

Let us apply Eq. (5) to the strains uαβ(r) near a plane
flip-APB that is normal to vector n = (sinθcosϕ,
sinθsinϕ, cosθ) and separates the (100)- and (010)-

ordered domains. Then the functions uα and  in

uαβ

u11 u22 u33

ε u11 u22 u33+( )/2– q–ηe
2/c–;= =

u u11 u22 u33+ + q+ηe
2/c+,= =

uαβ

uαβ

f h ηα( ) f 0h ηα( )
q+

2

6c+
-------- ηα

2 ηβ
2

α β,
∑–=

–
q–

2

3c–
-------- ηα

4

α
∑ ηα

2 ηβ
2

α β<
∑–

 
 
 

,

Eel
1
6
---c+ u u–( )2 1

3
---c– ε ε–( )2+=

+
1
4
---c– ζ ζ–( )2

c44 u12
2 u23

2 u31
2+ +( ).+

u ε ζ

u q+ η1
2 η2

2 η3
2+ +( )/c+,=

ε q– η1
2 η2
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2+( )/2–[ ] /c–,=
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Eq. (5) depend only on the coordinate ξ = rn and at

ξ  –∞ the nonzero  in Eq. (5) is  = , while

at ξ  ∞ the nonzero  is  = . The strain

(uαβ − ) should vanish at both ξ  ±∞, otherwise
the elastic energy Eel in Eq. (8) increases proportionally
to the total volume of the ordered domain. Integrating
Eq. (5) over ξ from ξ = –∞ to ∞, one finds that the
above-mentioned conditions for elastic strains lead to
the following equations for angles θ and ϕ:

(10)

which implies that cosθ = 0 and sin2ϕ = cos2ϕ. There-
fore, an equilibrium flip-APB should have the
(110)-type orientation, in accordance with experimen-
tal observations and theoretical considerations men-
tioned above [1–7]. The present Ginzburg–Landau-
type approach is just a reformulation of previous theo-
retical treatments [5–7], but it is also convenient for
studies of other properties of polytwinned structures.

Let us now consider the structure of a plane shift-
APB in the (100)-ordered twin band with the APB
plane normal to vector m = (cosα, sinα cosϕ,
sinα sinϕ). The elastic equilibrium Eqs. (5) now have a
local equilibrium solution uαβ =  for any orien-
tation m. Therefore, in finding the order parameters
ηα(r) (which here depend only on ξ = rm), one can
retain only the first two terms on the right-hand sides of
Eqs. (3) and (4), with the substitution of f0h by the
renormalized function fh from Eq. (7).

From a consideration of the symmetry, the only non-
zero component ηα is η1 = η(ξ), which varies, say, from
η = –ηe at ξ = –∞ to η = ηe at ξ = ∞. Let us denote coef-
ficients g1111 and g1212 = g1313 of nonzero gradient terms
by g11 and g12, respectively. Then functional (3) per unit
area normal to the APB plane takes the form:

(11)

where

(12)

The equation δF/δη = 0 for functional (11) can be writ-
ten as

(13)

where y is dη/dξ, and prime means the derivative with
respect to η. Writing the derivative dy/dξ as ydy/dη and

ηα
2 η1

2 ηe
2

ηα
2 η2

2 ηe
2

uαβ

c44ε θcos
2 θsin

2 ϕsin
2 ϕcos

2
–( )+[ ] 0;=

c44ε θcos
2 θsin

2 ϕcos
2 ϕsin

2
–( )+[ ] 0,=

uαβ ηγ( )

F ξ f h η( ) g η( ) η / ξdd( )2+[ ] ,d∫=

g η( ) g11 η( ) αcos
2

g12 η( ) αsin
2

.+=

2gdy/dξ g'y2+ f h' ,=



240 VAKS
integrating Eq. (13) over η from ηe to η, one obtains:

(14)

Here, ∆fh(η) = fh(η) – fh(ηe) and it is taken into account
that y = y(ξ = ∞) = 0 at η = ηe. Equations (14) and (11)
enable one to find both the coordinate dependence η(ξ)
and the APB surface energy σ:

(15)

(16)

The conventional Landau–Ginzburg theory corre-
sponds to the case of small η when fh(η) is (–aη2 +

bη4),  is a/2b, and g does not depend on η. Then
Eqs. (15) and (16) yield the known expressions [11]:

η(ξ)  = ηetanh(ξ/δ), δ = (g/b )1/2, and σ =

8 (gb)1/2/3. Equations (11)–(16) generalize the con-
ventional Ginzburg–Landau theory to the case of order
parameters that are not small, which is most interesting
for applications.

Let us now discuss the orientation dependence of
APB energies. For an isolated shift-APB, this depen-
dence is determined by the function g(η) in Eq. (16),
i.e., by the ratio of coefficients g12 and g11 in Eq. (12).
The relation g12 . g11 corresponds to an approximately
isotropic σ, and this case is typical of alloy systems
with extended-range interatomic interactions [9]. On
the contrary, in the short-range-interaction systems,
where the nearest-neighbor interaction V1 far exceeds
the not-nearest-neighbor ones Vn, one has: g12 ! g11. It
can be illustrated, for example, by the estimates of g1α
using the mean-field approximation (MFA), which
show that g12 is proportional to Vn. The APB energy
σ(α) for such systems is strongly anisotropic, and its
minimum value σmin ~ (g12)1/2 corresponds to α = π/2,
i.e., to the APB plane parallel to the tetragonal axis,
while the APB width δ in this case, according to
Eq. (15), is also small: δ ~ (g12)1/2. These conclusions
qualitatively agree with the results of more precise
studies of APBs in the short-range-interaction systems
[9], although at small δ under consideration the gradi-
ent expansion used above becomes quantitatively inap-
plicable.

Let us now take into account that the evolution of
shift-APBs in polytwinned structures actually occurs
within a twin band formed at very first stages of phase
transformation. These orientations of APBs tend to

y dη /dξ ∆ f h η( )/g η( )[ ]1/2.= =

ξ η' g η'( )/∆ f h η'( )[ ]1/2,d

0

η

∫=

σ F η{ } F ηe{ }– 4 η g η( )∆ f h η( )[ ]1/2.d

0

ηe

∫= =

ηe
2

ηe
2

ηe
3

minimize their total excess free energy Fe not at a fixed
APB area S but at a fixed cross section of the twin hand,
Sb . Therefore, the APB energy in this case is more ade-
quately characterized by the quantity σb = Fe/Sb rather
than by σ = Fe/S given by Eq. (16). Taking also into
account the relation Sb = (mnb)S, where the vector nb =
(1, 1, 0)2–1/2 describes the orientation of the twin band,
one obtains:

(17)

where σ = σ(α) is given by Eq. (16).
Minimization of Eq. (17) with respect to ϕ yields

ϕ = 0; i.e., equilibrium APBs are oriented normally to
the (100) plane, while minimization over α gives the
equation:

(18)

If the dependence of the ratio g12/g11 on η is weak, in
particular, when g12 and g11 do not depend on η (as in
the case of small η or in the MFA calculations),
Eq. (18) is simplified:

(19)

Equations (18) and (19) show that in the isotropic case
g12 = g11 the equilibrium shift-APBs should be normal
to twin boundaries, while for the usual relation g12 < g11
the APB plane should be tilted about the tetragonal
axis. This seems to agree with the available experimen-
tal data. In particular, the figure shows a distinct tilt of
shift-APBs about the tetragonal axes for both (100) and
(010) twin bands, while in CuAu alloys (in which inter-
atomic interactions seem to be short-ranged [9] and
g12/g11 is small) shift-APBs appear to be parallel to the
tetragonal axes [12]. Equations (18) and (19) can also
be used to estimate the ratio g12/g11 from experimental
data for the equilibrium tilt angles, which can provide
both qualitative and quantitative information about
interatomic interactions in an alloy.
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the influence of magnetic anisotropy on their structure is analyzed. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.70.Kw; 75.30.Gw
It has been established experimentally in the last
decade that the distribution of the magnetization vector

M(r) [M(r)2 = ] in thin magnetic films with strong
perpendicular anisotropy of the easy-axis type can
undergo self-organization under certain conditions.
Under the action of a harmonic or unipolar pulsed mag-
netic field, the labyrinth domain structure generates
guiding centers (target-type structures, spiral domains,
and domain structures with a high degree of transla-
tional and orientational ordering [1–5]) which can be
observed using the magnetooptic Kerr effect. This phe-
nomenon was interpreted in [1–3] as the transition from
the chaotically moving domain boundaries to the
dynamic magnetic structures similar to the dissipative
structures in distributed active media [6]. Static stabil-
ity and strong nonlinearity are the distinctive features
of these magnetic structures. They do not disappear on
switching off the magnetic field because the lifetimes
of targets and spiral domains are several orders of mag-
nitude longer than the period of magnetic field. Due to
this property, magnetic structures of the target type and
spiral domains can be considered as magnetic defects
excited by pumping energy into magnetically-ordered
media and relaxing to the thermodynamically equilib-
rium state during a rather long time [4].

Rotary helical waves and guiding centers are stud-
ied in detail in the self-oscillatory systems, where they
are one of the main types of dissipative structures [7, 8].
For a ferromagnet with uniaxial anisotropy, only small-
amplitude nonlinear helical waves have been described
to date [3, 9], and it was shown that they can, in princi-
ple, be stabilized.

In this work, spiral domains and targets are consid-
ered as defects in magnetically ordered media. It is
shown that structures of the spiral-vortex type are
formed in a 2D ferromagnet even by the main
(exchange) interaction. A broad class of new exact
solutions of the corresponding equations are found, the
structure and interaction of spiral vortices are studied,
and the influence of remaining interactions on the
structure of a spiral vortex is qualitatively analyzed.

M0
2
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In the continuous approximation, the stationary
magnetic structures in a 2D ferromagnet are defined as
solutions of the equation

(1)

where α is the exchange interaction constant and the
effective magnetic field H is determined by the energy
of magnetic anisotropy and the magnetostatic field. In
the absence of field H, Eqs. (1) coincide with the n-field
(D = 2 and N = 3) and nematic equations in a single-
constant approximation. Although these equations are
integrable [10] and the “dressing” procedure is known
for them [10–12], the construction of a desired class of
solutions by using an analogue of the D’Alembert for-
mula [11] presents serious difficulties.

Below, a broad class of exact solutions is consid-
ered, for which the fields Φ(x, y) and θ(x, y) parametriz-
ing the magnetization vector M(x, y) = M0{sinΦcosθ,
sinθsinΦ, cosθ} depend on the functionally indepen-
dent variables a(x, y) and b(x, y) as

(2)

It then immediately follows from Eqs. (1) (with H = 0)
that the fields θ(a) and Φ(b) satisfy the simple system
of differential equations

(3)

provided that additional conditions hold for the fields a
and b. These conditions can conveniently be written in
the form of equations

(4)

for the complex function Ω = a + ib. Without loss of
generality, one can choose Φ(x, y) = b(x, y) and take the

M r( ) α∆M r( ) H+[ ]× 0, M2 r( ) M0
2
,= =

θ x y,( ) θ a x y,( )( ), Φ x y,( ) Φ b x y,( )( ).= =

θ'' a( )
2θ a( )( )sin
2

-------------------------- Φ' b( )( )2, Φ'' b( ) 0= =

∂z∂zΩ ∂zΩ∂zΩ 0,= =

z x iy+ r iϕ( )exp= =
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solutions for θ(a) in the form of a soliton lattice (cnoi-
dal wave)

(5)

Solutions (4) and (5) generalize the well-known class
of Belavin–Polyakov multi-instanton solutions [13].
Indeed, cosθ   at k  1, so that the com-
plex field Ψ = exp[iΦ]  exp[iΩ] satisfies,
according to Eq. (4), the duality  = 0 or antiduality
∂zΨ = 0 equation.

It follows from the uniqueness of magnetization and
symmetry conditions sn(u, k) = sn(u + 4K, k) and
sn(u, k) = sn(2K – u, k) [K = K(k) is the complete ellip-
tic integral of the first kind] that the function Ω must
satisfy either of the conditions

(6a)

or

(6b)

where integration goes around the center of magnetic
defect. In what follows, condition (6a) is only consid-
ered. Then the general solution for the system of mag-
netic defects with centers at points zj takes for Ω = Ω(z)
the form

(7)

where w(z) is an arbitrary meromorphic function. When
going along the closed contour around the center of
field defect, a and Φ acquire, respectively, the incre-
ments –4kKN and 2πQ, thereby ensuring, according to
Eq. (5) and the magnetization definition, uniqueness of
the M(x, y) field in the (x, y) plane. Solution (7) is char-
acterized [at w(z) = const] by 4n + 3 parameters and
describes the structure and interaction of magnetic
defects. Notice that N may be a halfinteger for the
director fields in a nematic. In hydrodynamics, the
function Ω of the form (7) at w(z) = const is the sum of
complex potentials of vorticity-source flow.

At Nj = 0 (j = 1, 2, …, n), solution (5), (7) coincides
with the multi-instanton solution (at k = 1) or describes
a system of interacting magnetic targets (at k ≠ 1). The
isolated magnetic defect with discrete parameters σ,

θcos σsn
a R ϕ,( )

k
------------------ k, 

  , R rln= =

σ 1, 0 k 1< <±=( ).

a( )tanh
θ/2[ ]cot

∂zΨ

Ωd∫° 4kKN 2iπQ N Q Z∈,( )+=

Ωd∫° 2R Ω( )– 2kK 2N 1+( ) iπ 2Q 1+( )+ +=

N Q Z∈,( ),

Ω a ib+=

=  
2ikK

π
------------N j Q j+ 

  z z j–( ) w z( )+ln
j

n

∑
N j Q j Z∈,( ),
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N ≠ 0, and Q represents a spiral vortex with the normal
magnetization component

(8)

and azimuthal angle

(9)

According to the classification given in [3], solution (8)
corresponds to a spiral domain, because it can be
obtained in the (R, ϕ) space from the regular band struc-
ture with period d = 4kK(k) by applying the Volterra
procedure [14] consisting of the relative shift of cut
edges by Nd periods, the 2π rotation, and the free relax-
ation. The dependence of Eq. (9) on the polar angle ϕ is
typical of the 2D magnetic vortices [15], so that the
solutions of the form (8), (9) will hereafter be called
spiral vortices. It is notable that the magnetic vortices
arise on the nonmagnetic defects and solutions (8), (9)
are valid within the distances on the order of the defect
radius d.

For N = 1, solution (8) represents two oppositely
magnetized spiral domains separated by two logarith-
mic spirals (Fig. 1). For the arbitrary N, Eq. (8)
describes an N-turn logarithmic spiral whose chirality
(sense of twisting) is determined by the N sign. The
graph of the Mz(x, y) field and the configuration of
domains in a double-turn spiral are shown in Fig. 2. The
width of spiral solitons (domain boundaries) depends
on the k value and increases with moving away from the
vortex center. At k  1, the width of domain bound-
aries decreases to zero and the spiral vortex approxi-
mates to two domains (with constant magnetizations)
with a boundary at ϕ = ϕ0 and ϕ = ϕ0 + π.

Mz M0σsn
Q r/r0( )ln

k
------------------------

2K
π

------- ϕ ϕ0–( )N– k, 
 =

Φ Q ϕ ϕ0–( )
2kK k( )

π
-----------------N r/r0( ).ln+=

Fig. 1. Core structure of a single-turn spiral (N = 1) for k =
1/2 and Q = 1 (r0 = 0). Inset: domains with positive (white)
and negative (black) Mz values. The twisting of the spiral
domain increases with a decrease in k.
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The energy W of a spiral vortex, as also of the other
nonlocal structures of this type (dislocations and discli-
nations), depends logarithmically on the system size L
and the radius d of the vortex core:

where E is the complete elliptic integral of the second
kind and N ≠ 0.

In the presence of the field H, Eqs. (1) are no longer
scale-invariant and the exchange interaction determines
the structure of spiral vortex only near its center. The

W
α
2
--- —M r( )—M r( ) xd yd∫∫=

=  α M0
2π Q2

k2
------ 4N2K2

π2
----------------+ 

  k2 1– 2E
K
-------+

L
d
--- 

  ,ln

Fig. 2. Structure of a double-turn spiral for k = 1/4, Q = 1,
and N = 2.

Fig. 3. A spiral dipole composed of two single-turn spirals
with centers at z1 = 4 and z2 = –4 and parameters (N1 = 1,
Q1 = 1) and (N2 = –1, Q2 = –1), respectively; k = 3/8.
spirals and targets are observed, in particular, in the
films with large quality factor, for which the magneto-
static field can be ignored, as compared to the magnetic
anisotropy field

In this case, the magnetization of a spiral vortex at large
distances from its center tends to a homogeneous
ground state [θ(x, y)  mπ, m ∈  Z]. Self-similar solu-
tions (8), (9) are adequate for an isolated spiral vortex

only at distances r < l = . At larger distances (r @
l), the domain boundary is smeared and one of the spi-
ral domains breaks even in a weak external magnetic
field. Numerical studies show [16] that the structure of
magnetic target is described by solution (8), (9) for
N = 0, where the r dependence of k = k(r) should be
taken into account. At distances shorter than magnetic
length l, the k value remains constant, and it rapidly
tends to unity at r @ l. The asymptotic value of m (the
number of ring domains reckoned from r = l) is
uniquely defined by the numerical value k(r)|r → 0. The
radius of the end ring increases with decreasing
k(r)|r → 0.

As distinct from the multi-instanton solutions, the
energy of the multivortex solution (5), (7) depends at
k ≠ 1 on the distances between the centers of spiral vor-
tices, suggesting their interaction. Let us consider some
types of vortex dipoles as an example. The interaction
between two vortices with parameters (N, Q) and
(−N, –Q) has the attractive character. The correspond-
ing solution is localized: θ  π/2 at r  ∞ (Fig. 3).
The energy of this dipole is independent of the system
size L (the energy density is inversely proportional to

H βn nM( ) n 0 0 1, ,( ) β 0>( ).= =

α /β

Fig. 4. A spiral dipole composed of two single-turn spirals
with centers at z1 = 4 and z2 = –4 and parameters (N1 = –1,
Q1 = –1) and (N2 = 1, Q2 = –1), respectively; k = 1/4.
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r4). This remarkable feature indicates that the dipoles
may contribute to the thermodynamics of two-dimen-
sional magnets. The spiral vortices with parameters
(N, Q1) and (–N, Q2) are also attracted together because
the corresponding solution transforms at large dis-
tances into a system of concentric (with respect to the
R variable) ring domains—magnetic target (Fig. 4)
with parameters (0, Q1 + Q2).

I am grateful to G.S. Kandaurova for clarifying the
experimental data and stimulating discussions; to
A.B. Shabat, V.G. Marikhin, and A.V. Mikhaœlov for
interest in the work; and to S.A. Zykov for discussions
and assistance in computer graphics. This work was
supported in part by the Russian Foundation for Basic
Research (project no. 00-01-00366) and the INTAS
(grant no. 99-1782).
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A generalization of the known theory describing the Hall channels with integer filling factors in inhomogeneous
2D electronic samples to the case of a stationary nonequilibrium state (with a nonzero Hall voltage VH across
the 2D system) is proposed. For the central strip located near the extremum of the electron density, the theory
predicts a change in its width and a shift of the whole strip from the equilibrium position as functions of VH.
The theoretical results are used to interpret recent experiments on measuring the local electric fields along
the Hall samples both in equilibrium conditions and in the presence of transport in the quantum Hall regime.
© 2001 MAIK “Nauka/Interperiodica”.

PACS number: 73.43.Cd
The phenomenological theory [1–5] of Hall chan-
nels with integer filling factors in inhomogeneous
2D electron systems was developed for equilibrium
conditions, with the electrochemical potential µ being
constant along the sample. However, many experiments
with inhomogeneous samples and, in particular, almost
all measurements of the local characteristics of various
2D systems [6–10] were performed in a transport
regime with a nonzero bias voltage VH across the sam-
ple. In this case, the problem arises as to how the volt-
age VH ≠ 0 affects the characteristics of individual inte-
ger (incompressible) channels. To be more specific, one
has to consider possible changes in the width 2a of the
strips and their possible displacement ∆ from the equi-
librium position under the effect of VH. Below, this
problem is solved for the central incompressible chan-
nel in an inhomogeneous 2D electron system with an
electron density profile n(x) that is one-dimensional
and symmetric about the center of the 2D system. In
addition to the one-dimensionality of the problem, we
will also use some simplifications (as in [1–5]), namely,
we will assume that the transverse dimensions 2w × 2L
of the 2D system are sufficiently large (relative to the
Bohr radius and the magnetic length), the screening
electrodes are absent, the temperature is low but finite
(to avoid the correlation effects, which lead to the frac-
tional quantum Hall effect), and the Hall voltage VH is
less than or comparable with the cyclotron energy,
eV ! ωc (where ωc is the cyclotron frequency).

The general results obtained for the quantities ∆(VH)
and a(VH) are then used to interpret the experimental
data [8–10] on the behavior of the local characteristics
of Hall samples with an inhomogeneous profile n(x) of
contact origin.

1. We begin by considering the electrochemical
potential µ. In nonequilibrium conditions, its value is
0021-3640/01/7305- $21.00 © 20246
not constant along the 2D system, and its behavior is
determined by the requirements

(1)

, (2)

where σik is the conductivity tensor [3, Eq. (56); 11],
Ohm’s law contains the electric potential ϕ instead of
the quantity µ). The combination of requirements (1)
and (2) leads to the equation

(3)

even in the case where σxx  0 (note that the authors
of [11] do not agree with this statement).

From Eq. (3) and the inequality w ! L, where L is
the length of the Hall-geometry sample, it follows that,
in the presence of the Hall voltage VH, the function µ(x)
is a linear function of the x coordinate in the region
away from the contacts:

(4)

(the parameter ∆ will be determined below (see Eqs. (7)
and (14)).

Expression (4) together with the definition of µ(x)
for electrons in the magnetic field form the basis for the
formulation of the problem on the properties of incom-
pressible strips in the presence of transport. To solve
this problem in a simplified version, it is expedient (by
analogy with [1–3]) to begin with modeling within an
incompressible strip with the electron density δn(x)
selected in such a way that its effective value is constant
and corresponds to an integer filling factor. Knowing
δn(x), we reconstruct the distribution ϕ(x) with addi-
tional requirements that the tangential electric fields be

div j 0, rot j 0,= =

ji e 1– σik∂µ/∂xk=

∆µ 0=

µ x( ) eVH x ∆– a+( )/2, σxy @ σxx,=

a– ∆ x +a ∆, a w<+≤ ≤+
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zero at the strip boundaries. The function ϕ(x) is fitted
in with the behavior of µ(x) at the same strip ends. The
problem with VH ≠ 0 allows one to use such an algo-
rithm only for the central strip. As for the side channels,
the extension of the approach used in [1–3] to the case
with transport encounters some difficulties that require
special consideration.

Thus, we assume that

(5)

where lH is the magnetic length, ∆ is the shift of the cen-
tral strip as a whole relative to the origin of the coordi-
nates, and ν∆ ≡ ν(x = ∆). In the limit ∆  0, Eq. (5)
coincides with δn(x) from [3].

The corresponding distribution Ex(x) follows from
the Poisson equation represented in the form that takes
into account the constancy of the electrochemical
potential outside the integer strip:

As a result, we obtain

(6)

where Ti(s) are the Chebyshev polynomials and EH is an
arbitrary constant; below, this constant will be related
to VH.

For field (6) to become zero at ξ = ±a, the following
conditions should be satisfied:

(7)

(8)

where n(x) is the equilibrium electron density profile.
The difference between Eq. (8) and the definition of a2

from [3] is that, in the case under study, the quantity ν∆

and the derivative  are calculated at the point x = ∆
rather than at the zero point.

The potential ϕ(ξ) is obtained from Eq. (6) by a sin-
gle integration. Taking into account Eqs. (7) and (8), we
derive

(9)

δn x( ) ν∆ l–( )nH n∆' ξ n∆''ξ
2/2,+ +=

ξ x ∆, l+ 1 2 3 …,, , ,= =

ν x( ) πlH
2 n x( ), nH 1/ πlH

2( ),= =

a ∆ x +a ∆,+≤ ≤+–

eδn ξ( )
κ

2π2
-------- s

Ex s( )
ξ s–
------------.d

a–

+a

∫–=

Ex 1 ξ2/a2–( )

=  
2πe
κ

--------- ν∆ l–( )nHT1 ξ /a( ) n∆' aT2 ξ /a( )+[

+ n∆''a
2 T3 ξ /a( ) T1 ξ /a( )+( )/8 ] EH,+

2πen∆' a κ EH+ 0,=

a2 4 ν∆ l–[ ]nH/ n∆''( ), l– 1 2 3 …,, , ,= =

n∆''

ϕ ξ( ) VH ζ 1 ζ2– π/2 ζarcsin+ +( )/π=

+ 2πen∆''a
2 1 ζ2–( )3/2

/6κ , ζ ξ /a=
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with the following requirement being satisfied:

(10)

Requirement (10) in combination with Eq. (7) deter-
mines the constant EH = 2VH/πa. Equations (7)–(10)
terminate the solution of the problem on the behavior of
the main channel near the extremum of electron density
with an even profile n(x) in the presence of VH ≠ 0.

2. Recent experiments carried out for Hall-geometry
samples in the quantum Hall regime with the use of
scanned potential microscopy [9, 10] testify that the
samples have an inhomogeneous but regular distribu-
tion of electron density in the form n(x) (where x is the
coordinate in the sample cross-section normal to the
lines of current). The inhomogeneity of n(x) is caused
by the contact phenomena, which are very likely to
occur in the experiments under discussion. In this case,
for Hall-geometry samples with the dimensions 2w × 2L,
where L @ w, the distribution n(x) away from the con-
tacts has the form [12]

(11)

Here, W is the contact energy between the 2D system
and the metal terminals, and ns is the mean electron
density in the sample without contacts.

Using the explicit expression (11) for n(x), we
rewrite some of the definitions given above. The equi-
librium distribution ϕ(x) can be represented as

(12)

Here, 2a < 2w is the width of the incompressible strip.
Its maximal value for the electron density in the form of
Eq. (11) is

(13)

where the quantity c is taken from Eqs. (11).

We note that the strip width is highly sensitive to the
magnetic field: it varies from zero to the critical size
given by Eq. (13) when the magnetic field grows and
the maximal value of potential (12) at the channel cen-
ter reaches the value ωc; after that, the strip splits in
two (the details of this process can be found in [3]).

The definition of ∆ is

(14)

π2en∆'– a2/κ VH.=

n x( ) . ns
κW

ce2 w2 x2–
-----------------------------, c+ 2π L/w( ).ln=

ϕ x( ) a2 x2–( )3/2
,∝

a2 4ce2w3 ν 0( ) l–[ ]nH

κW
-----------------------------------------------, a x +a,≤ ≤–=

ν 0( ) n 0( )[ ]πlH
2 .=

amax/w( )3 3c"ωc/πW ,=

∆ c

π2
-----–

eVH

W
----------w3

a
2

------.=
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In addition, we note that the potential

(15)

behaves in a nearly linear way in the cross section of the
central strip between the values 0 and VH.

δϕ ϕ x VH,( ) ϕ x( ) . VH x ∆+( ) a+[ ] /2,–=

a ∆ x +a ∆+≤ ≤+–

Records [10] of the local electric potential along one of the
Hall cross sections in the middle part of the sample for dif-
ferent magnetic fields. The order numbers of the records are
shown on the right, and the numbers on the left show the
local values of the filling factor ν(0) at the point correspond-
ing to the maximal electron density on the assumption that
curve 2 corresponds to the filling factor ν(0) = 2 and the Hall
voltage is sufficiently small. The ordinary arrows on
curves 2–5 indicate the boundaries of the central incom-
pressible strip in the absence of the transport current accord-
ing to the calculations by Eq. (12). The double arrows on
curve 6 illustrate the asymmetry that arises in the boundary
positions under the effect of the transport current. The inset at
the top shows the experimental data [10] on the Hall resistance
of the sample for magnetic fields in the vicinity of the quantum
plateau under consideration. Some of the curves (1–11) from
the main plot are also shown in the inset, which allows one
to make certain inferences about the relationship between
the quality of the plateau and the width of the incompress-
ible strips corresponding to these curves.

2

3

4

5

6

7

8

9

11

10

i = 1
Turning to the experiments, we discuss the most
complete Hall data from [10] (Fig. 2 from the cited
paper) for the distribution δϕ(x) over the cross section
of a Hall sample with a width of 2w = 10 µm; the data
were obtained in the middle part of the sample in differ-
ent magnetic fields. The experiment was performed
using a scanning microscope, which made it possible to
work in the linear region eVH ≤ ωc. However, the tun-
neling technique proved to be inappropriate for equilib-
rium measurements (as in [7]). Therefore, the cited
paper [10] contains only the difference data for δϕ(x),
which correspond to Eq. (15). The experimental depen-
dences are shown in the figure with our own notation.
The numbers 1 to 11 on the right indicate the order
numbers of the records of δϕ(x) obtained for different
values of magnetic field. Some of these numbers are
also shown in the inset, which illustrates the behavior
of Rxy of the given sample in the vicinity of the Hall pla-
teau.

The numbers on the left show the local values of the
filling factor ν(0) for each of the given curves (i). These
values differ from those presented in [10] by a linear
shift and are selected to achieve the self-consistency of
the contact scenario. In our version of the process, the
quasi-symmetric incompressible strip first appears in
the vicinity of curve 2 (curve 1 contains no indications
of the strip presence, whereas curve 3 already corre-
sponds to a finite width of the strip). Hence, on this
curve, the quantity ν(0) must be equal to two, which is
taken as the basis for the normalization of the values of
ν(0). As the number (i) increases, the magnetic field
decreases and the width of the central strip increases.
Such a behavior of a(H) is possible only when the local
density n(x) decreases away from the middle of the
sample. In other words, the data on the behavior of a(H)
on curves 2–6 testify to the type of the contact interac-
tion that leads to a depletion of the 2D system.

The positions of the boundaries ±a(H) determined
for different magnetic fields by using approximation (12)
are shown by arrows on curves 3–6. The free parameter
W/"ωc is chosen so that, in conditions 6 corresponding
to the splitting of the central strip into two satellites, the
value of amax determined by Eq. (13) is approximately
equal to (as one can see from the figure) half the value
of w. This condition in combination with Eq. (13)
yields

(16)

The variation of δϕ(x) observed in experiment [10]
mainly occurs in the region between the arrows. From
expression (15), it follows that this distribution is
approximately linear between the strip edges. A small
asymmetry is caused by the effect of the Hall voltage
on the boundaries of the central incompressible strip.
Its estimate is obtained with the use of Eq. (14) for ∆.
Taking into account Eq. (16), the characteristic scale of
the cyclotron energy on curve 5, and the experimental

W / "ωc( ) 3c
π
------ w

amax
--------- 

  3

24c/π.= =
JETP LETTERS      Vol. 73      No. 5      2001



INHOMOGENEOUS HALL-GEOMETRY SAMPLE 249
value of eVH . 0.01eV ≤ "  (see [10]), we obtain
for ∆:

∆5 ≤ 0.1w. (17)

The ∆-corrected positions of the boundaries of the cen-
tral strip are shown by double arrows for curves 5 and 6.

The current asymmetry is most pronounced on
curves 7–11. Here, the central part is transformed to the
“normal” state, i.e., it is equipotential, while the incom-
pressible satellites asymmetrically adjoin the bound-
aries of the Hall-geometry sample. Unfortunately, the
equilibrium language [3] allows no generalization to
the case of the side satellites at VH ≠ 0. This fact was
mentioned above, and, hence, there is no point in dis-
cussing the data on the splitting of the central channel
(curves 7–11) in the framework of our study.

Thus, this paper proposes a formalism that general-
izes the results reported in [1–3] for integer (incom-
pressible) strips in inhomogeneous 2D systems to the
case of a finite Hall voltage VH ≠ 0. The theoretical
results are used to interpret the experimental data
[7, 10] with the help of the hypothesis that the inhomo-
geneity of the Hall sample is caused by the contact
effects. This hypothesis proved to be effective in dis-
cussing the equilibrium properties of inhomogeneous
Corbino disks with integer strips (see [13, 14]). The
appearance of this kind of channels in Hall-geometry
samples seems to be quite natural.

Qualitatively, the theoretical picture is fairly close to
the experimental observations, which allows an expla-
nation of some specific experimental results. In partic-
ular, for the samples studied in the experiments [10],
we determined the sign of the contact energy that cor-
responds to the depletion of the 2D region; we also
determined the characteristic scale of the contact
energy, which proved to be much greater than the
cyclotron energy (see the quantity W in Eq. (16)). An
explanation is found for the shift ∆ of the central strip
due to the voltage VH ≠ 0 (Eqs. (14), (17)), as well as for

ωc
5( )
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the not yet clearly observable shift of the extremum of
ϕ(x) under the effect of VH ≠ 0.

I am grateful to Professor V.F. Gantmakher for dis-
cussing the results of this study. The work was sup-
ported in part by the Russian Foundation for Basic
Research, project no. 01-02-16467.
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We have derived a simple recursion formula for the amplitude and chirp of the optical pulse propagating over
a Dispersion Managed fiber with zero mean dispersion. We neglect dissipation and assume that the dispersion
is constant along the adjacent legs of the waveguide, thus providing the applicability of the integrable nonlinear
Schrödinger models within each leg. Choosing the legs long enough to ensure the formation of a self-similar
profile, we apply the well-known asymptotic formulas for the nonsoliton initial pulses. Matching them through
the interfaces of the legs, we get recursion formulas for the pulse amplitude and chirp. Our analytical results
are justified by numerical simulations. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 42.81.Dp
We consider the problem of the propagation of non-
linear electromagnetic pulses in optical fibers with peri-
odically alternating dispersion (so-called Dispersion
Managed, or DM, fibers) and absence of dissipation. If
the mean dispersion over the period vanishes and the
amplitude of the pulse is small, then, according the lin-
ear theory, complete compensation of the chromatic
spreading would be achieved. In this case, the map over
the period of the DM fiber would be an identical trans-
formation and the pulses would completely restore
their profiles. However, to provide a low-error trans-
mission and increase the signal-to-noise ratio one
should use optical pulses of relatively high amplitude;
thus, the nonlinear effects become important and have
to be accounted in the theoretical description.

The solution of the above problem is very challeng-
ing theoretically and important for many applications
including industrial ones (see, for example, [1]). Many
interesting results in this direction have already been
obtained numerically. Probably, the most advanced
analytical results were established on the basis of the
Gabitov–Turitsyn approximation [2–4].

Our approach to the problem is entirely different.
We use the fact that the corresponding nonlinear
Schrödinger equations (NLS) with positive and nega-
tive dispersion are completely integrable systems. The
integration scheme {the Inverse Scattering Transforma-
tion (IST), see [5]}, first developed by V.E. Zakharov
and A.B. Shabat in 1971, provides an adequate tool to

1 This article was submitted by the authors in English.
0021-3640/01/7305- $21.00 © 20250
monitor in details the pulse dynamics. We also assume
that the length z0 of each leg of the fiber is long enough;
this enables us to use the asymptotic methods for the
solution of the direct and inverse scattering problems
(cf. [6]). Our goal is to find an explicit map of the pulse
over the period of the DM fiber. Suppose that we have
a pulse profile  at the entrance of the nth leg (for
example, with negative dispersion) and we want to find
the profile  of the pulse at the exit of the conse-
quent leg with positive dispersion. We propose the fol-
lowing scheme:

(a) Using the Lax operator L– corresponding to the
NLS equation with negative dispersion with the poten-

tial (t, –z0/2) = , we solve the direct problem to
determine the scattering data.

(b) The scattering data have a simple evolution law;
it is thus easy to find the corresponding data at the exit
of the nth leg with negative dispersion.

(c) By solving the inverse scattering problem, we

find the profile (t, z0/2) at the exit of the nth leg,
which serves as initial data for the next leg (with posi-
tive dispersion).

(d) Using the Lax operator L+ corresponding to the
NLS equation with positive dispersion with the poten-

tial (t, –z0/2) = (t, z0/2), we solve the direct prob-
lem to determine the scattering data.

(e) Find the corresponding scattering data at the exit
of the leg with positive dispersion.

ûn t( )

ûn 1+ t( )

un
– ûn t( )

un
–

un
+ un

–
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(f) Solve the inverse problem in order to find the

emerging pulse  = (t, z0/2) after the period of
the DM fiber.

We would like to emphasize that all the above-men-
tioned steps can be explicitly performed and we also
can totally control the accuracy of asymptotic solutions
to the direct and inverse scattering problems. As the
result, we obtain an explicit recurrent relation that
enables us to determine the propagation of a pulse over
many periods of the DM fiber.

We have compared our analytical solution with the
direct computer simulation of the problem and found a
good agreement of the results. Moreover, it immedi-
ately follows from our solution that the nonlinear con-
tribution to the chirp of the pulse accumulates with dis-
tance. This observation is in excellent agreement with
numerical simulations as well.

1. Basic facts and notations. The basic model for
describing optical fibers is the nonlinear Schrödinger
equation, which can be written in the dimensionless
form

(1)

after proper rescaling. The plus and minus signs stand
for the positive and negative dispersion legs, respec-
tively. The NLS equation is known to be integrable; the
corresponding Lax operators

(2)

for the spectral transform were found by V.E. Zakharov
and A.B. Shabat about thirty years ago. We will con-
sider pulses rapidly decaying as |t |  ∞ and assume
that the spectral problem (2) does not have discrete
eigenvalues. This is the most interesting region of pulse
parameters which are commonly used in optical sys-
tems of telecommunications [1]. The continuous spec-
tral data yield the standard z-evolution [5]

(3)

ûn 1+ t( ) un
+

iuz utt 2 u 2u+± 0, u u± t z,( ),= =

L±
∂t

iλ
2
-----+ iu+−

iu– ∂t
iλ
2
-----–

 
 
 
 
 
 

, L±Ψ 0,= =

Ψ
0

iλ t
2

------- 
 exp

 
 
 
 
 

, t +∞,

Ψ
b± λ( )e iλ2

z± iλ t
2

-------– 
 exp

a± λ( )
iλ t
2

------- 
 exp

 
 
 
 
 
 
 

, t –∞,
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and satisfy the unitary condition |a±|2 ± |b±|2 = 1 together
with the analysis of the a± functions in the upper half-
plane Imλ > 0.

Here, we will assume that both legs with positive
and negative dispersions have equal length z0 and δ =

 is a small dimensionless parameter of our theory
δ ! 1. It is convenient to introduce a notation for the

small parameter ε = lnz0.

Suppose that we have a pulse u(t, 0) at the middle of
a leg with positive dispersion. We assume that this ini-
tial state does not contain solitons. Then at the exit of
the leg, i.e., at z = z0/2, it evolves into the following
asymptotic form (see [7–10])

(4)

where the amplitude α(ξ) can be expressed in terms of

scattering data α2(ξ) = – ln |a+(ξ)| for the correspond-

ing spectral problem.
Solution (4) suggests the following forms for func-

tions (t, –z0/2), (t, z0/2) = (t, –z0/2), and

(t, z0/2) (see Fig. 1):

(5)

(6)

(7)

z0
1–

z0
1–

u t
z0

2
----, 

  δ1/2 α ξ( ) ε α4 ξ( )( )ξξ

4α ξ( )
---------------------– O δ( )+=

× i
ξ2

2δ
------ ε2α2 ξ( )

2δ
---------------- O 1( )+ +

 
 
 

, ξexp tδ,=

1
π
---

un
– un

– un
+

un
+

un
– t z0/2–,( ) δ1/2 An

– ξ ε,( ) O δ( )+( )
iSn

– ξ ε,( )
2δ

-------------------
 
 
 

,exp=

un
– t z0/2,( ) un

+ t z– 0/2,( )=

=  δ1/2 An ξ ε,( ) O δ( )+( )
iSn ξ ε,( )

2δ
-------------------

 
 
 

,exp

un
+ t z0/2,( ) δ1/2 An

+ ξ ε,( ) O δ( )+( )
iSn

+ ξ ε,( )
2δ

-------------------
 
 
 

,exp=

Fig. 1.



252 MIKHAILOV, NOVOKSHENOV
where

We call functions γn(ξ) and  the nonlinear

logarithmic phases and An(ξ, ε) and (ξ, ε) the ampli-
tudes. Representations (5)–(7) can rigorously be justi-
fied by the asymptotic solutions of the corresponding
inverse scattering problems, provided that the condi-
tions

(8)

hold.
We call conditions (8) the small nonlinear chirp con-

ditions. The origin of these conditions is the following.
We apply the WKB method to solve the corresponding
direct and inverse scattering problems, and conditions (8)
guarantee that only one turning point contributes to the
result.

2. In items a–f, which correspond to the steps
described in Fig. 1, we work with one period of the DM
fiber and omit the index n in our notations. We will
restore this index in the item devoted to the recursion
relation.

a. In order to solve the direct scattering problem cor-

responding to potential (t, –z0/2), we substitute
Eq. (5) in the spectral problem (2), (3) and change the
variables. As the result, we get

(9)

where ' = d/dξ and Ψ = (ψ1eitλ/2, ψ2e–itλ/2)T,

(10)

Following the pioneer work of V.E. Zakharov and
S.V. Manakov, we solve system (9) by the WKB

Sn
± ξ ε,( ) ξ2 2εγn

± ξ( ) δϕn
± O ε2( ),+ + +=

Sn ξ ε,( ) ξ2 2εγn ξ( ) δϕn O ε2( ).+ + +=

γn
± ξ( )

An
±

ε d2γn
±

dξ2
---------- 1, ε d2γn

dξ2
---------- 1< <

un
–

δψ1' i– A– iS– ξ ε,( ) 2iλξ+–
2δ

-----------------------------------------
 
 
 

ψ2,exp=

δψ2' iA– iS– ξ ε,( ) 2iλξ––
2δ

----------------------------------------
 
 
 

ψ1,exp=

ψ1

ψ2 
 
 

t +∞→

0

1 
 
 

;

ψ1

ψ2 
 
 

t –∞→

b– λ
z0

2
----–, 

  iλ2

2δ
-------

 
 
 

exp

2δa– λ
z0

2
----–, 

 
 
 
 
 
 
 
 
 

.

method. The stationary (or turning) points are found
from the equation  – 2λ = 0, which reads

(11)

Condition (8) guarantees that there is only one turning
point

(12)

(13)

where the function β–(λ) can be found explicitly, but we
do not use it in the following consideration.

c. Using the asymptotic solution of the inverse scat-
tering problem for operator L– (following the original
method prosed in [6]), we can relate the amplitude
A(ξ, ε) and the logarithmic phase γ(ξ) at the exit of the
leg with negative dispersion with A–(ξ, ε) and γ–(ξ)

(14)

(15)

where Imλ = 0.
Under the assumption of the small chirp (8), it is

easy to solve the integral in Eq. (15). Since each func-
tional equation

has only one root, the real parts of the singular inte-
grals (15) yield

(16)

Equations (14) and (16) can easily be solved in order
to express A(ξ, ε) and γ(ξ) in terms of A–(ξ, ε) and γ–(ξ).

d–f. Similar to the items a–c, we solve the direct and
inverse scattering problems for the operator L+ in the
leg with positive dispersion. This enables us to relate
the amplitude A(ξ, ε) and logarithmic phase γ(ξ) given
at the entrance of the leg with the exit values A+(ξ, ε) and
γ+(ξ). The result is very similar to Eqs. (14) and (15):

(17)

S+'

ξ εγ+' ξ( ) λ–+ 0.=

a– λ
z0

2
----–, 

  i
A+

2 p ε,( )

p λ– εγ+' p( )+
---------------------------------- pd

∞–

+∞

∫–
 
 
 

,exp=

Imλ 0,>

b– λ
z0

2
----–, 

  β– λ( )
2iεA+

2 λ ε,( ) 2iεγ+ λ( )––
2δ

--------------------------------------------------------- 
  ,exp=

Imλ 0,=

A– ξ 0,( )( )2
A ξ 0,–( )( )2 γ– ξ( ) γ ξ–( )–+ + 0,=

A p ε,( )( )2

p λ i0 ε γ p( )( )'–+ +
------------------------------------------------ pd

∞–

+∞

∫

=  
A– p ε,( )( )2

p λ i0 ε γ– p( )( )'+––
-------------------------------------------------- p,d

∞–

+∞

∫

ξ µ ε γ– µ( )( )', ξ+ ν ε γ ν–( )( )'+= =

A ν ε,( )( )2 1 ε γ ν( )( )''–

1 ε γ– µ( )( )''+
------------------------------ A– µ ε,( )( )2

.=

A+ ξ 0,( )( )2
A ξ 0,–( )( )2 γ ξ( ) γ+ ξ( )–+ + 0,=
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(18)

where Imλ = 0.
Considering the small-chirp condition (8), Eq. (18)

can be easily solved

(19)

where µ and ν are the unique solutions of the equations

3. Collecting the results obtained in the previous
items and restoring the index n which enumerates the
legs of the DM fiber, we arrive at the recursion relations
for the amplitudes and logarithmic phases of the pulse

Here, νn, , µn, and  are the solutions of the follow-
ing equations:

These solutions are unique, provided the small-chirp
conditions (8) hold.

It follows from the above recursion relation that the
small-chirp condition is not uniformly valid and will
break at some distance, even if it satisfies the input
pulse. Indeed, suppose that the initial profile is of
form (4)

and satisfies condition (8). It follows from the above
recursion relations that after n periods of propagation
we obtain

A+ p ε,( )( )2

p λ i0 ε γ+ p( )( )'+––
-------------------------------------------------- pd

∞–

+∞

∫

=  
A p ε,( )( )2

p λ i0 ε γ p( )( )'–+ +
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∞–
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∫

A+ µ ε,( )( )2 1 ε γ+ µ( )( )''+
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------------------------------ A ν ε,( )( )2,=
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An ξ 0,–( )( )2 γn
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1 ε γn µ̂n( )( )''+
--------------------------------- An µ̂n ε,( )( )2,=

An
+ µn ε,( )( )2 1 ε γn
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– ξ ε,( ) An

+ ξ ε,( ),=
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– ξ( ) γn

+ ξ( ).=

µ̂n ν̂n

ξ µ̂n ε γn µ̂n( )( )', ξ+ νn ε γn
– νn–( )( )',+= =

ξ µn ε γn
+ µn( )( )', ξ+ ν̂n ε γn ν̂n–( )( )'.+= =

γ1
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4α ξ( )
---------------------–= =
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It is clear that for n ~ max((γ–(ξ))'')ε–1, condition (8)
fails and we have to take into account other turning
points in the WKB analysis, which is beyond the scope
of this paper. According to our theory, the nonlinear
contribution to the chirp (γ''(ξ)) increases as the pulse
propagates along the DM fiber.

4. Direct numerical simulations of the NLS equation
with alternating dispersion are in good agreement with our
analytical results. The standard split-step pseudospectral
scheme was used for the numerical solution of the
problem. The initial condition was taken in the form

(20)

By the numerical solution of the direct scattering prob-
lem, we have checked that the spectral problem with
potential (20) does not have discrete eigenvalues. The

An 1+ ξ ε,( ) α ξ( ) ε 2n 1+( ) α4 ξ( )( )ξξ

4α ξ( )
------------------------------------------– O ε2( ),+=

γn 1+
+ ξ( ) 2n 3+( )α2 ξ( ),=

An 1+
+ ξ ε,( ) α ξ( ) ε 2n 3+( ) α4 ξ( )( )ξξ

4α ξ( )
------------------------------------------ O ε2( ).+ +=

u t 0,( ) 0.42 –
t2

16
------ it

4
---+ 

  .exp=

Fig. 2. The subsequent pulse amplitude profiles. The solid
line corresponds to numeric simulation; dashed line, to
asymptotic expansions by the recurrence formulas. 
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length of each leg was taken to be large enough, z0 =
400, so that

We compared the numerical profiles of the pulse at the
interface points with the analytical expressions
obtained via the recurrence relations. The results are
shown in Fig. 2. The increase in the nonlinear contribu-
tion to the chirp obtained analytically is in a perfect
agreement with our numerical simulations.

5. Conclusion. The study of the DM maps is a new
approach to the problem of description of pulse propa-
gation in optical fibers with dispersion management.
Our paper is the first and quite modest step in this direc-
tion, but we believe that it can be useful for further
understanding and even description of the optical pulse
evolution over a number of initial DM periods of its
propagation in DM systems. It is very important that we
can rigorously control the accuracy (more precisely, the
residue terms) in our asymptotic formulas. Small non-
linear chirp condition (8) poses natural limitations on
the applicability of our theory. We are still unable to
analytically control the formation of true DM solitons.
There are significant difficulties in the application of
the WKB asymptotic technique while dealing with
multiple stationary points, which contribute to the solu-
tions of the corresponding direct and inverse scattering
problems. Work in this direction is currently in
progress. We hope to overcome this drawback and
obtain a functional discrete dynamical system for the
corresponding amplitudes and phases, which would
have the DM soliton as its attractor. This would also
open the perspective to solve the challenging problem
of description of the DM-soliton interaction.

Another promising direction of the development is
the study of systems with amplifiers and filters at the
junction points of the legs with different dispersion. It

δ 1
400
--------- 0.0025, ε 400ln

400
-------------- 0.015.≈= = =
is easy to control the pulse dynamics through multiply-
ing the transmission coefficient a(λ) by a fixed constant
(the amplification factor), or even by a function (filter-
ing). One can also make obvious modifications of the
above theory to describe DM systems with a near-con-
stant profile of dispersion.
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Phenomena caused by strong correlations between nonlinear modes in planar systems are briefly reviewed. The
analysis is restricted to the model of a nonlinear Schrödinger equation. Stationary field distributions are found.
The number of particles is obtained as a function of a parameter characterizing the degree of linking of the
world lines of excitations. It is shown that, for small values of this parameter, a two-dimensional lattice is char-
acterized by universal attraction, which can be a dynamical cause for the transition to the coherent state. The
relation between the chiral nonlinear edge modes and breaking of the Galilei invariance in the system under
consideration is discussed. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.10.Pm; 11.10.Lm
Strong electron correlations in spatially two-dimen-
sional systems are extensively studied nowadays. In
[1−4], the correlation effects were examined in the
model described by the gauged nonlinear Schrödinger
equation (NSE). This equation was applied to various
problems [5–8]. Two basic reasons for applying NSE to
the examination of strong correlations in (2 + 1)-
dimensional systems are noteworthy. The first method-
ological reason is that the equations of motion in the
case of stationary states coincide with the equations
derived by varying the Ginzburg–Landau functional
supplemented by the Chern–Simons term. This
approach was extensively used [9, 10] for analyzing
quantum states in a strongly correlated medium such as
an incompressible Fermi liquid in the fractional quan-
tum Hall effect.

The second reason is that we are interested in the
effect of the short-wave quantum dynamics of particles
on the behavior of observables in the infrared limit.
Because the phase of the complex order parameter is
sensitive to long distances, an analysis of the dynamics
of this phase in the long-wave limit provides additional
information about the origin of small-scale strongly
correlated states. This is facilitated by the fact that the
dynamics of the Chern–Simons gauge fields, which
reflects the specific character of (2 + 1)-dimensional sys-
tems, makes a considerable contribution to the phase of
the order parameter. Nonlocal statistical Chern–Simons
interaction in the (2 + 1)D Fermi system in the long-wave
description encodes the quantum-group structure of
quantum states. Along with the large value of the cou-
pling constant, it presents the basic content of what we
mean when talking about strong correlations.

The correlation contribution from the Chern–Simons
gauge field to the spatial structure of the order parame-
0021-3640/01/7305- $21.00 © 20255
ter is greatest in the static case [11]. Indeed, let us con-
sider a (2 + 1)D system with the Lagrangian density

(1)

It gives the equations of motion

(2)

(3)

(4)

where k is the Chern–Simons coefficient, g is the cou-
pling constant, j = I(Ψ*DΨ) is the current density, and
D = ∇  – iA. From these equations, the gauge potential
Aµ, which is an auxiliary variable, can be expressed in
terms of the function Ψ as

(5)

(6)

where the Green’s function satisfying the equation

(7)

+
k
2
---εαβγ Aα∂βAγ iΨ∗ ∂t iA0+( )Ψ+=

–
1
2
--- DΨ 2 g

2
--- Ψ 4.+

i∂tΨ –
1
2
---D2Ψ A0Ψ g Ψ 2Ψ,–+=

∇ A×[ ] ⊥
1
k
--- Ψ 2,–=

∂t Ai ∂iA0+
1
k
---εij j j,–=

A r t,( )
1
k
--- r'2d G r r'–( ) Ψ r' t,( ) 2,∫=

A0 r t,( )
1
k
--- r'2d G r r'–( ) j r' t,( ),∫=

∇ G r( )× δ2 r( )–=
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has the form

(8)

It is seen from Eqs. (5) and (6) that, to pass to the clas-
sical NSE, where the contributions from the gauge
fields are neglected, it is necessary to use the limit
k  ∞.

The Chern–Simons coefficient k has a meaning of
the number of links of the world lines of excitations. Its
fermion value k = 1 [12] corresponds to the unlinked
world lines. The case where the parameter k is a matrix
is more informative. For some systems [13], it coin-
cides with the matrix of Haldane’s statistical interaction
[14] in his formulation of the generalized state exclu-
sion principle. For simplicity, it will be assumed in this
study that the coefficient k is a number.

The system under consideration possesses a rich
variety of symmetry transformations and the corre-
sponding constants of motion [15, 16]. In particular, the
number of particles and the Hamiltonian are 

(9)

and

(10)

respectively. For convenience, the sign of the coupling
constant g in Eq. (10) corresponds to attraction, i.e., to
a negative scattering length in the s-wave channel.
Below, the following conserved generator of conformal
transformations is used:

(11)

which is expressed through the Hamiltonian H, the con-
served generator D of time scale transformations, and
the average value of the Ψ-field distribution width
squared. For static distributions, the width of the field
distribution is independent of time. Because the quan-
tity K is conserved, it follows from Eq. (11) that both D
and H are equal to zero for static fields.

By using the identity [11, 15]

(12)

the Hamiltonian is represented in the form

(13)

which indicates that the greatest changes in the effec-
tive coupling constant geff = g – 1/|k | occur at |k | = 1/g.
In this case, the nonlinear term |Ψ|4 in Eq. (13) cancels
out and this effect clearly demonstrates the role of the
Chern–Simons correlations. In this case, the Hamilto-

Gi r( )
1

2π
------

εij x j

r2
----------.=

N r2 Ψ 2d∫=

H
1
2
--- r2 DΨ 2 g Ψ 4–( ),d∫=

K t2H– 2tD
1
2
--- r2 r2 Ψ 2,d∫+ +=

DΨ 2 Dx iDy–( )Ψ 2=

– ∇ A×[ ] ⊥ Ψ 2 ∇ j×[ ] ⊥ ,–

H
1
2
--- r2 Dx iDy–( )Ψ 2 g

1
k
-----– 

  Ψ 4– 
  ,d∫=
nian is equal to zero on the Ψ-field distributions satisfy-
ing the equations

(14)

The gauge potential A(r) in Eqs. (14) obeys Gauss’
law (3).

The substitution Ψ(r) = ρ(r)eiα(r, ϑ), Ax = ∂yρ + ∂xα,
and Ay = –∂xρ + ∂yα transforms the self-duality equa-
tions (14) and Eq. (3) into the Liouville equation

, (15)

which has the exact n-soliton solution [11, 15, 17]

(16)

where r0 is the scale and n = 1, 2, … . The number of
particles N for this solution is 4πnk.

Stationary States

1. Equations of motion. Solutions of duality equa-
tions (14) are first-order equations and only a part of the
set of solutions of the equations of motion. Now we are
interested in the correlation contribution to the observ-
ables from those solutions of the equations of motion
which do not coincide with the solutions of the duality
equations. In order to determine this contribution, we
consider stationary states.1 In this case, the spatial dis-
tributions of the field Ψ(r, t) acquire mass and become
narrower because the asymptotic behavior at far dis-
tances changes from power law [as in Eq. (16)] to expo-
nential. For this reason, it should be expected that con-
tribution of the gauge fields to the correlation effects
increases in magnitude.

Let us assume that

where α(x, y, t) is an arbitrary function and µ is the con-
stant chemical potential. To compensate ambiguity in
the choice of the phase α(x, y, t) of the field Ψ(x, y, t),
we represent the solutions for the gauge potential com-
ponents in the form [19]

(17)

and perform the scale transformation of the coordi-
nates:

(18)

1 Recall [18] that the equations for the stationary field distributions
in systems with the constant number of particles coincide with the
equations describing the static field configurations in the systems
with varying number of particles.

Dx iDy–( )Ψ 0.=

∇ 2 ρln
1
k
---ρ2–=

Ψn r ϑ,( )
2 k

r
----------n

r0

r
---- 

 
n r

r0
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  n

+ 
 

1–

ei 1 n–( )ϑ ,=

Ψ r t,( ) k 3/2ρ x y,( )eiµt iα x y t, ,( )+ ,=

A0
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2
----w ∂tα , Ax+– –ku ∂xα ,+= =

Ay kv ∂yα+–=

t
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k k
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x
k
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Then, equations of motion (2)–(4) can be expressed in
terms of the functions ρ ≡ ρ(x, y), w ≡ w(x, y, t), u ≡
u(x, y, t), and v ≡ v(x, y, t) of the new variables x, y, and
t as

(19)

where C = g|k |,

(20)

(21)

(22)

Gauss (20) and Hall (21), (22) laws immediately result
in the conservation law for the number of particles

(23)

For C = 1 in the static limit and with u = (lnρ)y + ∂xα,
v = –(lnρ)x + ∂yα, and w = –ρ2, these equations coincide
with the Liouville equation (14). Taking into account that
the field amplitude ρ, the characteristic scale L of the
field, and the constant C obey the relations

(24)

one can set µ = 1 in Eq. (19) without loss of generality.

It follows2 from Eq. (11) that ∂2/∂t2 r2|Ψ|2 = 4H.

Therefore, if the effective width of the field Ψ increases
with time according to a parabolic law for H > 0, the
field width is zero at a certain time for H < 0. This phe-
nomenon indicates that the field distribution in the sys-
tem may collapse, which was studied in this context in
[21]. It was found that the nonstationary states in the
automodeling variables satisfy the equations coincid-
ing in form with Eq. (19). Nonintegrability of this equa-
tion in the general case was tested in [19] by the
adapted Painlevé test [22] with separating solution sin-
gularities belonging to two-dimensional nonstationary
manifolds.

As is seen, the value H = 0 is a boundary separating
two different time regimes of field behavior. Below, we
will be interested in those field configurations ρ(x, y)
for which the Hamiltonian is equal to zero and in their
contribution to Eq. (9) for the number of particles. After
the substitution of the solutions of Eqs. (19)–(22) into
Eq. (9), the result will depend on the only parameter C
of the problem, and the magnitude of this contribution
will determine the relative role of different sectors of
the theory, which correspond to different values of the
coefficient k.

The methods and results of numerical integration of
the set of equations (19)–(22) and the configurations of

2 This statement is referred to in the literature as Talanov theorem [20].

ρxx ρyy µρ–+ 2Cρ3 ρ u2 v 2 w–+( ),+–=

uy v x– ρ2,–=

ut wx– 2vρ2,–=

v t wy– 2uρ2.=

ρt
2 2 uρ2( )x vρ2( )y+( ).=

ρµ 1≠
2 µρµ 1=

2 , Lµ 1≠
1

µ
-------Lµ 1= ,= =

Cµ 1≠ µCµ 1= ,=

r2d∫
JETP LETTERS      Vol. 73      No. 5      2001
the fields ρ, u, and w are presented in [1, 2]. The line a
in the figure is the critical number of particles Ncr cal-
culated as a function of the parameter C for the states
with H = 0 using the found field distributions ρ(x, y).

Let us comment on the dependence Ncr(C) and the
origin of its divergence. Because the second term
ρ(u2 + v2 – w) on the right-hand side of Eq. (19) is pos-
itive3 and, therefore, describes the correlation repul-
sion, it effectively reduces the coupling constant g
entering into the first term in this equation and into the
second term in the Hamiltonian. For this reason, the
reconstruction of the zero value of Hamiltonian (10)
requires larger Ψ-field values, as compared to the case
k  ∞. This leads to an increase in the critical number
of particles Ncr(C) compared to the value Ncr(∞) =
11.703. The position of the line Ncr(C) over the asymp-
totic line Ncr(∞) testifies to the existence of the repul-
sion due to the correlation interaction between field
configurations in the model.

Another feature is that with a decrease in the param-
eter C = g|k |, the function Ncr(C) increases until it
diverges at Ccr = 2.83. This phenomenon is caused by
the fact that the relative contribution from the term
ρ(u2 + v2 – w) to the solutions increases with decreas-
ing C and the contributions from the first and second
terms in Eq. (19) to the solution become equal to each
other at C = Ccr . At this point, a change in the sign of
the right-hand side of Eq. (19) and the sign of the chem-
ical potential is accompanied by changing the spectral
properties of the operators of the problem, resulting in
the divergence of the function Ncr(C) at C = Ccr .

The effect of the divergence of the function Ncr(C)
upon strong renormalization of the bare interaction rep-
resented by the first term on the right-hand side of
Eq. (19) arises due to the exaggerated contribution
from the large-amplitude gauge fields, because it is pro-
portional to the unrestricted function u2 + v2 – w. This
expression is valid, strictly speaking, in the long-wave
limit when the gauge fields are small. To correctly take
into account the contribution from gauge fields arbi-
trarily large in amplitude and to solve the problem of
existence for the function Ncr(C) at small values of
parameter C, it is necessary to formulate the lattice ana-
logue of the model described by Eqs. (19)–(22). The
lattice compactification of the model restricts the con-
tribution of the gauge field in the absolute value but
retains arbitrarily large values of the gauge fields.

2. Discrete dynamics. Lattice gauge theory implies
the use of the derivatives

(25)

(26)

3 This term scales as l5 and [after replacing ρ  lρ, the first
term on the right-hand side of Eq. (19) is proportional to l3]
describes the renormalization of the chemical potential µ.

∇ k
+ρ r( ) e

iAk r( )
ρ r ek+( ) ρ r( ),–≡

∇ k
–ρ r( ) ρ r( ) e

i– Ak r( )
ρ r ek–( )–≡
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and the Laplacian

(27)

Here, the subscript k indicates the direction of the unit

vector ek in the lattice;  ≡  is the operator of
magnetic translations; and the notation  means
that the gauge-potential component Ax(m, n) defined on
a link with the coordinates of the ends (m, n) and
(m + 1, n) depends on the coordinates (m, n) ∈  Z2 of a
lattice site. According to the rules of lattice gauge the-

ory, the density of the particle number  is defined
at the sites of the dual lattice.

The reason that forced us to formulate the theory on
a spatial lattice due to the intense vector potential also
dictates the necessity for the introduction of a discrete
time. With allowance made for the gauge invariance,
the following replacement in the equation of motion (2)
for the stationary states Ψ = ρm, neit

(28)

satisfies the above-listed requirements to the theory. It
is seen that the transition to the uniform representation

 of the contribution from all components of gauge

connectednesses Aµ, i.e., the use of both Wilson 

and Polyakov  exponentials, together with the
requirement of the gauge invariance, forces us to treat
the time t as a discrete variable. When considering a
hyperbolic operator in the sine-Gordon equation, Fad-
deev [23] stated that the motion in the spatial lattice
needs the discrete evolution. Since A0 plays the role of

∆ A( ) ∇ k
+∇ k

–≡ t̂ x t̂y h.c. 4.–+ +=

t̂ x e m∂
∂

iAm̂ n,+

Am̂ n,

ρm n,
2

i
t∂

∂
A0– 

  Ψ i
2
--- e t∂

∂
iA0+

e
–

t∂
∂

iA0–

– 
  Ψ

=  Ψ A0 1+( )sin–

e
iAµ

e
iAk

e
iA0

Critical number of particles vs. the parameter C = g|k | for
line a continuous, Eq. (19), and line b lattice, Eq. (29),
gauged NSE models. The dashed straight line is the Ncr =
11.605 value obtained for the critical number of particles on
a lattice by neglecting the Chern–Simons correlations.

Ncr

b

a
 the chemical potential, the representation  for its
contribution physically means that the system energy
cannot change by an arbitrarily large value when the
system is added by one particle with energy A0.

By using Eqs. (27) and (28), the equation of motion
in the model described by the discrete gauged NSE
takes the following form for stationary states:

(29)

In contrast to the Hofstadter problem of the states and
spectrum of a particle on a lattice in an external mag-
netic field [24], the vector-potential components
Ak(m, n) = ( , ) entering into the Laplacian in
this equation are determined by the function on which
the Laplacian acts:

(30)

The scalar potential for the lattice analogue of Eqs. (6)
and (17) is equal to

(31)

where

(32)

is the Green’s function on the lattice and ∇ 1, 2 f(r) ≡
f(r + e1, 2) – f(r).

The set of equations (29)–(32) was numerically
solved in [3, 4], where the function Ncr(C) was calcu-
lated by using the found distributions. The line b in the
figure displays this function. The compaction removed
the divergence of the function Ncr(C) at C = Ccr and
allowed us to perform the calculations in the range 1 ≤
C ≤ 2.83. The field configurations were found to be
qualitatively similar to those existing in the continuous
case. However, the sign of the correlation interaction
proved to be opposite to that in the continuous model.
The position of the Ncr(C) curve under the asymptotic
line Ncr(∞) indicates that there is an universal correla-
tion attraction between the field configurations in the
system. This effect was found when the symmetry of
the ground state was analyzed using the perturbation
theory with k @ 1 [25–27].

e
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This phenomenon can be explained as follows. In
the continuous limit, there is a competition between the
bare NSE interaction and the Chern–Simons gauge
interaction in its long-wave polynomial representation.
Now, one more opponent of the bare NSE interaction—
the gauge-field action on the dispersion—appears. This
gauge-field effect reduces the derivatives of the func-
tion Ψ, so it also reduces the kinetic term in the Hamil-
tonian. Under the condition H = 0, this reduces the Ψ-
field amplitude and, therefore, Ncr . In the long-wave
approximation, a decrease in the Ψ-field amplitude in
Eq. (10) at a constant H value can only be compensated
by increasing the coupling constant g.

Expanding the operator ∆(A) in powers of deriva-
tives, we find the term

(33)

describing the long-wave representation of Laplacian (27).
It is seen from this term that several effects occur in the
system. First, the finite gauge-field values make the
coefficients appearing in Eq. (33) less than unity, i.e.,
they increase the mass of quasiparticles. Second, the
nonzero gauge-field values in the multipliers in
Eq. (33) form the field distribution ρm, n with broken
axial symmetry, which was confirmed by the numerical
calculations. In this case, the relative change in the
characteristic size of the soliton core of the field ρm, n
for C * 1 is less than two percent. Because the maxi-
mum change (Ncr(1) – Ncr(∞))/Ncr(∞) is also only a few
percent, the addition to the coupling constant in the sys-
tems with an energy scale of about 1 eV is of the order
of 100 K in physical units.

Chiral Modes

The problem of existence of the dimensional reduc-
tions of the generally nonintegrable problem (19)–(22)
[28] and the solution of static equation (15) with the use
of the method proposed in [22] and the Bäcklund trans-
formation were discussed in detail in [29, 30]. Here, we
only focus on some properties that are related to the
features of exact solutions in the spatially one-dimen-
sional systems.

The simplest one-dimensional integrable case [19]
arises when all functions in Eqs. (19)–(22) depend on
the combination ξ = a1x + a2y of the coordinates x and
y, where one of the constants a1 and a2 may be zero.
Then, for, e.g., a1 = 1 and a2 = γ, the phase α(ξ, t) of the
function Ψ(ξ, t) = ρ(ξ, t)e–iα(ξ, t) can be introduced such
that ∂ξα = (u + γv)/(1 + γ2) and ∂tα = w – u2 – v2 + (u +
γv)/(1 + γ2). In this case, the function Ψ(ξ, t) will satisfy
the (1 + 1)D NSE

, (34)

Ax
x2

2

∂
∂

cos Ay
y2

2

∂
∂

cos+

i
∂Ψ
∂t

-------- 1 γ2+( )∂
2Ψ

∂ξ2
----------+ 2C Ψ 2Ψ–=
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which has the exact solution α(ξ, t) = ,

(35)

where r0 is the integration constant.

We analyze the properties of the one-dimensional
chiral field configurations in the (1 + 1)D NSE model [31]

(36)

where nonlinearity is represented by the current j =
IΨ*∂xΨ rather that by the density |Ψ|2, as in Eq. (34).
By expressing the current density j =ρ2∂xα in terms of
the absolute value and the phase of the function Ψ =
ρeiα, we obtain the ordinary NSE, in which so-called
coupling constant g(x, t) = λ∂xα is modulated due to a
spatial change in the phase. For a traveling wave α(x, t) =
κx – ωt, the current density is j = vρ2, where v ≡ κ so
that g = λv. It follows from the condition g > 0 for soli-
ton existence that v > 0. Thus, the soliton

(37)

for which a = v  and u =  is the phase
velocity can only move rightwards, i.e., represents the
chiral field distribution.

The factor 1/  in Eq. (37) means that the soliton
velocity should be positive. In particular, the soliton
cannot be stopped. Because the velocity cannot be
changed arbitrarily, the Galilei invariance is broken in
this system.

The properties of the chiral edge modes with the lin-
ear dispersion law in a phenomenon such as the frac-
tional Hall effect are described by using the Chern–
Simons term in the Lagrangian. By applying a spatial
reduction, let us demonstrate, following [31], that the
model with the equation of motion (36) partially corre-
sponds to the Chern–Simons model (1) without the
term g|Ψ|4. We assume that all fields in Eq. (1) are inde-
pendent of the y coordinate and denote Ay = B. Then,
Lagrangian (1) transforms into the Lagrangian of the
B–F theory:

(38)
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where Fµ, ν = ∂µAν – ∂νAµ, xµ = {t, x}, and Aµ = (A0, Ax).
Since this expression does not include the kinetic term
for the fields B and Aµ, these fields can completely be
removed by choosing the phase of the field Ψ. In this
case, we obtain the Lagrangian of the system in which
all interactions disappear [see Eq. (34)]. In order for the
fields Ψ to interact with each other through the gauge
fields, the potential Aµ and the field B should be made
dynamical by adding the kinetic term of the field B to
Eq. (38). Taking the Lagrangian +B = ∂tB∂xB [29], we
obtain the sum +B + +(1 + 1), which is equivalent to the
Lagrangian

(39)

with λ = 2k2, where k is the coefficient in the Chern–
Simons action. Variation of Eq. (39) leads to the equation
of motion [31], which, after substituting Ψ(x, t) 

exp ψ(x, t) and taking into account

the continuity equation ∂t|Ψ|2 + ∂x j = 0, coincides with
Eq. (36) of the chiral model. In this case, the Galilei
noninvariance obviously arises due to the term +B.

Conclusion

The function Ψ in the NSE models analyzed above
has the meaning of the order parameter in the effective
Ginzburg–Landau theory describing some coherent
state [see Eqs. (16), (37)]. This function is a classical
variable at distances L * ξ in strongly correlated planar
lattice systems, where the spatial correlation scale ξ is
larger than the lattice constant by only one order of
magnitude. However, by calculating the momentum
Pi = ∂+/∂Ai in Eq. (1) and using the canonical Poisson
bracket for the coordinate and momentum, one obtains
the following Poisson bracket for the coordinates X ≡ Ax

and Y ≡ Ay of the system:

(40)

which reflects the noncommutative geometry of the
plane. Jackiw and Nair [32] discussed the physical con-
sequences of this geometry and demonstrated that the
second parameter in the two-parameter central exten-
sion of the Galilei group in (2 + 1) dimension is spin
s = 1/k. Duval and Horváthy [33] also examined this

effect by using Peierls substitution ∂µ + iAµ  
Eqs. (25)–(27) and Hall dynamics (21), (22).

In quantum theory, the Poisson bracket is replaced
by a commutator and the gauge potential Aµ is a vector
operator whose spatial components do not commute
with each other in the general case because of Eq. (40).
Therefore, the field Aµ can be treated as a classical vari-
able only for the state for which the right-hand side of
Eq. (40) is zero. This coherent state, which is character-

+ iΨ∗ ∂tΨ
1
2
--- ∂x i

λ
2
--- Ψ 2+ 

  Ψ
2

–=

i
λ
2
--- s Ψ s t,( ) 2d

0

x∫ 
 
 

X Y,{ } 1/k,=

e
∂µ iAµ+
ized by a reconstructed equivalence between the x and
y directions, was implied in this paper. The mechanism
of canceling the right-hand side of the commutator of
canonically conjugate quantities—the x and y compo-
nents of the translation operators—by virtue of the con-
tribution from the edge modes has been discussed by
Chen et al. [34]. However, the details of this mecha-
nism are still an open topical problem.

I am grateful to S.N. Vlasov, V.E. Zakharov,
E.A. Kuznetsov, A.G. Litvak, and V.I. Talanov for stim-
ulating discussions. This study was supported in part by
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