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Arrival directions of cosmic rays with energies E0 ≥ 1019 eV are analyzed in the supergalactic coordinates. It is
shown that increased particle fluxes arrive from the supergalactic plane and regions symmetrically adjoining it
at angles ±bSG ≈ 6.5°. Relatively high densities of clusters of galaxies and quasars, which are related to the
large-scale structure of the universe, are observed in these regions. © 2001 MAIK “Nauka/Interperiodica”.
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1. A search for the sources of primary cosmic radia-
tion (PCR) which forms extensive air showers (EASs)
of energies E0 ≥ 1019 eV is one of the most difficult
problems in studying the origin of PCR with extremely
high energies. The reason is that their fluxes are very
low. World data accumulated to date [1–5] includes
≈2500 such events. On the global scale, these data do
not contradict the isotropic distribution, although they
indicate some correlation between the arrival directions
and the galactic plane (see, e.g., [6–9]).

Stanev et al. [10] have demonstrated that cosmic
rays of energies E0 ≥ 4 × 1019 eV also show positive cor-
relation with the plane of local galactic supercluster
(Supergalaxy). To some extent, this conclusion was
corroborated by the Akeno Giant Air Shower Array
(AGASA) group [5], although a statistically significant
result was not obtained. Strong correlation between the
PCR with E0 ≥ 1019 eV and the supergalactic plane was
observed in [9, 11], where the Yakutsk EAS array data
were examined.

2. Characteristics being studied and discussion.
Below, Yakutsk data collected in 1974–2000 on the
EASs with E0 ≥ 1019 eV and zenith angles θ ≤ 60° are
considered. These events are selected by the largest
number of detectors with an efficiency of ~100% and
provide minimum errors for the basic parameters of
EASs (axis directions and coordinates, E0, etc.). More-
over, the primary particles with such energies are least
subjected to magnetic fields, so that their arrival direc-
tions indicate the sources most trustworthy.

In Fig. 1a, the observed Nexp (histogram) and the
expected Nran (line) distributions of arrival directions of
583 showers with indicated energies are presented as
functions of their arrival latitude bSG in the supergalac-
tic coordinates (the equatorial coordinates of the north
pole of the Supergalaxy are α = 286.2° and δ = 14.1°)
0021-3640/01/7307- $21.00 © 20313
with step ∆bSG = 2°. Figure 1b shows the deviations
nσ = (Nexp – Nran)/σ of the number of detected occur-
rences from their expected number in standard units

σ = . In my opinion, this representation is most
convenient because it equalizes the statistics in differ-
ent ∆bSG intervals and reflects the pattern as a whole.

The Nran values were found from the following
drawing of occurrences randomly distributed over the
celestial sphere. For each shower, 500 directions in the
supergalactic coordinates were obtained through
replacing the measured real arrival time and azimuth by
random values (in the horizontal coordinate system of
the array). The resulting distributions of random occur-
rences were then normalized in magnitude to the real
distributions.

Figure 1 demonstrates that the enhanced PCR fluxes
are observed from the supergalactic disk (|∆bSG | ≤ 2°)
and from the regions symmetrically adjoining it at
angles ±bSG ≈ 6°–7° (peaks 2 and 3). They are particu-
larly pronounced on the background of the symmetri-
cally arranged neighboring dips ≈–1σ at |∆bSG | =
12°−20°.

Let us focus on these details of distributions and
leave aside for a while the other properties. It is
believed that peaks 1–3 are not accidental. This is cor-
roborated by the distribution shown in Fig. 2 for 44 and
50 showers with energies E0 ≥ 1019 eV taken from [1]
and reported by Nagano,1 respectively, as well as
47 showers with E0 ≥ 4 × 1019 eV taken from [5]. The
expected distribution Nran was obtained according to the
above-mentioned method through replacing the mea-
sured real right ascension by its random value in the
range 0°–360°. These showers were detected at the Vol-

1 M. Nagano, private communication, Kofu, 1990.
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cano Ranch array [1] and AGASA1 [5], which are sim-
ilar to the Yakutsk array in the detector type (scintilla-
tion counters) and methods of sampling and processing
EASs.

Peaks 1–3 are also seen in Fig. 2, although the num-
ber of occurrences in this figure is one-fourth that in
Fig. 1. The peaks are merely shifted leftward from 0 by
≈–2°. This shift may be of accidental character. The
mutual arrangement of the peaks is the same as in
Fig. 1. The other details of these distributions also coin-
cide to some extent.

Fig. 1. Distributions of 583 showers with E0 ≥ 1019 eV and
zenith angles θ ≤ 60° detected at the Yakutsk EAS array as
functions of their arrival latitude in the supergalactic coordi-
nates with step ∆bSG = 2°. (a) Nexp is experimental data, and
Nran is the distribution expected for an isotropic flux;

(b) nσ = (Nexp – Nran)/ ; 1–3 are the peaks near the

supergalactic plane.

Nran

Fig. 2. The same as in Fig. 1, but for 141 showers detected
at the Volcano Ranch array [1] and AGASA1 [5].

n σ

bSG

n σ

bSG
The observations and the theory indicate (see, e.g.,
[12]) the presence of large (100–130 Mpc) voids sepa-
rated by comparatively thin (20–30 Mpc) layers in the
universe. These layers concentrate up to 60–80% of
galaxies that tend to group into elongated and oblate
superclusters. One of them is the Supergalaxy under
consideration (with diameter 50–60 Mpc). Many super-
clusters are likely joined together to form a unified cel-
lular structure of the universe [12].

Based on an analysis of the correlations between the
arrival directions of cosmic rays with E0 ≥ 1018 eV and
the galactic and supergalactic planes, it was assumed in
[9] that the particles with these energies are predomi-
nantly of an extragalactic origin and are electrically
neutral. This is corroborated by the results presented in
Figs. 1 and 2, which reflect, to some extent, the distri-
bution of the PCR sources in the ordered structure of
the universe.

Splitting of the PCR arrival directions into peaks 1–3
can be treated as a corroboration of the adiabatic (“pan-
cake”) Zel’dovich theory [13], in which the geometry
of metagalactic structures is characterized by the pres-
ence of giant planar structures separated by large
(~105 Mpc) volumes almost free of galaxies.

Let us consider some universe objects that can clar-
ify the origin of peaks 1–3. Figure 3 (upper panel)
shows the latitudinal distribution of 49 superclusters in
the supergalactic coordinates. These superclusters are
localized in the region of galactic latitudes bG > 30° and
at distances of 100–500 Mpc [14]. This sample is com-
plemented by 52 randomly chosen clusters and bright
galaxies at distances of ≥10 Mpc [15, 16]. In this figure,
peaks 2 and 3 are also seen near the supergalactic plane.
Although these peaks may be ≈1.5° closer to the super-
galactic plane, they approximately coincide with the
respective peaks in Figs. 1 and 2. Note that peak 2
includes the central part of the Virgo supercluster and
peak 3 includes the Coma Berenices supercluster,
which involve several galactic clusters at various dis-
tances up to ~1000 Mpc [12].

Figure 3 (lower panel) shows the distribution of
131 quasars [17] with red shifts z ≤ 0.2 [at distances of
≤800 Mpc for H = 75 km/(s Mpc)]. Peaks 2 and 3 coin-
ciding with the respective peaks in Fig. 1 are clearly
seen in this figure. This may indicate that PCR with
energies of interest originates from quasars. The
absence of peak 1 in Fig. 3 is possibly due to the fact
that the optical radiation from quasars is absorbed by
denser matter in the supergalactic plane. For cosmic
rays of ultrahigh energies, the universe structure is
more transparent.

The data considered above confirm that the matter
structure in the universe is ordered on the cosmological
scale. Einasto et al. [18] assume that this structure may
be of the three-dimensional checkerboard type. Peaks 2
and 3 indicate that noticeable concentrations of the gal-
axy and quasar clusters, where cosmic rays of
extremely high energies are possibly generated, are
JETP LETTERS      Vol. 73      No. 7      2001
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present at an angular distance of ≈6°–7° on either side
of the supergalactic plane.

Let us estimate the transverse dimensions of the
structures (that may relate to peaks 2 and 3) from the
relationship D ≈ 2r 6.5°) for quasars. According to
[19], the sample of quasars with z ≤ 0.2 has a distribu-
tion peak at 〈z〉  = 0.14. It follows that r = c〈z〉/H =
560 Mpc, where c is the speed of light and H =
75 km/(s Mpc). The resulting value D ≈ 127 Mpc
agrees with the above-mentioned dimensions of voids
in the cellular structure of the universe [12].

Note that peaks 2 and 3 in Fig. 3 (lower panel) are
observed for different red shifts of quasars (see Fig. 4).
This likely indicates the global scale of the preferential
directions near the supergalactic plane in the universe.
Moreover, Fig. 4 shows additional peaks, which are
likely due to other fragments of the large-scale struc-
ture of the universe.

3. In summary, the Yakutsk EAS array data, the data
from [1, 5], and the Nagano data1 for PCR of energies
E0 ≥ 1019 eV corroborate the correlation found in [9, 11]
between the arrival direction of PCR and the superga-
lactic plane. In this study, a finer structure (peaks 1–3)
in the distribution of PCR of extremely high energies is
found.

Peaks 2 and 3 at angles ±bSG ≈ 6°–7° with respect to
the supergalactic plane are also observed in the galaxy
and quasar clusters. The distributions also exhibit other
peaks coinciding with each other. One of them at bSG ≈
66°–68° is noteworthy. This suggests that the peaks are
not accidental.

The above features of cosmic rays with extremely
high energies require further in-depth investigation,

(tan

Fig. 3. Latitudinal distributions in the supergalactic coordi-
nates of (GAL) 49 superclusters [14] and 52 clusters and
bright galaxies [15, 16] and (QSO) 131 quasars with red
shifts z ≤ 0.2 [17]. For peaks 2 and 3, see Fig. 1.

bSG
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and it will be continued. Even now, one can state that
the basic sources of particles with these energies are
most likely beyond the Galaxy. Their positions in the
space are likely associated with the large-scale struc-
ture of the universe.

This work was supported by the Ministry of Science
of the Russian Federation (support for the Yakutsk
complex EAS array included under no. 01-30 in the
“Register of Unique Research and Experimental Instru-
ments of National Significance”).
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A generalization of the parton-like formula is used for the first time to find the differential distributions in the
inclusive semileptonic weak decays of the B meson. The main features of this new approach are the treatment
of the b quark as an on-mass-shell particle and the inclusion of the effects arising from the b-quark transverse
motion in the B meson. Using the b-quark light-front (LF) distribution function related to the equal time
momentum wave function taken from the ACM model, we compute the electron energy spectra and the total
semileptonic widths of the B meson. We find an impressive agreement between the electron energy spectra cal-
culated in the LF approach and the ones obtained in the ACM model, provided the b-quark mass is identified
with the average of the floating b-quark mass in the ACM model. In spite of the simplicity of the model, we
obtain a fairly good description of the CLEO data for |Vcb| = 0.042. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 13.20.He; 12.39.Ki; 14.40.Nd
1 1. INTRODUCTION

Study of the leptonic spectra in weak semileptonic
B  Xc(Xu)lνl decays2 is important to extract |Vcb | and
|Vub |. The latter plays an important role in the determi-
nation of the unitarity triangle. Since the b quark is
heavy compared to the QCD scale, the inclusive semi-
leptonic B decays can be treated with the help of an
operator product expansion (OPE) combined with the
heavy-quark expansion (HQE) [1]. The result (away
from the endpoint of the spectrum) is that the inclusive
differential decay width dΓ/dE may be expanded in
Λ/mb, where Λ is a QCD-related scale of order
500 MeV, and mb is the mass of the heavy quark. The
leading term (zeroth order in Λ/mb) is the free-quark
decay spectrum, the subleading term vanishes, and the
subsubleading term involves parameters from the
heavy quark theory, but should be rather small, as it is
of order (Λ/mb)2. However, near the end point, the 1/mb

expansion has to be replaced by an expansion in twist.
To describe this region, one has to introduce a so-called
“shape function,” which in principle introduces a large
hadronic uncertainty. This is quite analogous to what
happens for the structure function in deep inelastic
scattering in the region where the Bjorken variable
xB  1. A model-independent determination of the
shape function is not available at the present time;
therefore, a certain model dependence in this region

1  This article was submitted by the authors in English.
2 Throughout this paper, we use the charge conjugated notations.
0021-3640/01/7307- $21.00 © 20317
seems to be unavoidable unless lattice data become rea-
sonably precise.

As to phenomenological analyses of the photon
spectra up to now, they have been solely based on the
ACM model [2, 3]. Various light-front (LF) approaches
to the consideration of the inclusive semileptonic tran-
sitions were suggested in [4–7]. In [4, 5] the Infinite
Momentum Frame prescription, pb = ξPB, and, corre-

spondingly, the floating b-quark mass,  = ,
have been used. The transverse b-quark momenta were
consequently neglected. In [7], the b quark was consid-
ered as an on-mass-shell particle with the definite mass
mb, and the effects arising from the b-quark transverse

motion in the  meson were included. The correspond-
ing ansatz of [7] reduces to a specific choice of the pri-

mordial LF distribution function , which
represents the probability of finding a b quark carrying
an LF fraction ξ and a transverse momentum squared

 = |p⊥ |2. As a result, a new parton-like formula for
the inclusive semileptonic b  c, u width has been
derived [7], which is similar to the one obtained by
Bjorken et al. [8] in case of infinitely heavy b and c
quarks.

In this paper, we use the techniques developed in [7]
to evaluate the nonperturbative corrections to the lepton
spectrum in the inclusive B  Xclνl decays. We strive
to implement the binding and the B-meson wave-func-
tion effects on the lepton energy spectrum. The main
purpose of the paper is to confront the lepton spectra

mb
2 ξ( ) ξ2MB

2

B

ψ ξ p⊥
2,( ) 2

p⊥
2
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and the total semileptonic decay widths calculated in
the LF and ACM approaches. We find that the discrep-
ancy between the two is very small numerically.

2. ACM VERSUS LF

The decay spectrum in the ACM model is deter-
mined by the kinematic constrains on the b quark. It
incorporates some of the corrections related to the fact
that the decaying b quark is not free but in a bound
state. The model treats the B meson with mass mB as
consisting of the heavy b quark plus a spectator with
fixed mass msp; the latter usually represents a fitting
parameter. The spectator quark has a momentum distri-
bution φ(|p|), where p is its three-dimensional momen-
tum. The momentum distribution is usually taken to be
Gaussian:

(1)

which is normalized so that the integral over all
momenta of φ(|p|)p2 is unity. The energy–momentum
conservation in the B-meson vertex implies that the

b-quark energy Eb = mB – , where mB is the
mass of the B meson; thus the b quark cannot possess a
definite mass. Instead, one obtains a “floating” b-quark

mass  =  +  – 2mB  that depends
on |p|. The lepton spectrum is first obtained from the

spectrum (mf , E ')/dE ' of the b quark of invariant

mass  (in the b-quark rest frame) and then boosting
back to the rest frame of the B meson and averaging
over the weight function φ(|p|) (further details can be
found in the original work [3]).

The LF approach differs from that of the ACM
model in two respects. First, similar to the ACM model,
the LF quark model treats the beauty meson B as con-
sisting of the heavy b quark plus a spectator quark.
Both quarks have fixed masses mb and msp, though. This
is at variance with the ACM model, which has been
introduced in order to avoid the notion of the heavy-
quark mass at all. Secondly, the calculation of the dis-
tribution over lepton energy in the LF approach does
not require any boosting procedure but, instead, is
based on the standard Lorentz-invariant kinematic
analysis (see, e.g., [9]), which we now briefly discuss.

There are three independent kinematic variables in
the inclusive phenomenology, for which we choose the
lepton energy El, q2, where q = pl + , and the invari-

ant mass  = (pB – q)2 of a hadronic state. Introducing

the dimensionless variables y = 2El/mB, t = q2/ , and

φ p( ) 4

πp f
3

------------- p

p f
2

------–
2

 
  ,exp=

p2 msp
2+

mb
f( )2

mB
2 msp

2 p2 msp
2+

dΓb
0( )

mb
f

pνl

MX
2

mB
2

s = , the differential decay rate for semileptonic
(SL) B decay can be written as

(2)

where the structure functions Wi = Wi(s, t) appear in the
decomposition of the hadronic tensor Wαβ in Lorentz
covariants [9]. The ellipsis in Eq. (2) denotes the terms
proportional to the lepton mass squared. The kinematic
limits of integration can be found from the equation

(3)

They are given by 0 ≤ y ≤ ymax = 1 – ,

where  is the minimal mass of the hadronic state
Xc, smax = 1 + t – (y + t/y), and tmax = y(1 – (1 –
ymax)/(1 − y)).

3. LIGHT-CONE DISTRIBUTION
FUNCTIONS

In a parton model, we treat inclusive semileptonic
B  Xclνl decay in a direct analogy to deep inelastic
scattering. Specifically, we assume that the sum over all
possible charm final states Xc can be modeled by the
decay width of an on-shell b quark into on-shell c quark
weighted by the b quark distribution. Following the
above assumption, the hadronic tensor Wαβ is written as

(4)

where

(5)

with Oα = γα(1 – γ5). The factor 1/ξ in Eq. (4) comes
from the normalization of the B-meson vertex [10].

Equation (4) amounts to averaging the perturbative
decay distribution over the motion of a heavy quark gov-

erned by the distribution function f(x, ) = .
In this respect, our approach is similar to the parton
model in deep inelastic scattering, although it is not

MX
2 /mB

2

dΓSL

dy
-----------

GF
2 mB

5

64π3
-------------- Vcb

2 t sd

s0

smax

∫d

0

tmax

∫=

× tW1
1
2
--- y 1 t s–+( ) y2 t––[ ]W2+





+ t
1 t s–+

2
------------------- y– W3 …+





,

s
1 y–
----------- t

y
--+ 1.≤

mXc

min( )/mB( )2

mXc

min( )

Wαβ wαβ
cb( ) pc pb,( )δ pb q–( )2 mc

2–[ ]∫=

×
ψ ξ p⊥

2,( ) 2

ξ
--------------------------θ εc( )dξd2 p⊥ ,

wαβ
cb( ) pc pb,( ) 1

2
--- ucOαub ubOβ

+uc,⋅
spins

∑=

p⊥
2 ψ x p⊥

2,( ) 2
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really a parton model in its standard definition. The nor-
malization condition reads

(6)

The function θ(εc), where εc is the c-quark energy, is
inserted in Eq. (4) for consistency with the use of the
valence LF wave function in calculating the b-quark
distribution in the B meson.

Since we do not have an explicit representation for
the B-meson Fock expansion in QCD, we will proceed

with making an ansatz for ψ(ξ, ). This is a model-
dependent enterprise but has a close equivalent in stud-
ies of electron spectra using the ACM model. We
choose the momentum–space structure of an equal-
time (ET) wave function φ(|p|) as in Eq. (1). We convert
from ET to LF momenta by leaving the transverse
momenta unchanged and setting

(7)

for both b quark (i = b) and quark spectator (i = sp). The
longitudinal LF momentum fractions ξi are defined as

ξsp = , ξb = , with ξb + ξsp = 1. In the

B-meson-rest frame,  = mB. Then, for the distribu-

tion function  (ξ = ξb) normalized according

to Eq. (6), one obtains3 

(8)

where

(9)

3 On the same footing, one can consider |p| in Eq. (1) as the relative
momentum between heavy and light quarks. In this case, it is more
convenient to use the quark–antiquark-rest frame instead of the
B-meson-rest frame. Recall that in the LF formalism these two
frames are different. Then, the longitudinal LF momentum frac-

tions ξi are defined as ξsp =  and ξb = , where the

free mass M0 is M0 =  + , with p2 =  +

 and pz = ξ – M0 – (  – )/2M0. In this case, the

explicit form of |∂pz/∂ξ| is given, e.g., by Eq. (10) in [6]. We have
checked that numerically both approaches yield identical results
for the electron spectra.

π ξ p⊥
2 f ξ p⊥

2,( )d∫d

0

1

∫ 1.=

p⊥
2

piz
1
2
--- pi

+ pi
––( ) 1

2
--- pi

+ pi⊥
2 mi

2+

pi
+

--------------------–
 
 
 

= =
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+ /PB

+ pb
+/PB

+
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+

ψ ξ p⊥
2,( ) 2
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+

/M0 pb
+
/M0

mb
2 p2

+ msp
2 p2

+ p⊥
2

pz
2 -

 1
2
---

 mb
2

msp
2

ψ ξ p⊥
2,( ) 2 4

πp f
3

-------------
p⊥

2 pz
2+

p f
2

------------------–
 
 
  ∂pz

∂ξ
-------- ,exp=

pz
2 ξ p⊥

2,( ) 1
2
--- 1 ξ–( )mB

p⊥
2 msp

2+
1 ξ–( )mB

------------------------– 
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∂pz

∂ξ
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1
2
--- mB

p⊥
2 msp

2+

1 ξ–( )2mB

--------------------------+
 
 
 
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The calculation of the structure functions Wi(t, s) in
the LF parton approximation (4) is straightforward. The
result is

(10)

where wi(s, t, ξ, ) are the structure functions for the
free-quark decay. For further details, see Appendix in
[7]. Equation (10) differs from the corresponding
expressions in [4] and [5] by the nontrivial dependence

on , which enters both  and argument of
the δ function. For further details, see [7].4 

4. RESULTS
Having specified the nonperturbative aspects of our

calculations, we proceed with presenting numerical
results for the lepton spectrum in the decay B 
Xceνe. Our main computation refers to the case msp =
0.15 GeV and mc = 1.5 GeV, as chosen in [11].

The choice of mb in our approach deserves some
comments. In the ACM model, it was shown [11, 12]
(see also [13]) that the corrections to the first order in
1/mb to both the inclusive semileptonic width and the
regular part of the lepton spectrum can be absorbed into

the definition of the quark mass:  = , where

 is the value of the floating mass averaged over the
distribution φ(|p|).

The choice of mb in the LF approach was first
addressed in the context of the LF model for b  sγ
transitions in [14]. Using the scaling feature of the pho-

ton spectrum in the LF model, it was suggested that 
can be defined from the requirement of vanishing of the
first moment of the distribution function. This condi-
tion coincides with that used in HQE to define the pole
mass of the b quark. In this way, one avoids an other-
wise large (and model-dependent) correction of order
1/mb, though at the expense of introducing the shift in
the constituent quark mass, which largely compensates
the bound-state effects. It has also been demonstrated

that the values of  found by this procedure agree

well with the average values  in the ACM model.
The photon energy spectra calculated in the LF
approach were found to agree well with the ones
obtained in the ACM model.

Accepting the identification  = , we are
now in position to check whether this result holds for
the description of other channels like b  c. We find
again a good agreement between the LF and ACM

4 Note that the expressions for wi in [7] miss an extra factor of 2.

Wi t s,( ) wi s t ξ p⊥
2, , ,( )δ pb q–( )2 mc

2–[ ]∫=

×
ψ ξ p⊥

2,( ) 2

ξ
--------------------------θ εc( )dξd2 p⊥ ,

p⊥
2

p⊥
2 ψ ξ p⊥

2,( ) 2

mb
ACM mb

f〈 〉

mb
f〈 〉

mb
LF

mb
LF

mb
f〈 〉

mb
LF mb

ACM
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For the values of pf in column (1), we display the average value of the floating b-quark mass  (both in units of GeV) in

the second column and the total semileptonic width of the free b quark (in units of ps–1) in the third column. In the fourth and
fifth columns, we compare the total semileptonic widths calculated in the ACM and LF approaches, respectively. In all cases,
msp = 0.15 and mc = 1.5 GeV and the radiative corrections are neglected. In the sixth and seventh columns, we give the fractional
deviation in percent between the semileptonic widths determined in the LF and ACM models and that of a free quark. A momen-
tum distribution of the b quark is taken in the standard Gaussian form (1) with the Fermi momentum pf. |Vcb| = 0.04

pf δACM δLF

0.1 5.089 0.1007 0.1005 0.1005 0.2 0.2

0.2 5.004 0.0906 0.0902 0.0901 0.4 0.5

0.3 4.905 0.0799 0.0792 0.0789 0.9 1.2

0.4 4.800 0.0696 0.0688 0.0682 1.1 2.0

0.5 4.692 0.0602 0.0592 0.0584 1.7 3.0

mb
f〈 〉

mb
f〈 〉 ΓSL

b ΓSL
ACM ΓSL

LF
results, but now for the semileptonic b  c decays.
The results of our computations of electronic spectra
and semileptonic widths are reported in Fig. 1 and the
table using |Vcb| = 0.04. Different curves in Fig. 1 cor-
respond to different values of pf . For each case, we
show separately the inclusive differential semileptonic
decay widths for the LF and ACM models and the free-
quark decay. The quark-decay spectra vanish for y >

(mb/mB)(1 – ), whereas the physical endpoint is

ymax = 1 – , where mD is the mass of the D
meson. In the LF approach, the endpoint for the elec-

tronic spectrum is in fact not ymax but  = 1 –

. This is the direct consequence of the  inte-

gration in Eq. (10) [7]. Note that  coincides with

 with an accuracy of ~msp/mB. For mc ~ 1.5 GeV,

the difference between  ~  and ymax is on the
order of 10–2. Another possibility advocated in [6] is to
sum the electron spectra from the exclusive B  D,
D* channels and from the inclusive B  Xc channels,
where Xc is the hadronic state with mass  ≥ mD*.
Such a “hybrid” approach will be considered else-
where.

In the table, for different values of pf , we give the
corresponding values of the total semileptonic width

for a free quark with mass mb =  and the B-meson
semileptonic widths calculated using the LF and ACM
approaches, respectively. In the last two columns, we

give the fractional deviation δ = ∆ΓSL/  (in percent)
between the semileptonic widths determined in the LF
and ACM models and that of the free quark. The agree-
ment between the LF and ACM approaches for the elec-
tronic spectra is excellent for small pf , as is exhibited in
Fig. 1. A similar agreement also holds for integrated
rates shown in the table. This agreement is seen to

mc
2/mb

2

mD
2 /mB

2

ymax
LF

mc
2/mB

2 p⊥
2

ymax
LF

ymax
ACM

ymax
LF ymax

ACM

mXc

mb
f〈 〉

Γ SL
b

break down at pf ≥ 0.4 GeV, but even for pf ~ 0.5 GeV
the difference between the ACM and LF inclusive
widths is still small and is on the order of a percent
level.

Finally, we calculate the b  c spectrum and com-
pare it with the experimental data from the CLEO col-
laboration [15]. This is a direct calculation of the spec-
trum and not a χ2 fit. We briefly investigated the sensi-
tivity of the electronic spectra to the other parameters
of the models and found that the choice pf = 0.4 GeV,
mc = 1.5 GeV, msp = 0.15 GeV is quite acceptable.

We display the results in Fig. 2, where three theoret-
ical curves are presented for the LF, ACM, and free-
quark models. In these calculations, we have implicitly
included the O(αs) perturbative corrections arising
from the gluon Bremsstrahllung and one-loop effects,
which modify an electron energy spectra at the partonic
level (see, e.g., [16] and references therein). It is cus-
tomary to define a correction function G(x) to the elec-

tronic spectrum  calculated in the tree approxima-
tion for the free-quark decay through

(11)

where x = 2E/mb. The function G(x) contains the loga-
rithmic singularities ~ln2(1 – x) which appear for mc =
0 at the quark-level endpoints xmax = 1. This singular
behavior at the endpoint is clearly a signal of the inad-
equacy of the perturbative expansion in this region. The
problem is solved by taking into account the bound-
state effects [4]. Since the radiative corrections must be
convolved with the distribution function, the endpoints
of the perturbative spectra are extended from the quark
level to the hadron level and the logarithmic singulari-
ties are eliminated. In actual calculations, we neglect
the terms ~ρ in G(x) and take this function from [16]
[Eq. (4.10)].

dΓb
0( )

dΓb

dx
---------

dΓb
0( )

dx
------------ 1

2α s

3π
--------G x( )– 

  ,=
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Fig. 1. The inclusive differential semileptonic decay widths
dΓSL/dEe in units ps–1 GeV–1 for the LF model (thick solid
lines), ACM model (thin solid lines), and the free-quark
decays (dashed lines). The parameters are pf  = 0.2–0.5 GeV,
msp = 0.15 GeV, and mc = 1.5 GeV; |Vcb| = 0.04.

Fig. 2. The predicted electron energy spectrum compared
with the CLEO data [15]. The calculation uses pf  = 0.4 GeV,
mb = 4.8 GeV, mc = 1.5 GeV, and αs = 0.25 for the perturba-
tive corrections. Thick solid line is the LF result, thin solid
line is the ACM result, and dashed line refers to the free-
quark decay. The spectra are normalized to 10.16, 10.23,
and 10.36%, respectively. |Vcb| = 0.042.
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The agreement with the experimental data is good.
Using |Vcb| = 0.042 for the overall normalization,5 we
obtain for the semileptonic branching ratios

(12)

in agreement with the experimental finding [15] BRSL =
10.49 ± 0.17 ± 0.43%.

5. CONCLUSIONS
We have applied a new LF formula [7] to calculate

the partial electronic spectra in semileptonic B decays.
Using the ET and LF b-quark distribution functions
related by a simple kinematic transformation, we com-
pared the LF and ACM models by computing the b  c

decays for  = . A summary of our results pre-
sented in the table and Fig. 1 shows a good agreement
between the results of the two models. We have also
calculated (Fig. 2) the b  c spectrum including the
perturbative corrections and found an agreement with
the experimental data from the CLEO collaboration
[15]. A more detailed fit to the measured spectrum can
impose constraints on the distribution function and the
mass of the charm quark. Such a fit should also account
for the detector resolution.

The same formulas can also be applied to nonlep-
tonic B-decay widths (corresponding to the underlying
quark decays b  cq1q2), thus making it possible to
calculate the B lifetime. A preview of this calculation
can be found in [18]. It would be interesting to check
whether the effective values of the b-quark mass can
prove to be approximately the same for different quark
channels and for different beauty hadrons. This work is
in progress, and the results will be reported elsewhere.

We thank Marco Battaglia and Pepe Salt for discus-
sions and Karen Ter-Martirosyan for interest in this
work. This work was supported in part by the Russian
Foundation for Basic Research, project nos. 00-02-
16363 and 00-15-96786.
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The interaction with a quantum mode of a high-Q cavity is considered for a two-level atom uniformly moving
along the classical trajectory. The method of dressed states is employed to deduce the recursion relation for the
probability of atomic transition with photon emission. It is shown that the dependence of the transition proba-
bility on the position of a moving atom in the cavity and the magnitude of this probability are qualitatively influ-
enced by the ratio between the Doppler shift of transition frequency and the Rabi frequency of atom–field sys-
tem. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 32.80.-t; 42.50.Ct
The Hamiltonian of a system consisting of a two-
level atom moving along the classical trajectory and a
single standing-wave mode of quantized electromag-
netic field in a cavity [1] can be written in the form

(1)

where the operator of atom–field interaction in the
rotary-wave approximation

is written through the operators σ– = |↓〉〈↑〉  and σ+ =
|↑〉〈↓〉  of transition between the upper |↑〉  and lower |↓〉
atomic states. The inversion operator is written as
σz|↑〉〈↑〉 – |↓〉〈↓〉 , where a+(a) is the field creation (anni-
hilation) operator.

The coupling constant for an atom moving along the
trajectory x(t) in a field has the form [2–5]

(2)

where kC = ωC/c is the cavity mode wavevector, d is the
dipole transition moment of a two-level atom, and V is
the cavity volume. For a uniform motion of atomic cen-
ter of mass with velocity v (the case considered in this
work), the coupling constant is

(3)

H t( ) "ωCa+a
"ωA

2
----------σz

"g t( )B+ +=

=  " C1 C2 t( )+( ),

B a+σ– σ+a+=

g t( ) g0 kCx t( )( ), g0cos d
2πωA

"V
-------------,= =

g t( ) g0 ΩDt ∆Ωt+( ), ΩDcos
v
c
----ωA,= =

∆Ω v
c
----∆ω,=
0021-3640/01/7307- $21.00 © 20323
where ΩD is the atomic Doppler shift and ∆ω = ωC – ωA

is the detuning of the atomic frequency from the cavity
frequency.

Hamiltonian (1) can be represented as a sum
"(C1 + C2(t), where

(4)

One can readily verify that the operators C1 and C2(t)
commute at any instant of time. Acting on the basis-set
vectors |n, j 〉 ≡ |n〉| j 〉  by operators C1 and C2(t), where
|n〉  is the Fock basis for the field states and j = ↑  and ↓ ,
one can easily see that C1 is diagonal in the |n, j 〉  basis
with eigenvalues ωC(n ± 1/2), while C2(t) is nondiago-
nal. By using the basis set of C1 eigenvectors, one can
determine the basis in which both C1 and C2(t) are diag-
onal [1]; evidently, H(t) is also diagonal in this case.
This basis will be taken in the form of the following lin-
ear combinations of the |n, j 〉  elements:

(5)

If the cavity field is absent at zero time t = 0, then n = 0
and |+, 0〉 t, and |–, 0〉 t.

Acting on the elements of this dressed basis by the
C1 operator, one gets

(6)

i.e., the |±, 0〉 t states are the degenerate eigenstates of
this operator. Let us now act on |±, 0〉 t by C2(t) and

C1 ωC a+a
σz

2
-----+ 

  , C2 t( ) g t( )B
∆ω
2

--------σz.–==

+ n,| 〉 t θn t( ) n 1 ↓,+| 〉cos θn t( ) n ↑,| 〉 ,sin+=

– n,| 〉 t – θnsin t( ) n 1 ↓,+| 〉 θncos t( ) n ↑,| 〉 .+=

C1 ± n,| 〉 t ωC n
1
2
---+ 

  ± n,| 〉 t;=
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require that C2(t) be diagonal in this basis; i.e.,

(7)

one then has from Eq. (5) for the Rabi frequency

(8)

In the basis of dressed states diagonalizing the Hamil-
tonian H(t), one has

(9)

Making use of Eq. (5) and the fact that the dressed basis
is orthonormalized, one finds for the relation between
the |±, n〉 t and |n, j 〉  sets at a fixed instant of time

(10)

The elements of the parametrically time-dependent
basis of dressed states are not orthonormalized for dif-
ferent instants of time, and this should be taken into
account in the subsequent calculations. The relations
between the elements of the dressed basis for different
instants of time are (∀ t1 ≠ t2)

(11)

In the Schrödinger representation, the time evolution of
an atom interacting with field is described by the prop-
agator (evolution operator) U(t, t0) in such a way that
the state vector at time t has the form

(12)

Let us partition a finite time interval [t0, t] into a large
number M @ 1 of small subintervals ∆t and assume that
the time dependence of the total Hamiltonian can be
ignored within each of these subintervals. Then the
time evolution of the system is described by the propa-
gator

(13)

C2 t( ) ± n,| 〉 t Ω± n,
R( ) t( ) ± n,| 〉 t;=

Ω+ n,
R( ) t( ) Ω– n,

R( ) t( )–
∆ω
2

-------- 
 

2

g2 t( ) n 1+( )+ ,= =

θn t( ) 1
2
--- 2g t( )

∆ω
------------- n 1+ 

  .arctan=

H t( ) ± n,| 〉 t

"ωC

2
---------- "Ω± n,

R( ) t( )+ 
  ± n,| 〉 t=

≡ "Ω± n, t( ) ± n,| 〉 t.

n 1+ ↓,| 〉 θn t( ) + n,| 〉 t θn t( ) – n,| 〉 t,sin–cos=

n ↑,| 〉 θn t( ) + n,| 〉 tsin θncos t( ) – n,| 〉 t.+=
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θn t2( ) θn t1( )–( )cos + n,| 〉 t2
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,sin
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θn t2( ) θn t1( )–( )sin + n,| 〉 t2

=

+ θn t2( ) θn t1( )–( )cos – n,| 〉 t2
.

ψ t( )| 〉 U t t0,( ) ψ t0( )| 〉 .=

ψ t( )| 〉 e
i
"
--H tM( )∆t–

e
i
"
--H tM 1–( )∆t–

…e
i
"
--H t1( )∆t–

ψ t0( )| 〉 ,=

∆t
t

M
-----.=
In what follows, the atom is assumed to be in the
excited state at the initial time t0 = 0, while the field is
assumed to be in the vacuum state; i.e., |ψ(t0 = 0)〉 = |0, ↑〉 .

By using Eqs. (12), (13), and (8) and employing
Eqs. (9) and (10), one arrives at the following recursion
relation for the state of the system at the final instant of
time:

(14)

where the A±, M quantities are evaluated using the recur-
sion relations

(15)

for any 0 < j ≤ M and

(16)

The probability of atomic transition to the lower state
with emission of a photon into the cavity mode is then
given by

(17)

One can easily see that, when using Eq. (17) in calcula-

tions, the replacement Ω+, 0(t)  (t) in
Eqs. (15) and (16) will not change the result.

The assumption about classical character of atomic
motion in a cavity sets certain limits on the atomic
velocity and mass. In the further calculations with the
use of formulas derived above, it will be assumed that
the de Broglie wavelength λ = h/mv (m is atomic mass)
is much shorter than the wavelength λ = 2π/kC of the
cavity mode; i.e., the atomic mass and/or the velocity of
its center of mass is large. The assumption about the
uniformity of atomic movement, i.e., the neglect of
photon-emission recoil momentum, also implies that
the coupling energy \g0 is small in comparison with the
kinetic energy mv2/2 of the atomic center of mass.
A detailed analysis of the applicability of the classical
approximation to the problem of interaction of an atom
moving in a cavity is given, e.g., in [3].

It is also assumed that the cavity Q factor is suffi-
ciently large for the time of interaction between atom
and field to be shorter than γ–1, where γ is field dissipa-
tion rate due to mirror loss. These assumptions corre-

ψ t tM=( )| 〉 A+ M, + 0,| 〉 t tM= A– M, – 0,| 〉 t tM= ,+=

A+ t j, e
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+ ∆θ0 j,( )A– t j 1–, ),sin

A– t j, e
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∆θ0 j,( )sin– A+ t j 1–,(=

+ ∆θ0 j,( )A– t j 1–, ),cos

∆θ0 j, θ0 t j( ) θ0 t j 1–( )–≡

A+ t1, θ0 ∆t( )( )e
iΩ+ 0, ∆t( )∆t–
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A– t1, θ0 ∆t( )( )cos e
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spond to a micromaser configuration in [6–12], where
the Jaynes–Cummings model was used.

As is well known, the probability of photon emis-
sion by a quiescent atom in an electromagnetic vacuum
oscillates in time with vacuum Rabi frequency

If the atomic frequency is detuned from the frequency
of cavity mode by ∆ω ! ∆g0, then the transition prob-
ability (in our case it is equal to the mean number of
photons in the cavity) is given, according to [2], by the
simple expressions

(18)

Calculations by Eqs. (16) and (17) show that the time
behavior of transition probability for a moving atom
strongly depends on the ratio between the velocity of
center of mass, coupling constant, and frequency
detuning. Depending on the ratio between these quan-

tities, ξ = ΩR/ΩD, and ΩR = , the Rabi
oscillations in the time dependence of emission proba-
bility may be absent. At ξ ! 1, the probability of pho-
ton emission by the atom and its escape from the cavity
in the lower state may be low even for large coupling
constants and small detunings (Fig. 1). In this case, the
oscillation frequency of transition probability corre-
sponds to the (1/ξ)th harmonic of the Rabi frequency
and the probability magnitude decreases as ξ2. As fol-
lows from Eq. (18), the transition probability at ξ ! 1

is equal to sin2(ΩDt); i.e., the oscillation fre-
quency is determined by the Doppler shift of atomic
frequency.

The condition for the occurrence of Rabi-type prob-
ability oscillations is the Doppler resonance ξ = 1
(Fig. 2). According to Eq. (18), in this case P ≤ sin2(1).

If ξ > 1, i.e., if the Doppler shift is smaller than the
Rabi frequency, the maximum transition probability is
unity, as for the atom at rest. One can see from Fig. 3a
that the oscillations with Rabi frequency are absent for
ξ = 2, but they are regained near the field antinodes with
an increase in ξ (Figs. 3b, 3c). As expected, the usual
Rabi oscillations occur at ξ @ 1, but, for a finite atomic
velocity, only near the antinodes of cavity field.

At present, the theory of micromasers [6–9] appeals
to the Jaynes–Cummings model for a quiescent atom.
A comparison with the experiment shows [8–13] that
the predictions of this theory do not necessarily agree
with the experiment. For example, the photon statistics
of maser radiation was studied experimentally in [12]
for the atomic transition frequency ωA = 21.5 GHz, cav-
ity length L = 2.4 cm, coupling constant g0 = 10 kHz,
and time L/v = 50 µs of atom flight through the cavity,
and it was found that there is a qualitative discordance

P t( )
4g0

2

∆ω2 4g0
2+

------------------------- Ω0
R( )t( ).sin

2
=

P t( ) a+ t( )a t( )〈 〉
g0
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------- ΩDt( )sin .sin
2

= =

g0
2 ∆ω/2( )2+

g0
2/ΩD

2
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between the theory and experiment. At the same time,
the agreement with theory is achieved after changing
the micromaser parameters in such a way that the time
of interaction between the atom and field is reduced to
L/v = 35 µs and the coupling constant increases to g0 ≈
44 kHz. Calculation by Eq. (17), which takes into

Fig. 1. Probability P of atomic transition from the excited
state to the lower state with photon emission vs. dimension-

less time tR = ΩRt/π (ΩR = ) for ∆ω ! g0

and ξ = ΩR/ΩD = 10–3. The cos(kCx(tR)) function is shown
in the upper part of the figure.

g0
2 ∆ω/2( )2

+

Fig. 2. (a) The same as in Fig. 1 for the regime of Doppler–
Rabi resonance ξ = ΩR/ΩD = 1. (b) Transition rate R(tR) =
dP(tR)/dtR.
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account the influence of atomic motion on the interac-
tion of the atom with the field, shows that the system
state in the latter case is close to the Doppler–Rabi res-
onance (ξ ≈ 1) and the transition probability changes
following the law resembling the usual Rabi oscilla-
tions (Fig. 2) of an atom at rest, whereas, under the
other experimental conditions, the ratio between the

Fig. 3. The same as in Fig. 1 for ξ = (a) 2, (b) 3, and (c) 10.
Rabi frequency and the Doppler shift is appreciably
smaller, ξ ≈ 0.3, so that the situation is drastically dif-
ferent from the resonance (ξ = 1) and corresponds to the
regime of energy exchange between the atom and field
similar to that shown in Fig. 1 for ξ ! 1.

The calculations also show that the effects associ-
ated with the atomic motion in a cavity must be allowed
for in the theory of micromasers for both a flat-mirror
cavity and a confocal cavity with spherical mirrors
[14, 15], as well as for micromaser schemes where the
flow of excited atoms is passed through the cavity [16].
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The behavior of the linear and nonlinear dynamic susceptibilities of a Nd0.77Ba0.23MnO3 single crystal is stud-
ied with the aim to verify whether sealing theory is applicable for describing the critical phenomena in manganites
with cubic symmetry. The experimental results obtained for the exchange temperature region (4πχ ! 1) agree well
with the theoretical predictions, whereas the appearance of magnetically ordered formations in the paramag-
netic phase is presumably due to the orbital ordering. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.40.Gb; 75.50.Cc
The critical dynamics of homogeneous magnetiza-
tion in simple cubic ferromagnets has been rather well
studied both theoretically and experimentally. The
results of these studies are in good agreement with each
other. However, the applicability of sealing theory to
the second-order magnetic phase transitions in com-
plex non-Heisenberg magnets such as manganites is
questionable. At the same time, to our knowledge, no
special experimental studies of the critical phenomena
in manganites have been carried out so far.

It is evident that the study of critical dynamics of
complex magnets should begin with the simplest sys-
tems. For this purpose, we studied the critical behavior
of the linear and nonlinear susceptibilities in the para-
magnetic phase of Nd0.77Ba0.23MnO3 manganite charac-
terized by cubic symmetry. Special attention was given
to the study of the nonlinear response to an ac magnetic
field. Below, we will show that higher harmonics are
much more singular than the linear susceptibility, mak-
ing it possible to test the applicability of sealing theory
more reliably. A good agreement between the experi-
mental and theoretical results was obtained for the tem-
perature range corresponding to the static susceptibility
4πχ0 < 1, whereas the phenomena observed at lower
temperatures were presumably due to orbital ordering.

The dynamics of homogeneous magnetization is
determined by the interactions not conserving the total
spin of the system. In the case of cubic ferromagnets,
the main interaction of this kind is, as a rule, the dipolar
interaction, which is the only one that is taken into
account in most studies of the dynamics of critical fluc-
tuations of homogeneous magnetization. In this case,
according to the existing concepts, the decay of fluctu-
ations represents a relaxation process characterized by
the critical damping coefficient Γ. In the theory of
dynamic sealing, two temperature regions are distin-
0021-3640/01/7307- $21.00 © 20327
guished depending on the relative role of the dipolar
forces: one region corresponds to the static susceptibil-
ity 4πχ0 ! 1 (exchange region), and the other corre-
sponds to 4πχ0 @ 1 (dipolar region). In the exchange
region, the characteristic energy of critical fluctuations
is Ωe ≈ kTcτ5/3, and the inverse relaxation time ΓH of
homogeneous magnetization is determined by the dipo-
lar forces and grows as the temperature approaches Tc

according to the law ΓH ∝  τ–1 [1], where τ = (T – Tc)/Tc

is the relative temperature.
In the dipolar region, the characteristic energy of

critical fluctuations and the inverse relaxation time Γ0
of homogeneous magnetization are of the same order of
magnitude. In the theory, two versions are considered
for the behavior of Γ0 in this region: Γ0 ∝  τ4/3 (normal
or “soft” version) [2] and Γ0 ∝  τ2/3 (“stiff” version) [3].

Let us now consider the behavior of the linear and
nonlinear susceptibilities in a cubic ferromagnet at a
temperature above Tc in the absence of a constant mag-
netic field. Let a sample be placed in an alternating
magnetic field h = h0cosωt at T > Tc. Then, for a suffi-
ciently weak field, the expression for the magnetization
can be represented as a series

(1)

Here, χ0(ω) is the longitudinal linear dynamic suscep-
tibility, and χ2n + 1(ω) (n = 1, 2, 3, …) are the nonlinear
dynamic susceptibilities. The corresponding expres-
sions for the static case can be found in [4]. It should be
noted that the nonlinear dynamic phenomena that occur
in the critical region of a ferromagnet are poorly inves-
tigated both theoretically and experimentally. In fact,
there are only two publications, one of which [5] is
devoted to the theoretical study of some limiting cases

m h( ) χ0 ω( )h χ3 ω( )h0
3 χ5 ω( )h0

5 … .++ +=
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and the other [6] considers in detail the second har-
monic of magnetization. Below, we will use some
results obtained in [5] for low frequencies and lower
harmonics (nω ~ ω).

It should be noted that expansion (1) is valid only
for weak magnetic fields [4]:

(2)

Here, the conventional notations are used for the g fac-
tor and the Bohr magneton µ. Evidently, this rather
strict condition must be satisfied if we want to compare
the experimental and theoretical results. For such a
comparison, it is also necessary that the frequency of
the alternating magnetic field be much smaller than the
characteristic energy of critical fluctuations. For the
exchange region, this condition has the form

(3)

and in the dipolal region it can be represented as

(4)

In the case of low frequencies in the absence of a
constant magnetic field, sealing theory yields the fol-
lowing expression for the odd harmonics [5]:

(5)

Here, M(τ) = M0τβ, where β ≈ 1/3 and M0 is a quantity
on the order of the spontaneous magnetic moment at
T = 0; N is the demagnetization factor; S is the atomic
spin; and r2n + 1 is the τ-independent dimensionless
amplitude. It follows from this approximation that

. (6)

In the presence of a constant magnetic field, the
response contains, apart from the odd harmonics, even
harmonics of magnetization oscillations at frequencies
ω2n = 2nω. When the alternating and constant magnetic
fields are collinear, the expression for the even harmon-
ics in the case of low frequencies (ω < gµH) and a weak
field (gµh0, gµH < Ωe) has the form [5]

(7)

One can see from Eqs. (5) and (7) that both odd and
even harmonics are singular at the Curie point in the
limit ω  0, h  0. The characteristic feature of
Eqs. (5) and (7) is that the dependence on the sample
shape, i.e., on N, is contained in the expression for the

gµh0 ! kTcτ
5/2.

ω ! Γ H ! Ωe,

ω ! Γ0.

m2n 1+ t( ) 2M τ( )
gµheS
2Ωe

--------------- 
 

2n 1+

=

×
r2n 1+ 0( )

1 4πχ0N+
-------------------------- 2n 1+( )ωt,cos

he h0/ 1 4πχ' ω( )N+( ).=

χ0 τ 4/3– , χ3 τ 14/3– , χ5 τ 24/3– , …∝ ∝ ∝

m2n t( ) 2M τ( )
gµheS

Ωe

--------------- 
 

2n

=

× gµHS
2Ωe

--------------
2n 1+( )r2n 0( )
1 4πχ0N+

----------------------------------- 2nωt.cos
replacement of the external field by an internal field and
in the additional factor (1 + 4πχ0N)–1. All other factors
appearing in these expressions are independent of N.
Such a relation of m2n + 1 and m2n with N occurs regard-
less of the specific type of theory that describes the
magnetic system. This result immediately follows from
the method used in deriving Eqs. (5) and (7), which was
described in [5]. As one can see from Eqs. (5) and (7),
for N ≠ 0 and 4πχ > 1 the higher harmonics decrease
faster with increasing n because of the demagnetiza-
tion.

The behavior of the linear and nonlinear dynamic
susceptibilities was studied for a Nd0.77Ba0.23MnO3 sin-
gle-crystal sample with dimensions 2 × 2 × 3 mm (m =
54.5 mg). According to the X-ray diffraction data, it
was a single-phase sample with cubic structure both
above and below Tc (a = 3.899 Å at T = 300 K [6]).

The measurements of the real (χ' ) and imaginary
(χ'' ) parts of the linear susceptibility and the third har-
monic amplitude were performed in the frequency
range 1–100 kHz. The data for the real (ReM2) and
imaginary (ImM2) components of the second harmonic
of magnetization in the parallel constant and alternating
magnetic fields were obtained as functions of the con-
stant field H at frequency f = 15.7 MHz.

In studying the critical phenomena, the most impor-
tant (and difficult) problem is to determine the temper-
ature of phase transition. Theoretically, the correlation
radius at Tc is infinite; i.e., all quantities related to it are
singular at this point. However, because of the finite-
ness of the magnetic field, the temperature instability,
etc., the singularity is not observed in the experiment.
Hence, one can expect that the temperature depen-
dences of the quantities physically singular at Tc will
exhibit maxima at some temperature, which can be
called the experimental Curie point. However, this is
not always the case. For example, in the temperature
dependence of the real part of susceptibility, a maxi-
mum corresponding to the singularity at Tc is usually
not observed (except for the singularity at T > Tc that is
caused by the transition from the ω ! Γ0 regime to the
ω @ Γ0 regime, see [7]), which is presumably due to the
formation of the domain structure immediately below
Tc. Therefore, it is necessary to find other approaches
for determining the phase transition temperature. In
this study, as in our previous experiments [8, 9], the
Curie point was determined from the position of a max-
imum observed in the temperature dependence of the
third harmonic amplitude. The aforementioned experi-
ments [8, 9] were performed for CdCr2Se4 and
CdCr2S4 single crystals and showed that the Curie
point determined in this way coincided with its value
obtained from the temperature behavior of the critical
damping coefficient Γ0, which testified to the validity of
the general scaling considerations in choosing the value
of Tc.
JETP LETTERS      Vol. 73      No. 7      2001
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Let us now turn to the measured temperature depen-
dences of the linear and nonlinear susceptibilities. In
connection with the main problem considered in this
paper, we will concentrate on the data for the exchange
region (4πχ0 < 1). For the case 4πχ0 > 1 (dipolar
region), a comparison of the experimental results with
the theory seems to be impossible because of the
demagnetization effects caused by the sample shape.

Figure 1 shows the temperature dependence of the
third-order susceptibility whose maximum correspond-
ing to the Curie point [Tc = 124.1(0.03) K] is indicated
by the arrow; the inset shows the dependence of 4πχ3
on τ. This dependence was found to obey the power law
with exponent 5.4(0.2), which does not contradict seal-
ing theory [see Eq. (5)]. The small interval of τ within
which the dependence of χ3 on τ obeys the scaling law
is determined, on the one hand, by the smallness of the
third harmonic amplitude away from Tc and, on the
other hand, by the stronger effect of the demagnetiza-
tion factor on the higher harmonics, as compared to the
linear susceptibility. Note that over the whole tempera-
ture range of measurements, the amplitude of the third

harmonic was proportional to ; i.e., the important
condition that the field be weak was satisfied. In addi-
tion, as one can see from Fig. 2, the dependence χ''(T)
also has a maximum at T ≈ 124.1 K, which is presum-
ably due to the effect of the critical slowing down. One
can see from this dependence that the imaginary part of
linear susceptibility is extremely small in the exchange
region (4πχ0 < 1), and, therefore, one can assume that
χ' = χ0 in this region.

From the dependence χ'(T) shown in Fig. 2 and from
the value Tc = 124.1 K, it was found that γ = 1.34(0.01)
for a τ interval larger than an order of magnitude (inset
in Fig. 2). At the same time, the best fit of the experi-
mental data to the law χ ∝ τ –γ (γ = 4/3) gives the value
Tc = 124.15 K, which practically coincides with the
high-temperature maximum in the 4πχ3(T) dependence
(Fig. 1). A departure from the scaling law is observed at
τ ≈ 0.1 and can also be attributed to the effect of the
demagnetization factor. As one can see from Fig. 2, the
transition from the exchange region to the dipolar one
(4πχ ≈ 1) occurs at τ ≤ 1.10–2 (T ≤ 127 K).

Let us now turn to the results of the experiments
with the second harmonic; specifically, we consider the
temperature dependence of its real part (Fig. 3). In the
temperature range 147 < T < 210 K (0.2 < τ < 0.9), the

quantity ReM2 is proportional to H and , indicating
that the weak-field condition is fulfilled. At the same
time, the EPR measurements suggested that the ratio
ω/Γ ~ 10–2. This allows us to assume that we deal with
the quasi-static case. One can see from the inset in
Fig. 3 that the dependence ReM2(τ) has the form of a
power law with exponent 5.2(0.2), in fairly good agree-
ment with the expected value [see Eq. (7)].

h0
3

h0
2
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The departure of the temperature dependences of χ',
χ3, and ReM2 from the power law at 4πχ0 ≈ 1 is caused
by both the demagnetization effects and the appearance
of magnetically ordered formations in the crystal. At
T = 146.7 K (τ ≈ 0.2), the imaginary part ImM2 of the
second harmonic is characterized by a magnetic hyster-
esis, and the real part ReM2(H) is characterized by two
regions of linear dependence with different slopes. The
hysteresis of the second harmonic in a very weak field
H ~ 5 Oe was observed at τ ≤ 0.08 and at low frequen-
cies. Thus, one can assume that the magnetically
ordered formations appear above Tc. Note that the
anomalous phenomena partially cover the τ region
which corresponds to the scaling-type dependence
χ0(τ), but the value of γ remains unaffected. This can
presumably be explained by the smallness of the vol-
ume occupied by the ordered formations. Nevertheless,
the fact that the exponents in the χ3(τ) and ReM2(τ)
dependences are somewhat higher than those predicted
by the theory can be attributed to this phenomenon.
Since the crystal under study possesses cubic symme-
try, Yahn–Teller distortions, if any, are extremely weak

Fig. 1. Temperature dependence of the susceptibility 4πχ3.
The inset shows the 4πχ3(τ) dependence. H = 0 and h0 =
1 Oe.

Fig. 2. Temperature dependence of the linear susceptibility.
The inset shows the dependence of its real part on the rela-
tive temperature. H = 0 and h0 = 1 Oe.
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and cannot be the main mechanism responsible for the
formation of the new magnetic phase above Tc. One of
the possible mechanisms of this phenomenon is the
orbital ordering of manganese lattices [10]. However, it
should be noted that in the earlier studies of the critical
behavior of homogeneous magnetization in Heisenberg
ferromagnets (CdCr2S4 and CdCr2Se4) [8, 9], we also
revealed two temperature regions near Tc, namely, the
scaling region and the anomalous one, which differed
in the character of critical phenomena. In the scaling
region, the behavior of the linear susceptibility and the
higher harmonics observed in the experiment agrees well
with the predictions of scaling theory. In the anomalous
temperature region immediately adjoining Tc (τ ≤ 10–2),
the dynamic susceptibility exhibits a “glasslike” behav-
ior (with χ' ∝   and χ'' being practically indepen-
dent of ω), the field hysteresis of the second harmonic
is observed, etc.

Thus, the results of our experiments show that the
character of critical phenomena in the paramagnetic

ωlog

Fig. 3. Temperature dependence of the real part of the sec-
ond harmonic of magnetization. The inset shows the
ReM2(τ) dependence. H ≈ 200 Oe.
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g

R
eM
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phase of Nd0.77Ba0.23MnO3 is similar to that observed in
cubic Heisenberg ferromagnets above Tc.
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A concept of strong interaction in a single unit cell is used to predict Cooper instability in a system with hopping
between main-group cations and anions. A phase diagram of ferromagnetic ordering is constructed for different
degrees of (np)p6- and (ns)s

2-shell filling in main-group elements. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.20.De; 74.70.Ad; 74.25.Dw
The discovery of superconductivity in MgB2 at tem-
peratures as high as 40 K [1] provides evidence for the
presence of a substantial contribution from the non-
phonon superconducting mechanism. The mean num-
ber ns of magnesium s electrons and the mean number
np of boron p electrons in the titled compound satisfy
the electroneutrality relation

(1)

Therefore, one should find out how the four-electron
boron px, y shell and two-electron magnesium 3s2 shell
are filled in the hexagonal unit cell of MgB2.

1 

The Hubbard energies of magnesium (6.88 eV) and
boron (8.43 eV) are the largest energetic parameters of
the problem. For this reason, the approach used in this
work is based on the generalized Hubbard model with
infinitely strong repulsion for both s and p electrons.

The trigonal lattice of magnesium cations is situated
between the layers of boron anions which form a hon-
eycomb lattice (see [2] and Fig. 1).

With an eye to the computer computations, it is con-
venient to express the matrix elements through the real
wave functions. The corresponding matrix of transi-
tions from the a-boron to the b-boron atoms has the fol-
lowing form:

(2)

1 The pz-shell filling is disregarded because the distance between
the boron layers (3.52 Å) is larger than between the carbon layers
in graphite (3.4 Å).

2np ns+ 4, 0 ns 2, 1 np 2.< < < <=
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 
 
 
 
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The notations used in this expression are appropriate to
the plane trigonal lattice:

(3)

The matrix of transitions from Mg to the a-boron
atoms is

(4)

where ν(pz) = 1 – , α0 = –π/2, α+ = π/6, and α– =
5π/6. Likewise, one has for the transitions from Mg to
the b-boron atoms

(5)

where β0 = π/2, β+ = –5π/6, and β– = –π/6.

Substituting the values of α, β, and γ angles into the
matrices, one gets the following expressions in terms of
two independent quantities W± = exp(ip+) ± exp(ip–):

p0 0, p±
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-----
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-------------, γ0+± π
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(6)

(7)

In the simplest one-loop (Hubbard I) approximation,
the inverse Green’s function matrix has the form

(8)

where  In Eq. (8), τ is the nearest-neigh-

bor hopping integral for the honeycomb boron lattice.
The end multipliers fk are equal to the sum of occupa-

tion numbers for the initial and final states, and  is

the sum of squares of genealogical coefficients. Both
are calculated for each of the integer intervals of mean
occupation numbers (see [3, 4] and below).

Notice that the equation for the spectrum splits into
first-degree and fifth-degree equations whose coeffi-
cients depend on three combinations each invariant

B̂
c2W+*; csW–*

csW–*; 1 s2W+*+ 
 
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;=
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3
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-------, s
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Ĝ
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2

Fig. 1. Fragments of the AlB2-type lattice. Solid and dashed
arrows indicate the transition directions and the fundamen-
tal translation vectors, respectively.
about hexagonal transformations p+  –p– 
(−p+ + p–)  p+:

The third invariant is expressed through the first two
ones:

(9)

The equation for the spectrum of excitations has the
following general form:

(10)

where

Hence, although the p subband splits off, the spectrum
of excitations is still determined from a rather complex
fourth-degree equation, and its calculation involves
rather cumbersome mathematics. Because of this, the
problem is simplified below in such a way that the spec-
trum coincides with its exact form at the Γ point. As
regards the rest of the Brillouin zone, it is assumed that
the spectrum depends only on a single invariant combi-
nation S1, while determinant (10) of the inverse matrix
is factorized as

(11)

In the absence of hybridization (w = 0), determinant (11)
coincides with Eq. (10); hence, it is actually assumed
that only the lowest localized p state with energy –3z/2
is hybridized.

Thus, there are one s–d hybridized, two nonhybrid-
ized, and one localized p-electron subbands.

Let us write the equations of state that relate chem-
ical potential µ to the mean numbers of s and d elec-
trons,

(12)

The square brackets in these equations stand for the
integral part, while the end multipliers fp and fs and the
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coefficients Rs and Rp are calculated for each integer
interval of ns and np values and given in the table. The
Ks and Kp functions normalized to unity are expressed
through the integrals of Fermi functions nF(e):

(13)

The normal coordinates can conveniently be expressed
through the same variables as those used for energies of
hybridized excitations

(14)

(15)

(16)

Further calculations are performed with the use of a
flat-band model in which the density of states for τp is
replaced by a constant. The excitation energies depend
on the transverse momentum pz through the sin2(pz/2)
multiplier. The resulting expression for the density of
states is evaluated by the following formula:

(17)
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With this density of states, the integrals in the equations
of state take the form

(18)

From here on, the two p± subbands are regarded as a
single subband with energy ξp(x) = vx + ep and a dou-
bled density of states ρp(x) = θ(1 – x2)/v.

The condition for Cooper pairing can be obtained
using the general formula for the superconducting tran-
sition temperature in a system with infinite Hubbard
energy [5–7]:

(19)

Accordingly, the BCS constant is represented as a sum

 = Λλ + , where

(20)

ep = r/2 – µ, and es = –r/2 – µ. The remaining coeffi-

cients γs, p, , and fs, p are determined separately for
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Table

Interval γs fs Rs Ks fs

0 < ns < 1 –1 1 – ns/2 1 2 ns/(2 – ns) 1/(1 + Ks)

1 < ns < 2 1 ns/2 1 1 2(ns – 1)/(ns) 1/(2 – Ks)

Interval γp fp Rp Kp fp

0 < np < 1 –1 1 – 3np/4 1 4 np/(4 – 3np) 1/(1 + 3Kp)

1 < np < 2 –3/4 (2 + np)/12 3/2 3 4(np – 1)/(2 + np) 1/(4 – Kp)

2 < np < 3 3/4 (6 – np)/12 3/2 4 3(np – 2)/(6 – np) 1/(3 + Kp)

3 < np < 4 1 (3np – 8)/4 1 1 4(np – 3)/(3np – 8) 1/(4 – 3Kp)
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2
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each integer interval of variables ns and np (table). The
dimensionless amplitudes γs and γp are calculated by
the Dyson method for each integer interval of the ns and
np values and summarized in the table [5–7].

In the model considered, the integrals with respect
to momenta each depend on a single parameter that is
determined by a given Fermi level. For this reason, the
integration of the δ functions gives rise to the ρ± and ρp

multipliers standing for the density of states at the cor-

responding Fermi surfaces (y) = 0 and ξp(x) = 0.
The densities of states depend on the parameters y
and x:

(21)

In the case that one of the subbands is filled, the effec-
tive BCS constant is equal to the product of the energy
multiplier and the corresponding density of states.
Accordingly, there are three variants

(22)

If the p subband overlaps with the upper or lower sub-

band (y), the density of p states depends on the
position of Fermi level. In this case,

(23)
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Fig. 2. Phase diagram at T = 0. The superconducting regions
are crosshatched. Straight line (I) is the MgB2 electroneu-
trality line.
where the y and x variables are related to each other
through the condition for equality of chemical poten-
tials:

(24)

Inasmuch as the larger (compared to the B–B dis-
tances) Mg–B distances are compensated in part by the
more extended (compared to boron) magnesium wave
function, the numerical calculation of the phase dia-
gram was carried out for a particular case t = τ/4
(Fig. 2).

In the ns < 1 region, superconductivity appears only
starting at a certain energy level, because the p- and s-
electron scattering amplitudes are positive at low ener-
gies. It appears in the region of sufficiently large ener-
gies, where the boron p subband overlaps with the
upper hybridized g+ subband.

Superconductivity is absent if the Fermi level coin-
cides with the energy of localized po states. It appears
again when the Fermi level reaches the energy of the
upper hybridized g+ subband. The Λ constant is maxi-
mal in this case because the density of states at the
lower edge of the hybridized subband has a root singu-
larity typical of a one-dimensional motion along the
crystal axis.

In the 1 < ns < 2 region, where the upper Hubbard
s-electron subband is filled, superconductivity occurs
even for low energies of s–p excitations, because the
s−s-scattering amplitude becomes negative in this
region, while the number of p-electron excitations with
positive scattering amplitude is small.

As the energy increases, the boron p subband over-
laps with the hybridized s–p subband. In this region,
superconductivity appears only if the energy of boron
electrons achieves a value for which their scattering
amplitude becomes negative.

The corresponding s/n boundary appears in the
region where the negative p–p-scattering amplitude
compensates for the positive s–s-scattering amplitude.

One can see from Fig. 2 that the MgB2 electroneu-
trality line (I) intersects the superconducting regions
where the upper hybridized subband overlaps with the
upper half of the boron p subband. However, it does not
intersect the g± regions corresponding to the filling of
purely hybridized subbands.

Therein lies the main distinction of the MgB2 super-
conductivity from the cuprate superconductivity, in
which the anion–cation distances are the shortest, as
compared to the anion–anion and cation–cation separa-
tions.

Since the magnesium Hubbard energy does not dif-
fer strongly from the copper Hubbard energy, one can
assert that the superconductivity mechanism in MgB2 is
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basically no different from the superconductivity
mechanism in cuprate compounds.

I am grateful to V.G. Orlov and N.A. Babushkina for
the information about the discovery of superconductiv-
ity in MgB2.
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Band structure of a novel superconductor—magnesium diboride—is studied by the self-consistent FP-LMTO
method. Density of states near the Fermi level of MgB2 and its electronic properties are governed by the metal-
like boron 2p orbitals in the planar network of boron atoms. The modification of the band structure of MgB2
upon doping the boron (with Be, C, N, and O substitutional impurities) and the magnesium (with Be, Ca, Li,
and Na substitutional impurities) sublattices or upon the introduction of structural vacancies (boron nonstoichi-
omety) is analyzed. The electronic structures of MgB2 and hypothetical CaB2 are also studied as functions of
pressure. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.20.Ps; 71.15.Nc
The discovery (in January, 2001 [1]) of a supercon-
ducting transition in magnesium diboride (MgB2) may
become a milestone in further development of the
superconductivity concept. In contrast to known high-
Tc superconductors, the composition and structure of
MgB2 (it belongs to a large group of p-, d-, and f-metal
diborides with the AlB2-type structure; space group
P6/mmm and Z = 1 [2]) are exceedingly simple. At the
same time, its transition temperature (Tc ≈ 40 K) is
“intermediate” because it is more than twice as high as
the highest Tc values of “ordinary” superconductors,
e.g., binary phases with the structures of the B1 (NbN,
Tc ≈ 17.3 K) or A15 (Nb3Ge, Tc ≈ 23 K [3]) type.

No doubt, the discovery of such a pronounced
superconducting effect in a representative of a new
class of substances (diborides) will initiate in the near
future inquiries into the nature of superconductivity in
MgB2 and a search for superconductivity in related
compounds. In the latter case, the general strategy con-
sists in the extension of the class of possible MgB2-
based superconductors by the planned modification of
the chemical composition of the generic compound
(MgB2).

It is the purpose of this work to study in detail the
electronic energy spectrum (EES) of MgB2 and theoret-
ically forecast the electronic properties of MgB2 with
modified composition and lattice parameters. It has
been pointed out in [4] that the superconducting effect
in MgB2 can be explained within the framework of the
standard electron–phonon mechanism. The critical
temperature for this mechanism is given by the well-
known McMillan formula Tc ≈ 〈ω〉 exp{f(λ)}, where
〈ω〉 is the mean phonon frequency (inversely propor-
0021-3640/01/7307- $21.00 © 20336
tional to the atomic mass) and λ is the electron–phonon
coupling constant; λ ~ N(EF)〈I2〉 , where N(EF) is the
density of states (DOS) at the Fermi level and 〈I2〉  is the
electron–ion matrix element specified by the bond ion-
icity in the compound. It follows from this formula that
in the search for new superconductors with enhanced Tc

among the MgB2-related binary and multicomponent
compounds one should take into account that the possi-
ble candidates must satisfy the following requirements:
they must (1) have large N(EF) values, (2) mainly con-
sist of light atoms, and (3) have a sufficiently large ionic
component of the metal–boron bond.

One of the ways to modify the superconducting
properties of MgB2 amounts to preparing ternary solid
solutions on its base by doping the sublattices with for-
eign atoms. Depending on their nature, the dopants
may function as both hetero- and isoelectronic impuri-
ties and, respectively, either change the concentration
of valence electrons (VEC) or leave it constant. We
have analyzed the possible consequences of (1) doping
the boron sublattice (with heteroelectronic impurities
Be, C, N, and O), (2) doping the magnesium sublattice
(with the iso- and heteroelectronic impurities Be, Ca,
Li, and Na), and (3) modifying the diboride composi-
tion through the formation of vacancies in the B sublat-
tice.

It is worth noting that MgB2 falls far short of being
the first superconducting compound among the boron-
containing phases. This effect (Tc ~ several kelvin) is
known for some ternary borides (of the LnRh4B4 type
[5]); rather high Tc values (≈16–23 K) were found in a
group of the so-called borocarbide intermetallic com-
pounds (BCICs) such as layered four-component
001 MAIK “Nauka/Interperiodica”
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phases of the LuNi2B2C type [6]. The studies have
shown (see review [7]) that BCICs can be assigned to
the superconductors with the BCS-type superconduc-
tivity. It should be emphasized that the transition-metal
(M) states make a sizable contribution to the near-
Fermi BCIC states that are involved in the mechanism
of electron–phonon interaction (with high-frequency
Ba1g phonons). The interatomic bonds are formed by
the strong covalent M–B and C–B interactions and
greatly influence the lattice dynamics [7].

The electronic structure and the nature of the chem-
ical bond in MgB2 are basically different. The first ab
initio band calculation (by the FP-LMTO method) [8]
has shown that the energy bands in MgB2 are formed
due to the strong B–B interactions (in the planar hexag-
onal networks of boron atoms). The Fermi level falls
within the band of bonding states so that the boron 2p
states make the greatest contribution to the N(EF) value.
The DOS profile displays a pronounced B(2p)-like
peak at the Fermi level. Note that, as shown in [8], EF
in AlB2 is positioned in the region of a pseudogap that
separates the bonding and antibonding bands, resulting
in a sharp decrease in N(EF). In conjunction with other
factors (increase in the covalent component of the
metal–boron bond and decrease in the fraction of the
B–B bond), the results [8] indicate that superconductiv-
ity in AlB2 is highly improbable.

The mechanism of formation of interatomic bonds
in MgB2 is examined in detail in our work [8], where
the cohesion energies (Ecoh) were compared for MgB2
and two hypothetical “MgB2” structures with removed
boron and magnesium layers, respectively. Numerical
estimates of the contributions from different bond types
to Ecoh of the crystal showed that the B–B bonds in the
graphite-like boron networks are the strongest, while
the Mg–B and Mg–Mg interactions are much weaker
[B–B (68%), B–Mg (23%), and Mg–Mg (9%)]. The
Ecoh value correlates with the melting temperature of
the crystal and its lattice stability. It is not high for
MgB2; a comparison with our FP-LMTO results for
almost all known p- and d-metal diborides [8–10] indi-
cates that it is close to the Ecoh value for MnB2 diboride,
which exists only in the form of a high-temperature
modification.

In this work, the band calculations are carried out for
MgB2 by the ab initio self-consistent FP-LMTO method
[11] using a supercell (2 × 2 × 1) incorporating four unit
cells of MgB2. The ternary borides of formal stoichiome-
try MgB1.75(Be, C, N, O)0.25, Mg0.75(Be, Ca, Li, Na)0.25B2,
and Mg0.5(Li, Na)0.5B2 were modeled by substituting
the Be, C, N, O or Be, Ca, Li, Na impurities for the B
and Mg atoms in the Mg4B8 supercell, respectively.
A nonstoichiometric composition of the MgB1.75
boride was modeled by introducing structural vacancy
(hB). In all calculations, the structural parameters of
ideal MgB2 were used and the lattice relaxation effects
JETP LETTERS      Vol. 73      No. 7      2001
caused by the introduction of impurities (or vacancy)
were disregarded.

The energy bands of MgB2 are presented in Fig. 1.
All bands show a considerable dispersion. The E(k)
dependences are markedly different for different sym-
metry directions in the Brillouin zone (BZ). The E(k)
dispersion law for the bonding B(2px, y)-type bands is
the greatest in the kx, y direction (Γ–K). These bands are
of the two-dimensional (2D) type and form plateaus in
the kz direction (Γ–A). They reflect the distribution of
ppσ states in the planar graphite-like boron networks.
These states make a sizable contribution to the DOS at
the Fermi level and are responsible for the metallic
properties of diboride (Fig. 2). Since the Fermi level is
situated in the bonding region, the conduction of MgB2
is of the hole type. The cylindrical Fermi surface at the
Γ point is formed by two px, y bands. Note that it was
assumed in [12] that the hole type of carriers is the nec-
essary condition for the appearance of superconductiv-
ity in magnesium diboride.

A group of B(2pz)-like bands reflect the weaker ppπ
interactions between the atomic layers (the ratio of
intra- to interplanar distances is ~0.58). These 3D-like
bands show the greatest dispersion in the kz direction
(Γ–A). The Mg s, p and B s states mix with the B(2p)-
like bands at the bottom of valence band and in the con-
duction band. The Mg atoms are in the cationic state,
with the charge transfer occurring in the Mg  B
direction.

As is mentioned above, the variation of the topol-
ogy, energy, and composition of the near-Fermi bands
may prove to be an important factor governing the
superconducting properties of the multicomponent
phases based on magnesium diboride. Such a variation
may be attained by the planned doping of MgB2. For
the purpose of predicting the results of possible
attempts at synthesizing new MgB2-based ternary

Fig. 1. Energy bands of MgB2.
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borides, we modeled how the band structure of MgB2 is
affected (1) upon doping the boron sublattice (with Be,
C, N, and O), (2) upon doping the magnesium sublat-
tice (with Be, Ca, Li, and Na), and (3) upon the forma-
tion of vacancies in the B sublattice.

A rigid-band scheme is a widely used model allow-
ing the analysis of possible results of such experiments.
Based on the calculated spectra of MgB2, this model
predicts the following effects. The substitution of the
Be, C, N, and O atoms for boron in MgB2 (VEC = 8e)
both decreases (MgB1.75Be0.25; VEC = 7.75e) and
increases VEC to 8.25 (MgB1.75C0.25) and 8.75e
(MgB1.75O0.25). The replacement of the Mg atoms by Li,
Na, Be, and Ca in the cationic sublattice either
decreases [Mg0.75(Li, Na)0.25B2; VEC = 7.75e] or does
not change the VEC [Mg0.75(Be, Ca)0.25B2; VEC = 8e].
One should expect that some of the bands become
“depleted” with a decrease in VEC (the B  Be, hB
and Mg  Li, Na substitutions), EF shifts inside the
valence band, and the near-Fermi DOS increases. The
dopants increasing VEC (the B  C, N, and O substi-

Fig. 2. Density of states for MgB2, hypothetical CaB2, and
ternary phase Mg0.75Ca0.25B2.

Density of states at the Fermi level [N(EF), 1/(Ry f.u.)] for
MgB2 and some ternary phases on its base

Boride N(EF) Boride N(EF)

MgB2 11.44 Mg0.75Li0.25B2 11.89

MgB1.75 9.01 Mg0.75Na0.25B2 9.53

MgB1.75Be0.25 10.47 Mg0.75Be0.25B2 10.61

MgB1.75C0.25 5.79 Mg0.75Ca0.25B2 11.34

MgB1.75N0.25 8.04 Mg0.5Li0.5B2 9.39

MgB1.75O0.25 9.46 Mg0.5Na0.5B2 9.43

EF
tutions) are expected to produce the opposite effect: EF
is shifted into the region of a deep DOS minimum. The
role of isoelectronic impurities remains unclear in this
model. One may assume that the effects in this case are
mainly associated with the lattice deformation, i.e.,
with change in c/a.

The numerically calculated EES of the hypothetical
ternary borides display a more complicated behavior
(Figs. 2–4, table) and lead to the following conclu-
sions.

1. Doping of the boron sublattice. As the VEC
decreases (in the order of MgB2  MgB1.75Be0.25 
MgB1.75), EF systematically shifts to larger binding
energies but N(EF) diminishes. This occurs because of
the bond system destruction in the graphite-like boron
layers, the splitting of the near-Fermi bands, and a
change in their dispersion law near EF. The EES param-
eters change nonmonotonically upon the transition
MgB2  MgB1.75C0.25  MgB1.75N0.25 
MgB1.75O0.25. As the dopant’s electronegativity rises
(C  O), (1) the impurity C,N,O(2s, 2p) bands are
systematically shifted to higher binding energies and
(2) the C,N,O(2p)-band splitting into the bonding and
antibonding bands decreases as a result of weakening
the boron–impurity interactions. The impurity 2p
bands form peaks in the region of DOS minimum
(Fig. 3). As a result, a sharp decrease in N(EF) upon the
MgB2  MgB1.75C0.25 transition (MgB1.75C0.25 
MgB1.75N0.25  MgB1.75O0.25) gives way to a rise in
N(EF). Nevertheless, in all borides doped at the B sub-
lattice, N(EF) is smaller than in the ideal magnesium
boride. These results indicate that attempts at markedly
increasing the density of near-Fermi states by varying
composition of the boron sublattice are hopeless. It
should also be taken into account that the doping of the
boron sublattice encounters difficulties associated with
the energetic effect accompanying the “rupture” of the
strong B–B bonds and the possible lattice relaxation
from the planar geometry of the host crystal.

2. Doping of the magnesium sublattice. Consider-
ing the binding energies of the substituted center (Mg)
in the matrix, this approach seems to be much more
realistic. As the VEC decreases for MgB2 
Mg0.75Li0.25B2 or MgB2  Mg0.75Na0.25B2, the Fermi
level shifts to lower energies, but no appreciable
increase in the near-Fermi DOS occurs. For the com-
pounds considered, a small increase in N(EF) was found
for the Mg  Li substitution; additional DOS peaks
emerge near EF upon the Mg  Na substitution
(Fig. 4). An increase in the dopant concentration
[Mg0.5(Li, Na)0.5B2 system] and the isoelectronic substi-
tutions MgB2  Mg0.75Be0.25B2 and MgB2 
Mg0.75Ca0.25B2 do not raise N(EF) (Figs. 2, 4 and table).

Thus, the theoretical modeling of the effects caused
by the modification of the energy spectrum of MgB2
upon doping its sublattices with iso- and heteroelec-
tronic impurities or upon the introduction of lattice
JETP LETTERS      Vol. 73      No. 7      2001
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vacancies has demonstrated that attempts at increasing
the density of near-Fermi states by doping the boron
sublattice are inefficient. It is found that, among the cat-
ionic dopants considered, Li slightly increases N(EF)
upon replacing 25% of Mg; i.e., the cationic substitu-
tion can be considered as a possible way of controlling
those properties which are determined by the density of
near-Fermi states. It should also be noted that Tc may be
increased by increasing phonon frequencies as a result
of replacing Mg by lighter atoms (Li, Na, and Be).

Note in conclusion that a change in the lattice
parameters may become an important factor in the
modification of the electronic spectrum of MgB2 (and
related compounds). A check of the simplest case
(modeling of the isotropic compression of MgB2 in the
pressure range 0–10 GPa) showed that N(EF) slightly
increased (by ≈5%) with pressure. Because of a high
rigidity of the system of B–B bonds in the planar boron
networks, a change in the interplanar spacing (ratio of
unit-cell parameters c/a) may become much more effi-
cient. For the diboride family, this value is known to
vary (depending on the cation radius rc) over rather
wide limits [2]. We carried out preliminary calculations
for MgB2 and estimated the role of this parameter upon
changing c/a from 1.08 to 1.16. The corresponding
N(EF) value changed in the range 8.5–11.8 state/Ry. For
the hypothetical CaB2 (for which the equilibrium lattice
parameters were found to be a = 3.205 Å and c/a =
1.24), the N(EF) value increased to 20.8 state/Ry. One
can see from Fig. 5 that this is caused by the localiza-
tion of the B pz states near the Fermi level.

The c/a ratio in superconducting MgB2 can be
increased, e.g., through the substitution of large-radius

Fig. 3. Density of states for nonstoichiometric MgB1.75 and
ternary hexagonal phases MgB1.75C0.25 and Mg0.75Na0.25B2.

EF
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isoelectronic atoms such as Ca, Sr, or Ba (rc = 1.04,
1.20, and 1.38 Å, respectively) for magnesium (Mg;
rc = 0.74 Å). The formation of hexagonal diboride
structures with alternating layers of atoms of different
sort (of the type …B/Ca/B/Mg/B/…) is one of the pos-
sible ways. The calculations of the EES of these struc-
tures, of the lattice relaxation effects caused by the
introduction of substitutional impurities, and of the for-
mation energies (characterizing the feasibility of one or
another substitution, i.e., practical implementation of
the corresponding ternary systems) are now in
progress.

Fig. 4. Density of states for ternary hexagonal phases
Mg0.75Li0.25B2 and Mg0.5M0.5B2 (M = Li and Na).

Fig. 5. Energy bands of hypothetical CaB2.

EF
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It is known that the energy of the lowest electronic transition in the neutral molecules of anthracene, tetracene,
and other polyacenes is blue-shifted in comparison with the corresponding transition energy in univalent molec-
ular ions. This effect in a molecular crystal may be responsible for the attraction between a molecular (Frenkel)
exciton and a charge carrier. Due to this attraction, a bound state of Frenkel exciton and free charge (charged
Frenkel exciton) may be formed [5]. As we demonstrate below, the same mechanism can be responsible for the
formation of a charged biexciton (bound state of two Frenkel excitons and a charge carrier). A one-dimensional
lattice model is used which corresponds to J aggregates and is also a good approximation for quasi-one-dimen-
sional crystals. Calculations are performed for molecular crystals like tetracene, where the exciton band at low
temperature is much narrower than the band of the charge carrier. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.35.Aa
Investigations of physical properties of molecular
crystals under conditions where both excitons and
charge carriers are present in a crystal have a long his-
tory (see, e.g., [1]). It was shown, for example, that an
exciton can transfer its energy to a charge, either a
trapped one, causing its detrapping, or to a free one,
which is then excited to a higher conducting state. This
direction of investigations has recently received new
emphasis after high-quality crystals made of various
molecular compounds were grown, and it was shown
that these crystals demonstrate high carrier mobility
[2]. Bandlike motion of delocalized charge carriers has
been clearly observed at low temperatures in molecular
crystals of various polyacenes and oligothiophenes.
One may expect that various effects of exciton–charge
interactions can be investigated in such crystals.

Interaction of a charge carrier with an exciton can
arise due to different physical mechanisms. One of
them is the Coulomb interaction [3] caused by a change
in the polarizability of a molecule upon its excitation.
This interaction decreases with distance r between
exciton and charge carrier as r–4 and is highly anisotro-
pic. Another mechanism is due to the fact that the exci-
tation energy of an ionized molecule may differ from
that of the neutral molecule by some negative value  –∆
(∆ > 0); see, e.g., [4]. This leads to a contact exciton–
charge interaction and to the formation of bound states
of a Frenkel exciton and a free charge carrier [5]. Such
“charged” excitations might be important in applica-

1 This article was submitted by the authors in English.
0021-3640/01/7307- $21.00 © 20341
tions, since the motion of these quasiparticles and,
hence, transport of their energy can be controlled by an
external electric field. In this paper, we demonstrate
that the bound states of two Frenkel excitons and one
charge carrier can also be formed due to the short-range
interaction of the above-mentioned nature. For definite-
ness, we will consider negatively charged biexcitons
formed by two Frenkel excitons and an electron by
invoking experimental data for negative molecular
ions [4].

We consider a one-dimensional lattice with one
molecule in a unit cell labeled index n and introduce

the creation and annihilation operators  and Bn for

excitons and  and cn for electrons. We restrict our-
selves to the case of “heavy” excitons with the energy-
bandwidth much narrower than that of an electron.
According to [2], such a situation takes place, for
example, for singlet excitons in tetracene at low tem-
perature, where the excitonic hopping matrix element
Vexc is about 50 cm–1, whereas the electronic hopping
matrix element V is about 350 cm–1. For such molecular
structures, we can use the adiabatic approximation and
neglect, to the first order, the exciton motion. Such adi-
abatic approximation may be even better for triplet
excitons in molecular crystals, for which the hopping
matrix element is about 5–10 cm–1. Thus, in this
approximation we have to find the solution of a one-
particle Schrödinger equation for an electron moving in
the potential created by two excitons located at two dif-

Bn
†

cn
†
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ferent sites of the lattice. The Hamiltonian of the sys-
tem can be written in the form

(1)

where we take into account only the nearest-neighbor
interaction, E0 is the energy of an exciton, e0 is the
energy of an electron, V is the electron hopping matrix
element (V > 0), and ∆ > 0 is the exciton–electron inter-
action constant. The wave function has the form

(2)

where |0〉  is the “vacuum” state without any quasiparti-
cles; and excitons are located at the sites n and m. Sub-
stitution of Eqs. (2) and (1) into the Schrödinger equa-
tion H|3〉  = E|3〉  yields the system

(3)

for the energy E and electron amplitudes ψp. It can be
easily solved for any n and m. At p  ±∞, the wave
function ψp decays exponentially ~exp(–κ|p |) and the
energy E is connected with κ by the simple formula

(4)

The parameter κ is determined by the equation

(5)

where N = |m – n|, and ψm = ψn for the even electronic
states and ψm = –ψn for the odd states.

H E0 Bn
†Bn e0 cn

†cn

n

∑+
n

∑=

– V cn
†cn 1+ cn 1+

† cn+( )
n

∑ ∆ Bn
†Bncn

†cn,
n

∑–

3| 〉 ψpBn
†Bm

† cp
† 0| 〉 ,

p

∑=

E 'ψp V ψp 1+ ψp 1–+( ) ∆ δmp δnp+( )ψp,–=

E ' E 2E0– e0–=

E 2E0 e0 2V κ .cosh–+=

∆/V( ) κN /2( )cosh  = κN /2[ ] κ , even states,sinhexp

∆/V( ) κN /2( ) = κN /2[ ] κ , odd states,sinhexpsinh

Dependence of the energy of a charged biexciton on the dis-
tance between excitons. Zero energy corresponds to the dis-
sociated state consisting of the charged and uncharged exci-
tons with infinite distance between them.
For the case N = 1, when excitons are separated by
one lattice constant, these equations are solved explic-
itly to give

(6)

and, hence, the energies of these states are given by

(7)

On the other hand, in the limit of large κN @ 1, each
of Eqs. (5) gives

, (8)

and thus the energy for both types of states becomes

(9)

Due to the degeneracy of these states, this energy coin-
cides with the energy of a partially dissociated state
which consists of a charged exciton (bound state of an
exciton and an electron) and a free exciton separated
considerably from each other. Correction to Eq. (9)
shows exponential dependence of the spectrum on N

(10)

converging to energy (9) from below for the even states
and from above for the odd states. The subtraction of
energy (9) from the one given by Eq. (4) gives the bind-
ing energy of charged biexciton states for finite N.

For estimations, we use typical values V = 300 cm–1

[2] and ∆ = 400 cm–1 (anthracene) and ∆ = 800 cm–1

(tetracene) [4]. The dependence of binding energies
Eb = E(N) – E(∞) on N for tetracene is shown in the fig-
ure. We see from this figure that the even charged biex-
citon states have energies smaller than energy (9) of the
partially dissociated state, whereas the odd states have
energies greater than the energy of the partially dissoci-
ated states. Hence, only even states are stable against
the dissociation into charged and free excitons. Obvi-
ously, corrections to the adiabatic approximation will
destroy the states with large N. The number of states
with small N that can be observed experimentally
depends crucially on the crystal parameters. In particu-
lar, in the case of parameters chosen above, the binding
energy of a biexciton with N = 1 is about .100 cm–1,
which is greater than the width δ of the lowest energy
excitonic resonance δ &20 cm–1 (see, e.g., [6]). The dif-
ferences in binding energies of the states with N = 1 and
2 are about 50 cm–1. Hence, at least these two states
may be observed in spectroscopic experiments. The
states considered must make a contribution to the biex-

κexp
∆/V 1, even states+

∆/V 1, odd states,–



=

E
2E0 e0 ∆ V V2/ ∆ V+( ), even states–––+

2E0 e0 ∆ V V2/ ∆ V–( ), odd states.–+–+



=

κexp ∆
2V
-------

∆
2V
------- 

 
2

1++=

E 2E0 e0 E '+ + 2E0 e0 ∆2 4V2+ .–+= =

E 2E0 e0 ∆2 1 2e κ N 1+( )–± 4V2+( ),–+=

N  @ 1/κ ,
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citonic part of all optical nonlinearities, and this contri-
bution is controlled by the concentration of free charge
carriers. The formation of such states should lead to the
dependence of carrier mobility on the exciton concen-
tration in molecular crystals (anthracene, tetracene)
doped with univalent ions and having dark conductivity
and carriers arising due to the injection by means of
field-effect transistors (see [2]).

The theory of charged biexcitons taking into
account the exciton motion will be published later.
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New 0π and ππ Larkin–Ovchinnikov–Fulde–Ferrell (LOFF) states with antiferromagnetic orientation of mag-
netizations in the neighboring layers of a ferromagnetic metal (FM) are predicted for FM/superconductor
(FM/S) superlattices. Under certain conditions, the critical temperature Tc of these states is higher than for the
known 00 and π0 LOFF states with ferromagnetic ordering of the FM layers. It is shown that the nonmonotonic

behavior of Tc in the FM/S superlattices with S-layer thickness ds less than the threshold value  is due to the

phase transition cascade 0π–ππ–0π. At ds > , the Tc oscillations are caused by the 00–π0–00 transitions. New
logic elements based on the FM/S structures and combining the advantages of the superconducting and mag-
netic data-record channels in a single sample are proposed. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.70.Cn; 74.80.Dm

ds
π

ds
π

The mutual influence of superconductivity and fer-
romagnetism in ferromagnetic metal/superconductor
(FM/S) superlattices is characterized by a pronounced
nonmonotonic dependence of critical temperature Tc on
the thickness df of ferromagnetic interlayer [1, 2]. The
existing theories of proximity effect in the FM/S super-
lattices [3–7] relate the Tc(df) oscillations to a competi-
tion between the 0- and π-phase types of superconduc-
tivity in the neighboring S layers and disregard the back
action of superconductivity on the magnetism of FM
layers and mutual orientation of their magnetizations.
One of us has shown in [8–10] that the long-range Rud-
erman–Kittel–Kasuya–Yosida (RKKY) exchange
through the S layers in analogous structures with layers
of a ferromagnetic dielectric (FD) playing the role of
FM layers gives rise to a layered antiferromagnetic
superconducting (AFS) state. In the AFS state, the
magnetic order parameters of the neighboring ferro-
magnetic layers are π-shifted in phase. This markedly
depresses the pair-breaking effect of exchange field I on
the S layers and, hence, increases Tc of a layered struc-
ture. This type of superconducting and magnetic order-
parameter adjustment resulting in the π-phase magne-
tism reflects the quantum coupling between the inter-
faces and should also be expected to occur in the FM/S
superlattices. It was also predicted in [9, 10] that one
can control the superconducting and magnetic states of
the FD/S superlattices using an external magnetic field.
0021-3640/01/7307- $21.00 © 20344
In recent theoretical works [11, 12], this problem was
studied only for an FM/S/FM trilayer.

Let us consider an FM/S superlattice formed by the
df -thick FM and ds-thick S layers alternating along the
z axis. Superconductivity in such FM/S structures is a
combination of Cooper pairing with zero total momen-
tum in the S layers and Larkin–Ovchinnikov–Fulde–
Ferrell (LOFF) pairing with nonzero total momentum k
in the FM layers [5–7]. In studying the mutual adjust-
ment of these competing types of pairing, on the one
hand, and magnetism, on the other, the unit cell of the
FM/S superlattice can conveniently be chosen as
/S/FM/S/FM/. The corresponding boundary problem
was formulated in terms of the Usadel function
Fs( f )(z, ω, I) in our recent works [5–7]. The s and f indi-
ces hereafter refer the functions and parameters to the
S and FM layers, respectively; ω is the Matsubara fre-
quency; and the exchange field I of localized spins
plays the role of magnetic order parameter in the FM
layers.

The differential equations for the Usadel function
Fs(z, ω) in the S layers of a unit cell [0 < z < ds; –(ds + df) <
z < –df] read

(1)ω
Ds

2
------ ∂2

∂z2
-------– Fs z ω,( ) ∆s z( ).=
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Similarly, for Ff(z, ω, I) in the FM layers [–df < z < 0;
ds < z < ds + df], one has

(2)

In these equations, Ds(f ) is the ordinary diffusion coeffi-
cient and Df(I) is the complex diffusion coefficient
given by the expressions (see [5–7]) Df(I) . Df/(1 +
2iIτf) for 2Iτf < 1 and Df(I) . 3Df/(1 + 2iIτf) for 2Iτf >
1 (τ is the electron mean free time). The boundary con-
ditions corresponding to Eqs. (1) and (2) at the central
FM/S interface z = 0 are

(3)

where σs and σf are the interface transparencies on the
sides of S and FM metals, respectively; they satisfy the
detailed balance relation σsvsNs = σfvf Nf , where Ns(f )
and vs(f ) are the Fermi density of states and the Fermi
velocities, respectively. At the remaining unit-cell
boundaries z = ds, z = –df , z = –(ds + df), and z = ds + df,
the relations analogous to Eq. (3) are supplemented by
the periodicity conditions

(4)

where L = ds + df is the superlattice constant and φ and
χ are the phases of superconducting and magnetic order
parameters, respectively.

By solving boundary problem (3) and (4) for the
Usadel function in conjunction with the Gor’kov self-
consistency equations

(λs and λf are the dimensionless parameters of electron–
electron interaction in the S and FM layers, respec-
tively), the superconducting transition temperature of
the FM/S contact can be determined as a function of
interface transparency σs, layer thicknesses ds and df ,
parameters 2Iτf , nsf = Nsvs/Nfvf , etc.

A strong pair-breaking effect of the exchange field I
(I @ πTcs, where Tcs is the critical temperature of the iso-
lated S layer) is the main mechanism of superconduc-
tivity damping in the FM/S systems. Ignoring, for sim-
plicity, the electron–electron interaction in the FM layers
(λf = 0 and ∆f = 0), we seek the solution of Eqs. (1)–(3) in
the form of a linear combination of functions symmet-
ric and antisymmetric about the centers of the S and FM

ω iI
D f I( )

2
-------------- ∂2

∂z2
-------–+ F f z ω I, ,( ) ∆ f z I,( ).=

4Ds

σsv s

-----------∂Fs z ω,( )
∂z

-----------------------
z +0=

4D f I( )
σ fv f

-----------------∂F f z ω I, ,( )
∂z

-----------------------------
z 0–=

=

=  Fs +0 ω,( ) F f 0 ω I, ,–( ),–

F z L ω I, ,+( ) eiφF z ω Ieiχ, ,( ),=

∆s z( ) 2λ sπT Re ' Fs z ω,( ),
ω 0>
∑=

∆ f z I,( ) 2λ f πT Re ' F f z ω I, ,( )
ω 0>
∑=
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layers. In particular, the corresponding solutions for the
central FM/S contact in the unit cell have the form

(5)

where the coefficients A(ω), C(ω), B, and D are inde-
pendent of z, while the wavenumbers ks and kf are inde-
pendent of frequency ω (ω ! I) and describe the trans-
verse spatial variation of the pair amplitude. The solu-
tions for the two end S and FM layers in the
/S/FM/S/FM/ unit cell are analogous to Eqs. (5) and
should satisfy periodicity conditions (4). The minimi-
zation of the unit-cell free energy with respect to the
phase of superconducting (φ) and magnetic (χ) order
parameters yields four possible different LOFF states:

(6)

In the 00 state, C(ω) = D = 0, so that pair amplitudes (5)
are even functions about the centers of the S and FM
layers, whereas in the π0 phase C(ω) = B = 0, so that the
pair amplitude in the FM layer becomes odd. In the two
new LOFF states 0π with D = 0 and B ≠ 0 and ππ with
B = 0 and D ≠ 0, the coefficients A(ω) and C(ω) are non-
zero; i.e., pair amplitude in the S layer is not character-
ized by a certain parity. The presence of an admixture
of the sine solutions to the cosine solutions in Eq. (5)
indicates that the paramagnetic effect of exchange field
I is partially compensated in the S layers if the neigh-
boring FM layers are in the AFS state with antiparallel
orientations of their magnetizations.

The first two states 00 and π0 were considered ear-
lier in [3–7], where it was tacitly assumed that χ = 0,
i.e., that the superlattice was in the ferromagnetic
superconducting (FS) state [8–10] with parallel orien-
tations of magnetizations of all FM layers. In the limit
of large thicknesses of S layers, ds @ ξs (ξs is the coher-
ence length in the superconductor), this is justified
because the mutual orientation of magnetizations in the
neighboring FM layers is irrelevant as long as the anti-
ferromagnetic RKKY exchange through the S interlay-
ers is exponentially small [8–10]. However, for the
short-period FM/S superlattices with thicknesses ds

close to the critical value  ~ ξs, the Tc values in the
π-magnetic phases 0π and ππ are, likely, higher than in

Fs z ω,( ) A ω( )
ks z ds/2–( )[ ]cos

ksds/2( )cos
-----------------------------------------=

+ C ω( )
ks z ds/2–( )[ ]sin

ksds/2( )sin
----------------------------------------, 0 z ds,< <

F f z( ) B
k f z d f /2+( )[ ]cos

k f d f /2( )cos
-------------------------------------------=

+ D
k f z d f /2+( )[ ]sin

k f d f /2( )sin
------------------------------------------, d f z 0,< <–
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2) π0 phase φ π χ 0=,=( );
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the 0-magnetic phases 00 and π0, respectively. Thus,
the superconducting state of the FM/S superlattice is,
generally, the result of an intricate competition of four
different LOFF states (Figs. 1, 2).

The calculations lead to the usual Abrikosov–
Gor’kov-type equation for the reduced superconduct-
ing transition temperature t = Tc/Tcs of the FM/S super-
lattice:

(7)

where Ψ(x) is the digamma function and the pair-break-

ing parameter Ds  is the solution of another transcen-
dental equation [of its own type for each of the four

tln Ψ 1
2
--- 

  Re Ψ 1
2
---

Dsks
2

4πTcst
----------------+ 

  ,–=

ks
2

Fig. 1. Reduced critical temperature t = Tc/Tcs of the FM/S
superlattice vs. reduced thickness ds/ξs0 of the S layer for
different thicknesses of the FM layer. The values of main
parameters of the theory are indicated in the upper panel,
and the curve assignment is shown in the middle panel. The
ds = 0.52ξs0 value indicated by the vertical arrows corre-
sponds to the t(df) curves in Fig. 2.
phases (6)]. For the 00 phase, this equation reads

(8)

For 2Iτf < 1 and I @ πTcs, the wavenumber kf is given by
the expression

(9)

For 2Iτf > 1, Df in Eqs. (8) and (9) should be replaced
by 3Df .

To find the critical temperature for the 0π state,
Eqs. (7)–(9) should be supplemented by the following

relationship between  and :

(10)

The transcendental equation for the pair-breaking fac-
tor in the π0 state is obtained from Eq. (8) through replac-

ing  by  on its left-hand side and  by

 on its right-hand side. The relationship

between  and , which is required for calculating
the critical temperature in the ππ state, is obtained from

Eq. (10) through replacing  by  and  by .

The set of Eqs. (7)–(10) can be used to study the
dependence of the reduced critical temperature t of the
FM/S superlattice on the reduced thicknesses of super-
conducting (ds/ξs0) and magnetic (df/af) interlayers for
different ratios between the parameters σs, 2Iτf = lf/af ,
nsf , and ls/ξs0, where ξs0 is the BCS coherence length,
ls(f ) is the mean free path in the S(FM) layer, and af =
vf/2I is the spin stiffness length.

In Fig. 1, a set of phase diagrams t(ds) is presented
for superlattices with different thicknesses of the FM
layers and reasonable values of the remaining parame-
ters. As expected, in the range of ds thicknesses smaller

than the threshold value , the AFS 0π and ππ LOFF
states (curves b and d) with the antiparallel orientations
of magnetizations in the neighboring FM layers are
energetically more favorable than the known FS 00 and

π0 states (curves a and c). The threshold thickness 
below which the π-magnetic phases dominate in the
FM/S superlattices depends on the other parameters of
the theory and varies in the range from 0.6ξs0 to 0.85ξs0.

It is also important that the critical thickness  of
superconducting layers for which Tc goes to zero is
always lower for the AFS states than for the FS states;

i.e., (AFS) < (FS), where (AFS) = min{ (0π),
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(ππ)} and (FS) = min{ (00), (π0)}. Thus,
superconductivity of the superlattices with thicknesses

of superconducting layers (AFS) < ds <  has a
purely AFS nature. One can see from Fig. 1 that this
range is rather broad for the parameters chosen and
may exceed 0.3ξs0. Besides, the difference Tc(AFS) –
Tc(FS) between the critical temperatures may become
appreciable for certain ds thicknesses from this range.
For instance, this difference exceeds 0.3Tcs for Tc(FS) ≈ 0.
The competition between the AFS 0π and ππ states
themselves (curves b and d in Fig. 1) at different thick-
nesses df of the FM layers is also noteworthy. It gives evi-

dence that the nature of the Tc(df) oscillations at ds <  is
associated with the 0π–ππ–0π cascade of phase transi-
tions between the new AFS LOFF states (Fig. 2).

As the S-layer thickness increases, the gain due to a
partial compensation for the paramagnetic effect of
exchange field in the AFS state diminishes and

becomes negligible at ds > . In this case, the symmet-
ric FS 00 and π0 solutions with smaller Cooper-pair
flux through the S/FM boundaries have a slightly
higher critical temperature than in the 0π and ππ LOFF
states. However, the difference between Tc(AFS) and

Tc(FS) at thicknesses ds >  is quite insignificant and
can hardly be detected experimentally. It is most likely
that in this thickness range the FM/S superlattice is
magnetically quasi-two-dimensional, i.e., decomposes
into the system of S/FM/S sandwiches for which the
correlation between the phases of magnetic order
parameter in the neighboring FM layers is absent. At
the same time, in this case the 0- or π-type phase match-
ing is retained for the superconducting order parame-
ters in the neighboring S layers. Because of this, the
nonmonotonic behavior of Tc(df) at large S-layer thick-

nesses (ds > ) is expected to be due to another transi-
tion chain 00–π0–00, as was previously shown in [3–7].

Our analysis of Fig. 1 shows that the range of ds
thicknesses where the differences in the critical temper-
atures of all four superlattice states are the greatest is
physically the most interesting. For this reason, the t(df)
dependences in Fig. 2 are presented for the S-layer
thickness ds = 0.52ξs0 corresponding to the indicated
interval and the same set of remaining parameters as in
Fig. 1. It is seen in Fig. 2 that curves b and d for the AFS
0π and ππ states go markedly higher than the FS 00 and
π0 states (curves a and c) and fully suppress the realiza-
tion of the latter. Consequently, the appearance of new
AFS 0π and ππ LOFF states prevents the Tc going to
zero and noticeably extends the areas of superconduct-
ing regions in the phase diagrams in Figs. 1 and 2.

Interestingly, Figs. 1 and 2 are also suited to the
analysis of the Tc(ds) and Tc(df) phase diagrams of the
three-layer structures FM/S/FM in which the π-phase
superconductivity is basically impossible. To this end,

ds
c ds

c ds
c ds

c

ds
c ds

π

ds
π

ds
π

ds
π

ds
π
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one has only to remove the c (π0) and d (ππ) curves
from these figures and replace df by 2df. Thus, the
three-layer FM/S/FM systems discussed in [11, 12] are
a particular case of our theory. Moreover, it was
assumed in the cited works that Tc in the AFS state is
higher than in the FS state for any S-layer thickness ds,
although the estimates for the Tc(ds) dependence were
made only in the Cooper limit (ds ! ξs). We have shown
above that the AFS state dominates only at ds values

below the threshold value  (Fig. 1). In the opposite
case, the critical temperature of the FS state becomes

higher. Recall that in our case ds ≥  ≈ 0.4ξs0 > ξs ≈
≈ 0.3ξs0.

To obtain the Tc(ds) and Tc(df) phase diagrams for the
S/FM/S trilayers in which the π-phase magnetism is
impossible, one has to remove curves b (0π) and d (ππ)
from Figs. 1 and 2 and replace ds by 2ds. The resulting
Tc(df) phase diagram with curves a (00) and c (π0) cor-
responds to reentrant superconductivity.

The simplest structure allowing the competition
between the 0- and π-phase magnetism and the 0- and
π-phase superconductivity in a common sample is pro-
vided by a four-layer FM/S/FM/S system, whose phase
diagrams are analogous to the ones shown in Figs. 1
and 2 for superlattices. Simultaneous examination of
the phase diagrams Tc(ds) in Fig. 1 and Tc(df) in Fig. 2
allows one to optimize the choice of parameters for the
four-layer structure, making possible the control of its
superconducting and magnetic states, e.g., by using a
weak external magnetic field. To reorient the magneti-
zations of the neighboring FM layers from the antifer-
romagnetic state to the ferromagnetic state, magnetic
fields H must be higher than the FM coercive field Hcoer.

ds
π

ds
c

Fig. 2. Reduced critical temperature t of the multilayer
FM/S system vs. reduced thickness df/af of the FM layer for
ds = 0.52ξs0. The vertical arrows indicate the df thicknesses
for which the phase diagrams are drawn in Fig. 1.
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The corresponding fields (Hcoer ~ 10–100 Oe; see, e.g.,
[13]) are too weak to strongly modify phase diagrams
of the FM/S/FM/S structures possessing two data-
record channels simultaneously, namely, on the super-
conducting current and on the magnetic order. In partic-
ular, it follows from Fig. 2 that, if the operating point is
chosen beneath curve d (e.g., t ≈ 0.3 and df ≈ 0.45af ;
black triangle), the field H > Hcoer will drive the system
from the AFS(ππ) state immediately to the ferromag-
netic normal (FN) state, thus making the superconduct-
ing current resistive. Switching-off of this field returns
the system to the initial AFS state. In this regime, the
four-layer FM/S/FM/S system operates as a device with
100% negative magnetoresistance. This is reminiscent
of a “spin switch” model based on the FM/S/FM trilay-
ers that was suggested in [11, 12]. However, the three-
layer FM/S/FM structure possesses considerably fewer
logically different variants of data record than the four-
layer FM/S/FM/S structures (see below).

In particular, if the magnetization orientation in the
first FM layer is fixed, e.g., by virtue of pinning at the
contact with a magnetic dielectric, then one may drive
the four-layer structure from the AFS to the antiferro-
magnetic normal (AFN) state upon applying a field H
(higher than the upper critical field Hc2) in the opposite
direction. In this case, only that information changes
which was recorded on the superconducting current,
whereas the information recorded on the mutual orien-
tation of magnetizations of the FM layers will be
retained. Note that by the appropriate choice of the
operating point about the superconducting transition
curve Tc(df) in Fig. 2 one can always attain the desired
magnitude of the Hc2 field to make it lower than the
depinning field Hp. An additional AFN  FN transi-
tion occurs in the FM/S/FM/S system upon applying a
field H > Hp.

At the same time, according to the theory of second-
order phase transitions, the system under these condi-
tions will be in the state with lower free energy (higher
critical temperature). For this reason, if the operating
point is chosen under curve c (t ≈ 0.25 and df ≈ 0.45af;
black square), then the field H of the appropriate mag-
nitude and direction will induce the AFS(ππ) 
FS(π0) transition and change the magnetic information
but retain the information recorded on the supercon-
ducting current. As the field rises to a value higher than
Hc2 in the FS(π0) state, the FM/S/FM/S structure
undergoes transition to the FN state. The above-men-
tioned AFS(ππ)  AFN  FN chain of transitions
occurs upon applying the oppositely oriented fields first
higher than Hc2 and then higher than Hp. Switching-off
of the external fields again returns the system to the ini-
tial AFS(ππ) state.
Thus, the FM/S superlattices can serve as elements
in the design of microelectronic devices of a basically
new type combining advantages of the superconducting
and magnetic data-record channels in a common sam-
ple. It should be emphasized that the range of parame-
ters providing pronounced π-phase magnetism is rather
narrow. In particular, the |t(AFS) – t(FS)| difference
becomes less than 0.02 for 2Iτf @ 0.1 and nsf on the
order of unity or less; i.e., the π-magnetic and 0-mag-
netic states of the FM/S superlattice become practically
indistinguishable. The knowledge of a physically
important range of parameters where the competition
between the AFS and FS LOFF states (Fig. 2) results in
a multicritical behavior of the Tc(df) phase diagrams can
be helpful in developing the technology of FM/S super-
lattices with new π-magnetic properties.

This work was supported in part (M. Khusainov and
Yu. Proshin) by the Russian Foundation for Basic
Research (project nos. 01-02-17534 and 01-02-17822)
and the CRDF (grant no. REC-007).
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The resistivity, the magnetic susceptibility, the magnetization, and the specific heat of electronic manganite
Ca0.85Sm0.15MnO3 were studied. The data obtained suggest that this compound undergoes phase transition into
the insulator antiferromagnetic state at Tc ~ 115 K and displays negative magnetoresistance at T < Tc. A minor
ferromagnetic component of 0.025µB in the magnetization of Ca0.85Sm0.15MnO3 may be caused by the devia-
tion of this composition from the exact stoichiometry Mn3+ : Mn4+ = 1 : 8. The Debye temperature ΘD = 575 K
and the entropy of phase transition ∆S = 5.1 J/(mol K) were derived from the temperature dependence of spe-
cific heat. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.30.Kz; 75.30.Vn; 75.30.Cr; 75.60.E; 75.40.Cx
Perovskite-like manganites A1 – xBxMnO3, where A
is tervalent lanthanide and B is bivalent alkaline-earth
metal, attract interest as materials with colossal nega-
tive magnetoresistance. The ratio between A and B cat-
ions determines the Mn3+ : Mn4+ ratio in the structure of
these compounds. Electronic manganites (x > 0.5) with
predominating Mn4+ have been studied much less thor-
oughly than hole manganites with predominating Mn3+

(x < 0.5). Nevertheless, they are of considerable interest
because the phase diagrams of hole and electronic man-
ganites are qualitatively different [1, 2]. For instance,
La1 – xCaxMnO3 exhibits a broad region of composi-
tions 0.18 ≤ x < 0.5, where the system undergoes tran-
sition into the metallic ferromagnetic state upon lower-
ing temperature. Hole manganites display colossal
magnetoresistance precisely in this phase. In the elec-
tronic manganite Ca1 – xSmxMnO3, the metallic ferro-
magnetic state occurs for none of the x values and the
colossal magnetoresistance effect is observed only in a
narrow range of compositions near x ~ 0.15.

The studies of the structure and the transport and
magnetic properties of Ca0.85Sm0.15MnO3 were initiated
in [3–5]. At high temperatures, this compound has the
orthorhombic Pnma lattice with parameters a =
5.3215 Å, b = 7.5010 Å, and c = 5.3021 Å (T = 300 K).
With lowering temperature, Ca0.85Sm0.15MnO3 under-
goes first-order phase transition into the monoclinic
P21/m modification with parameters a = 5.3340 Å, b =
7.4432 Å, c = 5.3076 Å, and β = 91.062° (T = 10 K).
During this transition, the high- and low-temperature
phases of Ca0.85Sm0.15MnO3 coexist in a certain temper-
ature range, and in each of them its own antiferromag-
netic order is established with lowering temperature.
Simultaneously with the formation of the P21/m phase,
a C-type magnetic structure appears in it at T ~ 125 K [6].
0021-3640/01/7307- $21.00 © 20349
The c-directed ferromagnetic Ising chains in this struc-
ture are coupled with each other via the antiferromag-
netic interaction. In the supercooled Pnma phase, the
antiferromagnetic G-type state [6] typical of CaMnO3
is formed at T ~ 115 K.

Magnetization measurements systematically indi-
cate the presence of a compositionally dependent ferro-
magnetic moment in Ca1 – xSmxMnO3 (x ≤ 0.15) at low
temperatures. In Ca0.85Sm0.15MnO3, this moment is
equal to approximately 0.015µB per formula unit in
weak magnetic fields [5]. There are different guesses in
the literature as to the origin of the ferromagnetic com-
ponent [3, 5]. According to [3], ferromagnetism is
caused by the canting of antiferromagnetic G phase that
remains in the Pnma clusters down to low tempera-
tures. It is conjectured in [5] that both insulator antifer-
romagnetic and conducting ferromagnetic states may
form in the Pnma clusters.

A wealth of proposed structural and magnetic states
in Ca0.85Sm0.15MnO3 has stimulated this work, in which
the measured specific heat is compared with the results
of our measurements of magnetization, magnetic sus-
ceptibility, and resistivity of this compound.

Ca0.85Sm0.15MnO3 ceramic was prepared by solid-
phase synthesis from the nominal Sm2O3, MnO2, and
CaCO3 composition. A powder-pressed pellet was
repeatedly ground and annealed at temperatures gradu-
ally increasing in the range 980–1200°C. The final syn-
thesis was conducted in air atmosphere at 1300°C for
36 h followed by cooling in a furnace. The homogene-
ity of the sample and the correspondence of its cationic
composition to the nominal composition were con-
firmed by X-ray powder diffraction at T = 300 K and by
local X-ray spectrum analysis. The physical properties
of Ca0.85Sm0.15MnO3 were measured over the tempera-
001 MAIK “Nauka/Interperiodica”
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ture range 5–300 K. The magnetization and magnetic
susceptibility were measured by a SQUID magnetome-
ter (Quantum Design) in fields of up to 5 T. The resis-
tivity was measured by the standard four-probe tech-
nique. The specific heat was measured using a quasi-
adiabatic microcalorimeter by the heat pulse technique.

The temperature dependences of the resistivity ρ of
the ceramic sample of Ca0.85Sm0.15MnO3 in zero field
and in field H = 1.8 T are shown in Fig. 1. At high tem-
peratures, the resistivity displays a weak metallic
behavior and sharply rises at Tc ~ 115 K, indicating the
transition into the insulator state. At T < Tc, the magne-
toresistance is negative; its magnitude in the field H =
1.8 T at T = 105 K equals |ρH – ρ0|/ρH = 40%. In the range
of magnetic fields studied in this work, the magnitude
of negative magnetoresistance of Ca0.85Sm0.15MnO3 is

Fig. 1. Temperature dependences of the resistivity of
Ca0.85Sm0.15MnO3 in zero magnetic field and in the field
H = 1.8 T. Temperature dependence of the negative magne-
toresistance is shown in the inset.

Fig. 2. Temperature dependences of the magnetic suscepti-
bility of Ca0.85Sm0.15MnO3, as measured in the zero-field-
cooling (ZFC) and field-cooling (FC; H = 0.0025 T)
regimes.

ZFC
FC, H = 0.0025 T

ρ
(m

 Ω
 c

m
)

comparatively small, although in fields ~7 T it reaches
values typical of hole manganites [3, 6].

The temperature dependences of the magnetic sus-
ceptibility of Ca0.85Sm0.15MnO3 were measured in the
zero-field-cooling (ZFC) and field-cooling (FC; H =
0.0025 T) regimes (Fig. 2). The χ(T) curves show a
peak at Tc ~ 115 K. At T < Tc, the FC susceptibility
markedly exceeds the ZFC one. These features of mag-
netic susceptibility are typical of the systems undergo-
ing transition into the spin (or cluster) glass state. How-
ever, for Ca0.85Sm0.15MnO3, this state is quite specific.
As seen from the field dependence of magnetization M
shown in Fig. 3, there is a ferromagnetic component of
about 0.025µB in weak fields and M grows linearly with
the field and reaches 0.09µB at H = 5 T. The M(H) curve
shows a weak hysteresis in the entire range of magnetic
fields studied. The appearance of a small ferromagnetic
component in the magnetization of Ca0.85Sm0.15MnO3
at low temperatures may be due to the deviation of the
composition from a composition with Mn3+ : Mn4+ =
1 : 8. For this ratio, the Mn3+ and Mn4+ positions may
be ordered to form the antiferromagnetic structure. The
magnetic moments of the Mn3+ and Mn4+ ions are

 = 4.9µB and  = 3.9µB, respectively. For the

composition with 2.5% excess Mn3+ ions, the uncom-
pensated ferromagnetic moment is M = 0.025(  –

) = 0.025µB.

The temperature dependence of the specific heat of
Ca0.15Sm0.85MnO3 is presented in Fig. 4. A clearly
defined λ-type anomaly confirms the presence of phase
transition at Tc ~ 115 K.

Generally, the specific heat of a magnet contains at
T < Tc the phonon Cph, the electronic Cel, and the mag-
non Cmag components:

At low temperatures, the lattice contribution is Cph =
βT3 + αT5, the electronic contribution is Cel = γT, and
the contribution of spin excitations is Cmag = δTn. The
exponent n depends on the type of spin excitations; n =
3/2 or 3 for the magnons in a three-dimensional ferro-
magnet or antiferromagnet, respectively [7].

The fact that the linear electronic contribution to the
specific heat was not observed indicates that the low-
temperature state of the sample is dielectric. No contri-
bution proportional to T3/2 was revealed in the specific
heat of Ca0.85Sm0.15MnO3 either, in compliance with the
smallness of the ferromagnetic component in the mag-
netization of this compound at low temperatures. The sum
(β + δ)T3 + αT5 with parameters β + δ = (5.0 ± 0.3) ×
10−5 J/(mol K4) and α = (3.7 ± 0.3) × 10–7 J/(mol K6) is
the best fit to the experimental data in the temperature
range 7–12 K. The magnon component δT3 of the spe-
cific heat of a three-dimensional antiferromagnet and

µ
Mn3+ µ

Mn4+

µ
Mn3+

µ
Mn4+

C Cph Cel Cmag.+ +=
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the phonon component βT3 are additive. Using the for-

mula β = 12π4Rν/5 , where R is the universal gas
constant and ν = 5 is the number of atoms in formula
unit [8], the lower bound to the Debye temperature was
estimated at ΘD ~ 575 K. This value agrees rather well
with the results of systematic studies of the parameters
of Ca-containing manganites. For instance, ΘD in the
La1 – xCaxMnO3 system increases from 368 K in
La0.9Ca0.1MnO3 [9] to 500 K in La0.37Ca0.63MnO3 [10].

Excluding the phase transition region, the specific
heat of the sample studied can be approximated by
three Einstein optical modes "ωE1/kB = 130 K,
"ωE2/kB = 290 K, and "ωE3/kB = 760 K over a wide
temperature range. As shown in Fig. 4, this allows the
entropy of phase transition to be estimated at ∆S =
5.1 J/(mol K). The theoretical estimate of magnetic
contribution to the entropy of phase transition ∆Smag =
Rln(2S + 1) = 8.314(0.15ln5 + 0.85ln4) = 11.8 J/(mol K)

ΘD
3

Fig. 3. Field dependence of the magnetization of
Ca0.85Sm0.15MnO3 at T = 5 K.

Fig. 4. Temperature dependence of the specific heat of
Ca0.85Sm0.15MnO3. Solid line is the approximation of
phonon contribution by the sum of three Einstein modes.
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markedly exceeds this value. However, it should be
noted that the procedure of setting off the entropy of
phase transition is highly sensitive to the interval where
the Einstein approximation is used. The agreement
between the experiment and theory betters if the mag-
netic entropy released in the pretransition fluctuation
region is included in ∆S.

In our measurements of the transport, magnetic, and
notably thermal properties, clear-cut anomalies are
observed for Ca0.85Sm0.15MnO3 only at the temperature
Tc = 115 K. The obvious contradiction with the results
of studies [2, 3, 5], where several phase transitions were
observed at close temperatures, is probably caused by
the fact that the experiments were conducted at differ-
ent rates. Different structures and magnetic phases of
Ca0.85Sm0.15MnO3 are energetically close to one
another, so that the system undergoes transition into the
phase-separated state of the cluster-glass type upon fast
cooling [5]. Under quasi-adiabatic conditions, the sys-
tem with a multiwell potential can transfer to the lowest
energy state. Under these conditions, a nearly homoge-
neous antiferromagnetic state with a small fraction of
ferromagnetic clusters is likely formed at low tempera-
tures. The applied magnetic field lowers the energy of
the ferromagnetic state at low temperatures, leading to
an increase in the volume of ferromagnetic clusters
over which electron transport is possible.

This work was supported by the Russian Foundation
for Basic Research (project no. 99-02-17828), the
INTAS (grant no. 99-0155), and the NWO (grant
no. 047-008-012).
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Semiconductor Bi2 – xFexTe3
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Single crystals of a new diluted magnetic semiconductor Bi2 – xFexTe3 (0 ≤ x ≤ 0.08) were grown. For all crys-
tals, the transition into a ferromagnetic state with easy axis parallel to the C3 axis was observed at temperature
Tc increasing with iron concentration and reaching 12 K at x = 0.08. An increase in the Seebeck coefficient,
anomalous Hall effect, and resistivity jump at T = Tc were also observed. The frequency of the de Haas–van
Alphen oscillations decreases with increasing x, indicating the donor properties of Fe. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 75.40.-s; 75.30.Kz; 75.50.Pp
1. Semiconductors containing transition or rare-
earth ions in an amount excluding direct exchange
interaction between their magnetic moments are
referred to as diluted magnetic semiconductors (DMS).
The rare-earth and transition-metal chalcogenide DMS
are most thoroughly studied [1]. The exchange interac-
tion between free charge carriers and the localized
magnetic moments of ions strongly affects the optical,
transport, and magnetic properties of host semiconduc-
tors. As a rule, DMS materials undergo transition into
the spin-glass state upon lowering temperature [2, 3].
For example, the solubility limit for magnetic impuri-
ties in III–V semiconductors, e.g., InAs or GaAs, is
very low, ~1019 cm–3. For this reason, the corresponding
DMS can be prepared only as thin layers under non-
equilibrium conditions of molecular beam epitaxy at
low growth temperatures and a considerable excess
over the solubility limit. Earlier, partial ferromagnetism
was observed at low temperatures [5] in uniform III–V
(In, Mn)As films grown on a GaAs substrate [4]. Ferro-
magnetism was also observed in (Ga, Mn)As films [6]
and in Group IV–VI PbSnMnTe DMS [7].

Ferromagnetism in DMS is induced by free charge
carriers because the direct exchange interaction
between the localized magnetic moments in DMS is
absent. It is not only of a scientific interest but is also
practically important because it offers strong possibili-
ties of using a magnetic field for the control of proper-
ties of various devices [8]. From this point of view, of
special interest are thermoelectric compounds, espe-
cially those based on Bi2Te3, Sb2Te3, and related mixed
crystals, because they are the most efficient currently
0021-3640/01/7307- $21.00 © 20352
available thermoelectric materials. To date, magnetic
thermoelectric materials based on bismuth and anti-
mony tellurides or selenides, as well as their magnetic
and electronic properties, have not been studied.

2. Bi2Te3 is a layered narrow-gap semiconductor
(Eg = 0.20 eV at room temperature [9]) with the rhom-
bohedral symmetry of the crystal lattice belonging to

the space group R3m–  with twofold axis C2 and
threefold axis C3 (perpendicular to the layers). Five-
layer packages Te1–Bi–Te2–Bi–Te1 (Te1 and Te2 denote
two possible tellurium sites in the lattice) with strong
mostly covalent–ionic bonds form the bismuth telluride
lattice. The five-layer packages interact with each other
through weak van der Waals forces.

Stoichiometric Bi2Te3 crystals always grow in the p
type and have high hole concentration because of the
presence of a considerable amount of negatively
charged antisite point defects; i.e., many of the Te lat-
tice sites are occupied by the Bi atoms. The doping pri-
marily changes the bond polarity and, hence, the num-
ber of antisite defects. Therefore, any element can func-
tion as a donor or acceptor irrespective of its Group
number. For example, Group III element indium func-
tions as a donor in V2– VI3 semiconductor Bi2Te3 [10].

3. Single crystals of Group V2–VI3 DMS, specifi-
cally, of p-Bi2 – xFexTe3 grown by the Bridgman
method, were studied in this work. Magnetic suscepti-
bility, magnetic moment, Hall effect, and temperature
dependence of resistance were studied over the temper-
ature range 2–300 K; the Seebeck coefficient was also
measured.

D3d
5
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Samples were prepared from elements of 99.999%
purity. A Fe2Te3 polycrystal was synthesized and then
mixed with the Bi and Te elements in a ratio of
Bi2 − xFexTe3 with x = 0, 0.005, 0.04, and 0.08, after
which a single crystal was grown by the Bridgman
method. The 3 × 0.8 × 0.8-mm samples for magnetic
and transport measurements were cut from an ingot by
the electric-spark method.

The magnetic susceptibility and the magnetic
moment were measured over the temperature range
2−300 K in a magnetic field of up to 7 T using an
MPSL-XL7L SQUID magnetometer (Quantum Design
Co. Ltd.).

4. Magnetic susceptibility χ of the Bi2Te3 single
crystals points to their diamagnetism over the whole
temperature range from 2 to 300 K. It does not depend
on the temperature and is  = –0.45 × 10–6 emu/g
along the C3 axis, i.e., perpendicular to the layers, and

 = –0.33 × 10–6 emu/g along the C2 axis. In the iron-
doped sample, the magnetic susceptibility increases
with lowering temperature from room to 2 K and
becomes positive with a maximum value of  ≈ 2.5 ×
10–5 emu/g along the C3 axis in the x = 0.08 sample.

At liquid helium temperatures and B || C3, the mag-
netic moment vs. magnetic field curve exhibits a hys-
teresis loop typical of ferromagnets. The loop width
increases as the iron content in Bi2 – xFexTe3 grows
(Fig. 1). It also depends on the crystallographic orien-
tation. Figure 2 shows the field dependences of mag-
netic moment for B directed along the C2 axis. A com-
parison of Figs. 1 and 2 indicates that the hysteresis
loop is much smaller for the field aligned with the C2
axis. In addition, the oscillations due to the de Haas–
van Alphen effect are clearly visible in Figs. 1 and 2 at
B > 2 T.

The temperature dependences of the susceptibility χ
along the C3 axis upon heating in the field B = 1 mT are
shown in Fig. 3. Prior to these measurements, a mag-
netic field of 1 T was applied at T = 2 K, and only after
this were the samples heated at B = 1 mT. In this case,
the Curie temperature Tc of transition into the ferro-
magnetic state is very close to the temperature where
the susceptibility becomes zero [7]. This gave Tc ≈ 5 K
(x = 0.005), ≈8 K (x = 0.04), and ≈12 K (x = 0.08). At
temperature Tc, the resistivity undergoes a reversible
jump (inset in Fig. 3) caused by switching off the spin-
flip scattering after the transition into the ferromagnetic
state.

The Hall coefficient as a function of magnetic field
is shown in Fig. 4 for the Bi2Te3 and Bi1.92Fe0.08Te3
samples. An increase in the Hall coefficient with
increasing magnetic field in Bi2Te3 is associated with a
complex structure of the valence band consisting of two
sixfold degenerate extrema (for details, see [10]). With
the Bi1.92Fe0.08Te3 sample, this nonmonotonic increase

χC3

χC2

χC3
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is superimposed by a sharp rise in the Hall coefficient
at low magnetic fields because of the appearance of
magnetization in the ferromagnetic state of this sample.
In other words, the hole interaction with the magnetic
moments of iron ions gives rise to the anomalous Hall
effect [11], which is due not to the external field but to
the sample magnetization M. For the anomalous Hall
effect, the Hall resistivity ρxy is related to the normal R
and anomalous Rs Hall coefficients by the formula

(1)

The fact that the Hall coefficient increases with increas-
ing iron concentration in Bi1 – xFexTe3 is evidence for
the donor properties of Fe. However, the use of the Hall
effect for calculating hole concentration p is hampered,
for which reason the p(x) dependence was derived from
the de Haas–van Alphen oscillations (see below).

ρxy RH RsM.+=

Fig. 1. Magnetization M along the C3 axis (perpendicular to
the layers) as a function of magnetic field at T = 2 K for the
Bi2 – xFexTe3 samples with x = (1) 0, (2) 0.005, (3) 0.04, and
(4) 0.08.

Fig. 2. Magnetization M along the C2 axis (along the layers)
as a function of magnetic field at T = 2 K for the
Bi2 − xFexTe3 samples with x = (1) 0, (2) 0.005, (3) 0.04, and
(4) 0.08.
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The Seebeck coefficient α was also measured for all
samples at room temperature. It was found that the
α value increased from α = 215 µV/K in pure bismuth
telluride to α = 260 µV/K in Bi1.92Fe0.08Te3 with maxi-
mum Fe content.

All Bi2 – xFexTe3 samples studied were of the p type.
For the n-type systems, we chose the Bi2Se3 and
Bi1.96Fe0.04Se3 compounds because, contrary to Bi2Te3,
their stoichiometric single crystals always grow in the
n type. The magnetic susceptibility χ of the n-Bi2Se3

single crystals displayed a diamagnetic behavior at
temperatures from 2 to 300 K. It was found to be tem-
perature-independent and isotropic with  =  =

−0.3 × 10–6 emu/g. The electron concentration
increased from n = 3.7 × 1019 cm–3 in Bi2Se3 to n = 6 ×

χC3
χC2

Fig. 3. Temperature dependence of the magnetic suscepti-
bility χ in magnetic field B = 1 mT parallel to the C3 axis in
the region of ferromagnetic transition of the Bi2 – xFexTe3
samples with x = (1) 0.005, (2) 0.04, and (3) 0.08. Inset: the
reversible resistivity jump observed for the Bi1.96Fe0.04Te3
sample upon the transition into the ferromagnetic state at
temperature Tc is indicated by the arrow.

Fig. 4. Magnetic field dependence of the Hall coefficient R
for (1) the host Bi2Te3 sample and (2) the Bi1.92Fe0.08Te3
sample.
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1019 cm–3 in Bi1.96Fe0.04Se3 upon doping with Fe; i.e.,
iron was a donor, as in bismuth telluride. No ferromag-
netic transition was observed down to a temperature
of 2 K.

5. We assume that the iron atoms are most probably
located in the interstitial sites of the Bi2Te3 lattice. This
assumption follows from the behavior of lattice param-
eters in the Bi2Te3 samples upon their doping with iron.
X-ray lattice parameters of the starting Bi2Te3 crystals
were found to be a = 0.43821(5) and c = 3.0481(2) nm,
whereas, in the Bi2 – xFexTe3 (x = 0.08) sample with the
highest Fe content (according to atomic adsorption
analysis, the iron concentration in this sample was cFe =
8.8 × 1019 cm–3), these parameters are a = 0.43835(5)
and c = 3.0490(2) nm. The c/a ratio remains virtually
unchanged. If the iron atoms occupied the van der
Waals space between the five-layer packages in the lay-
ered structure of bismuth telluride, then the c/a ratio
would increase. The dielectric constant of Bi2Te3 is
very large (ε∞ ≈ 80), and iron is ionized in the lattice;
i.e., it is in the ionic form and functions as a donor. As
a result, the initial hole concentration diminishes with
increasing iron content. These data are also confirmed
by the studies of the Seebeck coefficient and by the fact
that the de Haas–van Alphen oscillation frequency F
decreases from F = 26 T in Bi2Te3 to F = 18 T in
Bi1.92Fe0.08Te3 as the iron content increases.

6. The hole concentration p, the Fermi energy, and a
change in both with doping can be calculated using the
de Haas–van Alphen effect. For the ellipsoidal nonpar-
abolic model [12], the dispersion law is written as

(2)

where αij = m0/mij are the energy-dependent compo-
nents of the tensor of reciprocal effective masses and
kx, y, z are the wave vector components: kx is perpendic-
ular to the mirror plane in which the C2 and C3 axes lie,
ky is parallel to the C2 axis, and kz is parallel to the C3
axis. The major axes of ellipsoids are tilted in the C1C3
planes θ (θ = 31.5° in Bi2Te3) about the crystallo-
graphic axes. Let us denote the central cross section of
ellipsoids in the plane perpendicular to the C3 axis by
SH. The de Haas–van Alphen oscillations for the coin-
ciding cross sections SH of all six ellipsoids are
observed in a magnetic field B parallel to the C3 axis.
One can show that

(3)

where

(4)

2m0E/"2 α11kx
2 α22ky

2 α33kz
2 2α23kykz,+ + +=

SH 2πm0EF/"2 α22* α33* θsin
2 α11* α22* θcos

2
+( )

1/2
,=

α22* α33*+ α22 α33,+=

α22* α33* α22α33 α23( )2.–=
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The cross section SH of the Fermi surface in the k space
is related to the de Haas–van Alphen oscillation fre-
quency F by the formula

(5)

One thus obtains the following formulas for the Fermi
energy EF and hole concentration p:

(6)

(7)

Thus, the values of EF and p can be derived from the
experimental frequencies F found for the de Haas–van
Alphen effect in the Bi2 – xFexTe3 samples, provided that
the αij parameters are known. Recent direct measure-
ments of the cyclotron resonance in Bi2Te3 single crys-
tals in a magnetic field parallel to the C3 axis suggest
that the cyclotron masses are independent of tempera-
ture and charge-carrier concentration [13]. For this rea-
son, we carried out calculations with the parameters

 = 2.26,  = 32.5, and  = 11.6 that had earlier
been determined for Bi2Te3. These parameters corre-
spond to the Fermi-surface anisotropy η = Smax/Smin =
Sb/Sa = 3.8. According to our experimental data, the
hole concentration decreases from p = 7.5 × 1018 cm–3

(Bi2Te3) to p = 4.6 × 1018 cm–3 (Bi1.92Fe0.08Te3) and the
Fermi energy also decreases, respectively, from EF =
37.8 meV to EF = 28 meV as the iron content in the
samples increases.

7. Let now discuss the magnetic susceptibility χ(T).
It can generally be written in the form

(8)

where χL is the lattice contribution, which is diamag-
netic and independent of temperature in bismuth tellu-
ride. It is due to the atomic-core and valence-band elec-
trons which are localized and do not carry charge. The
next term χni(0) is the temperature-independent contri-
bution from the possible neutral impurities in the crys-
tal; χc(T) is the magnetic susceptibility of free charge
carriers; and χi(T) is the susceptibility of magnetic
impurity (Fe in our case); it depends on temperature
and at high temperatures is paramagnetic. It follows
from our measurements that the magnetic moment of
Bi2Te3 oscillates in a magnetic field because of the
quantization of the hole energy spectrum.

Charge-carrier-induced ferromagnetism in Group III–V
element alloys with magnetic impurities was discov-
ered in (In, Mn)As and, more recently, in (Ga, Mn)As
(for review, see, e.g., [14]). Ferromagnetism in
Group IV–VI DMS, namely, PbSnMnTe, is caused by
the Ruderman–Kittel–Kasuya–Yosida (RKKY) inter-
action [7]. The RKKY interaction is long-range enough
for the magnetic moments to mutually interact via the
interaction with free charge carriers—holes in DMS

SH 2πeF/".=

EF F e"/m0( )* α11* α22* θcos
2 α22* α33* θsin

2
+( )

1/2
,=

p 4 2/π2
"

3( ) m0
3EF

3 /α11* α22* α33*( )1/2
.=

α11* α22* α33*

χ T( ) χL χni 0( ) χc T( ) χ i T( ),+ + +=
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with a small content of magnetic impurities. The mean-
field theory of ferromagnetism in DMS is also sug-
gested in [15].

The RKKY Tc value calculated for (Ga, Mn)As
films is in satisfactory agreement with the experimental
data on Tc [16]. In principle, it is hard to choose
between the RKKY and mean-field theories because
both provide the same values for transition temperature
Tc. The sign of the oscillating RKKY interaction corre-
sponds to the ferromagnetic interaction, because the
first RKKY zero, after which the interaction changes
sign and becomes antiferromagnetic, occurs at dis-
tances considerably longer than the cutoff length. This
is so because of a rather low concentration of exchange-
mediating holes. The RKKY theory not only accounts
for the hole-induced ferromagnetism but also explains
the absence of ferromagnetic transition in n-type DMS
materials. The ferromagnetic transition in n-type DMS
materials is hard to occur or even practically impossible
because of the smaller effective electron masses and
substantially smaller values of exchange integral.

It should also be pointed out that the theory of charge-
carrier-induced ferromagnetism in the III1 – xMnxV DMS
materials was presented in recent work [17]. The theory
takes into account spin splitting and dynamic correla-
tions in the ordered state. The polarization of charge-
carrier spins is responsible for the long-range exchange
interaction between the Mn2+ ions in III1 – xMnxV.

In summary, a new class of diluted magnetic super-
conductors Bi2 – xFexTe3 was synthesized. The transi-
tion into the ferromagnetic state was observed. The
transition temperature Tc increases with iron content
and reaches 12 K at x = 0.08. The easy magnetic axis is
parallel to the crystallographic axis C3 (perpendicular
to the layers). It is most likely that the ferromagnetic
transition in the Bi2 – xFexTe3 DMS is due to the RKKY
interaction. The hole concentration in the Bi2 – xFexTe3
samples decreases with increasing x; i.e., Fe is a donor.
In addition, the introduction of Fe in Bi2Te3 substan-
tially increases the Seebeck coefficient. No transition
into the ferromagnetic state was observed for the n-type
Bi2 – xFexSe3 samples.
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Temperature dependences of the specific heat C and the magnetic susceptibility χ of Na1 – xV2O5 single crystals
(x = 0, 0.01, 0.02, 0.03, and 0.04) are studied. In NaV2O5, the transition to the spin-gap state (Tc = 34 K) is
accompanied by a sharp decrease in χ, while C exhibits a λ-shaped anomaly. At low temperatures, the specific
heat of NaV2O5 is approximated by the sum of phonon ~T3 and magnon ~exp(–∆/T) contributions, which
makes it possible to estimate the Debye temperature ΘD = 336 K and the gap in the magnetic excitation spec-
trum ∆ = 112 K. With the departure from stoichiometry, the anomalies observed in the behavior of χ and C are
spread and shifted to lower temperatures. The low-temperature specific heat of nonstoichiometric samples is
determined by the sum of phonon and magnon components and the contribution due to the presence of defects.
The values of magnetic entropy characterizing the phase transitions in Na1 – xV2O5 are calculated. © 2001
MAIK “Nauka/Interperiodica”.

PACS numbers: 75.40.Cx
The characteristic features of the ground-state for-
mation in NaV2O5 have been actively investigated since
the discovery of the phase transition in this compound
at Tc ~ 34 K [1]. According to the existing concepts, the
charge transfer at this temperature occurs between V
sites in NaV2O5, resulting in structural distortions and
the appearance of an energy gap in the magnetic exci-
tation spectrum [2, 3]. The crystal structure of NaV2O5
is formed by corrugated layers of VO5 complexes sepa-
rated from each other by Na atoms. At high tempera-
tures, all V sites are equivalent and the formal valence
of V is +4.5 [4]. This means that a single 3d electron
that is not involved in the ionic-covalent bonds is
divided between two nearest V ions and occupies the
bonding V–O–V molecular orbital [5]. These orbitals
form rungs of spin ladders shifted relative to each other
by a half-period along the b axis in the ab plane.

At low temperatures, the NaV2O5 structure has two
inequivalent V sites with formal valences 4.5 – δ and
4.5 + δ, where δ determines the deviation of the valence
from its mean value (below, we will use the notations
V4+ and V5+ for these ions). The magnetic V4+ and non-
magnetic V5+ ions are positioned in the spin ladders in
a zigzag manner. According to [6], the alternation of the
exchange interaction in these ladders gives rise to an
energy gap in the magnetic excitation spectrum of
NaV2O5.
0021-3640/01/7307- $21.00 © 20357
The specific heat of NaV2O5 single crystals, includ-
ing those with Na deficiency, was considered in a num-
ber of papers [7–12]. Although the data reported in
these publications testify to the sensitivity of the spe-
cific heat to the chemical composition, the effect of
deviation from stoichiometry on the specific heat of
Na1 – xV2O5 has never been thoroughly investigated
over a wide temperature range.

This paper describes the study of Na1 – xV2O5 single
crystals (x = 0, 0.01, 0.02, 0.03, and 0.04) grown from
the melt by using NaVO3 as a flux. The samples had the
shape of parallelepipeds with characteristic dimensions
of several millimeters and characteristic mass of sev-
eral tens of milligrams. The magnetic susceptibility
was measured by a Quantum Design SQUID magne-
tometer in a magnetic field of 0.1 T in the temperature
range 5–80 K. The specific heat of single crystals was
measured by an adiabatic microcalorimeter in the tem-
perature range 5–160 K.

The temperature dependences of the magnetic sus-
ceptibility of Na1 – xV2O5 are presented in Fig. 1. These
dependences show that, with the deviation from sto-
ichiometry, the anomaly accompanying the phase tran-
sition becomes less pronounced and shifts to lower
temperatures. Simultaneously, the contribution made
by Na vacancies to χ noticeably increases. The appear-
ance of the vacancies gives rise to the transition of part
001 MAIK “Nauka/Interperiodica”



 

358

        

VASIL’EV 

 

et al

 

.

                                                                                    
of the V4+ ions to the V5+ ionization state, and the
remaining noncompensated moments of V4+ make an
additional contribution to the susceptibility. In Na1 – xV2O5

samples with x = 0.03 and 0.04, no decrease in the mag-
netic susceptibility was observed at low temperatures.
This result is in good agreement with the estimated
value of critical defect concentration xc = 0.035 above
which the gap in the magnetic excitation spectrum of
Na1 – xV2O5 does not appear. The estimate for critical
defect concentration follows from the Nagaoka theo-
rem [13], which gives xc ~ ∆/2t||. Here, ∆ ~ 100 K is the
gap in the magnetic excitation spectrum of NaV2O5,
and t|| ~ 1400 K is the kinetic energy of an electron
moving along the spin ladder [14]. It should be noted
that the estimate obtained using the Nagaoka theorem
in this case not only is correct within an order of mag-
nitude but also agrees quantitatively with the experi-
mental results.

Fig. 1. Temperature dependences of the magnetic suscepti-
bility of Na1 – xV2O5 single crystals.

Fig. 2. Temperature dependences of the specific heat of
Na1 – xV2O5 single crystals.
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The temperature dependences of the specific heat of

Na1 – xV2O5 are presented in Fig. 2. The anomaly
accompanying the phase transition is most pronounced
in the sample with the stoichiometric composition.
Outside the phase transition region, the specific heat of
this crystal takes the lowest values, as compared to the
other samples. At temperatures T < Tc, the specific heat
increases with x (except for the sample with x = 0.04).
The temperatures at which the anomalies of specific
heat and kinks in the temperature dependences of mag-
netic susceptibility are observed allow one to determine
the dependence of the phase transition temperature on
the composition for Na1 – xV2O5 compounds. These
data correlate well with each other and show that, with
the departure from stoichiometry, the transition temper-
ature varies according to the law dTc/dx = –4 K per 1%
Na deficiency.

The analysis of the temperature dependences of spe-
cific heat was performed on the assumption that the
specific heat is described by the sum of phonon and
magnon components plus the contribution due to the
presence of Na vacancies in the samples with a nonsto-
ichiometric composition.

In the temperature range 5–20 K, the energy gap ∆
that occurs in the magnetic excitation spectrum of a sto-
ichiometric sample can be considered to be temperature
independent. Then, the temperature dependence of the
specific heat can be approximated by the sum of the
phonon Cph = βT3 and magnon Cmag = A0exp(–∆/T)
components. The coefficient of the phonon component

β = 12π4Rν/5 , where R is the universal gas constant
and ν = 8 is the number of atoms in the formula unit,
allows one to estimate the Debye temperature: ΘD ~
336 K. According to the data obtained from other mea-
surements, this value falls within 280–435 K [13–15].
The value of energy gap estimated on the basis of the
experimental data, ∆ = (112 ± 18) K, agrees well with
the value obtained for the gap in the magnetic excitation
spectrum from neutron diffraction studies (∆ = 114 K) [3].
The approximation of the experimental data for the
nonstoichiometric Na1 – xV2O5 samples by the sum of
phonon and magnon contributions yields largely under-
estimated values for the energy gap.

To take into account the additional contribution that
is made by Na vacancies to the specific heat, it is nec-
essary to introduce an additional term: Cx = Bx(T/∆0)n.
The phonon contribution to the specific heat of nonstoichi-
ometric samples, Cph = βT3 with β = 0.425 mJ/(mol K4), is
assumed to be equal to that in the stoichiometric sam-
ple. On the coefficients of the magnon (Ax) and
vacancy (Bx) components, the following conditions
were imposed: Ax = A0(1 – x/xC) and Bx = B4x/xC. The
coefficients Ax and Bx, the energy gap ∆(x), and the
exponent n(x) that correspond to the closest agreement

ΘD
3
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between the theory and the experimental data on the
specific heat of Na1 – xV2O5 are presented in the table.
One can see that, as x increases, the energy gap in
Na1 – xV2O5 decreases and the exponent in the vacancy
term converges to two. The appearance of the term
quadratic in temperature in the specific heat of nons-
toichiometric samples at low temperatures could be
attributed to the magnons in a two-dimensional antifer-
romagnet. However, it should be noted that the forma-
tion of a long-range magnetic ordering with increasing
concentration of Na vacancies was never observed in
Na1 – xV2O5.

Figure 3 shows the temperature dependences of C/T
in the temperature range 5–150 K. The determination
of the entropy of phase transition in Na1 – xV2O5 pre-
sents considerable problems, because the fluctuation
region in this low-dimensional compound extends to
high temperatures [15]. To set off the magnon contribu-
tion to the specific heat, the phonon contribution out-
side the fluctuation region in the dependence of C/T on
T was approximated by a polynomial. Subtracting the
phonon contribution from the experimental depen-
dences, one can obtain the magnetic component of the
specific heat, as shown in Fig. 4. The areas under these
curves determine the magnetic entropy released upon
the phase transition. The values of ∆Smag determined in
this way for Na1 – xV2O5 are shown in the table. These
values should be compared with the theoretical estimate
∆Smag = R ln(2S + 1) = 5.76 J/(mol K), which is valid
for an ordered magnetic system with spin S = 1/2. For
the stoichiometric sample, a good agreement with the
theoretical estimate can be achieved upon the introduc-
tion of an upper bound T ~ 65 K to the region of calcu-
lations, which approximately corresponds to the transi-
tion from the regime of quasi-one-dimensional mag-
netic fluctuations to the regime of quasi-three-dimen-

Fig. 3. Temperature dependences of the reduced specific
heat C/RT of Na1 – xV2O5 single crystals. For convenience,

the curves are spaced at 0.0625 K–1 intervals.
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sional ones [15]. In the samples with the composition
close to the stoichiometric one, the magnetic compo-
nent of the specific heat has a peak at the phase transi-
tion point and a diffuse fluctuation region. As the devi-
ation from stoichiometry increases, the magnetic
entropy released at the phase transition decreases and
the peak becomes indistinguishable.

Thus, a systematic study of the magnetic suscepti-
bility and the specific heat of Na1 – xV2O5 (x = 0, 0.01,
0.02, 0.03, and 0.04) showed that the phase transition is
rapidly suppressed with the departure from stoichiom-
etry. A decrease in the phase transition temperature is
accompanied by a decrease in the energy gap in the
magnetic excitation spectrum; in the samples with x >
0.03, the gap is not observed. The appearance of the
component ~T2 in the specific heat of nonstoichiomet-
ric samples at low temperatures can presumably be due
to the hopping degree of freedom of the unpaired elec-
trons on the bonding V–O–V molecular orbitals.

Fig. 4. Magnetic component of the specific heat of
Na1 − xV2O5 single crystals.

Mean values of the parameters Ax and Bx that were used in
calculating the magnon and vacancy contributions to the spe-
cific heat, the exponent in the vacancy term nx, the energy
gap in the spectrum of magnetic excitations ∆x , and the mag-
netic entropy ∆Smag of Na1 – xV2O5 single crystals

Composi-
tion x, % Ax Bx ∆x, K nx

∆Smag, 
J/(mol K)

0 14 0 112.5 – 7.7

1 10 2.3 97.8 1.53 5.7

2 6 4.6 75.5 1.75 4.6

3 2 6.7 52.0 1.85 1.2

4 0 8 – 2.00 0.1
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The second harmonic in the dependence of a superconducting current on the phase difference of superconduct-
ing wave functions of the electrodes was observed experimentally in Nb/Au/(001)YBa2Cu3Ox heterojunctions.
Possible reasons for its appearance were discussed within the framework of a mixed (d ± s) symmetry order
parameter of YBa2Cu3Ox. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.80.Dm; 73.40.-c
It is presently known that the majority of metal
oxide high-Tc superconductors (MOHTS) are charac-
terized by the d symmetry of the superconducting order
parameter [1]. This was most clearly manifested in
experiments on studying superconducting quantum
interference devices (SQUIDs) containing junctions of
a conventional (with the s-type symmetry of the order
parameter) superconductor (S) connected to two
orthogonal directions of the MOHTS basal plane [2].
The problem of electron transport in MOHTS/S junc-
tions (here, the slash designates a potential barrier) in
the direction perpendicular to the MOHTS basal plane
still remains unclear [3–6]. Because of the d symmetry
of the order parameter in MOHTSs, the superconduct-
ing current in these heterojunctions must be small (pro-
portional to the second degree of the averaged interface

transmittance ) and must vary with the phase differ-
ence two times more frequently. That is, the supercon-
ducting current must contain a component correspond-
ing to the second harmonic of the current–phase rela-
tion (CPR) [7]. However, the critical current observed
in the experiments [3–6] multiplied by the normal resis-
tance depends only slightly on the interface transmit-
tance; however, it decreases if an epitaxial MOHTS
film is used instead of a single crystal [5]. The experi-
mental data can be explained based on the assumption
that the MOHTS is characterized by the mixed s–d
symmetry of the superconducting order parameter,
with the s-wave component changing its sign (that is,
changing its phase by π) and the d-wave component
remaining unchanged at the twin boundary [6]. Study-
ing the appearance of microwave-induced Shapiro
steps in CPRs of Pb/YBa2Cu3Ox junctions demon-

D
2
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strated that the second harmonic is absent in the CPR
with an accuracy of up to 5% [5].

In this work, we report an experimental study of
CPRs for heterojunctions constructed of niobium
(s-wave superconductor) and a c-oriented YBa2Cu3Ox
(YBCO) film with an additional gold interlayer
(Nb/Au/YBCO). The CPRs were measured using a
radiofrequency superconducting quantum interference
device (SQUID). The second harmonic of the CPR was
found in the experiment. Estimates were given indicat-
ing that electron transport in heterojunctions on (001)
YBCO is determined by the contact between the
s-wave and (d–s)-wave superconductors.

Epitaxial (001) YBCO films 150 nm thick were
grown by laser deposition on (001) LaAlO3 and (001)
SrTiO3 substrates. The superconducting transition tem-
perature of films was measured by the magnetic induc-
tion method and was found to be Tc = 88–90 K. Imme-
diately after deposition, the YBCO film was coated
with a thin Au layer without breaking a vacuum, which
prevented the YBCO surface from degradation. This
allowed interfaces to be obtained with a low character-
istic resistance r ≡ RNA = 10–5–10–6 Ω cm2 (RN and A are
the normal resistance and the contact area, respec-
tively). The Nb film was deposited by dc magnetron
sputtering. Note that the direct Nb/YBCO contact gave
the boundary with a considerably higher characteristic
resistance r ~ 10–2 Ω cm2. Photolithography and ion-
beam etching with low-energy argon ions were used to
form the geometry of Nb/Au/YBCO heterojunctions
(the thickness of gold is 8–20 nm, and niobium,
200 nm). The current in these heterojunctions flows
perpendicular to the substrate (along the c axis of
001 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Two-dimensional profile of a (001) YBCO film obtained using an atomic force microscope; (b) film cross section. Num-
bers indicate film areas in which distances between the marks were measured. The largest horizontal and vertical distances between
the marks are 100 and ~3 nm, respectively; that is, γ ≈ 2°.

(‡)
YBCO), and there is no contact with the basal plane of
the YBCO film [8, 9].

To reduce the effect of transport along the basal
plane due to the roughness of the surface, the growth
process was optimized with the aim to obtain YBCO
films with a smooth surface. The morphology of films
was monitored in test samples using a high-resolution
atomic force microscope. The greatest surface rough-
ness of the (001) YBCO films used in heterojunctions
(calculated as the difference between the points of the
maximum and minimum deviations from the substrate
plane) was 3 nm, with the horizontal distance between
these points equal to 100 nm (Fig. 1). Hence, the typical
average angle of inclination of YBCO-film surface
areas to the (001) YBCO plane can be estimated at γ ≈
2°. The contribution to the measured resistance of elec-
tron transport due to contact with the basal plane of the
YBCO film was estimated by calculating the character-
istic resistance r of the boundaries between Au and
YBCO [8, 9]. The resistance r of heterojunctions was
determined from the condition that the resistances of
the boundaries between Au and YBCO along the c axis
(rc) and in the basal plane of YBCO (rab) are connected
in parallel. These resistances are due to the mismatch
between the Fermi velocities of the contacting materi-
als with a sharp interface:

(1)

where  ≈ Aab/A, and Aab is the total area of contacts
with the basal plane of the YBCO film. The inclined
film surfaces were replaced by a set of (001) YBCO
planes and planes perpendicular to them with charac-
teristic resistances rc and rab, respectively. It was shown
in [9] for the typical Fermi-momentum anisotropy of
order 3 that rc exceeds rab by no more than an order of
magnitude. Hence, the current through the contact with
the basal plane is small for the surface roughness
observed experimentally (γ ≈ 2°). This is confirmed by

r rcrab/ rab rc γtan+( ),=

γtan
the absence of the conductance peak in Nb/Au/YBCO
junctions at temperatures above the critical temperature
of niobium and small biases [the anomaly caused by the
Andreev reflection in a d-wave superconductor (D)].
Theory predicts the appearance of the given anomaly
for a rough boundary of N/D heterojunctions (N is a
normal metal) even in the case of an arbitrarily oriented
d-wave superconductor [10]. Note that the current
through superconducting short circuits formed by pin-
holes in the Au film between Nb and YBCO is small,
because r measured for the Nb/YBCO boundary
exceeds the resistance of the Au/YBCO boundary by
3−4 orders of magnitude [8].

Electrophysical properties were measured for more
than 20 single junctions of sizes from 10 × 10 to
100 × 100 µm and five radiofrequency SQUIDs. The
table presents typical parameters of single junctions for
which the critical current grows with an increase in
area. For the junctions studied, the critical current den-
sity was in the range jc = 1–12 A/cm2, whereas IcRN =
10–90 µV, where RN is the normal junction resistance
determined from the differential junction resistance Rd

at bias V ≈ 2 mV. The current–voltage characteristic
(I−V curve) and the voltage dependence of the differen-
tial junction resistance Rd are shown in Fig. 2. At small
biases, the junction I−V curve closely corresponds to
the resistive model of a small-capacitance Josephson
junction. With increasing bias V > 2 mV, the I−V curve
takes the form V = (I + Ie)RN, where Ie < 0. The excess
current Ie > 0 is observed in all superconducting junc-
tions with direct (nontunnel-type) conductivity [11].
Negative Ie (low current) is a characteristic feature of
superconducting two-barrier S/N/S' heterostructures, in
which Ie changes its sign (transition from excess to low
current takes place) as the neighborhood effect in the N
interlayer decreases [12–14]. It is seen in Fig. 2 that the
JETP LETTERS      Vol. 73      No. 7      2001
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junction I–V curves at high biases are described well by
the equation [12]

(2)

which is typical for S/N/S' structures. For the junction
shown in Fig. 2, Ie = –145 µA at T = 4.2 K. According
to the calculation [14], the experimental parameters of
the structures studied must give Ie = (– ∆YBCO –
∆Nb)/(eRN) ≈ –270 µA, where r = 10–5–10–6 Ω cm2

determines the direction-averaged transmittance of the
Au/YBCO interface  = 2ρcl/3r = 10–4–10–5, ∆YBCO is
the YBCO order parameter, ∆Nb = 1.2 mV is the Nb gap,
and ρc ≈ 10–2 Ω cm and l ≈ 1 nm are, respectively, the
resistivity of and the mean free path in the YBCO film
in the c direction [9].

A singularity is observed in the Rd(V) curve as a
decrease in Rd at V = 1.2 mV, which corresponds to ∆Nb
in magnitude. Its temperature dependence is close to
that predicted by the BCS theory. The singularity in the
I–V curve disappears together with the critical current
at T = 8.5–9.1 K. The temperature dependence Ic(T) is
close to ∆Nb(T). Note that gap singularities in an s-wave
superconductor (Pb) were observed previously in
Pb/YBCO [5, 6].

In order to measure the CPR, a SQUID was formed
from a junction 10 × 10 µm in size short-circuited by a
YBCO film with an inductance L ≈ 80 pH and by a
junction of a considerably larger area of 100 × 100 µm.
The SQUID impedance was measured as a function of
the external magnetic flux Φe with the use of an oscil-
latory circuit inductively coupled to a ring. The phase
difference ϕ across the junction under study is deter-
mined by the magnetic flux in the ring Φi as follows:
ϕ = 2πΦi/Φ0, where Φ0 = h/ 2e = 2.07 × 10–15 T m2 is

V IRN= IeRN eV /kT( ),tanh+

D1

D1
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the magnetic flux quantum. The CPR f(ϕ) = Is(ϕ)/Ic is
determined from measurements of the phase difference
α between the driving high-frequency current and the
voltage across the circuit

(3)

where f '(ϕ) = df(ϕ)/dϕe, ϕe = 2πΦe/Φ0 is the normalized
external magnetic flux, ic = 2πLIc/Φ0 is the normalized
critical current of the junction, and Q is the quality fac-
tor of the oscillatory circuit. The CPR is calculated
from experimental data by Eq. (3) at ic < 1. In this case,
we neglect the effect of junction capacitance [15].

Experimental Is(ϕ) curves are shown in Fig. 3 for
several temperatures. As the temperature decreases, the

αtan k2Qic f ' ϕ( )/ 1 ic f ' ϕ( )+( ),=

Fig. 2. a I–V curve and b voltage dependence of the dif-
ferential resistance of a heterostructure at T = 4.2 K. The
dependence obtained from Eq. (2) is shown in the I–V curve
by the dashed line; Ohm’s law V = IRN is shown by the dot-
and-dash line.

a

b

Parameters of the Nb/Au/YBCO heterojunctions measured at T = 4.2 K

Junction no. A, µm2 d, nm Ic, µA Jc, A/cm2 RN, Ω RNA, 
µΩ cm2 IcRN, µV ∆Nb, mV

SQ1J1 100 20 5 5 4.4 4.4 22 1.2
SQ1J3 10000 20 181 1.81 0.15 15 27 –
SQ1J5 100 20 1.5 1.5 18.3 18.3 27.5 0.8
SQ3J1 100 20 1 1 68 68 68 1.1
SQ7J10 225 8 15 6.7 5.1 11.5 76.5 1.1
SQ7J11 10000 8 234 2.3 0.05 5 11.7 –
SQ7J3 625 8 20 3.2 1.3 8.1 26 1.1
SQ7J4 900 8 23 2.6 0.83 7.5 19.1 1.2
SQ7J13 400 8 10 2.5 1 4 10 –
SQ7J15 400 8 16 4 1.8 7.2 28.8 –
SQ7J17 100 8 2 2 18.8 18.8 37.6 1.2
SQ7J18 100 8 3 3 10 10 30 –
SQ10J3 100 18 1.2 1.2 60 60 72 1.2
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CPR exhibits a transformation that corresponds to the
appearance of the second harmonic of its Fourier
expansion in terms of ϕ. Taking into account only two
harmonics, one obtains Is(ϕ) = I1sinϕ + I2sin(2ϕ + φ).
If, following [5], the occurrence of two harmonics of
the CPR is explained by the combined d- and s-wave
symmetry of the YBCO order parameter, then an agree-
ment with the experiment is observed for d–s (φ = π).
Using the theoretical approach [7], according to which
the YBCO order parameter can be represented as
∆YBCO(θ, ψ) = ∆d – YBCOsin2θcos(2ψ) – ∆s – YBCO (θ and
ψ are the azimuthal and radial angles, respectively),
and assuming that ∆Nb(θ, ψ) = 1.2 mV for niobium, we
find that the theory [7] gives the best agreement with
the experiment at T = 1.7 K for the following parame-
ters: ∆d – YBCO = 20 mV, ∆s – YBCO = 0.45 mV, and the

averaged barrier transmittance  ≈ 3 × 10–2.1 

At the same time, the amplitudes of higher harmon-
ics of the expansion of Is(ϕ) in terms of sin(nϕ) for a tun-

nel junction with interface transmittance  are propor-
tional to the higher degrees of interface transmittance
and to the gap ratio; that is, I2/I1 ≈ ∆Nb/∆s – YBCO ~ .
Hence, within the framework of this simple estimate,
I2/I1 ~ 10–4–10–5. However, the experiment at T = 1.7 K
gives I2/I1 ~ 0.16. It may well be that the following two
factors are determining, although not taken into
account in these simple estimates.

The first factor is the twinning of the (001) YBCO
film, which leads to the sign reversal of the s-wave
component at the twin boundary and, hence, decreases
the amplitude I1 because of the mutual compensation of
contributions from the domains with different signs of

1 ∆YBCO(θ, ψ) is normalized as (1/2π) ∆YBCO(θ, ψ)sinθdθdψ =

∆d – YBCO [7].

D

0
π/2∫0

2π∫

D1

D1 D1

Fig. 3. Transformation of the CPR of a heterostructure as a
function of temperature. The inset shows the temperature
dependence of the first and the second harmonics of the
Fourier transform of CPR.

T = 1.6 K

s-wave component. In the case of equal areas of the
twin domains, I1 must equal zero, and I1 must increase

proportional to  in the case of a random scatter of
twin-boundary sizes, where N is the number of twin
boundaries in the heterojunction [6, 16]. The depen-
dence of the critical current on the junction area in our

experiment is not proportional to  (see table),
though this proportionality is typical for the random
distribution of twin domain sizes. In fact, a critical cur-
rent from an uncompensated part δ of domains is
observed. The total superconducting current from the
s-wave component in a heterojunction of the same area
on an untwinned (001) YBCO film must be higher by a
factor of δ–1. In this case, the model of a Josephson
junction with an alternating current density [17] applies
qualitatively to the heterojunction under study. This
model predicts that the amplitude of the second har-
monic in the current–phase relation is significant [18].
However, further investigations are required for a quan-
titative comparison to be made between the theory and
experiment.

Note that the contribution of the d-wave component
is independent of the number and the size distribution
of twin boundaries and that we do not observe the
(d + is)-wave component (i is the imaginary unit). This
component may arise either because of the influence of
twin-boundary vicinity, where the sign changes from
d + s to d – s [16], or due to the sign reversal of the
s-wave component near the YBCO film surface [19].

The second possible reason for the existence of
anomalously high I2 is the fact that a Nb/Au interface

with transmittance  ≈ 10–1 occurs in Nb/Au/YBCO.
It is evident in Fig. 2 that this interface affects the I–V
curve. Actually, the second harmonic of the CPR may
appear in the case of a strongly asymmetric two-barrier
structure [20]. On the other hand, simple estimates fol-
lowing from Eq. (9) of [20] indicate that I2/I1 ∝   for
the Nb/Au/YBCO heterostructures studied in this
work, and, hence, the second harmonic amplitude of
the CPR is small. However, the ultimate answer to the
question of the Nb/Au interface effect on the CPR in
Nb/Au/YBCO heterostructures can be determined only
after accurate numerical calculations.

Note in conclusion that, although general regulari-
ties were found in the behavior of the heterojunctions
studied (I–V curve shape, temperature dependence of
the critical current, gap singularity due to niobium,
etc.), a rather large scatter (up to 100%) was observed
for quantitative parameters such as interface resistance,
critical current density, and ratio of the first and the sec-
ond harmonics of the CPR. Here, along with the
Au/YBCO interface, the Nb/Au interface and the twin-
ning of YBCO films are key factors that are difficult to
control by electrophysical methods.
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Fractal Model of Magnetization Reversal
in a Strained Garnet Ferrite Film
L. A. Dovbnya, D. E. Naumov, and B. V. Khramov
Samara State Pedagogical University, Samara, 443043 Russia
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The domain structure in strained garnet ferrite films and its behavior in an external magnetic field are studied
using the Faraday effect. Based on the experimental results, a model of magnetization reversal in thin polycrys-
talline layers is proposed that describes the process of remagnetization as the development of fractal clusters.
The model proposed is verified using a computer simulation of magnetization reversal. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 75.70.Kw; 75.60.Jk
A significant mismatch exists between the lattice
parameter of a garnet ferrite (GF) film af and that of the
substrate ac (~0.5%, af > ac), which gives rise to critical
compressing strains (~108 N/m2) in the film. X-ray
investigations demonstrate that the film structure forms
in this case as a “facet” [1], that is, as an aggregate of
closely packed single-crystal grains of size on the order
of the film thickness. This structure allows a strained
GF film to be considered as a model of a thin polycrys-
talline ferromagnet layer.

The films under study of composition
(Bi,Y,Tm,Gd)3(Fe,Ga)2O12 were grown in the (111)
plane on gallium–gadolinium substrates and possessed
the following properties: saturation magnetization Ms ~
5 kA/m, magnetooptic quality factor Q ~ 50 degree/dB
(λ = 6328 Å), and thickness h = (4–6) µm. The high mag-
netooptic quality factor was obtained by using a high
concentration of bismuth (about one atom per formula
unit) [2], and the small film thickness gave rise to a
through domain structure (DS). The combination of
these properties allowed the magnetooptic Faraday
effect to be used for studying the DS and its dynamics.

Figure 1a is a photograph of a grained film structure
obtained in transmitted light. In this photograph, light
grains are surrounded by dark grain boundaries, in
which the main body of macroscopic defects is concen-
trated. Figure 1b displays a photograph of a DS
obtained in polarized light for the same film area.
A comparison of the photographs leads to the conclu-
sion that the grain size approximately equals the
domain width, and the domain boundary (DB) is local-
ized at grain boundaries. Figure 1c presents the DS of
the film under study in comparison with the DS of a
conventional (unstrained) GF film. It is evident that the
DS in the sample in hand has a pronounced fractal
nature, though it retains the hexagonal symmetry due to
remanent magnetic cubic anisotropy in the film plane.
0021-3640/01/7307- $21.00 © 20366
The experimental study of magnetization reversal in
a uniform magnetized state was carried out on a mag-
netooptic setup that allowed the DS dynamics to be
observed and the hysteresis loop to be constructed [3].
The initial state of the film was obtained by its magne-
tization to saturation in the [111] direction perpendicu-
lar to the film plane. Thereafter, a field H in the back-
ward direction was applied and varied from –Hs to +Hs

(Hs = 24 kA/m is the saturation field).

It was found that the process of magnetization rever-
sal consists of three main steps (Fig. 2):

At the first step (in the range of fields 0–Hc; Hc ~
8 kA/m is the coercive force), the development of the
new magnetic phase proceeds as the growth of single-
fractal clusters with fractal dimensionality D = 1.7
(Figs. 2a, 2b). The growth centers are the nuclei of
reverse magnetization (the measured nucleus density is
~5 × 107 m–2). In this case, only the DB areas that
bound the free ends of filamentary domains move in the
directions of the [110] type.

At the following step, in fields higher than Hc, sin-
gle-fractal clusters coalesce into a single multifractal
structure whose fractal dimensionality becomes a func-
tion of field H. The development of the new phase
(Figs. 2c, 2d) proceeds through the displacement of
side walls of filamentary domains, because free ends of
domains are virtually absent in these fields.

At the last step, in fields on the order of Hs, some
areas of the film having the form of cylindrical mag-
netic domains (CMDs) of irregular shape remain unre-
magnetized. These areas collapse in turn up to the
external field equal to Hs (Figs. 2e, 2f).

The process of the development of domains of the
new phase observed here can be explained if the DB is
considered to be combined, that is, composed of areas
of a simple high-mobility Bloch wall and areas of a
001 MAIK “Nauka/Interperiodica”
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0.01 mm

Fig. 1. Photograph of an area of the film under study h = 5 µm in thickness; (a) a photograph of the film structure, (b) a DS view in
the same area (phase contrast), and (c) the DS of the film under study (amplitude contrast) in comparison with the DS (the fragment
in the upper corner) of an unstrained GF film.

Fig. 2. Steps of sample remagnetization (Ms = 5 mA/m): (a) H = 2.5, (b) H = 6.5, (c) H = 9.8, (d) H = 15.3, (e) H = 21.8, and (f) H =
26.2 kA/m.

(‡)
0.01 mm

(b) (c)

(d) (e) (f)
rigid wall with low mobility. The simple wall bounds
the free ends of filamentary domains, and the rigid wall
bounds their rectilinear sections. This suggestion is
confirmed experimentally: free domain ends start to
move in fields H ~ 1 Oe (80 A/m), and side walls start
to move only in fields ~100 Oe (8 kA/m). The occur-
rence of rigid DB areas in strip domains was described,
for example, in [4] and subsequently observed by many
other authors. Only rigid DBs remain at the last step of
magnetization reversal. Therefore, the resulting CMDs
are rigid and must collapse in fields of 200–300 Oe
(16–24 kA/m) [5]. In the films studied in this work, the
saturation fields are 300–350 Oe (24–28 kA/m).

The fractal nature of both the DS and the process of
its rearrangement should evidently be associated with
the high density of defects concentrated in grain bound-
JETP LETTERS      Vol. 73      No. 7      2001
aries. If a certain average value of the magnetic field of
surrounding defects is assigned to each grain, then
these fields will be randomly distributed in the film
plane. Hence, the DB in its motion will select such an
easy direction in the film plane that the magnetic field
of defects in this direction will be relatively low for a
given external field H. Therefore, the growth direction
of the free end of a filamentary domain must vary at
random from one easy direction to another as the field
H grows, which is observed experimentally. The
branching of a domain can take place in two cases.
First, this is possible when the magnetic fields of
defects are equal in two possible growth directions. The
probability of such an event is small. The second case,
in which a domain bend, similar to the free end, also
has a simple Bloch wall, is more realistic. Then, a new
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filamentary domain nucleates at the domain bend when
the external field achieves a corresponding magnitude
(see Fig. 3).

Based on the experimental data outlined above, we
consider the following model of magnetization reversal
for computer simulation. It is assumed that the film
bulk consists of closely packed rigid dipoles oriented
perpendicular to the film plane. Each dipole simulates
a certain film grain and is a domain monomer. It is
shaped like a hexagonal prism of height h equal to the
film thickness and of transverse size d = 2R (R is the
radius of a circle inscribed in the hexahedron). This
dipole shape corresponds to close packing and takes
into account hexagonal magnetic anisotropy in the film
plane. Monomeric domains with zero magnetic field of
defects are nuclei of reverse magnetization in the
model. DS development from these centers proceeds
through the jumpwise motion of a planar DB (one of
the prism faces) parallel to itself over a distance d. In
this case, the neighboring dipole becomes remagne-
tized, etc. Thus, the filamentary domain is realized as a
chain of monomeric domains whose free ends are
bound by a simple Bloch wall and side walls are rigid
(Fig. 3).

Fig. 3. Model of a filamentary domain: a a simple Bloch
wall and b a rigid wall.

b
a

Computer simulation was carried out on the net-
work of a honeycomb structure (Fig. 4). Let the geo-
metric center of a network cell have coordinates xi

and yj. Then, the magnetization reversal condition for
the (i, j) cell is determined by the relationship

(1)

where  is the local magnitude of the magnetic field

of defects for the (i, j) cell, and  is the local magni-
tude of the magnetostatic field created by all remagne-
tized cells

(2)

where (k, l ) ≠ (i, j ), and N is the number of cells (a net-
work of 200 × 200 cells was used; that is, N = 4 × 104).
The field Hk, l was calculated as a field of a solenoid
shaped like a regular hexahedral prism of height h and

hexagon side of 2R/  by the known method pro-

posed, for example, in [6]. The field  is calculated
at each iteration step ∆H (∆H = 80 A/m). With allow-
ance made for Eq. (2), Eq. (1) takes the form

(3)

The magnetic field of defects  is selected from the
set of arguments of the distribution function F(Hc) and
assigned at random to each cell. The distribution func-
tion is specified in the interval [0–Hs] and normalized
to the number of cells N.

At the given stage, the problem was in selecting the
distribution function F(Hc). A gamma distribution was

H Hc
i j, Hm

i j, ,+≥

Hc
i j,

Hm
i j,

Hm
i j, Hk l, ,

k l,

N

∑=

3

Hm
i j,

H Hc
i j, Hk l, .

k l,

N

∑+≥

Hc
i j,
Fig. 4. Results of computer simulation for the process of sample remagnetization: (a) a fractal cluster obtained on a network of
200 × 200 cells in the field H = 800 A/m; (b) magnetization reversal curves: (1) experimental curve, (2) simulation curve for distri-
bution parameters α = –0.3 and β = 2.8, (3) the same for α = 0 and β = 1.0, and (4) the same for α = 1.0 and β = 3.0; and (c) the
geometry of the simulated DS for the delta distribution of the magnetic fields of defects.
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chosen as the trial function

(4)

The best agreement with the experiment is obtained for
α = –0.3 and β = 2.8 (Fig. 4b). Apparently, this result
should be associated with the fact that the main body of
defects in the film is due to compressing critical strains
whose magnitude is virtually constant in all film areas.
Therefore, the magnetic fields caused by these strains
form a compact domain, which corresponds to the dis-
tribution described by Eq. (4).

It should be expected that for a defect-free film the
DS would be of the strip type. A DS of this geometry is
observed in conventional CMD films. Within the
framework of the model considered here, this situation
implies the constancy of the magnetic field of defects at
all film points. It can be modeled, e.g., by a delta distri-
bution instead of the distribution given by Eq. (4). The
DS geometry obtained by computer simulation for a
sample with the same characteristics in the case of a
delta distribution is shown in Fig. 4c. Its DS is actually
of the strip type.

Thus, the results of computer simulation allow us to
conclude that the proposed phenomenological model,
in which the magnetization reversal process is consid-
ered as the development of fractal domain clusters, is
confirmed, at least qualitatively, by the experiment.

Note in conclusion that we have studied a DS of
fractal geometry and its rearrangement in strained GF
films. The remagnetization of such samples has been
studied in detail, and it has been found that this process
proceeds as the development of fractal domain clusters.
The results of experimental investigations allowed us to
construct a model of a thin polycrystalline layer as an
aggregate of rigid dipoles. These dipoles form branch-

F Hc( ) 1

βα 1+ Γ α 1+( )
----------------------------------Hc

αe
Hc/β

.=
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ing chains of filamentary domains oriented along easy
axes in the sample plane. Computer verification of the
model demonstrates that the model proposed fully
describes the hysteresis loop in the films studied in this
work and predicts the DS geometry in typical CMD
films. Note that the model developed in this work
describes a sample composed, in principle, of an arbi-
trary number of particles, in contrast to the models pro-
posed previously, for example, in [7, 8], for the remag-
netization of polycrystalline layers, which consider
samples containing one, two, and at most four grains.
Note in conclusion that we applied a fractal approach to
the description of a DS rearrangement in a magnetic
field.
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