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It isinspected whether the predictions of the inflationary scenario regarding the spectra of scalar and tensor per-
turbations generated by quantum vacuum fluctuations are robust with respect to the modification of the disper-
sion law for frequencies beyond the Planck scale. For alarge class of such modifications of special and general
relativity, for which the WKB condition is not violated at ultrahigh frequencies, the predictions remain
unchanged. The opposite possihility is excluded because of the absence of alarge amount of particles created
due to the Universe expansion. The creation of particlesin the quantum state minimizing the energy density of
agiven mode at the moment of Planck boundary crossing is also prohibited by the latter argument (contrary to
the creation in the adiabatic vacuum state, which is very small now). © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers: 04.62.+v; 98.70.Vc; 98.80.Cq

The approximately flat spectrum of scalar and ten-
sor perturbations generated by quantum vacuum fluctu-
ations at a quasi-de Sitter (inflationary) state in the
early Universeiscertainly the most important prediction
of the inflationary scenario, because it can be directly
tested and falsified using observational data. Fortunately,
all existing and continuously accumulated data, instead
of falsifying, confirm these predictions (within observa-
tion errors). Another observational prediction of the sim-
plest variants of the inflationary scenario—the approxi-
mate flatness of the Universe, |Q — 1| < 1—is actually
aconsequence of thefirst one, since an isotropic part of
the spatial curvature can be considered as a monopole
perturbation with respect to the spatialy flat Fried-
mann—Robertson-Walker (FRW) background. Note
that the first quantitatively correct derivation of pertur-
bation spectra after inflation was obtained in [1] for the
case of tensor perturbations (gravitational waves) and in
[2] for the case of scalar (adiabatic) perturbations. For
completeness, one should mention two important interme-
diate steps made between 1979 and 1982 on theway to the
correct answer as to scdar perturbations: in [3], the firgt
estimate of scalar perturbations after inflation was made
according to which scalar and tensor perturbations are of
the same order of magnitude, while the spectrum of scaar
perturbations during inflation was calculated in [4] using
the Starobinsky inflationary model [5] (however, the
actual amplitude of scalar perturbations after inflation
was still significantly underestimated in both these

papers).

L This article was submitted by the author in English.

Therefore, it is very important to investigate the
validity of assumptions on which this prediction is

based.? All derivations of perturbation spectra use quan-
tum field theory in classical curved space-time or semi-
classical quantum cosmology. Both these approaches are
valid and essentially equivalent if H < Mp, where

H = a/a, a(t) isthe scale factor of aflat FRW cosmo-

logical model, the dot denotestime derivative, Mp = /G,
and 7 = ¢ = 1 is put throughout the paper. On the other
hand, comparison of the predicted spectrum with
observational data shows that H should be less than
~10°M;, at least during last 70 e-folds of inflation. So,
the assumption H < M isrequired and self-consistent,
if we are speaking about inflationary models having
relation to reality. Recently it was questioned whether
the inflationary predictions are robust with respect to a
change in the so-cadled “trans-Planckian physics.”
What is meant by thisterm is some ad hoc modification
of special and general relativity leading to violation of
the Lorentz invariance and to deviation of the disper-
sion law w(K) from the linear one for field quanta with
frequencies (energies) w > Mg, where k is the particle
wave number (momentum). In the absence of the
Lorentz invariance, a preferred system of reference
appears (in which this dispersion law is written). Usu-
ally, it isidentified with the basic cosmological system
of reference which is at rest with respect to spatially
averaged matter in the Universe.

2Results of this paper partially overlap with those obtained in
recent papers [6, 7] (which appeared when this paper was pre-
pared for publication) and are in general agreement with them
whenever they overlap.
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Initially, trans-Planckian physics was introduced to
obtain a new way to derive Hawking radiation from
black holes. Inthis case, it was shown that the spectrum
of Hawking radiation does not depend on a particular
form of dispersion law w(k) at k —= o [8-10]. On the
other hand, an opposite result was recently claimed in
[11] regarding the inflationary perturbation spectrum.
No self-consistent theory of such a modification exists
leading to a certain unique dispersion law wxk), but
arguments showing that this possibility should not be
considered as logically impossible are based either on
higher dimensional models of the Universe (see, e.g.,
recent paper [12]) or on the condensed matter ana-
logues of gravity [13, 14] which do not have too much
symmetry at the most fundamental level. So, w(k)
should be considered as some fixed but unknown func-
tion at the present state-of-the-art level.

The very possibility of trans-Planckian physics affect-
ing the (supposedly known) sub-Planckian physicsis due
to the expansion of the Universe. This expansion gradu-
ally shifts all modes of quantum fields from the former
region to the latter one. Indeed, for a FRW model with
metric

ds’ = dt®—a’(t)dl?, (1)

where dI? is the 3D Euclidean space interval (spatial
curvature can be always neglected), the spatial depen-
dence of a given quantum field mode can be taken as
exp(in,x+), u = 1, 2, 3. Then the frequency w = n/a(t),
n=|n| = const in the ultrarelativistic (but still Lorentz-
ian) limit. This redshifting occurs equaly well inthe early
and the present-day Universe. So, any effect connected
with trans-Planckian physics can also be observed now;
inflation (i.e., the epoch when |H| < H?) is not specific
for that at all.

I will model metric fluctuations by a massless
minimally coupled scalar field satisfying the equa-
tion O0;0'@ = 0. This form is sufficient both for scalar
perturbations for which the effective mass satisfies the
condition |n?| < H? necessary for inflation and for ten-
sor perturbations because their amplitude satisfies the
same wave equation in the FRW Universe filled by any
matter with no nondiagona pressure perturbations
(dp,y 0 dy). Itisalso assumed that H < Mp. Then the
equation for the time-dependent part of ¢, reads

@+ 3H + 0’ EHg, = 0, 2
with w(k) = k for w < Mp. Solutions of this equation
have the WKB form for H < w < Mp:

a, Bn inn dt
= ———e ] = N 3
N EO
where a,, B, = const, and |, ? — | B, = 1 for any quantum
state if the quantum field @ is second-quantized and

@, = e—inn +

STAROBINSKY

@ exp(in,x!)(2m32 is the c-number coefficient of the
Fock annihilation operator &, . The average number of

created pairs is N(n) = |B,|°. Therefore, whatever the
trans-Planckian physics is (namely, whatever the form of
w(K) and the initial condition for @, at t — —o), once
W < Mp, we can say that field mode (3) emerges from
the Planck boundary n = Mpa in some quantum state
that is characterized by a,, and 3,. In particular, therate
of growth of the average energy density of particles
withw < Mg is

d(&m’) _ gM*H
a’dt 21

where g = 1 for scalars and g = 2 for gravitons. M is
an auxiliary mass satisfying H < M < M; for which
w(M) = M with sufficient accuracy (for estimates, we
will take M = Mp). It follows from time trandation
invariance that N©(n) is independent of n. Here, N©
means the part of N(n) which does not depend on the
background space-time curvature at the moment of
Planck boundary crossing (n = Mpa).

Let usfirst consider the case where the WKB condi-
tionfor ¢, issatisfied for all n > Haincluding thetrans-
Planckian region n > Mpa. Then the natural and self-
consistent choice of the initia condition for ¢, is the
adiabatic vacuum at t —» —oo:

J%* exp(-i [w,t). )
w,a

Note that this mode is not in the minimum energy-den-
sity state at finite t, in particular, at the moment of
Planck boundary crossing (I will return to the discussion
of this point below). Equation (5) reduces to Eqg. (3) with
B, =0and a, = 1in the sub-Planckian region. Then it
just coincides with the initial condition for ¢, used in
the standard calculation of the spectrum of inflationary
perturbations. Thus, no correction to the standard result
arisesin this case, irrespective of the form of «(n/a).
The necessary condition for the WKB behavior is

|6l < w?or

H|d(1/w(k))|
dink

for al k> Mp. Since H/M is already asmall parameter
and w(K) presumably does not depend on H for k > H,
this inequality is satisfied practically always if w does
not become zero either for k — o or at some finite
ko > Mp [another dangerous case is when dw/dk

diverges at afinite k = ko, in particular, if w O (ky — K)Y
with—-1<y<0orw =+ w(k,—k)Y,0<y<1].Asa
consequence, N = 0 for the dispersion law w(k) =
M tanh" ™[ (k/M)™ , m> 0 proposed by Unruh [8], for
«? = k1 + b, (k/M)?" with positive m and b,, consid-

N(P) [ = mas (4)

¢ =

<1, k=nla (6)
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ered in [10, 11], and for the w? = [MIn(1 + k/M)]?
dependence introduced in [15].

There still exist exceptional forms of w(k) for which
the WK B behavior isnot valid for somek > Mp. In par-
ticular, this refers to the case w? = k1 + b (k/M)?"]
with b,, < 0 and to the dispersion law introduced in
recent paper [16], for which u(k) — O at k — oo,
Such a possibility should not be excluded a priori.
Then thereisno preferred initial condition for @, and it
is impossible to define a unique initial vacuum state.
So, in this case NO # 0 genericaly; i.e., creation of
pairs in the expanding Universe occurs due to trans-
Planckian physics.

However, nature tells us that such an effect isinfin-
itesmaly small, if exists a al. Indeed, from the evident
condition that the created ultrarelativistic particles do not
contribute significantly to the present energy density inthe
Universe, it follows that N© = H3/M2 ~ 10122, where
Hp = H(t = ty) is the Hubble constant. Thus, curvature-
independent particle creation due to trans-Planckian
physicsin the expanding Universe isvery strongly sup-
pressed, in any case because of observational data. Of
course, the corresponding change in the inflationary
perturbation spectrum is also negligible (relative cor-

rectionis ~|B, = VN©).

Finally, let us consider amore subtle effect: creation
of particles due to both trans-Planckian physics and
background space-time curvature in the expanding

Universe. Then N(n) ~ HZM3, where H is estimated at
the moment of high-energy boundary crossing n = Ma(t).
Certainly, corrections to the inflationary spectrum are
negligible (~H/Mp < 10°) in this case. Nevertheless,
even such a small effect can be significantly restricted.
An example of this effect arises if one assumes that
modes crossing the boundary n = Ma are in the exactly
minimum energy-density state just at this moment; i.e.,

@, =-ing/a=—Jnl2a2ande, = (g + P adqpi2=
n/2a* for each mode at the moment t = t, when n = Ma.

On the other hand, the adiabatic vacuum for each mode
has the larger energy density

n H%aT;
& = SO+ @)
"2’ op?H
(see, eg., [17, 18]). Note that this excessis due only to
vacuum polarization. Of course, this assumption may
beimmediately criticized fromthelogical point of view
because such a state ceases to diagonalize the mode
Hamiltonian and minimize its energy density for al
other moments of timet # t,,. Nevertheless, let us con-
sider itsimplications.
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Writing, as, e.g., in[17],
u(t) = (200,2%) ©
X (Gn(t)exp(—ijwndt) + By (t) exp(i _[ w,dt)),
1/2
an(t) = -5
Eﬁaﬂ (9)

x (an(1) eXp(—inndt) —Bn(t) exp(iJ'wndt)),

sothat a,(t,) = 1 and B,(t,) = O for the Hei senberg quan-
tum state of each mode |0 which minimizes its
Hamiltonian and energy density at the moment t = t,
when n = Ma, we obtain the following system of equa-
tionsfor a,(t) and B, (t):

. » 2ijw,dt
a, = %%*3%‘3 B.. (10)
i . » =20 Jw,dt
By = %%+3%e J a, (11)

with the additional condition |a,]>—|B,? = 1. If w> H,
B,issmal and a,, = 1. For t = t,, one may take w, = n/a.
Then B, = —(iH(t,)/2M)exp(-2in(t,)) plus a strongly
oscillating term. So,

N(n) = |Ba(e)® = H(t,)/4M. (12)

If the cosmologica constant is neglected and the present
law of the Universe expansion istaken as a(t) O t23, then
N(n) O n~2 for particle energies close to M, at the present
time. Integrating Eq. (4) with N(n) from Eq. (12), one
obtains g, = M?/91%t2 for gravitons. For M ~ M, one has
&4 ~ H4G, which contradicts the assumption that a(t) O
t?3. In other words, this model of particle creation by
trans-Planckian physics results in a significant part of
the present total energy density of matter in the Uni-
verse being contained in gravitons with energies ~Mp,
which is not compatible with the observed behavior of
a(t). Similar arguments show that there may be no term

N() = Ny R (19

Mp

with N® ~ 1in Eq. (4). Here, Risthe scalar curvature.

Ontheother hand, for the adiabatic vacuum statein the
WKB regime, the quantity 3, = iH(t)a(t)exp(-2inn)/2nin
the leading order, so that it approaches zeroat t —» oo,
Notethat the creation of real gravitonsdoesoccur inthe
next order (N = N@(n)R¥M2) and even without any
violation of the Lorentz invariance [19]. In the latter
case, the effect is due to the violation of the WKB
approximation at ultralow, and not ultrahigh, frequen-
cies w ~ H. Also, the notion of “vacuum” as a state of
minimum energy density may be restored in the follow-
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ing nonrigorous sense: the adiabatic vacuum for each
mode n in the WK B regime has the lowest energy den-
sity, compared to other quantum states, if the energy
density isaveraged (“ coarse grained”) over atimeinter-

val At > w;l, in accordance with the energy uncertainty
relation.

So, whatever occurs in the trans-Planckian region,
observational evidence shows that creation of particles
due to mode transition from the trans-Planckian region
to the sub-Planckian one is absent with a very high
accuracy. The standard predictions about perturbations
generated during inflation are not altered by this hypo-
thetical mechanism either.

| am thankful to Prof. K. Sato and M. Kawasaki for
hospitality in RESCEU, the University of Tokyo. This
work was supported in part by the Russian Foundation
for Basic Research, project nos. 99-02-16224 and
00-15-96699.
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Traditionally, it is assumed that the Casimir vacuum pressure does not depend on the ultraviolet cutoff. There
are, however, some argumentsthat the effect actually depends on the regularization procedure and thus on trans-
Planckian physics. We provide the condensed matter example where the Casimir forces do explicitly depend on
microscopic (correspondingly trans-Planckian) physics due to the mesoscopic finite-N effects, where N is the
number of bare particlesin condensed matter (or correspondingly the number of elements comprising the quan-
tum vacuum). Thefinite-N effects|ead to mesoscopic fluctuations of the vacuum pressure. The amplitude of the
mesoscopic fluctuations of the Casimir force in a system with linear dimension L is afactor of NY3 ~ L/ap larger
than the traditional value of the Casimir force given by effective theory, where ap = #i/pp is the interatomic distance
which plays the role of the Planck length. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers; 67.20.+k; 11.10.-z

INTRODUCTION

The attractive force between two pardld metdlic
plates in vacuum induced by vacuum fluctuations of an
electromagnetic field was predicted by Casimir in 1948
[1]. The calculation of vacuum pressureis based on regu-
larization schemes, which alows one to separate the
effect of low-energy modes of the vacuum from a huge
diverging contribution of the high-energy degrees of
freedom. There are different regularization schemes: Rie-
mann’s zeta-function regularization, introduction of the
exponentid cutoff, dimensional regularization, etc. People
are happy when different regularization schemes give the
same results. But thisis not aways so (seg, e.g., [2-4]; in
particular, the divergences occurring for spherical
geometry in even spatial dimension are not canceled
[5, 6]). This raises some criticism against the regular-
ization methods [7] or even some doubts concerning
the existence and the magnitude of the Casimir effect.

The Casimir effect of the same type arises in con-
densed matter due to thermal (see review paper [8])
or/and quantum fluctuations. When considering the
anal ogue of the Casimir effect in condensed matter, the
following correspondence must be taken into account.
The ground state of quantum liquid corresponds to the
vacuum of quantum field theory. The low-energy
bosonic and fermionic quasi particlesin quantum liquid
correspond to matter. The low-energy modes with lin-
ear spectrum w = ¢,p can be described by the relativis-
tic-type effective theory. The speed of sound ¢, or of
other collective modes (spin waves, etc.) playstherole

L This article was submitted by the author in English.

of the speed of light. This “speed of light” is the “fun-
damental constant” which enters the effective theory
(quantum hydrodynamics in quantum liquids or elec-
tromagnetic theory in real vacuum). The fundamental
constants of the effective theory can bein principle cal-
culated using microscopic physics, an analogue of
trans-Planckian physics. The effective theory is valid
only at low energy that is much smaller than the
“Planck cutoff.” In quantum liquids, the analogue of the
Planck energy scale E, isdetermined either by the mass

m of the atom in the liquid, Ep = mcﬁ , or by the Debye
energy, Ep = #ic/ap, where a is the interatomic dis-
tance which plays the role of Planck length [9].

In some cases, the analogy between effective theo-
ries in quantum vacuum and in quantum liquids
becomes exact. For example, the low-energy fermionic
and bosonic collective modes can correspond to the
chiral fermions and gravitational and gauge fields. This
allows one to simulate in condensed matter the phe-
nomena such as chiral anomaly and event horizon (see
review [9]).

The advantage of the quantum liquid is that the
structure of the quantum vacuumisknown at least in prin-
ciple. That is why one can caculate everything starting
from the first principle microscopic theory. For example,
one can calcul ate the vacuum energy under different exter-
nal conditions without invoking any cutoff or regulariza-
tion scheme. Then one can compare the results with what
can be aobtained within the effective theory dedling only
with the low-energy phenomena. The latter requires the
regularization scheme in order to cancel the ultraviolet
divergency, and thus one can judge whether and which of
the regularization schemes are physically relevant.

0021-3640/01/7308-0375%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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The traditional Casimir effects deal with the low
energy massless modes. The typical massless modesin
guantum liquid are sound waves. The acoustic field is
described by the effective theory and correspondsto the
massless scalar field. The walls provide the boundary
conditions for the sound wave mode; usually these are
the Neumann boundary conditions. Because of the
guantum hydrodynamic fluctuations, there must be the
Casimir force between two parallel platesimmersed in
the quantum liquid. Within the effective theory, the
Casimir force is given by the same equation as the
Casimir force acting between the conducting walls due
to quantum electromagnetic fluctuations. The only
modifications are (i) the speed of light must be replaced
by the spin of sound ¢ and (ii) the factor 1/2 must be
added, since we have the scalar field of a longitudinal
sound wave instead of two polarizations of light. If ais
the distance between the plates and A istheir area, then
the a-dependent contribution to the ground-state energy
of the quantum liquid at T = 0 in the effective theory
must be

)

The microscopic quantities of the quantum liquid such
as the mass of atom m and interatomic space a, do not
explicitly enter Eq. (1); the traditional Casimir forceis
completely determined by the “fundamental” parame-
ter ¢, of the effective scalar field theory.

However, | will show that Eq. (1) is not alwaystrue.
I will give here an example where the effective theory
is not able to predict the Casimir force, because the
microscopic high-energy degrees of freedom become
important. In other words, the trans-Planckian physics
shows up, and the “Planck” energy scale explicitly
enters the result. In this situation, the Planck scale is
physical and cannot be removed by any regularization.

Equation (1) gives a finite-size contribution to the
energy of quantum liquid. It isinversely proportional to
the linear dimension of the system, E O 1/L. However,
it isimportant for usthat itisnot only thefinite-size effect
but also thefinite-N effect, Ec 0 N3, where N isthe num-
ber of atoms in the liquid in the dab, which is a discrete
guantity. Since the main contribution to the vacuum
energy is OL2 O N, the relative correction of order N3
means that the Casimir force is the mesoscopic effect.
I will show that in quantum liquids the essentialy larger
mesoscopic effects of the relative order N can be more
pronounced. Such afinite-N effect cannot be described
by the effective theory dealing with the continuous
medium, even if the theory includes the real boundary
conditions with the frequency dependence of dielectric
permeability.

I will start with the ssimplest quantum “liquid’—
one-dimensional Fermi gas—where the mesoscopic
Casimir forces can be calculated exactly without invok-
ing any regularization procedure.

VOLOVIK

VACUUM ENERGY
FROM MICROSCOPIC THEORY

| consider asystem of N one-dimensiona masdessfer-
mions, whose continuous energy spectrum is w(p) = cp,
with c playing the role of speed of light. Let us start
with the microscopic theory, which is extremely sim-
ple: a T = 0 fermions merely occupy al energy levels
below chemica potentia p. In the continuous limit, the
total number of particles N and the total energy in aone-
dimensional “cavity” of size a are expressed in terms of
the Fermi momentum pe = p/c in the following way:

_ _ dp _ ape
N—na—aJ’Z—nﬁ——nﬁ, 2
—Pe
_ — F T 2
E = e(n)a = aJ’ 7P = o 2ﬁcan (3)

Here, nisthe particle density. The vacuum energy den-
sity of this condensed matter asafunction of nise(n) =
(Tic/2)n?. The equation of state comes from the ther-
modynamic identity relating the pressure P to the
energy:

P = pn—e, (4

where i = de/dn = cpg isthe chemical potential. In our
case U = cpg, and one obtains the equation of state for
our vacuum

= e, (%)

whichisconventional for the system of 1 + 1 relativistic
fermions.

VACUUM ENERGY IN EFFECTIVE THEORY

As distinct from the microscopic theory, which
dealswith bare particles, the effective theory dealswith
the quasiparticles—fermions living at the level of chemi-
ca potentia Y = cpg. There are four different quasi parti-
cles: (i) quasiparticles and quasiholesliving in the vicinity
of the Fermi point p, = +p: have spectrum wy,(p,) =
|o(p) —H|=clp.|, wherep, = p,—pr, and (i) quasiparticles
and quasiholes living in the vicinity of the other Fermi
point &t p, = have spectrum wy,(p.) = [o(p) — K| = clp_|,
where p_=p, + pe. In the effective theory, the energy of
the system is the energy of the Dirac vacuum E =
_zp clps| — zp_c| p_ . This energy is divergent and
requires a cutoff, which is provided by the Fermi momen-
tum playing the role of the cutoff Planck momentum: p- =
pe. Note that even with this cutoff the energy obtained
within the effective theory has awrong sign, compared
with the correct microscopic result in Eq. (3).

The difference between the energies obtained in the
microscopic and the effective theory approaches becomes
important if gravity is involved, since the energy is the
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source of the gravitational field. What kind of vacuum
energy is gravitating is the essence of the cosmological
constant problem.

RELEVANT VACUUM ENERGY
AND COSMOLOGICAL CONSTANT

Inspection of those condensed matter systems in
which an effective gravity arises as a low energy phe-
nomenon suggests the possible answer: the vacuum
energy density responsible for the cosmological con-

stant is € = € — pn [9, 10]. This follows from micro-
scopic physics: the conservation of particle number N
requires that the quantum field theoretical description
of the N-body system be given by # — pN', where #
and N are the Hamiltonian and the particle number

operators in the second-quantized form. The energy e

does not depend on the choice of zero energy level: the
shift A of the zero energy level for one particle leads to
the shift of the chemical potential p — p + A and of

the total energy E — E + NA, while E=E- MN

remains invariant. In terms of €, the equation of state
of the quantum vacuum is always

P=—. (6)

Although thisis obtained using the microscopic theory

(e is not determined within the effective theory), the
result does not depend on details of the quantum liquid:
it follows from the thermodynamic identity in Eq. (4).

Equation (6) is the same as the equation of state of
the vacuum in quantum field theory, which follows

from the Einstein cosmological term. Thus, € servesas
the cosmological constant in the effective gravitational
theory. For our vacuum represented by the Fermi gas,
this cosmological constant is large, being determined

by the Planck energy scale, € ~ — pf:, . The minus sign

is in agreement with the negative energy of the Dirac
vacuum in effective theory, and, according to Eqg. (6),
this correspondsto the positive vacuum pressure: Fermi
gas (and aso the Dirac vacuum) can be in equilibrium
only in the presence of positive external pressure P.

There are, however, quantum liquids which can
exist without an external pressure. Liquid *He and lig-
uid “He at T = 0 are examples. In both of these liquids,
thereis some analogue of gravity that arisesin the low-
energy corner. Let us consider the ground state of such
guantum liquid, if there is no contact with the environ-
ment. In a complete equilibrium, the pressure P in the
liquid must be zero, since there is no external forces
acting on the liquid. Then, from Eq. (6), one automati-
cally obtains that for such equilibrium vacuum at
T = 0 the cosmological constant in the effective gravity
isidentically zero, € =0, without any fine tuning. This
means that, according to the quantum liquid analogy,
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the stationary equilibrium vacuum is not gravitating
(see for more details [10]).

LEAKAGE OF VACUUM THROUGH THE WALL

Now let us discuss the Casimir effect—a changein
the vacuum pressure caused by the finite-size effectsin
the vacuum. We must take into account the discreteness
of the spectrum of bare particles or quasiparticles
(depending on which theory we use, microscopic or
effective) in the slab. Let us start with the microscopic
description in terms of bare particles (atoms). We can
use two different boundary conditions for particles,
which give two kinds of discrete spectrum

h
0 = K== (7)

W, = BH lghcn ®)

Equation (7) correspondsto the“classical spinless’ fer-
mionswith Dirichlet boundary conditions. Equation (8)
isfor the 1 + 1 Dirac fermions with no particle current
through thewall; this case with the generalization to the
d + 1 fermions was discussed in [11].

The vacuum is represented by the ground state of
the collection of N noninteracting particlesin a 1D box
of size a. The “vacuum” energies for the spinless and
Dirac fermions are correspondingly

N
S
fcTt

E(N,a) = Zwk— —N

ficTt

E(N, a) = S N(N+1), 9)

(10)

To calculate the Casimir force acting on thewall, we
must introduce the vacuum on both sides of the wall.
Let usthus consider threewalls: at z=0, z=a; <a, and
z= a. Then we have two slabs with sizes a, and a, =
a — a;, and we can find the force acting on the wall
between the two dabs, i.e., at z = a,. We assume the
same boundary conditions for all walls. But we must
allow the particlesto transfer between the dabs, other-
wise the main force acting on the wall between the
slabs will be due to the different bulk pressure in the
two slabs. Thiscan be donedueto, say, very small holes
(tunnel junctions) in the wall, which do not violate the
boundary conditions and do not disturb the particle
energy levels, but ill allow the particle exchange
between the two vacua.

This situation can be compared with the traditional
Casimir effect. The force between the conducting
plates arises because the electromagnetic fluctuations
of the vacuum in the slab are modified due to boundary
conditions imposed on electric and magnetic fields. In
reality, these boundary conditions apply only in the
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low-frequency limit, while the wall is transparent for
the high-frequency electromagnetic modes, as well as
for the other degrees of freedom of real vacuum (fermi-
onic and bosonic), which can easily penetrate through
the conducting wall. In the traditional approach, it is
assumed that these degrees of freedom, which produce
the divergent terms in the vacuum energy, must be can-
celed by the proper regularization scheme. That iswhy,
athough the dispersion of dielectric permeability does
weaken the real Casimir force, neverthelessin the limit
of large distances, a; > ¢/wy,, Where wy, isthe character-
istic frequency at which the dispersion becomes impor-
tant, the Casimir force does not depend on how easily
the high-energy vacuum leaks through the conducting
wall.

| consider here just the opposite limit, when
(almost) all bare particlesaretotally reflected. Thiscor-
responds to the case when the penetration of the high-
energy vacuum modes through the conducting wall is
highly suppressed, and thus one must certainly have the
traditiona Casimir force. Nevertheless, |1 will show
that, due to the mesoscopic finite-N effects, the contri-
bution of the diverging terms to the Casimir effect
becomes dominant. They produce highly oscillating
vacuum pressure, whose amplitude exceeds the value
of the conventional Casimir pressure by a factor of
ppa/fi. For their description, the continuous effective
low-energy theories do not apply.

MESOSCOPIC CASIMIR FORCE
IN 1D FERMI GAS

The total vacuum energies of the spinless and Dirac
fermionsin two slabs are

£ = ACTENi(N + 1) | No(N, + 1)

2 U a a, LU (D
E = hen Ny, Nog (12)

2 Lth,  alr
N;+N, =N, a +a, = a. (13)

Since particles can transfer between the dabs, the glo-
bal vacuum state in this geometry is obtained by the
minimization over the discrete particle number N; at a
fixed total number N of particles in the vacuum. If the
mesoscopic 1/N corrections are ignored, one obtains
N, = (a;/a)N and N, = (a,/a)N, and the force acting on
the wall between the two vacuais zero.

However, N, and N, are integer valued, and this
leads to mesoscopic fluctuations of the Casimir force.
Within a certain range of parameter a,, thereisaglobal
minimum characterized by integers (N;, N,). In the
neighboring intervals of parameters a,, one has either
(N, +21,N,—1) or (N, -1, N, + 1). Theforce acting on

VOLOVIK

the wall in the state (N4, N,) is obtained by variation of
E(N;, N,, a5, a—a,) with respect to a, at fixed N; and N,

EN1N2a1az

da,

d ENlNZalaZ
da,

N;Na;@, =

(14)

If &, increases, then at some critical value of a;, where
E(N;, N, a5, &) =E(N; + 1, N, —1, &, a,), one particle
must crossthewall from theright to theleft. At thiscrit-
ical value, the force acting on the wall changes abruptly
{we do not discuss here interesting physics arising just
at the critical values of a,;, where the degeneracy of the
states (N3, N,) and (N; + 1, N, — 1) occurs; for these
positions of the wall (or membrane), the particle num-
bers N; and N, are undetermined and are actually frac-
tional due to the quantum tunneling between the slabs
[12]}. Using, for example, the spectrum in Eq. (12),
one obtains for the jump in the Casimir force

AcTN
A =+
FNlt 1L,N,F1 Ny, N, ~ =+ a8, (15)
If &, < a, the amplitude of the mesoscopic force
Acmn _ hcmn’ _cp
|AF peee] = —— = =T (16)

Y] N, Q

It is by afactor of /N, = Th/a,pr = Th/a,pp smaller
than the bulk vacuum energy density in Eq. (3). On the
other hand, it is by the same factor pra; = ppa, larger
than the traditional Casimir pressure, which in the

1D caseisP. ~#ic/ ai . Thedivergent term which linearly

depends on the Planck momentum cutoff pp, as in
Eq. (16), was revealed in many different calculations
(see, eg., [6]), and attempts were undertaken to invent
the regularization scheme which would cancel the
divergent contribution.

MESOSCOPIC CASIMIR FORCES
IN A GENERAL CONDENSED MATTER SYSTEM

Equation (16) for the amplitude of mesoscopic fluc-
tuations of vacuum pressure can be generalized to any
dimension. The mesoscopic random pressure comes
from the discrete nature of the quantum vacuum in
quantum liquids. If the volume V; of the vessel changes
continuously, the equilibrium number N, of particles
changes stepwise. This results in abrupt changes of
pressure at some critical values of V;:

2
dP mCs _  CPp
— =t = t— =t —
Pmeso |]F)Nlil I:)Nl —le - V]_ - Vj_
The mesoscopic pressure is determined by microscopic
physics, and thus a microscopic quantity such as the
mass m of the atom, the “Planck mass,” enters this

force.

For the pair-correl ated systems such as Fermi super-
fluids with finite gap in the energy spectrum, the ampli-

. (17)
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tude must be twice as large. This is because the jumps
in pressure occur when two particles (the Cooper pair)
tunnel through the junction, AN = +2.

For the spherical shell of radius a immersed in the
guantum liquid, the mesoscopic pressureis

3mcs _ ,3PeC

P e UE (18)

4ma® 4ma’

DISCUSSION

L et us compare the mesoscopic vacuum pressure in
Eqg. (18) with the traditional Casimir pressure obtained
within the effective theoriesfor the same spherical shell
geometry. In the case of the original Casimir effect, the
effective theory is quantum electrodynamics. In super-
fluid “He, thisis low-frequency quantum hydrodynam-
ics which is equivalent to the relativistic scalar field
theory. The sound-wave modes with a linear (“relativ-
istic”) spectrum play therole of the relativistic massless
scalar field with Neumann boundary conditions corre-
sponding to the (almost) vanishing current through the
wall (recall that there must be some leakage through the
shell to provide equal bulk pressure on both sides of the
shell).

If we believe in the traditiona regularization
schemes which cancel out the ultraviolet divergence,
then from the effective scalar field theory one must
obtain the Casimir pressure P = —dE/dV = K#ic/8ma?,
where K = -0.4439 for the Neumann boundary condi-
tions and K = 0.005639 for the Dirichlet boundary con-
ditions [6]. However, at least in our case, the result
obtained within the effective theory is not correct: the
real Casimir pressure in Eq. (18) is produced by the
finite-N effect. It essentially depends on the Planck cut-
off parameter; i.e., it cannot be determined by the effec-
tive theory; it is much larger, by afactor of ppa/fi, than
the traditional Casimir pressure; and it is highly oscil-
lating. The regularization of these oscillations by, say,
averaging over many measurements, by noise, or dueto
guantum or therma fluctuations of the shell, etc.,
depends on the particular physical conditions of the
experiment.

This shows that in some cases the Casimir vacuum
pressure is not within the responsibility of the effective
theory, and microscopic (trans-Planckian) physics must
be invoked. If two systems have the same low-energy
behavior and are described by the same effective the-
ory, they do not necessarily experience the same
Casimir effect. The result depends on many factors:
discrete nature of the quantum vacuum, ability of the
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vacuum to penetrate through the boundaries, dispersion
relation at high frequency, etc. It is not excluded that
even the origina eectromagnetic Casimir effect is
renormalized by high-energy modes.

Of course, the extreme limit of an almost impenetra-
ble wall, which we considered, does not apply to the
original (electromagnetic) Casimir effect, where the
overwhelming part of the fermionic and bosonic vacua
easily penetrates the conducting walls, and where the
mesoscopic fluctuations must be small. But are they
negligibly small? In any case, our example shows that
the cutoff problem is not a mathematical but a physical
one, and the physics dictates the proper regularization
scheme or the proper choice of the cutoff parameters.

The dependence of low-energy effects on physics
beyond the effective theory was also discussed in con-
nection with the Chern—-Simons terms violating
Lorentz and CPT symmetries [13, 14]. Quantum lig-
uids provide an example of afinite system where trans-
Planckian microscopic physics determines the coeffi-
cient of the Chern—Simonsterm [9, 15], which remains
ambiguous within the effective theory.

| thank A.Yu. Kamenshchik for fruitful discussion.
This work was supported in part by the Russian Foun-
dation for Fundamental Research and by the ESF.
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The quantity & introduced recently in the phenomenological description of neutrino oscillationsisin fact not a
free parameter, but a fixed number. © 2001 MAIK “ Nauka/Interperiodica” .
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The literature on phenomenology of neutrino oscilla-
tionsisvast (see, eg., [1-6] and references therein). In a
recent paper [7], Giunti and Kim in the case of two-flavor
mixing have introduced a new phenomenologica param-
eter . Accordingto[7], & = 0 correspondsto the so-called
equal-momentum assumption [1, 2], while & = 1 corre-
sponds to equa-energy assumption [5, 6]. The authors of
[7] emphasizethat & disappearsfrom thefinal expressions
for the neutrino oscillation probability.

The aim of thisletter isto indicate that parameter ¢
isfixed by energy—momentum conservation in the pro-
cess which is responsible for neutrino emission, as
explicitly assumed in [7].

Following [7], | will consider the decay T — pv
within in the framework of two-flavor toy model. The
parameter & is defined in [7] for the pion rest frame by
considering the auxiliary case of absolutely masdess neu-
trinos and denoting the energy of such neutrinosas E,

& = 1/2(1+mi/m3), (1)

where m, and m,, are the masses of the muon and the
pion. Then for massive (but light!) neutrinos, the
authors of [7] get

E,, = E+(1-&)mi ,/2E, )

P2 = E—&m; ,/2E. (3)

HereE, ,, p;, », and my , arethe energies, momenta, and

masses of neutrinos, respectively. From the above state-
ment about & = 0, 1, it follows that

E,=E, for E =1 and p, = p, for & = 0. (4)

Thus, the equal-energy and equal-momentum assump-

tionsintheformAE=E, —E,=0andAp=p; —p,=0,

1This article was submitted by the author in English.

respectively, are treated by the authors of [7] as partic-
ular cases of the general kinematic relations (1) and (2):

AE = (1-8)Am?/2E = O for & = 1, (5)

Ap = EAMP/2E = O for & = 0. (6)

Unfortunately, both treatment and relations (6)—(8)
are erroneous.

On the one hand, the quantity ¢ is not a free param-
eter. Indeed, it follows from Eq. (5) that & has a fixed
value (=0.8) for the decay under consideration. On the
other hand, it is evident from definitions of E and ¢ that

E = my(1-2). (7)

The parameter & determines sharing of the decay
energy. As seen from Eq. (3), thevalues& =0 and ¢ =
1 are senseless because they refer, respectively, to the
limiting cases E,;; = 0 and E = 0. Therefore, one can-
not assume that & can be equal to 1 or 0. Instead, the
solution to Egs. (7) and (8) isthe vanishing An?, that is,
the absence of oscillations.

| am grateful to L.B. Okun for friendly support. This
work was supported by the Russian Foundation for
Basic Research, project no. 00-15-96562.
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A simple microscopic formulais derived for the renormalization factor Z of Green's function on the basis of
the self-consistency relation of many-body theory and the Brueckner method. This formulainvolves the deriv-
ative of the Brueckner G matrix with respect to energy. Based on the analysis of the properties of the G matrix
for adlab of nuclear matter, the G matrix is approximately replaced by the off-mass-shell T matrix taken for
free NN scattering at a negative energy E equal to the doubled chemical potential p of the nucleus under con-
sideration. The Z factor thus calculated depends strongly on p and decreases with |u|. This effect is important
for analyzing the properties of atomic nuclei near the drip line, where u is zero.

PACS numbers: 21.65.+f; 24.10.Cn

The renormdlization factor Z of the one-particle
Green's function %(p, €) of Fermi liquid (Z factor) is one
of the fundamenta characteristics of a Fermi system.
However, it is eliminated from all observables in the
Landau theory of Fermi liquid [1] by means of the
renormalization procedure similar to that applied in
QED. Only one observable remains—the “Migdal
jump” in the momentum distribution of particles n(p)
[2]—that is determined directly by the Z factor. How-
ever, in atomic nuclei, this jump is strongly smeared
due to finite range effects [3] and, therefore, can hardly
be determined experimentally. Instead, a new important
observable appears, which is determined by the Z fac-
tor. This is the one-particle spectroscopic factor S,,
where A is a set of quantum numbers of the knocked-
out (or added) nucleon. The relationship between S,
and Z is the simplest in magic nuclei, where S, coin-
cides with the matrix element (2)y,.

Theory of finite Fermi systems (TFFS) was devel-
oped by Migdal [4] similar to the Landau theory of
Fermi liquid and also involves a coordinate-dependent
factor Z(r) that isimplicitly present in the amplitude of
effective quasiparticle interaction &. However, there is
a variant of the self-consistent TFFS [5, 6], so-called
quasiparticle Lagrangian method, in which the Z factor
isintroduced explicitly through one more phenomeno-
logical parameter which determines the energy depen-
dence of the effective interaction. The problem of cal-
culating the Z factor cannot be circumvented when one
develops afirst-principle nuclear theory based on afree
NN potential. In particular, the effective interaction
between nucleons near the Fermi surface (Landau—
Migdal amplitude) isexpressed in the Brueckner theory
[7, 8] in terms of the Brueckner G matrix, the key

parameter of this approach, through the following for-
mulaincluding the Z factor in an explicit form:

F(ry,rorsry)
= JZ(r)Z(r ) Z(r ) Z(r )G(r 1, T 5, T3, ¥ 43 E = 20).

Here, E isthe total energy in the two-particle channel,
and p isthe chemical potential of the system.

)

Note that the Z factor of infinite nuclear matter was
calculated in[9, 10] from the dispersion relation for the
nucleon mass operator in a nuclear medium. Under
rather general assumptions, the Z factor was expressed
in terms of the nuclear response function. It turned out
that the Z factor differs from unity due predominantly
to the spin-isospin component of the response func-
tion. This component is primarily determined by the
Migdal constant g'. Unfortunately, this method of cal-
culating Z does not provide extrapolation to loosely
bound nuclei near the drip line, which have been
intensely studied both experimentally and theoretically
in recent years. Indeed, the g' constant is known only
for the nuclear chemical potential B = —8 MeV that is
characteristic of stable nuclel, and its behavior with
decreasing |u|isnot a priori clear.

In thiswork, we calculate the Z factor by adifferent
method, which enables us to reveal the dependence of
the Z factor on Y. We start with the many-body self-
consistency relation [5, 11] between one-particle and
two-particle characteristics of the system. This condi-
tion follows from the spontaneous violation of the
trandational invariance and isvalid for any finite “ self-
bound” Fermi system, i.e., which isin bound state in
the absence of external fields. This condition relatesthe
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mass operator Z, effective interaction U, and one-par-
ticle Green’s function % to each other and has the form

ax(r,r'; €)
oR
(2
0%9(ry,ry; €
R, '

whereR =(r +r')/2, R, =(r, + r;)/2, and the block U
of NN interaction is irreducible in the particle-hole
channel and corresponds to zero energy transfer in this
channel.

We are interested in the Z factor, i.e., in the residue
of the Green’sfunction G at the one-particle pole. More

precisely, the Z factor in a nonuniform system is
defined as

Gr,r g) = JZMZO)G (r, 1 ) +47(r, 1 €),(3)
where 9G4(r, r'; €) is the quasiparticle Green's function
with unit residue and GN(r, r'; €) has no poles near the
Fermi surface. Following the TFFS [4], we expand the
mass operator near the Fermi surface in powers of € —
and of the difference between the squared momentum
p? and squared Fermi momentum. Retaining only lin-
ear terms and using notation from [5], we obtain

51 e) = [ 2(n) +(kﬁ)2pzl(r)p

=J’%drldr'10u(r, r'ry,rqy; € €)

. (4)
+ Zz(r)—o}é(r _r).
€
Here, normalization quantities k,? = 18/mC,, where the

standard normalization factor C, = (dn/des)™ of the
TFFS is equal to the density of states near the Fermi

surface, and sg = (kE)Z/ 2mareintroduced for the com-
ponents of the mass operator Z; to have the same

dimensions. In this notation, Z(r) = (1 — ,(r)/ :»:2 )L

Differentiating Eq. (2) with respect to energy and
using local expansion (4), one obtains the following
integro-differential self-consistency relation for the Z
factor:

0,1 _ _cde '
‘W(Z (r) = __[Znidrldrl

OMU(r,r,ry,ry; €€ 09(ry,ry; €)
X
¢ . OR,

where the subscript 0 meansthat € = p. Equation (5) is
formally exact. Below, we simplify it by using various
approximations, in particular, takingU = G, where G is
the Brueckner matrix satisfying the Bethe-Goldstone
equation [7, 8], which takes into account two-particle
correlations.

©®)

ZVEREV, SAPERSTEIN

In [12], the Bethe-Goldstone equation was solved
for adab of nuclear matter, asimple system simulating
heavy spherical nuclei, by using the separable represen-
tation [13, 14] of the Paris NN potential [15] and the
mixed coordinate-momentum representation technique
[16]. The latter was developed for microscopic consider-
ation of superfluidity in semi-infinite nuclear metter.
Some results from [12] were gpplied in [17] to finite
nuclei, for which the coordinate dependence of the sca-
lar—isoscalar component fy(r) of the Landau—Migdal
amplitude was calculated on the basis of Eq. (1) and the
nuclear mean field obtained from Eq. (2). The calcula
tion was based on the fact that the main contribution to
the mean field, when calculated using Eq. (2), comes
from the nuclear surface region, where, first, the
Brueckner theory is accurate enough and, second, some
additional approximations can be used. In particular,
one can consider only s-wave scattering and approxi-
mate the G matrix in each of the two s-wave channels
by the expression

Gs(r,r',rl,r'l; g ¢€") = Coys(r; g, €")
(6)
xO(r —r")d(r —r,)d(ry—ry),

where the total spin in the two-particle channel isS=0
and 1 for the singlet and triplet channels, respectively.
The procedure of localization of the G matrix, Eq. (6),
is based on the local-potentia approximation proposed
in [16]. This procedure requires specification of the
nuclear mean field V(r), for which, asin [17], we use
the Woods-Saxon well with readlistic parameters for
stable nuclei. For more details, see[12, 16, 17].

The invariant amplitude f, corresponds to zero spin
and zero isospin in the particle-hole channel and is
determined by the following combination of the G
matrices in the two channels:

V() = 2o ) +Varh ). ()

According to this equation, y; depends only on the total
energy E = ¢ + €. Under the same approximations,
2(r,r'; ) = Z(r; €)d(r —r'") and the mean fidld has the
form

V(r) = Z(r)x(r; e = p). (8)

Taking Eqg. (8) into account, one can approximately
renormalize Eq. (2) as[5]

e <GS UEANE DA

Equations (8) and (9) provide the following explicit
expression for the central part of the nuclear potential
in terms of the known renormalization factor Z(r):

00

V(r) = ~CoZ(r) [dZ()y;(s: . RO
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In [17], EQ. (10) was used to determine the mean field
from phenomenological Z(r). We demonstrate now that
self-consistency relation (9) can be used to find the
guantity

0 de O

Differentiating Eq. (9) with respect to € and using defi-
nition (11), we obtain

,  dZ7 () L V(s & W) dp(r)
Z (r) dr - COD os DO dr °

This equation can be integrated in the explicit form

o =12
Z(r) = [1+2Co'[dsgw(s’ 2 dp(s)} . (13)

2(r) = %_mzm e (11)

(12)

de L, ds

r

A simple model of the Landau—Migdal scalar—isos-
calar amplitude f(r) was proposed in [17] on the basis
of the analysis of the results from [12]. In this model,
the G matrix isreplaced in Eq. (7) by the off-mass-shell
T matrix for free NN scattering at negative energy E = 2.
The T matrix satisfies the Lippmann—Schwinger equa-
tion

T(E) = V' +VA(E)T(E), (14)

where V" isthe free NN potential and A(E) is the prop-
agator of two free nucleonswith thetotal energy E. The
T matrix can be calculated much more simply than the
G matrix, but it rather accurately reproduces the G
matrix when calculating the f(r) amplitude (Fig. 1).
This ssmple model for the amplitude f(r) is valid, at
least when used under self-consistency relation (10),
because of two reasons. First, the property G — Tis
asymptotically valid beyond the nuclear edge. Second,
asisseen from Fig. 1, the magnitude of this asymptotic
value is very large and is approximately an order of
magnitude larger than the inner values of each of the
amplitudes under consideration. Because the basic con-
tribution to Eqg. (10) comes from the nuclear surface,
where the derivative of density islarge, achangein the
inner f(r) value even by a factor of 2 only dlightly
affects the result of calculation of the mean field. Note
that this model does not apply to the other invariant
components of the Landau—Migdal amplitude, in par-
ticular, to the scalar—isoscalar amplitude f'.

In this work, we approximately calculate the Z fac-
tor from Eqg. (13) using the same approximation for the
derivative of the scalar—isoscalar amplitude f with
respect to the energy. This substitution isindirectly jus-
tified by the fact that, asis shown in [17], this approxi-
mation holds for f even upon varying the nuclear chem-
ical potential Y. Thus, wereplacey;in Eq. (13) by t;, i.e,
by the combination for the free T matrix similar to Eq. (7).
Apart from the quantities calculated in [12, 17], Eq. (13)
involves a new quantity—the derivative of the T matrix
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Y, 1)

r (fm)

Fig. 1. Scalar—isoscaar combinations of the (solid line)
¥;(r) and (dashed line) t;(r) components of the G and T

matrices, respectively.

r (fm)

Fig. 2. Dimensionless derivative eg 0t¢/0E of the scalar—

isoscalar component of the Landau—Migdal amplitude cal-
culated for different values of chemical potential. The |p|
values are indicated above the lines.

with respect to energy. The equation for thisderivative can
easily be obtained from Eq. (14); it has the form

0T(E) _ OVGA(E) 0T(E)
0E oE 0E
The method for solving this equation and the way of

local representation in form of Eq. (6) are completely
analogous to those used in [12, 17] for the T matrix.

T(E) + V' A(E)

(15)

The dimensionless sgatf(r,E)/aE combination

smilarto Eq. (7) isshowninFig. 2 for thechemical poten-
tial p=—8MaeV typical of stable nuclei and for somewhat
smaller || values corresponding to approaching the
boundary of nucleon stability. The cal culation was per-
formed with the following parameters of the Woods—
Saxon potentia: the depth V, = 50 MeV; theradiusR, =
roAY3, wherer, = 1.24 fm and A is the number of nucle-
onsin anucleus (A = 200 was taken in the calcul ation);
and the diffuseness parameter b = 0.65 fm. Asis seen,
the qualitative behavior of this derivative is similar to
that of t;(r): the outer magnitude is considerably larger
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Fig. 3. Z factor for various values |u| indicated above the
lines.

in absolute value than the inner magnitude. For thisrea-
son, the substitution of @ in Eq. (13) isqualitatively jus-
tified.

For calculating the Z factor from Eq. (13), it is nec-
essary to know the derivative of density dp/dr. As in
[17], the density was specified by the Fermi function
with radius Ry = R, — dR, where R = 0.5 fm, and the
diffuseness parameter identical to that for the potential.
The calculation by Eq. (13) was performed with the same
U vaues as above. The fact that the Z vaue in the nuclear
interior at p = -8 MeV (Fig. 3) is condderably smaller
than the known experimental value Z,, = 0.8+ 0.05[5] is
not surprising because of the crude approximations
used. Asis seen, the error introduced into the cal cul ated
f amplitude [17] by the substitution of the T matrix for
the G matrix is smaller than for the calculated deriva-
tive with respect to energy. Among the necessary
refinements, the direct calculation and use of the deriv-
ative of G matrix with respect to energy, instead of its
replacement by the derivative of T matrix in Eq. (13),
should be the first step. The calculation of the correc-
tions to the Brueckner theory is a more complicated
problem (see, e.g., [18, 19]), but one can expect that
these corrections are less significant because they are
more important in the inner nuclear region, which
makes only small contribution to integral (13).

As is seen, the Z factor decreases noticeably with
|| The reason is quite clear: both amplitude t; and its
derivative with respect to energy in Eq. (13) increase on
approaching the poles (real in the triplet channel and
virtua in the singlet channel). Clearly, this reason will
hold to some extent after the above-mentioned refine-
ments of the calculation. We restricted our consider-
ation to the values |4| = 4 MeV because the calculation
of the Z factor by this method becomes doubtful for
smaller |u| values. Indeed, such a sizable decrease in

ZVEREV, SAPERSTEIN

Z implies a considerable rearrangement of the system,
so that the variation in the quantities such asmean field
V(r) and density p(r) should be taken into account self-
consistently, i.e., by including the variationin Z aswell.
This calculation will be performed in a separate work.

Thiswork was supported by the Russian Foundation
for Basic Research, project nos. 00-02-17319 and
00-15-96590.
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Temperature Effect on the Decay Periods
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Experiments on measuring the decay periods of long-lived ®™Hf and ™Sy isomers at room temperature and
at 77 K in massive samples of HfO,, Sr(NOs),, and SrCO; are reported. The isomeric nuclear states were
excited by irradiating the samples with neutrons from a Pu—Be source. According to the theory of V.1. Vysotskit
et al., the Ty, value must increase if a y-active nucleus is surrounded by many identical ground-state nuclei,
because these distort the spectrum of el ectromagnetic vacuum oscillations near the nuclear energy level. Asthe
temperature of the sample decreases, y-ray lines narrow, especially for the low-energy Mdssbauer transitions,
thereby enhancing the resonance effect on the spectrum of vacuum oscillations. For the ®°"Hf isomer, whose
upper y transition carries away 57.55 keV, the T,,, value was found to increase by 2.99 + 0.87% upon sample
cooling. For 8™Sr, whose decay scheme has no Mdssbauer lines, the relative change in Ty, was found to be

0.77 £ 0.53%. © 2001 MAIK “ Nauka/lInterperiodica” .

PACS numbers; 21.10.Tg

It has become evident from the M 6ssbauer experi-
ment on 1®Ag [1] that the relevant y-ray line (88 keV) is
scarcely broadened, if at all. The broadening factor liesin
the range from 1 to 3 with 67% probability, and it is not
improbable that this factor is even less than unity, indicat-
ing y-ray line narrowing. In the works of Vysotskii et al.
[2-4], the effect of the resonant environment on the
gamma-decay probability of excited nuclei is discussed
in terms of a mechanism in which the spectrum of elec-
tromagnetic vacuum oscillations near the y source is
distorted by introducing in this spatial region amassive
sample containing the same nuclei in the ground state.
Since, according to the authors of [2—4], it is precisely
the vacuum oscillations which are responsible for the
gamma decay, the weakening of the spectrum of vac-
uum oscillations in the region of nuclear resonance
results in a decrease in the gamma-decay probability
and ensuing narrowing of the y-ray emission line.

In our experiment on the decay of excited 1®mAg
nucle [1], the situation isjust that corresponding to condi-
tions for the occurrence of the effect of Vysotskir et al.
A ysource is a single-crystal silver plate, into which a
mother nuclide 1®Cd wasintruded by therma diffusion. It
decays into the excited 1®™Ag nucleus, which, being sur-
rounded by silver atoms, among which the 1®Ag isotope
isin a48.2% abundance, should experience, according
to the theory of Vysotskii et al., the distorted spectrum
of vacuum oscillations.

To directly ascertain that the gamma-decay proba-
bility of the ®mAg nuclei indeed decreasesin amassive

silver sample, one should compare the decay kinetics
measured for these nuclel in a massive silver y source
with analogous kinetics in a silver-free radioactive
109Cd sample. To implement the first variant, an exper-
iment on y-resonance activation of silver nuclel should
be carried out similar to experiment [5], but with a
source prepared not on a cyclotron but using a sparing
technique of intruding 1°Cd into a silver single crystal
through thermal diffusion. If they-ray line only slightly
broadens or not at all, then one will obtain a much
stronger, than in [5], silver activation effect with a
much weaker y source. Thiswould allow the decay law
to be measured with a good accuracy for the excited
isomeric state of 1®Ag. The second experiment should
be carried out using very weak ®Cd activities in the
absence of traces of silver.

Inasmuch as the setup for implementing the experi-
ments on gamma activation of the 1®Ag nuclei is pres-
ently unavailable to us, we could not accomplish direct
measurements of the mean lifetimes for the isomeric
states of these nuclei in the presence of aresonant envi-
ronment. For this reason, the experiments were carried
out with other isomers, namely, ®MHf and ™S, The
decay schemes for these isomers are shown in Fig. 1.
For the decay period of the 18™Hf 8- state to be affected
by the resonant environment, it is necessary that the
180Hf nuclei of thisenvironment bein the 8" state. Then,
their action on the spectrum of vacuum oscillations
near the line at 57.55 keV will be similar to the effect
of ground-state two-level nuclei. This effect can be

0021-3640/01/7308-0385%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Decay schemes for the 189MHf and 8"MSr isomers.

imagined as an unobservable exchange of virtual pho-
tons between nuclel and vacuum oscillations. If such an
exchange takes place, then the multistep sequential vir-
tual excitation of the energy levels of the 1°Hf isomer
becomes possible and some of these nuclel may occur
in the virtual 8" state with a nonzero probability. On
cooling the massive hafnium y source, the widths of all
linesin the y-ray cascade originating at 57.55 keV will
decrease. In this case, a certain fraction of gamma
intensity at 93.3 and 57.55 keV will undergo very
strong M dssbauer narrowing, while the Doppler widths
of higher energy lines will diminish (by approximately
afactor of two upon passing from room temperature to
77 K). This narrowing must result in astrong distortion
of the spectrum of vacuum oscillationsin the resonance
region near the 57.55-keV transition, which, in turn,
would have an effect on the decay period of the 8~ state.

With the 8™Sr isomer, the y-line energy is too large
(388.4 keV) for the Mdsshauer effect to be detectable.
Because of this, the y-ray line of the strontium source
changes only its Doppler width on cooling. Hence, itis
expected that a decrease in T, for 8™Sr should be less
pronounced than for MHf,

ALPATOV et al.

The experimental setup for checking the validity of
these premises is very simple. A metallic vessel is
placed inside afoam plastic thermal shield, and a mas-
sive sample of the substance of interest containing
nuclei in the isomeric state is put at the vessel bottom.
A Ge(Li) detector connected to a Nokia L P 4900B pulse-
amplitude analyzer is placed undernesath this primitive
cryostat. Samples of HfO, (19 g) and Sr(NO3), (20 g) in
35-mm-i.d. fluoroplastic ampoules were used. For each
sample, the experiment was conducted as follows. The
sample was exposed overnight to neutrons from a Pu-Be
source with an intensity of ~2 x 10’neutron/s. The isomer
was formed both by the (n, y) reaction of slow neutrons
with the 17°Hf or 8Sr isotope and as aresult of inelastic
scattering of fast neutrons by the ®Hf and &Sr iso-
topes. The decay period of theisomer was measured by
the Ge(Li) detector for the next day. If, on acertain day,
the measurements were performed at room tempera-
ture, then the next day they would performed at 77 K,
for which purpose liquid nitrogen was poured into the
metallic vessel with the sample. For hafnium, the decay
periods were determined using the lines at 215.3-,
332.3-, and 443.2-keV separately, whereupon the
results were averaged.

One of the main problems arising in the data pro-
cessing was associated with choosing the most correct
method of determining gamma intensities for the 215.3-,
332.3-, and 443.2-keV lines of the ¥9™Hf jsomer and
the 388.4-keV line of the 8MSr isomer. Simultaneously
with ®mHf  the other long-lived radioactive hafnium
isotopes are formed upon exposing a hafnium sample
with natural isotope abundance to neutrons; these iso-
topes also contribute to the measured y-ray spectrum.
Asaresult, the y-ray lineslisted above have rather high
pedestals produced by low-energy “tails’ of the lines
due to *¥°"Hf and other y-ray emitting hafnium iso-
topes. Among these, the greatest contribution to the
pedestals comes from 81Hf, which undergoes B decay
with a half-life T,, = 42.4 days, and from *”°Hf, which
decays through electron capture with a half-life of
70 days. Themost intense line of 18Hf (more precisdly, of
its decay product '#1Ta) occurs at 482 keV and, hence,
contributes to the pedestals under all three 1MHf lines. In
the y-ray spectrum of 1*Hf, the main role is played by
the line at 343.4 keV, which is emitted in 86.9% of all
decay events and contributes to the pedestals under the
215.3- and 332.3-keV lines.

Several methods of separating y-ray peaks from
pedestals were tested. The first was as follows. Each
peak was assigned afinite energy interval with amargin
(i.e., covering some portions of the pedestal to the left
and right of the peak), and the same intervals were
taken on both sides of the peak. Gamma intensity was
calculated as the difference between the number of
countsin the peak’sinterval and one-half of the number
of counts in the left and right portions of the pedestal.
This method, e.g., was employed for data processing in
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[6, 7]. Itsdrawback isthat the left (low-energy) portion
of the pedestal contains a certain number of counts that
are related to the peak. For this reason, the resulting
gamma intensity proves to be underestimated. Subse-
guently, two other methods of pedestal determination
were tested with the use of only the right (high-energy)
portion of the spectrum. Thefirst of these methods con-
sisted in alinear least-squares fit to the right portion of
the pedestal followed by the extrapolation of the result-
ing straight line to the region under the peak. This
method was suitable for the lines a 215.3 and
443.2 keV but not for the 332.3-keV peak because of
the presence of energetically close 1°Hf 343.4-keV and
1814f 345.8-keV lines aboveit. For thisreason, the ped-
estal under the 332.3-keV peak was determined by
averaging the number of countsin eight analyzer chan-
nels above the peak energy. However, the error in deter-
mining the peak area by this method was too large pri-
marily because of the error in the calculated line slope,
which is close to zero. We eventually adopted the sec-
ond method of data processing. This method consisted
in mere averaging of the number of counts in arela
tively small number of channels (~20 for the peaks at
2153 and 443.2 keV and eight for the pesk at
332.3keV; note that the maximum of a peak at
443.2 keV fell on channel no. 1065), followed by sub-
tracting the resulting average value from the number of
counts in each channel under the peak. The validity of
such an averaging procedure was confirmed by the chi-
sguare statistics.

A total of two measurement runs were conducted
for each isomer. In the first run with mHf, the decay
period of the isomer was measured five times at each
temperature, with the duration of each measurement
being 9-10 h. The results are

293 K: Ty, = 5471+ 0.043 h,
77K: Ty, = 5.655+0.042 h,
AT,/ Ty, = 34+ 1.1%.

For 8mSr, the following relative change in Ty, was
obtained upon passing from room temperature to 77 K
in thefirst run:

ATyl Ty, = —1.1£2.0%.

In the second run, the thickness of a heat-insulating
foam plastic layer under the metallic vessel in which
the y sources were placed was dlightly increased. As a
result, the distance from the source to the detector also
dlightly increased and the counting rate declined
accordingly. Since the durations of thefirst and the sec-
ond experiments with 8mHf were the same, the error of
the second result was dlightly greater than that of the
first one. The relative change in T,,, on passing from
273 to 77 K was found to be

ATyl Ty = 2.4+ 1.4%.

JETP LETTERS Vol. 73 No.8 2001

387

3.95

3.90

5

Counts, 10
(9]
[ee]
W

3.75

3.70 ] 1 ] 1 ] | 1
t ()

Fig. 2. Counting rates vs. time t in the control experiment

with athin y source (¥’Co in asilver foil) at room tempera-
tureand at 77 K. Lines 1 and 2 show how the counting rates
would change at 77 K in the first and second experimental
runs, respectively, if the observed growth in Ty, of the

180Mt jsomer was due to gradual drawing of the y source
and detector together because of aslow contraction of foam
plastic upon cooling.

The averaging of the mutually consistent results of
the two experiments with ®mHf gave the following
value:

AT,/ Ty, = 2.99 £ 0.87%.

To make sure that the observed change in the 1¥MHf
T,,, was not the result of drawing the y source and detec-
tor together due to avery slow contraction of the lower
foam plastic layer upon its cooling by liquid nitrogen
that was poured into the cryostat, the following control
experiment was carried out. A silver foil y source with
5’Co nuclidesintruded init was put under the fluoroplastic
container with a nonactivated sample of hafnium oxide.
The counting rates for the 122-keV y-ray quantafrom this
source were measured for arather long time at room tem-
peratureand at 77 K. Theresults of measurementsare pre-
sented in Fig. 2. The counting rate is seen to be stable at
both temperatures. The effect of drawing the y source
and detector together might be invoked for explaining
the observed growth of T, in the first and second
experimental runs with hafnium only if the experimen-
tal points obtained at 77 K fell on lines 1 and 2, respec-
tively. One can see that this explanation of arisein Ty,
does not work. However, the possibility of the HfO,
powder very slowly settling inside the container at 77 K
still exists (note that this does not occur with the stron-
tium samples). For thisreason, it would be profitable to
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carry out analogous experiments with monolithic sam-
ples of metallic hafnium.

The second experiment with the 8MSr isomer was
carried out using the 50- and 38-g samples of SrCOs,.
M easurements were conducted continuoudly for 10 days
alternately for both sampleswith periodically changing
temperature conditions. Each measurement of T, took
6 h. The following value was obtained for the relative
change in 8™Sr T, upon passing from 293 to 77 K in
the second run:

ATyl Ty, = 0.82 +0.54%.

Together with the results of the first experiment, this
gives for 8MSr

ATyl Ty, = 0.77 £ 0.53%.

Therefore, the data of our experiments with 180mHf
and 8MSr are in qualitative agreement with the afore-
mentioned model predictions, and it is reasonable to
assume that this effect should be observed in our exper-
iments with the 1°mAg isomer, so that the narrowing of
the y-ray line in these experiments is quite possible.
Notice that anal ogous effects were observed in [8-11].

The second experimental run with ®MHf and 8'mSy
was supported by the INTAS, grant no. 97-31566.
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The propagation of a nonlinear phase-conjugate ultrasonic wave through a layer introducing random phase
aberrationsis studied experimentally. The wave is generated by an overthreshold parametric phase-conjugating
ultrasonic amplifier. It is shown that, with the extent of nonlinearity achieved for the conjugate wave, the phase
locking of harmonics is retained and, as a consequence, a compensation of the distortions introduced by the
layer takes place. The possibility of an automatic focusing of anonlinear phase-conjugate wave propagating in
an inhomogeneous medium is demonstrated, which is important for practical applications. © 2001 MAIK

“ Nauka/Interperiodica” .
PACS numbers; 43.25.Jh

It is well known that phase conjugation provides a
possibility for an automatic focusing of wave beams on
objects placed in both homogeneous media and inhomo-
geneous media introducing considerable phase aberra-
tionsin the wave field [1]. In recent years, the phase-con-
jugation focusi ng has become an object of intensive exper-
imental studies in acoustics [2—6]. This fact is related to
the development of effective methods of phase conju-
gation for ultrasonic waves [5, 7-9], as well as to the
prospects for the applications of phase conjugation in
medical diagnostics and nondestructive testing. One of
the most interesting methods of the phase conjugation
of ultrasonic waves is the parametric phase conjugation
of wavesabove the absoluteingtability thresholdin asolid,
which provides a giant amplification of the conjugate
wave relative to the incident one [10]. The possibility of
using thismethod for phase-conjugation focusing of ultra-
sound in solids and in liquid media was demonstrated
experimentally [2, 11]. In other experiments, such effects
as the salf-targeting of acoustic beams at regular and ran-
dom scattering objectsin liquid [3, 12] and the compen-
sation of phase distortions at the carrier frequency of
the conjugated wave [13] were observed. The high
intensity of the conjugate wave under conditions of
giant parametric amplification provides a possibility to
study the specific features of the self-focusing of acous-
tic beams in the case of their nonlinear propagation.
The focusing of nonlinear phase-conjugate beamsin a
homogeneous medium was considered in recent publi-
cation [14]. At the same time, the question about the
possibility of the compensation of phase distortionsin
the case of phase-conjugate beam focusing under con-
ditions of amplification and nonlinear propagation
remained amatter of discussion. One of the recent pub-
lications [15] reported on the compensation of phase

aberrations of an image obtained at the second har-
monic of the conjugate wave in an acoustic microscope
on the basis of a parametric phase-conjugating ampli-
fier.

In this paper, we report on the results of the direct
measurements of the field structure produced by a
focused phase-conjugate ultrasonic wave propagating
in a phase-inhomogeneous medium under conditions of
a well developed nonlinearity. We present the ampli-
tude distributions for the first four harmonics and the
distributions of the rms pressure in the focal plane and
along the beam axis. We discuss the mechanism of the
phase locking of harmonics in the case of the self-
focusing of a nonlinear conjugate wave.

The experiment is schematicaly illustrated in Fig. 1.
A spherically focused ultrasonic source S with a foca
length of 82 mm and adiameter of 27 mmwasplacedina
water-filled tank. The ultrasonic beam diverging from the
focal region was characterized by a carrier frequency of
5MHz and a pulse duration of 30 ps. The beam was
directed at an overthreshold parametric phase-conju-
gating amplifier made on the basis of magnetostrictive
ceramics[7, 16]. The amplifier was placed at adistance
of 206 mm from the source and had an operating aper-
ture 36 mm in diameter. The conjugate wave generated
by the amplifier at the same frequency propagated in
the backward direction, through the focus toward the
source. In the pulsed-periodic mode of operation used
in the experiment, the bursts of incident and conjugate
waves propagating in water were separated intime. The
appropriate time gating allowed us to perform the mea-
surements for a selected wave train. The acoustic field
in water was measured by a acoustically transparent
broadband membrane PVDF hydrophone H with an
active element 0.5 mm in diameter. The positioning of
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Fig. 1. Simplified schematic representation of the experi-
ment. The dashed lines show the propagation of theincident
and conjugate acoustic waves in the absence of the layer.
The notation is as follows: Sis the ultrasonic radiator, C is
the phase-conjugating amplifier, Tisthe metal tube, H isthe
membrane-type hydrophone, R is the phase layer, (1) and
(2) arethe positions of the layer, and X and Z are the axes of
the hydrophone positioning.
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Fig. 2. Focal distribution of the normalized pressure ampli-
tude in the incident wave (1) in the absence of the phase
layer and (2) with the phase layer set in position (1); Xisthe
distance from the beam axis.

the hydrophone was performed using an automated
XZ system with an accuracy of 0.2 mm. At each point
of the field, the measuring system averaged the hydro-
phone signal over 32 samples and determined the peak
and the rms pressure values and the amplitudes of the
first four spectral components. At the focus, the ampli-
tude of the incident wave was 2.44 x 10° Pa and the
level of the second harmonic did not exceed —25 dB rel-
ative to the fundamental harmonic, which allowed usto
consider the beam propagation as practically linear.

The inhomogeneous medium was represented by a
specialy designed layer R of a silicone polymer. The
acoustic parameters of the layer material were as fol-
lows: the density 850 kg/m?, the sound velocity 1160 n/s,
and the attenuation 6 dB/cm at a frequency of 5 MHz.
Oneside of thelayer wasflat, and the other had random
surface irregularitiesin the form of irregular pyramids.
The dimensions of the bases of these pyramids and the
pyramid heights were within 2-5 mm. Hence, the dif-
ferencein the phase shiftsin water and inthelayer, e.qg.,

BRYSEV et al.

at adistance of 3 mm, was greater than 41t The acoustic
impedance of the layer provided a sufficiently good
acoustic matching with water. Taking into account the
relatively small thickness of the layer, we can assume
that the distortions introduced in the acoustic beam
were mainly concerned with the phase, while the con-
tribution of the amplitude loss was insignificant.

To study the ability of the layer to introduce distor-
tions in the propagating wave so that these distortions
are noticeable at a given distance, we placed the layer
inthe position denoted asposition (1) inFig. 1. Thedis-
tance from the flat surface to the focus was 20 mm. In
these conditions, we measured the field produced by
the radiator in the focal plane. The typical curve
obtained from these measurements is shown in Fig. 2.
For comparison, Fig. 2 also showsthe foca distribution
of the field in the absence of the layer. One can see that
the presence of the layer strongly affects the distribu-
tion typical of aspherical beam and destroys the focus-
ing. Multiply repeated measurements with the layer
being shifted without changing its orientation and the
distance to the source provided similar results, which
testified to the destruction of the focus and differed in
the positions, shape, and number of peaksin the curves.
Thus, the experiment demonstrated the satisfactory
quality of the layer as a medium introducing phase
aberrations.

For the experiments with a phase-conjugate wave,
the phase layer was shifted from position (1) to posi-
tion (2) symmetric with respect to the focus. In this
geometry, the aberrations were introduced into theinci-
dent wave after its propagation through the focal
region. Since, in this case, a strong stochastic defocus-
ing was observed, it was necessary to eliminate theloss
caused by the part of the scattered beam falling outside
the aperture of the phase-conjugating amplifier. For this
purpose, between the layer and the amplifier, we placed
a metal tube T with an inner diameter 36 mm and a
length of 101 mm, which played the role of an acoustic
waveguide. Experiments showed that, in the absence of
thistube, the reproduction of the spatial structure of the
field produced by the incident beam failed.

The results obtained by measuring the field of a
phase-conjugate beam dong the axis are shown in Fig. 3.
The dotted lines show the position of the layer. The
scanning region began immediately from the layer and
was 30 mm long. For comparison, the dashed line
shows the pressure distribution in the incident wave.
The time profile of the conjugate wave taken at the ini-
tial point of scanning is shown on the lower right of
Fig. 3a. One can see that, at the left boundary of the
layer, the conjugate wave is obviously nonlinear: the
amplitudes of the second, third, and fourth harmonics
reach 18, 8, and 4% of the first harmonic amplitude,
respectively. On the whole, the longitudinal profile of
the conjugate beam adequately reproduces the profile
of the incident beam.
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Fig. 3. Distribution of the sound pressure along the beam
axis: (a) the normalized mean effective value and (b) the
amplitudes of thefirst four harmonics. The solid curves cor-
respond to the conjugate wave, and the dashed curve corre-
sponds to the incident wave. The dotted lines indicate the
position of the phase layer R; the numbers 14 indicate the
harmonic numbers; Z is the distance from the source. The
inset (a) shows the conjugate wave form at the beam axis at
the point Z = 97 mm.

Figure 4 represents (@) the measured transverse dis-
tributions of the rms pressure value and (b) the corre-
sponding distributions of the harmonic amplitudes for
the conjugate beam in thefocal plane of the source. The
field distribution in the incident beam is shown by the
dashed line. The time profile of the conjugate wave at
the focus is shown on the upper right of Fig. 4a. The
ratio of the fundamental harmonic amplitudes of the
conjugate and incident waves at the focus was about 10,
and the peak pressure drop in the conjugate wave, i.e.,
the difference between the positive and negative peaks
of the wave profile, was 6.95 MPa. Despite the increase
in the relative level of the side lobes, the field of the
nonlinear conjugate wave exhibits a high quality of
phase-conjugation focusing of the ultrasonic beam in
both the position and the width of the principal maxi-
mum. Our experiments on the phase conjugation with
amplification allow usto judge the quality of the repro-
duction of the acoustic field at the maximum attained
pressure amplitude of the conjugate wave. One can see
that it is possible to obtain an automatic phase-conjuga-
tion focusing of amplified conjugate waves with the
compensation of phase aberrations due to the inhomo-
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Fig. 4. Focal distribution of the sound pressurefield: (a) the
normalized mean effective value and (b) the amplitudes of
the first four harmonics. The solid curves correspond to the
conjugate wave, and the dashed curve corresponds to the
incident wave. The numbers 14 indicate the harmonic
numbers; X is the distance from the beam axis. The inset
shows the conjugate wave form at the point X = 0.

geneities of the medium even in the presence of consid-
erable nonlinear distortions of the waveform.

It should be noted that the experimental results pre-
sented above point to the essential difference between
the properties of nonlinear wave beams with reversed
frontsin acoustics and in optics. From the study of the
propagation of optical beams with conjugate frontsin a
homogeneous medium with acubic nonlinearity [17], it
follows that the compensation of nonlinear distortions
is possible only when the transformation coefficient of
the phase-conjugation mirror is close to unity, which
corresponds to the general requirement that the time-
reversal invariance of the equations describing the wave
propagation in nonlinear and dispersive media be
retained. In the case of a dispersionless propagation,
whichistypical of acoustics, the nonlinearity manifests
itself primarily in the form of a cascade harmonic gen-
eration. In this case, the phases of al harmonics of the
nonlinear wave are described by the same elkona equa-
tion for both homogeneous and inhomogeneous media
[18]. The andlysis shows that such a phase correlation can
lead to the compensation of phase distortions and to a
spatia localization of the harmonics of the conjugate
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wave in the focal region of the initial wave [15] even
when, in the strict sense, the time-reversal invariance is
violated. As a consequence, using the phase conjuga-
tion of the fundamental harmonic with an amplifica-
tion, it is possible to obtain an efficient phase-conjuga-
tion focusing of a nonlinear wave in a dispersionless
inhomogeneous medium. This specific feature of the
phase conjugation of acoustic beams can find various
practical applications in nonlinear systems of acoustic
imaging and in the physics of intense ultrasound.

We are grateful to the staff members of the Acoustics
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Inverse-bremsstrahlung absorption of an intense laser field in cluster plasmais considered in the Born approx-
imation with allowance made for electron interaction with the entire subsystem of clustered ions. The electro-
magnetic power absorbed in plasma is calculated for linearly and circularly polarized laser radiations. It is
shown that plasma “ clustering” can give rise to much more effective absorption of electromagnetic energy asa
result of collisions. The collective effects (the action of the overall field of clustered ions on an electron) dom-
inate over the elementary processes (el ectron scattering by individual ionsin the cluster) in the course of inverse

bremsstrahlung.
PACS numbers: 52.38.Dx; 52.27.-h; 36.40.-c

Cluster properties have long attracted the particular
attention of physicists. In recent years, interest in clus-
ters has increased due to the devel opment of nanotech-
nology [1, 2] and to the effects caused by the action of
intense laser radiation [3, 4]. Modern experimental
technique allows the preparation of clusters from vari-
ous chemica compounds over awide range of parame-
ters (from 100 to 1000000 atoms and molecules per a
cluster of size 10-1000 A). Intense laser radiation pro-
duces cluster plasma which efficiently absorbs laser
energy (morethan 95% of the radiant energy [5]) andis
characterized by ahigh density and temperature of par-
ticles. High energy density renders such a medium
promising for studying thermonuclear reactions [6] and
generation of intense X-ray radiation [7].

It is pointed out in [7, 8] that, due to a high cluster
density, the early stage of the process is characterized
by ahighly efficient collisional heating. Apart from the
effective electromagnetic energy absorption channels
such as cluster inner ionization (ionization of atoms
and molecules inside the cluster) and its outer ioniza-
tion (overcoming of the attractive cluster field by an
electron), the inverse bremsstrahlung accompanying
collisions of free (cluster-noncaptured) electrons with
the ionized cluster also plays agreat part. However, the
available theories of inverse absorption [9, 10] do not
take into account the collective effects occurring in a
cluster plasma. The point is that, before cluster decay,
an electron interacts not only with a single ion (as is
assumed in the standard theory) but also with the entire
dense cluster ion core that is formed as aresult of pho-
toionization and composed of alarge number of ions. It
is the purpose of this work to extend the theory of
inverse bremsstrahlung to the case of cluster plasma

with inclusion of the electron interaction with the
whole subsystem of clustered ions.

To study the inverse bremsstrahlung in a cluster
plasma, it is convenient to employ the “jelly” cluster
model [4]. Thismodel assumes that theion core can be
represented as a sphere of radius a with a constant ion
density n; inside. Therefore, the scattering potentia in
the case of cluster plasmaiswritten as

2mnezZn,
(3 -r?), r<a
d(r) = 3 (1)
4meZn;a
— s I'>3q
3r

where e is the electron charge and Z is the ion charge.
The Fourier transform of this potential is

16T[2eZni
5

U(k) = [sin(ka) —(ka)cos(ka)]. (2

Inthelimita—= 0, thisexpression transformsinto the
Fourier transform of a point-charge Coulomb potential
U(k) = 4rg/k® = (417k?)(4Ta®ezn;/3).

It follows from Eg. (1) that the electric field is max-
imal (B, = 41e’Znal3) at the cluster surface. For the
typical ion concentration n; = 10?2 cm3 in the cluster
[6, 11] and singleionization Z = 1, E,, issmaller than
the atomic field (E, = 5.1 x 10° V/cm) at a < 85 A,
which occurs when the number of particles in cluster
N, = 4;a®3 is less than 2.6 x 10% Thus, despite the
large core charge, electrons can be pulled out from the
cluster by a relatively weak laser field [12] and then
heated as aresult of inverse bremsstrahlung absorption.
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The electromagnetic power absorbed due to the
electron collisions with scattering centersis given by

Q= nenc|Ivf(v)de nhwo,, (3

where n, isthe electron concentration, ny isthe concen-
tration of scattering centers, f(v) is the electron distri-
bution function, w is the laser frequency, and % is
Planck’s constant. The electron scattering cross section
by a potential center with absorption and emission of n
photons of acircularly polarized plane el ectromagnetic
wave can be calculated for the arbitrary scattering
potential using the Born approximation [10, 13],

O'n=

(4)

E x k
x J2LE Dé £ —€+nhw
> ( ),

where ik = p' — p; U(k) isthe Fourier transform of the
scattering potential; €', p', €, and p arethe el ectron ener-
gies and momenta before and after the collision,
respectively; E is the amplitude of electric laser field;
and m and c are the electron mass and the velocity of
light, respectively.

It is assumed that the plasmais hot enough and the
electron temperature is much higher than the photon

energy, T = mv$/2 > fiw. Let us first consider the

absorption in aweak laser field where the quiver veloc-
ity of an electron is much lower than its thermal veloc-
ity, v_ = eE/(mw) < v+. Inthis case, the main contribu-
tion to the absorption comes from the terms with n =
+1, and the Bessel function in Eq. (4) can be expanded
in powers of its small argument. Integration with
respect to velocities with the Maxwellian electron dis-

tribution function f(v) = v Tr32exp(~v¥ v3) givesfor
the arbitrary scattering potential [9, 14]

_ J2ny 7
Q=" poc

—1
T'min

J'U (KK exppr—%dk (5)

8e'z’ nendNi
mv _ ’

C =

where n isthe cluster concentration, r,;, = max{rg, Ag},
Ae = ilmvy is the electron de Broglie wavelength, and
rs is found from equation T = ed(ry). The radius rq
bounds the spatial region r < r around the monotoni-
cally decreasing scattering potential, where the poten-
tial energy of aparticleisgreater than itskinetic energy
and, hence, the theory becomes inapplicable. Since the
Coulomb potential has asingularity at zero, this condi-

KOSTYUKOV

tion isfulfilled in aregion sufficiently close to theion.
Contrary to the Coulomb potential, the cluster potential
is finite, so that under certain conditions perturbation
theory becomes valid everywhere. Equation (5) is
obtained in the approximation max{r,, AJ << v/ Inthe
opposite limit, the particle adiabatically passes through
the scattering region and the absorption becomes expo-
nentially weak [15].

Integrating in Eq. (5) with cluster potential (1), one
obtains the following expression for the power
absorbed in cluster plasma in the case of a circularly
polarized wave:

12n DV~D D’Zooaj 12ar]
Q=5 CH ] | FE,H-FE
F(y) = y°ly ci(y)—48—18y2+ cosy
x (48— 6y” +y") + ysiny(48 + 2y’ —y")],

where ci standsfor integral cosine. The function F(y) =
—nyify — Oand F(y) = 18y*if y — . Then, to
logarithmic accuracy, EQ. (6) can be rewritten as

Qu = ey

VTD

QA) mlnD,

2V
X InD -0

(6)
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8Lkl '

It follows from this expression that, if the integration
region lies outside the cluster (r ., > @), then the latter
can be considered as a high-charge ion. Thus, in the
limit a — 0 and, correspondingly, n, — n;, and
n4ma’/3 = N, — 1, the scattering potential takes the
Coulomb form and Eq. (7) converts to the standard
expression for the power absorbed as aresult of €ectron—
ion collisons in an ordinary uniform plasma [9, 14]. If
vi/w > aand r;, < a, the main contribution to the
absorption comes from electrons passing outside the
cluster and the cutoff at small distances actually coin-
cides with the cluster radius. If the integration region
lies inside the cluster (v;/w < a), then the absorbed
power decreases markedly and the logarithmic depen-
dence on the parameters is replaced by a power law.
Notice that Q4 depends on r;, only if r.;, > a. Inas-
much as A, < ain acluster plasma, one hasr,;, = r, =
2€?ZN,/T in Egs. (6) and (7). Thus, because of a large
cluster size (A, < @), the quantum effectsin the inverse
bremsstrahlung are insgnificant. Note that it is sufficient
to determine r,,, to a numerical multiplier because r
enters only the argument of alogarithm in the expression
for absorbed power.

a> vi/w.

JETP LETTERS Vol. 73 No.8 2001



INVERSE-BREMSSTRAHLUNG ABSORPTION

Let us now consider the inverse bremsstrahlung
absorption of an intense circularly polarized electro-
magnetic wave (v_ > v;). Inthislimit, one can employ
thefollowing simplifying assumptions[10, 16]: instead
of the Bessdl functionin Eq. (4), one can useits asymp-
totic form

g2 17
3.(2) - D“/7COS[ B1 + 53}’ z>n ®
Ep, z<n,

and the summation over n can be replaced by integra-
tion with respect to n, because the number of absorbed
and emitted photonsin this caseislarge. For the intense
laser field, the absorbed power shows little dependence
on the electron distribution function, so that one can
assume for simplicity that it has the form f(v) = d(v —

vo)l4Ttvs , where 8(x) is the delta function. In particu-

lar, the expression for the power absorbed in a uniform
plasmawith such adistribution function coincides with
the analogous expression obtained using the Max-
wellian distribution function [9, 16]. Integrating with
respect to velocities and n, one obtains for the power
absorbed in a cluster plasma in the case of an intense
circularly polarized wave

-1

rmln

Qu = J’ U*(k)k’dk
oo/vT (9)

_ NCr-2aw)_ ~[j2ar]
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For an intense laser field, the parameter r;, is deter-
mined by the quiver velocity of an electron rather than
by itsthermal velocity. Since ai/mv. <A <aand Ziw <
T, the quantum effectsin this case are a so insignificant

andr,,;, = rs= 262ZN;/mv > . Using the asymptotic form
of F(x), Eq. (9) can berecast as

e’ZN,
mv >

Oy mv’0
In[ ,
[&°ZN, 5]

2
= EZVTD Vi oo &2ZN
J2| " Joall © ~ 2% mv?

oy
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For the Maxwellian electron distribution, the expres-
sionsfor thefirst two limiting cases are the same, while
inthethird limiting case of large clusters (a > v+/w) the
absorbed power increases by afactor of 15/4.

Let now consider the inverse bremsstrahlung
absorption of alinearly polarized plane wavein a clus-

(10)

a> 1.
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ter plasma. Inthelimit of aweak electromagnetic wave
(v- < vy), the expression for the absorbed power has
the same form as for the circular polarization, Egs. (6)
and (7). For an intense linearly polarized electromagnetic

wave, r, depends on time, r, = ZN,(mv 2 sirfat + T)7,
because the sguared electron velocity in such a wave

also depends on time. In this case, the absorbed power
is calculated using the following relationship [15]:

rr/(2w)
|
ch - I

where Qg (X) isgiven by Egs. (7) and (10) asafunction
of oscillation velocity v.. Depending on the value of
v_sinwt, one should use different limiting expressions
in Egs. (7) and (10) at different instants of time.

Theintegration procedurein Eqg. (11) isthe same as
in the case of scattering by anion in ordinary uniform
plasma [15]. Let us first consider the limit v{/w >

eZN,/T and a < €2ZN,/mv?. Then, when calculating

theintegral in Eq. (11) for thetimes v_sinwt < v, one
should use Eq. (7) for awesak laser fieldinthelimita <
€?ZN,/T, while for the times v_sinwt > v; one should
use Eg. (9) for an intense laser field in the limit a <

e2ZN,/(mv?). The result

w Qu(v_sinwt)
sinwt C

N Y

2
| V., mviv_
Qu = CIn—In——
Vi eZNw

(12)

coincides at N, = 1 and ny = n; with the expression
obtained for an intense linearly polarized wave
absorbed due to the electron—on collisionsin auniform
plasmaat Ze? > Av_and v{/w > ZeT[9, 15].

Likewise, in the general case of an intense linearly
polarized electromagnetic wave absorbed in a cluster
plasma with a Maxwellian electron distribution, one
has at vi/w > e?ZN,/T

v_ mviv_  €zZN
In—I > , > a
Vi €ZNjw mvZ
InLzinYr 1 nZeZZNi
v aw 4 Ta
2 2
v ZN. ZN;
QL|=C<—T>e > g 220 (13)
w T mv >
2
InCindx Yo a5 S2N
T aw T
135V, V- Vr
—5—FInh—, a>
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In the opposite limit v /w < €?ZN,/T, the expressions
for the absorbed power have the form

,mv.v2  €“ZN,
In > , > > a
e€ZNw mvZ

e’ZN,

mv._

2V "4
In"—, —>a>
aw

Qu = % (14)
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Let us compare the absorption efficiencies for the
cluster plasmaand an ordinary uniform plasma assum-
ing that the average ion density in cluster plasma [, (=
N;ny coincideswith theion density in auniform plasma
(e.g., plasma formed after cluster decay). Then, the
ratio of absorbed powersin these mediaat {a, v{/w} >

EZN/Tis

-1
Qu o H mvivD _pau
a=—= Ni|jn 0 F .
Qpl | 2 O Vr 0

eZwl

In the genera case, the gain in inverse bremsstrahlung
in a cluster plasma, as compared to a uniform plasma,
is also proportional to the number of particles in the
cluster. It is worth noting that Q, also coincides with
the power absorbed in a cluster plasma as a result of
electron collisions with individual ions in the cluster
without regard for the action of the overall ion-core
field. Therefore, the parameter a can be treated as the
ratio of the power absorbed in cluster plasma taking
into account the collective effects (i.e., taking into
account the electron interaction with the entire cluster
ion core) to the power absorbed without regard for
these effects (i.e., only asaresult of electron scattering
by anindividual ionin the cluster without regard for the
field of the remaining ions).

It follows from Eq. (15) that the absorption efficiency
in a cluster plasma increases with increasing cluster
charge and can markedly exceed the absorption efficiency
in the corresponding uniform plasma. In experiments [6]
on thermonuclear reactions, deuterium clusters of size
2a = 50 A with density n, = 3 x 102 cm=3 wereirradi-
ated by a titanium—sapphire laser with an output | =
5 x 1017 W/cm? and a wavelength A ~ 7800 A. At the
electron temperature T = 1 keV typical for experiments
on the interaction of an intense laser radiation with
clusters [3, 4], the absorption efficiency in a cluster
plasma is higher than the absorption efficiency in the
corresponding uniform plasma by afactor of ~4 x 102,
Thus, the energy exchange between the laser field and
electrons interacting with the cluster ion core as a
whole is much more efficient than in the case of their
interaction with individual ions in the cluster. Despite
the largelogarithmic factor converting for large clusters

(15
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with a > v{/w into a small multiplier (vrw/a)*, the
parameter a remains large enough. For example, for
experiments with large clusters[11] 2a =~ 80-100 A (I =
1018 W/cm?, A = 7800 A, and n, =~ 8 x 102 cm3), the
inclusion of collective effects enhances absorbed power
~3 x 10? times.

When estimating the efficiency of inverse bremsstrahl-
ung in cluster plasma, it was assumed in this work that
most electrons escape from the cluster. However, it is
likely that a mgjor part of eectrons do not escape from
large clusters, so that the charge distribution inside the
cluster should be different from uniform and deter-
mined with regard to the inner electrons. It is notable
that the question of how many electrons leave the clus-
ter as aresult of interaction is as yet little studied. The
use of aMaxwellian distribution is another simplifying
assumption. In real conditions, the electron velocity
distribution may be anisotropic [17], and this should be
taken into account when describing the heating dynam-
icsin cluster plasma.

Evidently, the above results cease to be valid after
cluster decay. Therefore, the effects studied in thiswork
evolve during time on the order of the oscillation period
of ions in the cluster (the cluster decay time approxi-

mately equals T, = 21w, = 217,/4Te’n,/M, where
Mistheion mass[6]), i.e., at the early stage of heating
by prolonged laser pulses. Note that the pulse duration
in many experimentsis shorter than the cluster lifetime
[3, 6], so that the cluster is decomposed only after the
pulse. Since the characteristic time of cluster explosion
is much longer than the period of the laser field, the
expressions obtained in this work can be used for esti-
mating the inverse bremsstrahlung absorption by
slowly expanding clusters.

Note in conclusion that the results presented in this
work are obtained in the dipole approximation. For
ultrahigh-intensity laser fields, relativistic theory
should be invoked [18]. However, calculations show
that the inclusion of relativistic corrections in the
expression for the coefficient of inverse bremsstrahlung
inausua uniform plasmabrings about correctionsonly
in the argument of alogarithm [18]. This allows one to
believe that the above expressions can be used for esti-
mating the inverse bremsstrahlung absorption of ultra-
high-intensity laser radiation in the case of cluster
plasmaas well.

This work was supported by the INTAS (grant
no.Y SF 00-46) and the Russian Foundation for Basic
Research (project nos. 01-02-16575 and 99-02-16443).
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Capillary Turbulence at the Surface of Liquid Hydrogen
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Theresults of studying the nonlinear capillary waves at acharged surface of liquid hydrogen are reported. Spec-
tral density is experimentally determined for the surface elevations excited by spectrally narrow low-frequency
pumping. It is shown that the spectral density in the range 100 Hz-5 kHz obeys the power-law dependence
constw™ (scaling). The m exponent is close to =3, indicating that the capillary turbulence regime is established.
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In this letter, we report the results of studying the
oscillations of a charged surface of liquid hydrogen
excited by an external force with a frequency ranging
from 20 to 300 Hz. The studies were carried out in a
cylindrical cell inan external dc electric field of strength
lower than the critical value above which the charged
flat surface of aliquid undergoes reconstruction [1].

It is known that the nonlinear interactions of capil-
lary waves are relatively strong [2]. An ensemble of
interacting waves can be described by a kinetic equa
tion quite similar to the Boltzmann equation in gas
dynamics. The dispersion law for the capillary waves
w = (0/p)¥%k¥?, where g is the surface tension coefficient
and p is the fluid density, is of the decay type. Conse-
guently, the main contribution to the wave interaction
comes from three-wave processes, namely, the process
of wave decay into two waves with the conservation of
total wave vector and frequency and the inverse process
of confluence of two waves into a single wave.

The steady-state distribution of surface waves can
be described by the Fourier transform of pair correla
tion function 1, = [ J*Cfor the surface deviations n(r, t)
from the flat state. The theory of homogeneous capil-
lary turbulence [3] predicts a power-law frequency
dependence for the correlation function

I, = constwy -"°, Q)

i.e.,, a Kolmogorov-type spectrum in the inertial inter-
val. At low frequencies, theinertial interval is bounded
by the drive frequency, and at high frequencies it is
bounded by viscous damping. Distribution (1) is char-
acterized by a constant energy flux to high frequencies
and, hence, occurs at frequencies higher than the pump
frequency (direct cascade). This prediction is con-
firmed by numerical simulation of the nonlinear evolu-
tion of capillary waves using “first principles,” i.e., by
solving equations of hydrodynamics [4].

It is the purpose of this work to study the steady-
state distribution of capillary waves at the surface of

liquid hydrogen and to compare the experimental
results with the predictions of the theory of weak capil-
lary turbulence about the formation of a power-law
Kolmogorov-type spectrum. The merit of liquid hydro-
gen in experiments on capillary turbulence is that the
kinematic viscosity of the capillary waves in this case
is small, while the coefficient of nonlinearity is large,
allowing the observation of the Kolmogorov-type tur-
bulence distribution over a wide inertial frequency
interval. Note that the power-law frequency depen-
dence was recently observed for the correlation func-
tion of surface elevations at frequencies lower than
1 kHz in experiments with water [5].

The frequency spectrum of a charged surface of a
fluid in a cylindrical cell was studied earlier in [6].
When comparing our experimental results with the the-
ory developed for a continuous spectrum, account must
be taken of the discrete and nonequidistant character of
our spectrum.

Experimental. Experiments were carried out in an
optical cell placed in ahelium cryostat. A flat capacitor,
with a radioactive target on its lower plate, was
mounted horizontally inside the cell. Hydrogen was
condensed into a container formed by the lower plate
and a guard ring 25 mm in diameter and 3 mm in
height. The liquid layer was 3 mm thick. The upper
capacitor plate (collector with a diameter of 25 mm)
was Stuated at a distance of 4 mm above the liquid sur-
face. Theliquid temperaturein the experimentswas 15 K.

The free fluid surface was charged by 3 electrons
emitted from the radioactive target. Electronsionized a
thin liquid layer near the surface. A dc voltage U =
1300V was applied to the capacitor plates. The sign of
charges forming a quasi-two-dimensional layer under-
neath the liquid surface was determined by the voltage
polarity. In our experiments, we investigated the oscil-
lations of a positively charged surface. The metallic
guard ring installed around the radioactive target pre-
vented escape of charged particle from the surface to
the container walls.

0021-3640/01/7308-0398%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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The surface oscillations of liquid hydrogen were
excited at one of the resonance frequencies (hydrogen
standing waves) by an ac voltage that was applied to the
guard ring additionally to the dc voltage.

It follows from our preliminary experiments with
the same cell [6] that the frequency spectrum of the
charged surface of liquid hydrogen is adequately
described by the expression deduced in [7] taking into
account the thickness of liquid layer, the distance from
the surface to the upper capacitor plate, and the applied
voltage U. For frequencies higher than 20 Hz, the dis-
persion law is closeto w ~ k32,

Surface oscillations of liquid hydrogen were moni-
tored by achangein the power of alaser beam reflected
from the surface. The angle between the beam and the
unperturbed flat surface (glancing angle) wasa = 0.2 rad.
The linear dimensions of a light spot on the surface
werel = 0.5 mm. The beam reflected from the oscill at-
ing surface was focused by alens onto a photodetector.
The voltage at the photodetector was directly propor-
tiona to the beam power P(t) and was recorded for a
few seconds on a computer interfaced to a high-speed
12-hit analog-to-digital converter.

The power of a beam reflected from the liquid sur-
face depends on the glancing angle and the ratio of the
surface wavelength A to the spot size |. In our experi-
ments, the oscillating surface deviated from the flat
state by an angle 8¢ < 107 rad that was much smaller
than the angle a. For small-amplitude waves with
wavelengths much larger than the spot size, A > |, the
power of the reflected beam isalinear function of angle
0¢ [8]. In the opposite case, A < |, the spot size accom-
modates several wavelengths and the recorded power of
the reflected beam is determined by the surface slope
averaged over the light spot area. Estimates show that
the power of the reflected beam generally changes by a
value that is proportional to the product of the ampli-
tude of angle 3¢ and the wavelength A. The crossover
from one recording regime to another occurs at a fre-
guency /21t = 500 Hz corresponding to the surface
wave with A = | in liquid hydrogen.

Results and discussion. The oscillations of the
charged surface of liquid hydrogen were excited at fre-
guencies from 20 to 300 Hz. The spectral density of
beam power reflected from the charged surface of lig-
uid hydrogen was obtained by taking Fourier transform
of the measured P(t) dependence. Typical results are
presented in Figs. 1 and 2.

Thefrequency dependence of the squared amplitude

of Fourier transform P2 of the measured signal is

shownin Fig. 1. The surface was excited at afrequency
of the third resonance of surface waves in the cell,
W,/ 21 = 28 Hz. The main peak at a drive frequency w,
and the peaks at multiple frequencies are observed in

the Pf) vS. w21t curve. These peaks correspond to the
capillary waves excited at the surface as aresult of non-
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Fig. 1. Frequency dependence of the squared Fourier trans-
form of the laser beam power reflected from the oscillat-
ing charged surface. Pump frequency wy/2m=28 Hz and

U = 1300 V. The dashed lines correspond to the w™ depen-
denceswithm=-1.3 and -3.5.

linearity. The frequency dependence of a peak at fre-
guencies below 800 Hz fits a power law w™ with expo-
nent m=—1.3. At high frequencies «¥ 211> 800 Hz, the
frequency dependence of peak heights is described by
a steeper function with exponent m= —3.5. At frequen-
cies above 4 kHz, the peaks disappear in the instrumen-
tal noise. A change in the exponent m at a frequency
near 800 Hz is likely caused by the crossover from the
regime of recording long-wavelength oscillations with
w < w to the regime of recording short-wavelength
oscillations (w > y). The observed crossover frequency
wy/211= 800 Hz is close to the above-mentioned value
obtained from qualitative considerations.

The frequency dependence of Pf, obtained in the
experiment with pump frequency w,/ 2r= 263 Hz (16th
resonance) is shown in Fig. 2. It clearly demonstrates
that the peak height decreases at w > Wy following the
law closeto Pf, ~ w35 upto afrequency of 5kHz. The
spectrum suffered a substantial change with increasing

pump frequency: the low-frequency interval where Pf)
is proportional to w3 disappeared.

In our experiments, we measured the reflected beam
power, which at w < wy is proportional to the angle d¢ of
surface deviation from the equilibrium position. This
angle can be estimated as aratio of the wave amplitudeto
the wavelength. Then the correlation function of surface
elevationsiswritten in the frequency representation as

2 43

ly = Ony/00 *86,)°0 P2w ™. @)
At w > w, the power P, ~Add,, or
|, OP2. )
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Fig. 2. Spectral distribution of Pi) for pumping at cy,/ 21 =
263 Hz with U = 1300 V. The dashed line correspondsto the
P2 ~ 35 dependence.

It follows from the Pf, dependences shown in Figs. 1

and 2 that the correlation function in the frequency
range 200— 800 Hz, as estimated using Eq. (2), isclose
to 1, ~ w2, At frequencies higher than 800 Hz, the
estimate by Eq. (3) gives |, ~ w35, Thus, experimental
data demonstrate the power-law (scaling) frequency
dependence for the correlation function of surface ele-
vations (scaling) in the frequency range 100-5000 Hz.
This is consistent with the results of work [5]. The fact
that the measured exponents are close to theoretical
estimate (1) provides evidence for the occurrence of a
weak-turbulence regime in the system of capillary
waves. The deviation of the exponent m from its theo-
retical value at low frequencies may be due to the dis-
creteness of the frequency spectrum of aliquid surface
oscillations in a finite-size cell. Moreover, the excita-
tion conditions in our experiments differed from those
in the theoretical model; in the experiment, the pump-
ing was accomplished at a fixed frequency, whereas

BRAZHNIKOV et al.

theoretical Eq. (1) implies a broadband pumping with
simultaneous excitation of many surface eigenmodes.

In summary, a power-law (scaling) frequency
dependence was observed experimentally for the corre-
lation function of surface elevations (scaling) in liquid
hydrogen in the frequency range 100-5000 Hz. Thefre-
guency dependence obtained for the correlation func-
tion as a result of processing experimental data is in
qualitative agreement with the predictions of the theory
of weak capillary turbulence.

We are grateful to V.E. Zakharov and E.A. Kuz-
netsov for helpful discussion; to E. Henry, P. Al’strom,
and M. Levinsen for providing the manuscript of paper
[5] before publication; and to V.N. Khlopinskii for
assistance in experiments. Thiswork was supported (in
part) by the Ministry of Industry, Science, and Technol-
ogy of the Russian Federation (project “Kristall-6")
and by the INTAS-NETWORK (grant no. 97-1643).
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The phenomenological theory of a sequence of two second-order phase transitions in Ni—Br boracite is pre-
sented. Two different components of the toroidal moment vector T; are the order parameters of thesetransitions.
Expressions are derived for the temperature dependences of the spontaneous values of T, polarization P;, and
magnetization M; and the dielectric x;; = dP;/dE;, magnetic k;; = dM;/H;, and magnetoelectric a;; = dP;/dH; =
dM;/dE; susceptibilities. Some of these susceptibilities display sharp temperature peaks in the vicinity of phase

transitions. © 2001 MAIK “ Nauka/Interperiodica” .
PACS numbers: 77.80.Bh; 75.30.Cr; 75.30.Kz

It has been realized rather unexpectedly that, along
with the well-known dipole moments such as polariza-
tion P; and magnetization M;, there is one more dipole
moment in electrodynamics, namely, a toroida
moment T;, that was discovered not too long ago (see
review [1]). The transformation properties of the vector
T, are different from those of the P; and M; vectors; it
changes sign both under spatial and under time inver-
sions. In[2], phase transitions with the order parameter
T, were assigned to a separate class of transitions (see
also[3]). A phenomenological approach to the descrip-
tion of the phase transition in Ni—l boracite (T = 64 K)
was suggested in [4], where this transition was treated
asaferrotoroidal (or toroidal; there is no unique termi-
nology as yet) transition. Although all available exper-
imental data were explained, it was till unclear
whether the same data could be explained in any other
way (especiadly if the trandational symmetry of crystal
changed upon the transition). In more recent experi-
ments on low-temperature phase transitions in Co-Br,
Co-l, and Ni—Cl boracites [5-7], a narrow temperature
peak due to the a3, component of magnetoel ectric ten-
sor a; was observed near the transition (no such peak
was observed for the a,; component). These data were
explained on the assumption that the transition was a
ferrotoroidal phase transition, for which the T; compo-
nent of the T; vector plays the part of order parameter
[8] (see dso [9, 10]). As a result, no doubt remained
that boracites provide the first examples of ferrotoroic
crystals (or toroics) exhibiting the ferrotoroidal phase
transition.

In recent work [11], two sequential low-temperature
second-order phase transitions were observed in Ni-Br
boraciteat T=30 K and T = 21 K. The proximity of
these two transitions suggests that they are caused by a

common mechanism. In other words, they can be
described by a single thermodynamic potential, in
which only the coefficient A of Ti2 changes with tem-
perature T and passes through zero upon lowering T.
Therefore, both transitions are proper ferrotoroidal
transitions, the first one being related to the T, compo-
nent and the second to the T, component of the T; vec-
tor. It is of interest to find out what characteristic tem-
perature anomalies can be observed for the P;, M;, and
T; vectors and the x;;, k;j, and aj; tensors in the vicinity
of these transitions. It is aso of interest to reved
whether there are other possible sequences of ferrotor-
oidal phase transitions in boracites, and, if so, under
what conditions they can occur. Thisissues are the sub-
ject of thiswork.

Let us denote the sequence of phase transitions
observed in the Ni-Br boracite as G, — G; —
G, — G;. The phase transition G, —= G; at T =398
K isanimproper ferroelectric transition. The symmetry

of the cubic phase G, is Ty = 43ml', and the symmetry

of the orthorhombic phase G, is G,, = mm21'. We are
interested inthetransition sequence G, — G, — Gs.
The symmetry of another orthorhombic phase G, is
C,(Cy) = mm2'. For the symmetry of the G; phase, see
below. It is assumed that the T, component is the order
parameter of the first phase transition G, —= G, a T =
0, (as in other boracites showing only a single such
transition) and the T, component is the order parameter
of the second G, — G; transition at T = 6,. Let us
focus on the thermodynamic potential for the cubic
phase of acrystal. Our goal isto estimate the spontane-
ousT;, P;, and M; vectors and X;;, k;;, and a;; susceptibil-
itiesusing the coefficientsin the respective expressions.

0021-3640/01/7308-0401$21.00 © 2001 MAIK “Nauka/Interperiodica’
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The following invariants (structural and exchange)
are used in writing the potential for the G, phase:

R, P?, PR, M2, T2, P.E;, M H,, 1)

where R? stands for the square of the six-component
order parameter of the G, — G; phasetransition. Itis
assumed that the transition results in the nonzero spon-
taneous component P; and that P; > 0 (single-domain
crystal). Therelativistic invariants

1= FTE-TH (T THTS,

1 2 2
l,=(P,T,:=P,T T+ =P.(T5 =T ,
2 ( 1'1 2 2) 3 2 3( 1 2) (2)

I3 = (P,M3—P3M,) T, + (PsM; =P M) T,
+(P1M;,—P,M)T5,

4= (MoTy =My T)(TE = T3) = 2(M, Ty + M, T,) T
+4M,T,T,T,
are also used. In what follows, the experimentally suit-

able orthorhombic coordinates x;, X,, X; turned relative

to the cubic coordinates x, y, z through 174 about the
Z= X5 axis are used.

The thermodynamic potential has the form

oo loa a2 14
CD—aR+2[3R+2AT +4CT
—5R2T2+%KP2—0P3R2+%BM2+CI1 (3)

—dl,+al;—bl,—P,E,—MH,.

(As to the choice of the invariants in Egs. (1) and (2)
and the potentia in Eqg. (3), see in more detail [8].)
Eliminating R?, one arrives at the thermodynamic
potential that contains only the desired vector compo-
nents of P, M;, and T;:

152 1=—s 1
GENORE éAT2+21CT“+ é|<(F>f+ P2)
+%RP§—RDP3T2+%BM2 )

The following notation is used hereafter:
2

¢ 9 5 _9D z_ . KD
K =K B’D_BR'A AZOPO,
_ D> ~ - .
C = C_2_, A= A_2KDPO_dP0,
B ©)
C=C-2kD*+c-2Dd,
¢ =c-Dd, c" =c+dD,

where the spontaneous polarization Py = Py(T) inthe G,
phase should be taken from the experiment. Note that

SANNIKOV

the use of Py(T) alowed the unknown and temperature-
dependent coefficient a to be eliminated from Eq. (3).
It follows from Egs. (3) and (4) for the potentials that
B>0,k >0, C >0,and B> 0, whilethesigns of coef-
ficientsD, a, b, ¢, and d are arbitrary.

By varying the potential in Eq. (4) with respect to
the T;, P;, and M, variables and solving the resulting
equations, one abtainsthefollowing expressionsfor the
spontaneous values of these quantities in the G,, G,,
and G; phases. Below, only the nonzero components
and only the leading terms of power series expansions

in parameters Tiz, a, b, ¢, d, and P, are presented. In the
G, phase,

P; = Po. (6)
In the G, phase,
A _ A
T2 =2 =X(0,-T),
172 C( 1=T)
P, = P,+DT?, (7)
aP
MZ = ?OT]_

It is assumed that only the coefficient A linearly

dependson T: A = AT — 6,). The quantity P, also
depends on T (see above). For the G; — G, phase
transition to beferrotoroidal with respect to the T, com-
ponent, it is necessary that the inequality d > 0 be ful-
filled. In the G; phase,

< Ar

T = St eT), To= 28, T),

~

8,-6, = gg.F’o, P; = E,(P0+2DT§),
A;C C ®)
M, = -2 PAr b 1+ 2DT),
Bc
ac+ bd
2 = “go— TP+ 2DT)).

An analysis of the potentia in Eq. (4) shows that the
G, — G; phasetransition isferrotoroidal with respect
to the T, component only if the inequalities ¢ > 0 and
c—Dd > 0 arefulfilled.

By twice varying the potentia in Eq. (4), first with
respect to T;, P;, and M, and next with respect to E; and
H;, and solving the resulting equations, one arrives after
tedious mathematics at the following expressions for
the X, ki, and a; susceptibilities [under the same con-
ditions asin deriving Egs. (6)—8)]. In the G, phase,

1 1 a’P;

=, kKp=z+—""—. 9
< 2B Eamoe)

X33 =
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In the G, phase,

1 2D?
=z+—, ky ==
Xa3 s 11 B

(ac+bd) P,6,-6,
2B%c%d T-6,°

1 a P0

B 28%A(0,-T)
DaP, 1
BC T+

(10)

Ky =

a
Opy = —=T,, Oz =
23 kKB 1 32

And in the G; phase,

X = 1‘+ 2D X =X = —— =
33 K C ’ 12 21 2K2CT11

-1, (ac + bd)?P,0, — e2
"B 4B%?d 0:-

o = ko = (ac+ bd)(ac+5bd)T_1
v 8B’cc'd T,
_ ac+2bd.|_

B~ kBc ¥

- (ac+bd)Py d
8 2Bc  Dke

_ a
Oy = —Ty,

KB

_ ac+bdrsd
ap = S22 [2 +D(c+5Dd)= }

In Egs. (10) and (11), T2 and T3 in the denominators
are replaced by their T-dependent expressions given by
Egs. (7) and (8). The quantities x;; and k;; that are not
given in Egs. (9)«11) are equal to x; = 1/k and k;; =
1/B, asintheinitial G, phase.

It follows from Egs. (6)—(11) that the phase transi-
tions G; — G, and G, — G, being presumably
proper ferrotoroidal with respect to T, and T,, prove to
be improper ferroelectric transitions with respect to P;
and weak ferromagnetic ones with respect to M, and
M. Inthevicinity of thefirst G, — G, transition, the
k,, and a3, components show anomalous temperature
behavior in the form of narrow peaks [cf. Egs. (9) and
(20)], with the k,, component being anomalous in both
the G, and the G, phase while a4, only in the G, phase.
Thek;4, K;», and a3, components are responsible for the
narrow peaks near the second transition G, — G4 [cf.
Egs. (10) and (11)], with k;; being anomalous in both
phases G, and G; whilek;, and a; only inthe G; phase.
The observation of this anomalous behavior in the
experiments would serve as atest for the validity of the
theoretical approach suggested in thiswork. According
to this approach, the magnetic point symmetry group of
the G5 phase should be C,(C,) = 2..

If one assumes that not T, but the T; component is
the order parameter of the second transition G, — G,

d T,

(11)

Dol
&
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then thistransition can occur only if theinequalitiesc +
Dd < 0and c-2Dd < 0 hold. In this case, the magnetic
point symmetry group of the G; phase should be C,=m.
This variant of the theory is less appropriate to the
experimental data [11] than the one suggested above,
and so it is not considered here. Note that the magnetic
point group of the G; phase was experimentally speci-
fied as C; = 1 [11]. However, the second-order phase
transition from the C,,(C) = m'm2' group tothe C, =1
group, strictly speaking, is forbidden. This point also
callsfor further experimental verification.

An anaysis of potentia (4) suggests that other
sequences of ferrotoroidal phase transitions are also
possible in boracites. If the inequalitiesc < 0 and ¢ —
2Dd > 0 arefulfilled, then the sequence G, — G, —
G; — G, becomes possible, where the magnetic point
symmetry group of the G; phase is C, = m and that of
the G, phaseis C; = 1. This case was not considered in
thiswork because there is no experimental need for it; a
sequence of three low-temperature phase transitions was
observed in none of the boracites. Finaly, if c—Dd <0
and c + Dd > 0, then only asingle G; — G, transition
ispossible. Thiscasewas considered in [8] and, infact, is
reproduced in thiswork [cf. Egs. (6), (7), (9), and (10)].

| am grateful to V.A. Golovko for useful remarks.
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Anomalous Phonon Wind Effect on the Lateral Exciton
Migration in Ultrathin Quantum Well CdTe/ZnTe
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The effect of nonequilibrium acoustic phonon flux on the photoluminescence of an ultrathin quantum well
CdTe/ZnTe upon its quasi-resonant excitation by a He-Ne laser was studied. It is found that the phonon flux
generated by an external source affects the quantum well luminescence bandshape even at small lasing power
and large (up to 1 cm) distance between the phonon generation zone and the quasi-resonant luminescence exci-
tation zone. It is assumed that the phonon flux stimulates exciton in-plane (lateral) migration in the quantum
well through the tunneling between the local potential minimaaccompanied by induced phonon emission.

© 2001 MAIK “ Nauka/Interperiodica” .
PACS numbers; 78.67.De; 63.22.+m

Introduction. It is known that when interpreting
luminescence spectra of real quantum wells (QWSs)
with intrinsic thickness fluctuations, it is necessary to
take into account the transfer of localized excitons
between the spatially separated states with different
energies. Asarule, such alateral transfer is assisted by
acoustic phonons [1]. Inasmuch as the situation in real
heterostructures is generaly nonequilibrium, it is of
interest to study the influence of nonequilibrium acoustic
phonons on the ensemble of localized excitons.

The influence of a nonequilibrium phonon flux
(phonon wind [2]) on the QW photoluminescence in
[11-V and 11-VI semiconductors was investigated in a
number of works [3-5]. In these works, phonons were
excited using a heat pulse technique which is widely
employed for studying the phonon propagation and
electron—phonon interaction in semiconductors. Con-
trary to the classical heat pulse technique, in which a
heated metallic film serves as a phonon source, non-
equilibrium phonons in our experiments were gener-
ated directly by the optical excitation of the structure.
In this case, phonons are generated in the course of
thermalization and nonradiative recombination of opti-
cally excited nonequilibrium charge carriers. Compared to
the heat pulse technique, the spectrum of the phonons
generated in this way is more nonequilibrium [6].

In the experiment described below, the influence of
a phonon wind on the luminescence of an ultrathin
CdTe/ZnTe QW was studied (thenominal thickness of the
CdTe layer composed of four monolayers was =1.3 nm).
The QW luminescence was excited in a quasi-resonant
regime by a He-Ne laser because

(1) this allowed the number of nonequilibrium
phonons generated in the course of excitation of the
QW exciton states to be minimized;

(2) it was shown by usin [7] that the short-wave-
length wing of the QW luminescence band excited in
thisway displays two additional (compared to the non-
resonant excitation) features whose dynamics upon
temperature increase or under the action of phonon
wind allows qualitative conclusions to be drawn about
the influence of acoustic phonons on the lateral exciton
migration;

(3) the contribution from the luminescence of the
isovalence Oy, impurity is absent in the luminescence
spectrum (at low nonresonant excitation levels, this band
would superpose on the QW luminescence band, thus
impeding the interpretation of the experimental results).

Experimental. A CdTe/ZnTe structure was grown
on a semi-insulating GaAs(001) substrate by molecular
beam epitaxy [7]. The scheme of the experiment is
shown in Fig. 1. The excitonic luminescence was
excited by aHe-Ne laser beam (A = 632.8 nm) focused

PL He-N

Ar’ Ch
- 1.5+7 mm

/nTe A

QW
(CdTe)

GaAs (100)
/_\/-

Fig. 1. Scheme of the experiment. Quasi-resonant photolu-
minescence (PL) excitation was provided by aHe-Ne laser
in zone A, and the nonequilibrium phonons were generated
in zone B by the beam of an argon laser. The radiation of a
He-Ne laser was modulated by chopper Ch.
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into a spot with diameter ~0.1 mm at a laser output of
1 mW (zone A). The laser radiation was modulated
with afrequency of 1 kHz by mechanical chopper Ch.
At adistance of several millimeters (from 1.5t0 7 mm
in our experiments) from zone A, phonons were gener-
ated in zone B by an argon laser beam (A = 488 nm). For
abeam diameter of ~0.1 mm, the excitation power was
varied within 0.4-150 mW. The luminescence spectra
were analyzed by a DFS-24 doubl e grating monochroma-
tor (with a reciproca linear dispersion of 0.5 nm/mm).
The signal was recorded using the lock-in detection
technique. Measurements were performed at tempera-
turesof 4.2 and 1.8 K.

Description of the structure. The band diagram of
the CdTe/ZnTe structure is depicted in Fig. 2. The con-
tribution of the conduction band (CB) to the potential
jump is the greatest, resulting in a deep potential well
for electrons. The valence band (VB) accounts for no
greater than 20% of the differencein the energy gaps of
ZnTe and CdTe (=0.8 V). The electron (and exciton)
energy leve is shifted approximately by 100 meV upon
changing the QW thickness by one monolayer (in the
range of 1-5 monolayers).

High-resolution transmission electron microscopy
suggests that the ultrathin QW is a CdTe layer of vari-
able local thickness. The layer geometry is schemati-
cally depicted in the inset in Fig. 2. The characteristic
lateral irregularity scale (islands of a monolayer thick-
ness) isd; < ag, where ag isthe exciton Bohr radius. The
irregularity of heteroboundaries produces a fluctuation
potential. As was mentioned above, a change in the
average QW thickness by one monolayer brings about
a sizable (approximately by 100 meV) change in the
depth of the exciton energy level. This defines the char-
acteristic scale (tens of millielectronvolts) of fluctua-
tions in the energy spectrum. Accordingly, the degree
of localization at low temperatures is different for all
excitonsin QW; i.e., excitons cannot freely movein the
QW plane but can migrate executing tunneling transi-
tions between the local potential minima. These transi-
tions are accompanied by the emission (absorption) of
acoustic phonons. At low temperatures, the migration
mainly proceeds with energy loss. As arule, the higher
energy states are less localized (for these states, the
time of exciton departure to the other state is shorter
than the recombination time).

As expected, the QW luminescence bandwidth at
low temperatures is due to the inhomogeneous broad-
ening and measures ~25 meV. Figure 3 shows the QW
lumi nescence spectrum upon guasi-resonant excitation
by aHe-Nelaser (solid line). The featuresindicated by
vertical dash-dot lines emerge because both interface
(Ao, = 19 meV) and confined (A, = 25 meV) optical
phonons, appearing due to the CdTe layer, areinvolved
in the relaxation of excitons produced by the He—Ne
laser photons[8].

Results. The influence of phonon wind on the lumi-
nescence of the ultrathin QW isdemonstrated in Fig. 3.
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Fig. 2. Energy band diagram for the CdTe/ZnTe structure.
Subscripts: e electron, hh heavy hole, and Eg exciton bind-
ing energy. The QW cross section perpendicular to the layer
planeis schematically shown in the inset.
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Fig. 3. Thebold solid lineisthe QW luminescence spectrum
for the quasi-resonant excitation by a He-Ne laser in the
absence of nonequilibrium phonon flux. The solid lineisthe
QW luminescence spectrum for an argon laser output of
1 mW. The points are the QW luminescence spectrum for
and argon laser output of 150 mW. In both cases, the spacing
between zones A and B is7 mm. The potential relief issche-
matically shown in the inset. The horizontal lines indicate
the exciton energy levels in the local potential wells. The
nonequilibrium phonon flux (1) with energy #w ~ AE stim-
ulates the exciton down-energy transition (2) accompanied
by the induced emission of a phonon with 7w = AE (3).

The features caused by the exciton relaxation mediated
by the confined and interface phonons markedly
weaken, and the integrated photoluminescence inten-
sity increases by 5-15%. The phonon wind effect is
observed even at an argon laser output of 0.4 mW (1)
and for a distance of 7 mm between zones A and B. At
a pump power of >10 mW, the magnitude of the effect
(change in the luminescence integrated intensity and
bandshape) ceases to depend on the distance between
zones A and B.

Discussion. The phonon wind enhances the QW
luminescence integrated intensity and the popul ation of
low-energy exciton states, because a part of the exci-
tons relax from the higher energy states. Note that the
rise in temperature brings about an opposite transfor-
mation (Fig. 4). The integrated intensity is reduced,
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Fig. 4. Transformation of the luminescence signa from the
ultrathin QW (1) with increasing temperature to 10 K and
(2) under the action of phonon wind.

while the luminescence intensity in the range of short-
wavelength wing (near the above-mentioned features)
increases because of the migration of a part of the exci-
tons from the low-energy states to the higher energy
states. On further rise in temperature, the features
smear out and disappear.

The situation where excitons migrate to the lower
energy states through the mediation of equilibrium or
nonequilibrium phonons is not unique. With an
increase in temperature, the luminescence band maxi-
mum in low-dimensional structures (cf. [9, 10] and lit-
erature cited therein) often undergoes in a certain tem-
perature range a long-wavelength shift that is larger
than the change in the band gaps of the well and barrier
materials. This occurs because excitons can migrate to
the lower energy states via the “intermediate” (higher
energy) states upon a temperature increase. However,
this effect was not observed in our structure either upon
guasi-resonant excitation or upon barrier (ZnTe) excita-
tion. Moreover, such athermally activated mechanism
of exciton migration to the deeper states increases the
fraction of nonradiatively recombining excitons [11]
and, hence, diminishes the luminescence integrated
intensity, whereas in our case it increases.

The exciton redistribution from the higher energy
states (free excitons) to the lower energy states (exci-
tons localized at the interface ihomogeneities) under
the action of phonon wind was observed in [4] for a
wide (10.2 nm) GaA Al 3:Ga, 57/AS QW. However, the
situation in our case is different because of a consider-
able inhomogeneous broadening, so that one cannot
speak about free excitons in our structure. For this rea-
son, the explanation suggested in [4] that relates to the
momentum transfer from the nonequilibrium phonons
to the exciton subsystem does not apply in our case.

Attempts at furnishing a consistent analytical descrip-
tion of the lateral exciton transfer in a QW with fluctuat-
ing thickness at nonzero temperatures have encountered
considerable difficulties [9]. The influence of nonequi-
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librium phonons with unknown spectral distribution is
also hard to take into account. We will restrict ourselves
to a brief qualitative consideration of the problem.

Thefeaturesrelated to the exciton relaxation invol v-
ing confined and interface phonons (Fig. 3) are note-
worthy. The photoexcited excitons emitting optical
phonons (in atime shorter than 1 ps) fall within arather
narrow energy interval specified by Aw, and #w,. Fur-
ther relaxation can proceed only through much slower
transitions promoted by the acoustic phonons. The
characteristic time of such processes (tens of picosec-
onds) is comparable with the exciton radiative recom-
bination time. Using the data presented in [12], one can
approximately estimate this time (200-300 ps). There-
fore, excitons are accumulated in a narrow energy
range. In effect, the population of localized exciton
states is inverted (with respect to the lower energy
states) near the above-mentioned features. |n such asit-
uation, the phonon flux with energy comparable to the
energy difference AE between any closely spaced states
(this situation is schematically illustrated in theinset in
Fig. 3) must stimulate the induced phonon emission in
the course of exciton transitions between these local
potential minima. It is these processes, rather than the
processes of phonon absorption, that are predominant.
As a result, the population of the states with higher
energy will diminish, whilethe population of the lower-
energy stateswill increase, asisindeed observed in the
experiment.

Of interest is the spectrum of nonequilibrium
phonons reaching zone A. High-frequency acoustic
phononsinto which the optical phonons decay are char-
acterized by short lifetimes due to spontaneous anhar-
monic decay and short mean free time (due to strong
scattering by defects), resulting in their “localization”
near the generation zone. The high-frequency acoustic
phonons decay into lower frequency phonons that are
capable of propagating to much greater distances. The
characteristic energies of phonons reaching zone A will
be discussed elsewhere; here we only briefly touch on
thisissue. In a bulk homogeneous material with almost
isotropic (because of strong scattering [13]) phonon
propagation, only a few phonons would reach zone A.
One can thus assume that the phonons propagate in a
quasi-two-dimensional  (quasi-waveguide) regime.
That we indeed deal with the quasi-two-dimensional
propagation of nonequilibrium phononsis evident from
thefact that the phonon wind effect did not quench even
after the sample had been immersed in superfluid
helium. Asiswell known [14], those phonons reaching
sample boundaries pass to helium under these condi-
tions. Since the phonons are generated in the region of
ultrathin layers that are positioned near the sample sur-
face, it might be expected that, due to strong scattering,
the fraction of phonons reaching the structure/super-
fluid helium interface would be large enough. For this
reason, one can expect that the phonon wind effect in
the case of athree-dimensional quasi-diffusion phonon
propagation regime will quench upon immersing the
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sample in superfluid helium. However, this does not
occur in the experiment.

Conclusions. The transformation of the QW lumi-
nescence spectrum under the action of phonon wind
was observed. It is assumed that in the presence of an
inverse population of localized states the nonequilib-
rium phonon flux stimulates lateral exciton migration
over the local potential minima through the tunneling
transitions accompanied by induced phonon emission.
To explain the effect observed at low phonon genera-
tion level and for amacroscopic distance to the zone of
guasi-resonant QW luminescence excitation, one hasto
assume that the nonequilibrium acoustic phononsin the
structure under study propagate in a quasi-waveguide
regime.

In our experiments, we dealt (1) with a nonequilib-
rium phonon flux of unknown spectral composition and
(2) with the ensemble of excitons localized due to the
fluctuation potential. It is conceivable that the nonequi-
librium phonon fluxes with a given spectral composi-
tion can selectively act at low temperatures in hetero-
structures with predetermined parameters (geometry,
energy level structure, etc.), allowing oneto control the
quasiparticle transport between “structural elements’
and the population of energy levels in different struc-
tural elements. We mention in passing that these struc-
tures may serve as a base in designing quantum
(phonon) amplifiers.

We are grateful to T.I. Galkina for interest in the
work and valuable remarks, A.l. Sharkov for useful dis-
cussion, and S.R. Oktyabr’skii for el ectron microscopy
studies. Thiswork was supported by the Russian Foun-
dation for Basic Research (project nos. 00-02-17335
and 99-02-17183), the interdepartmental program
FTNS of the Ministry of Science of the Russian Feder-
ation (project no. 97-1045), and the Grants for the Sup-
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It is shown that the softening of the acoustic mode and the ensuing ferroelastic phase transition are due to the
linear—quadratic interaction between the symmetric and antisymmetric deformations, which is presently
neglected in the literature. An expression is obtained which can be used to predict the phase transition pressure
if theinitial elastic moduli are known. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers: 64.70.Kb; 61.50.Ks; 62.20.Dc

In recent years, lattice dynamics and molecular
dynamics methods were used to numerically calculate
the soft modes causing ferroelastic phase transitionsin
crystals[1, 2]. Calculations of thistype do not use ana-
Iytical expressions describing the mechanism for the
appearance of soft modes. It isassumed that symmetry-
breaking deformation arises spontaneously without
applying any force and appears due to critical softening
of elastic moduli. In the Landau theory of ferroelastic
phasetransitions, the free energy isexpanded in powers
of order parameters breaking crystal symmetry. The
deformations not breaking symmetry are not treated as
order parameters, because it is assumed that they are
not involved in the transition. Next, it is postulated that
the coefficient of the quadratic term of expansion, i.e.,
the elastic modulus, must vanish when the external
variable thermodynamic parameter reaches its critical
value. Within this approach, the reason for the forma-
tion of a soft mode remains unclear.

Of particular interest is physics of high-pressurefer-
roelastic phase transitions. Under pressure, the symme-
try lowers to triclinic, after which amorphization
occurs, aswas demonstrated by an example of anorthite
and quartz in [3, 4]. In this work, we consider the
proper monoclinic—riclinic ferroelastic phase transi-
tion in Sr-anorthite (Sr,Ca)Al,Si,0Og). A ferrodastic
phase transition is considered proper when the order
parameter and the spontaneous deformation behave
identically under symmetry operations. In a proper fer-
roelastic phase transition, one of the components of the
spontaneous deformation tensor can be taken as a criti-
cal parameter [1]. We studied a proper ferroelastic
phase transition because in this case cell deformation
can be treated as a whole, i.e., without specifying dis-
placements of particular atoms, as in the case of an
improper transition, and, hence, the mechanism of
interaction between deformations of cell edges and

angles becomes more pictorial. We aimed at revealing
the most general reason for crystal destabilization. We
demonstrated that the soft acoustic mode responsible
for theinstability of the ferroelastic lattice is due to the
linear—quadratic interaction between symmetric and
antisymmetric deformations, which is presently
neglected in the literature [5], although this interaction
is the strongest among the anharmonic interactions.

In our previous work [6], we found that the energy
of ferroelastic phase transition is due to symmetric
components, and, therefore, their contributions cannot
be neglected, as was done previously. The effect of
symmetric components of the deformation tensor on
the phase transition is accounted for by the term pg.V
in the Gibbs potential of a crystal subjected to external
pressure G = F + p,,;V, where F is the free energy, V =
e, + e, + g; is the relative change in the volume of the
unit cell, and g are components of the deformation ten-
sor. The importance of making allowance for the effect
of symmetric deformations was also pointed out in [7],
where mechanical stress was calculated for atriatomic
T-O-T molecule distorted under pressure from linear
to bent. In that work, the authors examined how the
transverse destabilizing force appears under the action
of external forces applied to the molecule on two sides
aongtheT...T line.

Recall that in the general case the symmetric and
antisymmetric order parameters can be represented as
the sum of the static and a small dynamic components
related to lattice vibrations: Q; = Qjga + Qjayn. The anti-
symmetric order parameters Q4 describe the system
in thermodynamic equilibrium and are zero in the sym-
metric phase. The antisymmetric order parameters
Qjayn describe lattice vibrations with certain frequen-
ciesw and wave vectorsk; and occur in both symmetric
and low-symmetry phases. On approaching the point of

0021-3640/01/7308-0408%21.00 © 2001 MAIK “Nauka/Interperiodica’
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phase transition, some vibrations with eigenfrequen-
cies wy(k;) are softened. In the case of the monoclinic—
triclinic transition, the By, representation, to which the
acoustic branch belongs, is the eigenvalue of the
dynamic matrix that accounts for the direction and
polarization of the acoustic phonon wave vector. The
stability condition for the dynamic matrix can be repre-

sented as (CyyCqs — cis) > 0. Thismatrix correspondsto

the propagation of three acoustic waves, with the low-
est frequency soft mode being the transverse acoustic
wave propagating along Y with the polarization

[—Ca6/Cee O, 1] [5]-

Figure 1 showsthe origin of the transverse antisym-
metric force by an example of the phase transition in a
triatomic T-O—T molecule. Solid lines show the static
positions of atoms in thermodynamic equilibrium, and
dashed lines show the transverse vibrations of the O
atom. The forces F, appear under the action of the con-
tracted interatomic bonds, and their sum gives the tan-
gential force F, that provokes the bending phase transi-
tioninFig. 1bif F,> F,, where F, istherestoring force
caused by the stiffness of the T-O-T angle.

In our analysis of the monoclinic—triclinic transi-
tion, we will use analogous reasoning. We assume that,
on applying hydrostatic pressure to the unit cell, anti-
symmetric destabilizing forces also appear under the
action of contracted interatomic bonds. By analogy
with the triatomic molecule, Fig. 1illustratesthe action
of static pressure and dynamic shear stress caused by a
transverse acoustic wave on the monoclinic cell.

L et us consider amonaclinic cell with the normal to
symmetry plane aligned with the Y axis. For this cell,
the quadratic expansion of the free energy of deforma-
tion in the natural curvilinear q coordinates (r;, ¢,) is

F = Z,C(An/rg)(Ar/re)/2 + 2, cpdd, L /2, (1)

wherei,j=1,2,3;k 1=4,5,6; ¢ and c aretheini-
tial elastic moduli in the symmetric phase; and ry; are
the initial cell parameters; small nondiagonal terms of
the angle-bond type are omitted. For the sake of sim-
plicity, we will first consider the two-dimensional
deformation of one of the facesb,c,, which includesthe
deformation of edges b, and ¢, and angle a. In Fig. 1b
it is seen that Aa = Az/b,, where by is a parameter corre-
sponding to the Y axisin theinitia cell. The correspond-
ing quadratic expansion of free energy iswritten as

F = ch,(Ab/by)°/2 + co(Ablby) (Ac/c,)

0 2 0 2 (2)

+ Ca3(AC/Cy) 12 + Cyy(AZIDy) T 2.
Let us express this energy in Cartesian coordinates.
Since the edge b, departs in the Z direction under the
JETP LETTERS  Vol. 73
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YA

Fig. 1. Schematic illustration of phase transitions under the
action of hydrostatic pressure P and transverse acoustic
wave for the triatomic T-O—T molecule and the monoclinic
crystal lattice (a) before and (b) after phase transition.

action of the acoustic wave, the power-series expansion
of Ab hastheform

Ab = [(by + Ay)? + (821 —b, DAy + (A2)%/2b,. (3)

It is seen that Ab contains not only linear components
along the Y axis, but also quadratic components along
the perpendicular direction. This means that linear
deformations in the natural curvilinear space, in which
the deformations of chemical bonds and angles in the
crystal lattice are considered, cause nonlinear deforma-
tions in Cartesian coordinates, in which atomic dis-
placements are considered. In terms of the deformation
tensor components, Eq. (3) takes the form Ab/by = e, +

ei/2, becauseinthemonaoclinic cell Ap, = Aa =—e,. As
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aresult, for the Gibbs energy G = F + p,,V, one obtains
the expression

G [IC9,€5/2 + Coz€,85 + Co€5/2 @

0 0 0y 2
+(Cx0€; + C3€3 + Cgy) €4/ 2 + Poy(€; + €3),

from which it follows that, upon applying hydrostatic
pressure to the unit cell, the symmetric static deforma-
tions of the e, and e, bonds come into linear—qua-
dratic interaction with the dynamic deformations of the
transverse acoustic wave €44, leading to a change in
the force constants of transverse vibrations. Hence, for
the direction of symmetry-breaking deformations dis-
torting the cell so that the angle ¢, # 90°, the effective
force constant is

Cas = 0°GIOE; = B30°FI0Z = o, + Cope, + Cozey. (5)

Under equilibrium conditions, dG/de, = 3, €, + Cos & +
Pe« = O; hence, for the symmetric phase one finds

Cas = Cas— Pexi- (6)

It is seen that the eastic modulus c,, softens upon the
pressure buildup and vanishes (i.e., acoustic instability
appears) at the critical pressure

Pe = Cay (7)

As was mentioned above, the amplitude vector of the
soft acoustic mode has components not only along Z,
but also along X. Therefore, for a more accurate quan-
titative estimation, one must introduce in Eq. (4) the
second antisymmetric parameter e;, which also softens
under pressure. Now, because the edge b, departsin the
X and Z directions under the action of the acoustic
wave, the power-series expansion of Ab has the form

Ab/b, OAY/by + O X)*/205 + (Az)°12b} ©

= e, +€/2+€}2.
Dueto the interaction between parameters e, and g;, the
combination of moduli CsCes — cie approaches zero

faster than the individual modulus c,,; therefore, after
substituting expansion (8) into the Gibbs potential, one

obtains that C,Ces — Ci = (Coa —P)(Cos —P) — (Che)” =

0inthe transition point. Hence,

P = (o + C6) 12— [(Chs + CB6) 14— CouCl + ol -(9)
Using the datafor theinitial moduli of Sr anorthite [1]

cy, =11.6 GPa, c3 =24.7 GPa, and ¢y, =—12.7 GPa,
onefindsp. = 3.86 GPa, whereas the experimental pres-

GORYAINOV, OVSYUK

sure for this transition is 3.2 + 0.4 GPa[8]. The above
moduli were obtained within the pair potential model
with parameters fitted so that the calculated and exper-
imental cell parameters were the same. These calcu-
lated moduli should be considered as approximate
because of the lack of experimental data for the elastic
moduli of Sr anorthite. Therefore, it is unreasonable to
expect full coincidence between the theory and experi-
ment.

As a result, we have demonstrated that the soft
acoustic mode responsible for the proper ferroelastic
phase transition is caused by the linear—quadratic inter-
action between the static symmetric and the dynamic
antisymmetric deformations, which is currently
neglected in the literature, although it is the strongest
among the anharmonic interactions. The authors of [5]

justify the neglect of the terms aef1 by the fact that
symmetric components g are smaller than e, by about
a factor of five. However, it follows from our expres-
sionsthat theterms ¢, and ;c5 e withi =1, 2, 3, and
5 must be compared rather than g and e,. Thisinterac-
tion is common to structural phase transitions because
it results from the nonlinear relation between the curvi-
linear natural coordinate space, in which the deforma-
tions of chemical bonds and anglesin the crystal lattice
are considered, and the Cartesian space of atomic dis-
placements upon applying hydrostatic pressure to the
ferroelastic. In addition, we have obtained an expres-
sion which can be used to predict phase transition pres-
sure provided that theinitial elastic moduli are known.

Thiswork was supported by the Russian Foundation
for Basic Research, project nos. 00-05-65429, 00-05-
65305, and 01-05-65373.
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Quantitative theory of the effect of nuclear ferromagnetism on the superconductivity of metalsis proposed tak-
ing into account the electron—nuclear spin—spin interactions. At negative nuclear temperatures, when the
nuclear magnetization is in opposition to an external magnetic field, nuclear ferromagnetism is favorable to
superconductivity rather than suppressing it. The critical magnetic field in Be and TiH, 7 hydrate metals may
exceed the critical field of a nonmagnetic superconductor by an order of magnitude. © 2001 MAIK

“ Nauka/Interperiodica” .
PACS numbers; 74.25.Nf

1. The coexistence of nuclear ferromagnetism and
superconductivity was discovered in Auln, metal,
whose critical magnetic field Hy = 14.5 Hz issmall at
temperatures T well below T, = 0.207 K [1]. The criti-
cal field H(T) was found to strongly decrease at T <
T, = 35 UK, where T, is the phase transition tempera-
tureinto the nuclear ferromagnetic state. It was pointed
out in [2] that nuclear ferromagnetism may suppress
superconductivity. The theory of competing supercon-
ductivity and electronic ferromagnetism was suggested
in[3] and extended to nuclear ferromagnetismin[4, 5].
We have emphasized in [6] that there isno full analogy
between electronic ferromagnetism and nuclear ferro-
magnetism in superconductors. Electronic ferromag-
netism occurs upon lowering T in the superconducting
phase of a metal. This results in a spiral or domain
structure that adjusts to the superconducting order
parameter [7]. However, by the very statement of the
experiment [1], nuclear ferromagnetism appears upon
lowering of the temperature in the normal phase of a
metal, while the superconducting transition occurs
upon reduction of the magnetic field only after, on the
background of the formed nuclear magnetic structure
whose rearrangement timeis exceedingly long. In other
words, there is no need to take into account the back
action of superconductivity on nuclear ferromag-
netism. The interpretation of the experimental data on
Auln, [1] isnot easy because the appearance of a spon-
taneous nuclear moment in thismetal isdueto the spin—
spin nuclear interactions, and it is unclear which type of
magnetic domain structure will form in this case.
Because of this, we proposed in [6] the experimental
methodology that was later independently imple-
mented in [8, 9] for Al and Sn metals. It is based on the
fact that single-domain nuclear ferromagnetism can be
obtained by adiabatic demagnetization at high nuclear

temperatures T,, > T, when the effects caused by the
appearance of a spontaneous nuclear moment can be
ignored. The superconducting transition occurs at elec-
tron temperature T > T, and magnetic field H(T) other
than the field Ho(T) in nonmagnetic metals. To a first
approximation, this difference can be determined from
the expression [3]

HC(T) = HcO(T) —4T[(1— n)Mn(Hc)i (1)

where M, is the nuclear moment density and n is the
demagneti zation factor depending on the sample geom-
etry. At T < T, thefield H(T) showslittle dependence
on the electron temperature T:

Heo(T) = Heo(0)(1-T?/TE). )

For anideal system of nuclear spinsin astrong mag-
netic field, the moment M,, does not change upon adia-
batic demagnetization,

Mn(Hi) = MnOBs(X) X = unHi/STv (3)

where M, is the saturation value for M,,; B, is the Bril-
louin function; and u, and S are the nuclear magnetic
moment and spin, respectively. It is assumed that the
initial field H; > h, where hiisthe local magnetic field.
The final nuclear temperature T, and the moment
M,(H;) inthefinal field H; of adiabatic demagnetization

are given by [10]
H, T - TA/H$+ h?
,—hz N H?! n Hi
The parameters H, and H,, are measured experimen-

tally, so that M,, can be found using Eg. (1) and com-
pared with the value calculated by Egs. (3) and (4). For

Mn(H¢) = Ma(H)) -(4)

0021-3640/01/7308-0411$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Al one has h < H_ and M,(H;,) OM,(Hp), and it was
found in [7] that there is a small though detectable dif-
ference between the M,, values determined from Eqgs. (1)
and (3) for M,, close to its saturation value M,y,.

2. We now show that the linear relationship between
H.—H.and M, ismerely theleading term in the expan-
sion of H. — Hy, in powers of M,, and, thereby, explain
the effect observed in [8] for Al. Let us take into
account that, apart from the purely electrodynamic
effect of ferromagnetism on superconductivity [3], the
Cooper pair breaking mechanism can aso be associ-
ated with the electron magnetizing by nuclear spins.
This effect was considered for a nonuniform order
parameter in superconductors [11, 12]. Nuclear ferro-
magnetism removes the spin degeneracy of electronic
states in the M,, direction [11, 12],

E, = JA+&°+].

The parameter J is related to the effective nuclear spin
field H, as J = uH,, where 1, is the electron magnetic
moment [6]. The field H,, is proportional to M, and
reaches maximum value H,,, for saturated M,,,

Hn = HnOM:; J = ‘]OM:; ‘]0 = (p*eHnO)1 (5)

where M? is the reduced nuclear moment M} =

M/M, . The critical field of a superconductor is deter-
mined from the general thermodynamic relation [13]

F,—F, = B2/8m B, = H,+4m(1-n)M,. (6)

Thedifference F, — F¢in the free energies of the normal
and superconducting metals at low temperatures T <
T, can be found by the methods developed in [13],

1 21°T?
F,—F, = ngxg— 3 -2J%5, ©)

where v is the density of electronic states and A, =

1.76T,,. Thecritical valueJ = A,/ /2 correspondsto the
phase transition of a superconductor to the normal
phase or to the state with nonuniform condensateat T =
0 [11, 12]. Equations (6) and (7) can be used to the
deduce relationship between the critical magnetic fields
in magnetic H, and nonmagnetic H., metals,

[Ho(T) +4nM(H,)(1-n)]°
J*(H,)

2
0

where Hy(T) isfound from Egs. (6) and (7) at M,,=J=0:

Ho(0).
2’

(8)

= Hi(T)-2 Heo(0),

2
VA, =

Hwﬂ):HMm%—iZD

= ©

The accuracy of Egs. (8) and (9) is determined only by
the domain of applicability of the BCS theory. These

DYUGAEV et al.

expressions can be used to derive the parameter M,,
from the measured values of H, and Hy, or to determine
the critical field shift H, — H,, from the calculated M,
value. At ultralow temperatures, the difference between
H(T) and H(0) can beignored and Eg. (8) transforms
to therelation between H_ and H, obtained in our work
[6] for acylindrical sample (n = 0):

2 2 0 Ja
(H,+41M,)" = HcoEﬂ-—ZA%- (10)

3. In what follows, we restrict ourselvesto the anal-
ysisof simplified Eq. (10) and consider two cases, M,, >
0 and M,, < 0. The sign of nuclear magnetization
depends on the method of its “preparation.” If the
nuclear spins are in thermodynamic equilibrium at the
initial stage of adiabatic demagnetization, then the
signs of H and M, will coincide regardless of the sign
of nuclear moment; i.e., M, is aigned with H. In the
case of dynamic nuclear polarization using the nuclear
Overhauser effect, the nuclear temperature for negative
M,(Be, Rh, and Cd) is negative and M,, is antialigned
with H [14]. The sign of nuclear magnetization can be
changed by the well-elaborated experimental method
of obtaining negative nuclear temperatures by rapidly
turning over the external magnetic field [15].

For positive nuclear temperatures, M,, > 0 and
Eqg. (10) has only one solution for H,,

H, = Hyfl it 4T (1)
c cOD A% n
The nuclear spin field H,, and the parameter J, in
Eq. (5) can be estimated from the relationship [14]
Hno = KMpo/X, (12)
where K isthe Knight shift and x is the electronic mag-
netic susceptibility. The latter is known only for two

metals Li and Na, in which x = 107, The theory of

Fermi liquid gives the following expression for x [13]:
X = Hev/(1+ By). (13)

Using Egs. (12) and (13) and relation (9) connecting

the density of states v with H, and A, one obtains for

Jo/Do = A

AoK _4TtM

€E—

(“eHCO) HcO
All parametersin this expression, except for the Fermi-
liquid constant B, are experimentally measurable
guantities. The parameter € is determined for all known
superconductors in [16]. Making use of Egs. (11) and
(14), one obtains the following relation between the

reduced critical field HY = H/Hy and the reduced

A= (1+Bo)Ag; A= . (14)

nuclear magnetization My, = M, /M,
H* = (1—22M*)) " _em? (15)
JETP LETTERS Vol. 73 No. 8 2001
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According to Egs. (3) and (4), the reduced moment M,
dependsonH.and T as

H, tHaHi
. .
JrZepz HSTH

For most superconductors, the parameters A and € are
small. For example, in Al A, = 0.03 [Eq. (14)], e = 0.13
[16], and Hy > h, so that

M7 (He T) =

(16)

H* 01-A°BZ—eB.. (17)
Consequently, the measurement of H} provides a

basic opportunity to determine A and the Fermi liquid
constant B, from Egs. (14) and (17).

For the Be and Rh metals, the parameter € is large,
€ = 8 [16], and one can expect, according to Eq. (15),
that superconductivity is strongly suppressed by
nuclear ferromagnetism. However, thelocal field in Rh
is high, h =7 H [17], while the nonzero quadrupole
moment of the Be nucleus is equivalent to the presence
of a certain effective local field [10]. For metals with
low critical fields, Hy, < h, one may set A = 0 in
Eq. (15), because the reduced moment M;; (H,) in this
case is necessarily small [see Eq. (16)],

]
e, 0]

The correctness of Eq. (16) in a weak H, field is
guestionable. The statement that the local field h is
identical for all observables needs refinement. The def-
inition of effective field Hyg = (H? + h?)V2 contradicts
the experiments on measuring zero-field H nuclear spe-
cific heat a& T > T,,. For several very different sub-
stances He?, Auln,, and PrNig, the ¢, ~ UT law is
observed at H < h instead of the expected ¢, ~ (H? +
h?)/ T2 dependence [18]. In this connection, the inverse
problem of determining M, from the experimental
dependence of H. on the initial conditions of nuclear
demagnetization and the problem of determining the

My /B, ratio in Eq. (16) seem to be more topical than

the revelation of the interconnection between H, and
M;,.. One has from Eq. (15)

H* D[l + (18)

. [+ 2N A -H " —en?

M; = — )
2\ " +e€

The domain of applicability of Egs. (15) and (19) is

restricted by the condition /2AM* < 1. For Be, the A

parameter is very small, while only A, from Eq. (14)
can be determined for Rh resulting in Ay = 2.5. At

J2M* A > 1, conventional superconductivity isimpos-
sible[11, 12].

(19)
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4. At negative nuclear temperatures, the external
magnetic field H and the nuclear magnetization M,
have different signs. Because of this, Eq. (10) can have
two solutions Hg,. In the reduced variables H/Hy, =
HY , 41V o/Hy, = €, and h* = h/H, one obtains from
Egs. (10) and (16)

H, = MY £ (1—222M2D) ",

H:t — UnHi
e ST

The first solution HY, exists at any ratio between the
parameters e and h*, at least for small X = p,H;/ST

when 2\2 M’,fz < 1. The domain of existence of the sec-
ond solution is restricted by the condition H,_> 0. The
solution does not exist, e.g., if h* > |e| because By(X) < 1:

(20)

M} = B,(X), X

1-202M*3HY
H* = ( n) — (21)

[ BX)(HEE +h*?) -1

Hence, the relation between 41tMo and h, i.e., between
le| and h*, becomes important. For Rh, the measured
value h = 0.34 Hz [17], 41tM,( = 0.4 Hz, and Hy =
0.049Hz [16]; i.e., e > 1, h* > 1, and € = h*. The
dependences of the critical field HY of Rh on the
reduced temperature TSu,H; = 1/X are presented in
Fig. 1 for different values of parameter A.

For Be, one has 41tM,, = 9.1 Hzand H, = 1.1 Hz
[16]. The local field h in Be is unknown because the
contribution from the quadrupolar effectsis indetermi-
nate. Figure 2 shows the dependence of H on 1/X for
A = 0 and different values of h* in Be. Note that the
strong inequality h < 41V, i.€., h* <€ €, cannot occur.
Indeed, the local field h cannot be smaller than the
dipolar contribution hy, for which the following
expression isgivenin [10]:

2 _ 28+l 1
hap = W =g~ R (22)
where R, arethereciprocal |attice vectors. For example,
inacubic lattice

2 SLSIGnﬁ,
wheren,, isthe nuclear concentration. Since M, g = YNy,
the h/4TiM,, ratio can only be small numerically. It is
pointed out in [16] that the experimental observation of
the effect of nuclear ferromagnetism on the supercon-
ductivity of Be and Rh is hampered. Because of alarge
Koringaconstant k = 1.8 x 10* Ks, it isdifficult to carry
out an experiment on nuclear demagnetization in Be.
The critical field Hy in Rhislow, and it is hard to pre-

hép M (23)
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H,
sl Rh:e =82, h*=6.9,5=1/2
N — =0
5PN S—
4}
3_
2_
1+
1 1 1 1 1 1 I 1 I

0 2 4 6 8 10
/X
Fig. 1. Reduced critical field H of Rhvs. effective tempera-

ture I/X for different values of parameter A. The reduced local
field 'Hg = 6.9. The parameter € = 8.2. Nuclear spin 1/2.

Be:€=82,1=0,5=3/2
=2

17X

Fig. 2. Reduced critical field Hy =H/Hg of Bevs. 1/Xfor

different values of local field h*; A =0 and € = 8.2. Nuclear
spin 3/2.

H.

c

16 TiH, gy:€ = 17,2 =0,8=1/2

h*=5

/X

Fig. 3. Temperature dependences of the critical field H of

TiH, o7 hydrate for two values of local field h* = 5 and 15;
A =0ande = 17. Nuclear spin 1/2.

DYUGAEV et al.

pare a sample with a low concentration of magnetic
impurities. It is argued in [16] that the experimental
study of TiH, 4; hydrate, whose critical field H, =1 G
and nuclear magnetization 4tiM,, = 17 G, i.e, for
which € = 17 > 1, holds much promise. Because the
other characteristics of TiH,4; are unknown to us, we

calculated the H} (1/X) dependence for this metal for

severa vaues of thereduced locd fidd h* at A =0 (Fig. 3).
One can see from Figs. 1-3 that nuclear ferromag-
netism “enhances’ superconductivity at negative
nuclear temperatures rather than suppressing it. Thisis
the key result of thiswork.

Thiswork was supported by the Russian Foundation
for Basic Research, project no. 00-02-17729.
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A generalization of the Monte Carlo method to the case of grand canonical ensemble allowing the elimination
of the problem of determination of the chemical potential of alloy components was proposed. The method is
particularly convenient for the calculations of surface segregations because it excludes time-consuming calcu-
lation of the temperature-dependent bulk chemical potentia p(T). The new method was used for calculating
segregations at the (100), (110), and (111) surfaces of the NisyPds, aloy using the Ising model with ab initio
effective interatomic interaction potentials. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers: 64.75+g; 02.70.Uu; 75.10.HK

The concentration of components at the surface of
an alloy can strongly differ from the bulk concentration
because of the existence of surface segregations. How-
ever, the experimental determination of the concentra-
tion profile at the surfaceis an extremely difficult prob-
lem [1]; therefore, of particular value are theoretical
methods for the simulation of surface segregations.

For determining the equilibrium concentration pro-
file at the surface of abinary aloy, it is necessary to find

the surface free energy F(T) = —KTIn ZS (—Egui(o)/KT)

of a system with a surface, where o = {0;,...0} isthe
surface configuration, 0;...0y are occupation numbers
for N lattice sites at the surface (o; = 1 if theith siteis
occupied by an atom of type A, and o; =1 if theith site
isoccupied by an atom of type B), Eg,+(o) isthe surface
energy corresponding to a given configuration, and
summation isover all spossible configurations . Mod-
ern ab initio methods [2—4] provide sufficiently accu-
rate determination of surface energy Eg,; for the given
surface configuration o; however, because of the huge
number of possible surface configurations, direct calcu-
lation of surface free energy as alogarithm of the parti-
tion function is practically impossible.

Therefore, for the cal cul ation of the segregation pro-
file, the dependence of surface energy Eg, or total sur-

face energy Es,; on the surface configuration o is usu-
ally written in the form of an effective Hamiltonian of
the Ising type [5] as afunction of occupation numbers
0,...0y and configurationally independent one-, two-,
and many-body effective potentials of interatomic
interaction. Next, statistical mechanics methods are

used for finding the equilibrium segregation profile cor-
responding to the given effective Hamiltonian at tem-
perature T and bulk concentration c. Thus, the theoreti-
cal calculation of the equilibrium concentration profile
iscarried out in two steps: calculation of effectiveinter-
atomic interaction potentialsin the Hamiltonian, which
can be performed by ab initio methods [6-9], and sta-
tistical calculation of the equilibrium segregation pro-
file.

In this work, we focus on the application of the
Monte Carlo (MC) method to the cal culation of surface
segregations within the Ising model.

For the MC calculation of the thermodynamically
stable configuration of an alloy, the dependence of total
energy E.(o) on configuration o can be represented as
an effective Hamiltonian of the Ising type. In the bulk,
this Hamiltonian has the form

E(o) = V¥ + Z{V‘”oi + 2—1|ZV(2' I(s"ao,
i NET

1

1 ,S) /i

+ g Z V& S)(SJk)O-iO-jo-k+ :|,

K| #i

where summation is over all N atoms of the alloy, V©
is the energy of a completely disordered equiatomic
aloy, V@ is the one-body effective potential, and
V(M 9(sik-) are effective m-body interatomic interac-
tion potentials depending only on the spatial configura-
tion of the corresponding m-atomic cluster ik, Only a
finite number of effective interactions is included in
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Hamiltonian (1), i.e., V(™ 9(sik-) # 0 only for some of
the clusters sik, usually those involving neighboring
atoms. Because of the existence of some maximum
interaction radius R,,,, al potentials V(M 9(si-) for
atomsi and j separated by distanceslarger than R, are
zero.

In bulk MC calculations, one can use a canonica
ensemble; then the one-body contribution ) . v o=

NV®[gis constant and can be neglected. In this case,
the MC steps are performed as follows: using effective
Hamiltonian (1), a change in the energy of the alloy
(trial energy) AE is calculated for the exchange of two
atoms of types A and B chosen at random in the
N-atomic three-dimensiona crystal lattice (with peri-
odic boundary conditions). Next, one of the MC algo-
rithms (e.g., asymmetric Metropolis algorithm [13]) is
used to decide on the atom exchange. Successive steps
are performed until the total energy E,;(o) at the given
temperature T becomes stable.

The dependence of total surface energy Eqr (6) on

the surface configuration o of the aloy can also be rep-
resented in the form of an effective Hamiltonian [6, 8]
similar to Hamiltonian (1):

Eai(o) = VO + z |:V§\1)0'i
i

1 ) ..
o z Vg\i's)(slxjx')cicj + },

INE

where effective potentials depend now not only on the
order of the corresponding cluster s and mutua
arrangement of its atoms, as in the bulk case, but aso
on the position of the cluster AA'... with respect to the
surface (A and A' denote the layers in which the cluster
atoms are located). In this case, effective potentials V
are considered renormalized because surface affects
only a few near-surface layers, whereas in the deeper
layers the potentials are fixed at bulk values.

Because the concentration of components in the
near-surface region is not fixed, it is reasonable to per-
form the MC simulation at the surface using the grand
canonical ensemble approximation. In this case, only a
change of the atom type from A to B in the ith site is
considered, and, hence, the trial energy AE is equal to

AES: —H, where AESy isachangein thetotal surface

energy upon the replacement, as calculated by Eq. (2),
and L = g, — Mg isthe bulk chemical potential. The bulk
chemical potential p at temperature T is equa to
drF(T, 60/d60) where F(T, [60) is the free energy of
aloy per atom, [60J= 2c — 1 is the average over occupa-
tion numbers, and c is concentration. Correspondingly,
K depends on temperature T and cannot be obtained

POYUROVSKII et al.

fromtheabinitio resultsfor T = 0, contrary to effective
potentials V.

Several techniques were proposed in the literature
for avoiding the problem associated with the calcula-
tion of bulk chemical potentia pu(T) [10-12] by the
simulation of surface segregations in the canonical
ensemble approximation with fixed concentrations of
components in the sample or by the calculation of
chemical potential p(T) using the bulk MC method.

However, in the case of canonical ensemble, agreat
number of layers must be included in the MC céll. In
the case of grand canonical ensemble, the difficulties
are associated with the calculation of temperature-
dependent chemical potential u(T) = dF(T)/dlg0]

In this work, we propose a version of the MC
method that makes it possible to avoid the calculation
of chemical potential without expanding the size of the
MC cell. Let us consider in the canonical ensemble
approximation the atom exchange between the thermo-
dynamically equilibrium thermostat (bulk) and a sub-
system small compared to the thermostat (surface). In
this case, the alloy atoms in the bulk are characterized
by a certain distribution function p(E,;) over the spec-
trum of possible energy values. The energy of the ith
atom E. (o', o;) in the model with effective Ising
Hamiltonian (1) has the form

©)
E.(o',0y) = \‘/N— + V(l)oi
L ©)
+ EZV(ZYS)O]O-] + ey
J#I

wheres' =0y, ..., Gi_1, Oy + 1, --., Oz, 1 1S the configu-
ration of the alloy at all Z sites with which the central
ith atom interacts.

On going from the surface to the bulk, an atom of
type o with the probability p(E,) will occur in the state
with energy E, (o', 0) and the change in the energy of
the entire system will be

AE = AE,(0; — —0;) + AEg4(—0; — 7))
= Eat(ol1 _0) - Eat(o.'a 0) + AEam,

where AE, (0, — —0;) and AEy (-0, —= ;) are
the changes in energy upon atom exchange in the bulk
and at the surface, respectively. Note that the distribu-
tion p(E,) is (a) constant in time (because the contribu-
tion of fluctuations in the thermostat can be neglected)
and (b) independent of the surface configuration
(because the bulk is much larger in size than the sur-
face, Npuk > Neyrr)-

When applying the above technique of atom
exchange between the bulk “reservoir” and the surface
to practical calculations, one can actually use a reser-
voir with the number of atoms N ~ 103-10°, which, by
the order of magnitude, isequal to the number of atoms
in the surface calculation, and, thus, the condition

(4)
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Npuk = Ny, 1S not fulfilled. Nevertheless, this bulk res-
ervoir can be used if the distribution function of atoms
over energies in the reservoir p,(E,) is close to the
bulk (with N — oo) distribution function p(E,) and, in
addition, the following conditions are fulfilled for the
function p,(Ex): itis(a) constant in time and (b) inde-
pendent of the surface configuration. Thisideais at the
basis of the proposed method.

The scheme of the algorithm of the surface MC
method is shown in the panel in Fig. 1.

The simulation of surface segregations by the new
MC method is accomplished as follows: the bulk MC
calculation is performed for the temperature T, and,
after attaining the thermodynamically equilibrium
state, the bulk configuration of atoms is retained as a
reservoir for the surface MC simulation. Next, the sur-
face MC calculation is performed at the same tempera-
ture T; in this calculation, the atom exchange between
the surface and the bulk reservoir is treated according
to the algorithm described above. In the surface MC
calculation, periodic boundary conditions are imposed
only in the directions perpendicular to the surface
plane. Several atomic layers of the bulk MC sample
paralel to the surface plane were used as a boundary
between surface and bulk. Bulk periodic boundary con-
ditions were employed (if necessary) for increasing the
area of these layers so that they covered the whole
bulk—surface boundary. The calculation went on until

the total surface energy Esy; became stable. Unlikethe

method proposed in [11, 12], the new method requires
only one preliminary bulk calculation for a given tem-
perature. The method can be generalized without sub-
stantial changes to the case of a multicomponent alloy;
in this case, only one preliminary bulk calculation is
also necessary.

With the aim to illustrate the application of the new
MC method to the problem of simulation of surface
segregations in real systems, we carried out a calcula-
tion of the equilibrium segregation profile at the (100),
(110), and (111) surfaces of the NisyPds, aloy.

The method used in this work for the calculation of
effective potentials was described in detail in [8, 9].
Effective potentials were considered renormalized in
thefirst three layers of the (100) and (111) surfaces and
in the first four layers of the (110) surface; in deeper
layers, the bulk values were used for effective poten-
tials. For the NisPdy, system, effective many-body
potentials were found to be very small (about several
kelvin) and, hence, were not included in MC calcula-
tions. Pair potentials were included up to the fourth
coordination sphere.

The bulk reservoir was generated using the bulk MC
calculation; in this case, the sample was a cell with lin-
ear size L = 32 atoms (of atotal of L3 = 32768 atoms
located at the fcc lattice sites). A random distribution of
Ni and Pd atoms was the initial configuration at a tem-
perature of 1500 K. Next, temperature T was lowered
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Fig. 1. Total energy per atom in the first layer at the (100)
surface of the NiggPdsg aloy versus linear size of the bulk

reservoir L. Resultsare presented for several random config-
urations of the bulk reservoir. The dashed line is drawn
through the values averaged over reservoir configurations.
Panel: algorithm of the surface MC method. Calculation of
thechangein energy AE upon exchanging atoms of different
sorts chosen at random at the surface and in the bulk reser-
voair. If the exchange is accepted, the atom sort is changed
only at the surface. To theright, two possible surface config-
urations after the surface MC step are shown: the type of
atom at the surface (1) was changed and (2) was not
changed. Configuration in the bulk reservoir remains
unchanged.

with a step of 50 to 400 K, 5000 MC steps per atom
(triesat exchanging atom pairs) were performed at each
temperature, and the total energy and the short-range
order parameters were averaged over the last 1000 steps.
The equilibrium bulk configuration at each T was
stored as a bulk reservoir for the subsequent use in the
surface MC calculation.

In the MC calculations at the (100) and (111) sur-
faces, we used cells with a surface area of 32 x 32
atoms and a thickness of 28 atomic layers, whereas for
the (110) surface the thickness of the cell wasincreased
to 40 atomic layers and the surface area was decreased
to 28 x 28 atoms. Temperature ranges and the number
of steps at the surface were the same as in the bulk.

The calculated bulk pair effective potentials at the
first to fourth coordination spheres of the fcc lattice
were 279.00, 0.34, —9.95, and —12.59 K, respectively.
The bulk MC calculation involving the local relaxation
effect has demonstrated that the long-range order is
absent in the alloy down to the temperature 400 K, in
agreement with the bulk phase diagram of the Ni—Pd
system [17]. The calculated surface effective potentials (2)
for the NisyPds, System are presented in the table. The

value of the one-body potential at the surface V§1) is
given with reference to the one-body bulk potential

Vfi,fk . The table also presents the pair potentials at the

(2,1)

first coordination sphere V,y." multiplied by the num-
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Fig. 2. Calculated surface segregation profiles at tempera-
tures 1000 (solid line) and 600 K (dashed line) at the (100),
(110), and (111) surfaces of the NiggPdsg alloy.

ber of corresponding clusters Z{3. per surface atom.

In our calculations, o = 1 corresponds to the Pd atom,
and o = —1 corresponds to the Ni atom.

Before calculating the segregation profile, we car-
ried out several tests with the aim to examine the influ-
ence of the size of bulk reservoir on the surface results.

POYUROVSKII et al.

The segregations at the (100) surface of NigPds, were
calculated using severa instantaneous configurations
of reservoirswith linear sizesL = 3, 4, 8, 12, 16, 24, and
48. Figure 1 presents the resulting total energies per
atom in the first layer E, - ; at atemperature of 600 K
for seven random configurations of reservoirs for each
L value. Obvioudy, the scatter of E, - ; decreases rapidly
withincreasingL; itisno larger than 20K for L = 8, and
the corresponding scatter of concentrations in the first
layer islessthan 1 at. %. Thus, one can statethat at L <
8 the instantaneous configurations of the reservoir are
quite close to equilibrium.

The segregation profiles of the (100), (110), and
(112) surfaces at temperatures 1000 and 600 K are pre-
sented in Fig. 2. The root-mean-square deviation of
concentrations in layers, as calculated for the last
1000 steps per atom, is no larger than 1.5 at. %. The
strong segregation of palladium to the surface layer is

due to the sign of one-body potential V{" — V&), : the

largest segregation amplitude for the (110) surface and
the smallest segregation amplitudefor the (111) surface
are also in agreement with the largest absolute value of

the one-body potential V{? — V), at the (110) surface

and its smallest absolute value at the (111) surface. The
segregation of Pd into the second layer at the (110) sur-
face is nearly absent, although it was expected to occur
on the basis of the analysis of one-body potentials. This
iS S0 because of astrong tendency to interlayer ordering
at the (110) surface. In the situation when the surface
layer contains nearly pure palladium, the pair interac-
tions will favor the segregation of nickel into the sub-
surface layer, thus acting against the one-body potential

v — v A decrease in temperature to 600 K

enhances concentration oscillations, especially, at the
(100) surface; at the other surfaces, oscillations are

Effective one-body and pair potentials (in K) for the (100), (110), and (111) surfaces of the NisyPdg, alloy

LayersA 1 3 4 5
(100) Vi v ~1389.19 ~197.67 -157.56 0.0 -
yACRAVAl 446.28 583.60 585.31 557.99 -
VACSAYI O 1085.19 1176.34 1115.99 1115.99 -
(110) Vi v ~1612.88 —647.59 -126.03 35.41 0.0
z&OvG Y 223.74 262.41 279.31 280.08 279.00
rASSA oS 1016.66 1097.45 1132.03 1115.99 1115.99
VACSAYI oA 260.55 295.70 279.00 279.00 279.00
(111) VP - Vi -1117.93 2.30 ~60.31 0.0 -
yACRAVA 819.59 854.22 870.64 836.99 -
VACSRA GO 920.53 861.35 836.99 836.99 =
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smoothed either because of the presence of a negative
one-body potential in the second layer for the (110) sur-
face or dueto relatively wesk interlayer interactions for
the (111) surface.

The calculated segregation profiles at the (100) sur-
face are in qualitative agreement with the experiment
[14]. The segregation profiles at the (110) and (111)
surfaces of the NigPds, aloy were not measured.
Experiments were performed at the (110) and (111)
surfaces of the Nig,Pd; alloy [15], where, similarly to
our calculations, a higher concentration of palladium
was observed at the (110) surface, as compared to the
(111) surface. On the whole, the calculations of surface
segregationsin the Nis,Pds, aloy by the new surface MC
method yield reasonable results that are in good agree-
ment with previous studies of this system [14, 15, 16].

This work was supported by the Swedish Founda-
tion for International Cooperation in Research and
Higher Education (STINT), the Swedish Royal Acad-
emy of Sciences (KVA), and the Russian Foundation
for Basic Research. We are grateful to E. Isaev for
assistance in the preparation of the article.
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The dependence of the critical current of a highly transparent S-N-D corner junction on the applied magnetic
field is determined for different orientations of a d-wave superconductor relative to the interface plane. It is
shown that this dependence exhibits characteristic plateaus in a certain range of magnetic fields at low temper-
atures. These plateaus do not appear in the S-N-Scorner junctions, indicating the presence of a superconductor
with asign-variable order parameter. © 2001 MAIK “ Nauka/Interperiodica” .
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The experimental studies of S--D (isotropic super-
conductor—insulator—d-wave superconductor) corner
tunneling junctions in a magnetic field provide strong
evidence for a sign-variable order parameter corre-
sponding (at least approximately) to the d-wave pairing
in high-T, superconductors [1-4]. This method proves
to be less sensitive to the effects of magnetic flux cap-
ture and sample asymmetry than the experiments with
corner-type SQIDs[1, 5]. In the absence of amagnetic
field, the Josephson critical current I, in an S-1-D cor-
ner tunneling junction hasaminimum (in an ideal case,
it becomes zero), whereas, in an S-1I-Stunneling junc-
tion, the quantity |, has a maximum in zero magnetic
field. Thisfact was used asthe key feature for the iden-
tification of d-wave superconductors on the basis of the
aforementioned method [1-4]. Its explanation lies in
the mutual compensation of the two contributions of
different sign from the two sides of the corner in an
S-1-D tunneling junction to the Josephson current in
the absence of amagnetic field. In the case of an SH-S
corner junction, these currentsin the absence of a mag-
netic field arein phase, and when they add together, the
resulting current becomes twice as great in the case of
a symmetric junction. However, the aforementioned
compensation occurs only in the tunneling limit, and,
for junctions with a sufficiently large transparency, it
does not take place. In junctions with high transpar-
ency, the dependence of the Josephson current on the
phase difference ¢ is essentially nonsinusoidal (con-
tains higher harmonics), and, as a result, one obtains
js(@ + 1) £ —4(d). Inthis connection, it is of interest to
consider the corner junctions with high transparency
and to study their behavior in the presence of ad-wave
superconductor.

In this paper, we consider totally transparent S-N-D
(isotropic  superconductor—normal-metal  interlayer—
d-wave superconductor) corner junctions with the
width of the pure normal metal layer d > &, (Fig. 1). We

determine the critical current for such systems in the
presence of an external magnetic field. We show that, at
sufficiently low temperatures, the presence of a plateau
in a certain interval of magnetic fields is the character-
istic feature of the interference dependences of critical
current on magnetic field in corner junctions with high
transparency. The plateau is most pronounced in the
characteristics of S-N-D corner junctions with the
(100) and (010) orientations of the boundary of the
d-wave superconductor. As the temperature increases,
the plateau is distorted and then disappears. For the
(110) boundary orientation, the plateau is absent,
including the case T = 0. In this case, as one would

di

Fig. 1. Schematic representation of the corner junction
under study. The magnetic field is directed normally to the
plane of thefigure; a isthe angle between the x axis of the

superconductor with dxz_y2 pairing (D) and the normal to
the boundary.

0021-3640/01/7308-0420%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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expect, the minima (zeros, in the idea case) of the
interference dependence of the critical current on mag-
netic field occur with a period half as large as in the
case of an S-N-Sjunction.

Let two pure superconductors with singlet order
parameters A' (p; ;) and A'(p; ) occupy the regions x <
—d/2 and x> d/2, respectively, and the region —d/2 < x <
d/2 be occupied by a normal metal. To solve the Eilen-
berger equations for quasiclassical retarded Green's
functions,

(Qw+ivy 0,) f(ps, X, w)
+2A(py, X)9(Pr, X, W) = 0,
) (pr, %, w)
—20%(pt, X)9(Py, X, w) = 0,

ivi,0,9(ps X, 0) —AP, X) f (py, X, w)
—A*(pp, X)f(pr, X, w) =0
with allowance made for the normalization condition

(2w—ivy 0

(1)

g+ ff =, 2
we use the following ansatz, which automatically satis-
fies normalization condition (2):

f(pr X, w) = (—TIsgn(xvy, )

in(py, x, )

—9(ps, X, w))e ,

. , ©)
f (P, x, @) = (Hmsgn(xvy,,)

+g(pr, x,)e Y,
The substitution of Egs. (3) into Egs. (1) leadsto an
equation for the quantity n(p;, X, w)

~0n(pe X, @) + 0

(4)
—[A(ps, X)| cos(n(p+, X, @) —@(py, X)) = 0
with the asymptotic conditions

V¢ xSIN(Nw(Pt, W) —@u(Pr))Sgnx >0, 5)

which provide the finiteness of the Green’s function
a(ps, X, w) when x — 0. We do not present here the
cumbersome explicit expression for the Green's func-
tion g(ps, X, W) in terms of n(p;, X', W), which can be
readily derived using the aforementioned substitution. In
Eqg. (4) and below, we introduce the magnitude and the

phase of the order parameter: A(py, X) = |A(py, X)| LG

For simplicity, we assume that the Fermi surfaces of
the superconductors and the metal between them are
identical. Then, we have the conventional boundary
conditionsfor the Green’sfunctions at the totally trans-
parent boundaries: g,(—d/2, pr) = gn(py) = g:(d/2, py),
fi(=d/2, py) = fu(=d/2, py), and f(d/2, py) = £ (A2, py).
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With these relationships, we obtain from Egs. (3)—<5)
the following expression for the temperature Green's

functi ong',f (ps, w,) in the region occupied by the nor-
mal metal:

gn (P, 00) = —iTsgn( v, ,)
N(pr d/2, @) ~n(pr, ~d/2, @) , w,d7 (6
2 vf j

X coth[

This formula is valid for al temperatures and for a
coordinate-dependent self-consistent profile of the
order parameter A(p;, X). Neglecting the suppression of
the order parameter, we obtain from Egs. (4) and (5) in
the low-temperature region T < A, N(p;, d/2, W) —
n(pr, —d/2, wy,) = @pr) + msgn(vs ), where @(p;) =
@(ps) — @(ps) is the phase difference of the order
parameters for a given momentum direction. In this
approximation, the calcul ation of the Josephson current
jx with the use of the Green’s function derived above
leads to the following expression on condition that T <
vild < Ao [6, 7]

i = 9f—gf§’—vfxm(cp(pf)). (7)
dJ (2m’v,

Here, we introduced the sawtooth function saw():

saw(¢) = @ on the segment ¢ [ [T, 1 and saw(@ + 21) =

saw(@). The condition v;/d < A, can be represented

intheform &, < d, where &g = V{/A -

Separating the constant phases ¢,, that do not
depend on the momentum direction, we describe the
superconductors by real sign-variable order parame-
ters. In particular, thisis possible for d-wave supercon-

ductors. Let us assumethat S; (S;) is the part of the
Fermi surface S within which the order parameters
A ((ps, 0) are of the same (opposite) sign. Then, denot-
ing the constant phase difference by ¢ = ¢, — ¢,, we

obtain @(p;) = ¢ for p; O S; and ¢(p;) = ¢ + T for

p; O S; . Now, we determine the quantities a* by the
expressions
« _ A{ S?} d’ Sfo X
= where A{S} = 8
A{ Sf} { f} I(ZT[) Vf ( )

and A{ S; } and A{S} are determined in a similar way.

Evidently, wehave S; + S; =S, whichyieldsa* +a =
1. The quantities a* strongly depend on the type of pair-
ing and the mutual orientation of the superconducting
crystals, aswell ason the shape of the Fermi surface. At
the same time, they are insensitive to the specific form
of the basis functions of the corresponding point group
representation of the superconducting crystal. For
superconductors whose order parameters have constant
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signs on the entire Fermi surface (an anisotropic s pair-
ing), the quantities a* takethevaluesa* = l1anda =0
(or a~=1and a* = 0 when the constant signs of thetwo
order parameters are opposite).

Generally speaking, the problem on the current
through a corner junction is two-dimensional. How-
ever, wewill assumethat the characteristic length of the
junction L satisfies the conditions A , < L < A;, where
A, and A; are the penetration depths of the magnetlc
field in the bulk superconductors and in the Josephson
junction, respectively. Then, in magnetic fields H <

He ~ ®y/AL, , the magnetic flux through the corner-
containing region with a characteristic area of the order

of )\fr is much less than the flux quantum, and the

problem can be approximately considered as one-
dimensional. In this case, the self-magnetic field in the
junction can be neglected.

In these conditions, we consider aplanar junctionin
amagnetic field directed paralel to the S-N boundary
along the z axis. We assume that, along the y direction,
the junction consists of two parts, which, in the one-
dimensional problem under study, correspond to the
two sides of the corner. As compared to the region 0 <
y < L, the quantity 1t should be added to the phase dif-
ferenceinthejunction for each of the momentum direc-

BARASH, BOBKOV

tionsin the region —L <y < 0. This takes into account
the change of sign of the order parameter in the d-wave
superconductor when the momentum of aquasiparticle
isrotated through 172 about the z axis, which coincides
with the tetragonal axis of the crystal. Below, by the
term corner junction is meant such a one-dimensional
model.

To take into account the effect of magnetic field H
on the Josephson current, we use the substitution
@(pr) — @(py) + (2eHy/c)(d + A, + A) inEq. (7), where
disthe thickness of the normal metal interlayer and A, |
represents the penetration depths of the magnetic field
in the left and right superconductors, respectively. The
magnetic flux @ = 2HL(d + A, + A,) through the normal
metal layer and the surface layers of the superconduc-
tors (2L is the length of the boundaries of the junction
under study along they axis) is conveniently measured
in the flux quantum units n = ®/®, = |e|d/Tc. We assume
that, in asmall-size junction, both the current distribution
aong the field (along the z axis) and the magnetic field
itself are homogeneous. Then, for the Josephson critical
current in a common S-N-D planar junction, we obtain
the sameresult aswasreported in [8]. Calculating thetotal
current through the S-N-D corner junction and determin-
ing its maximal values depending on the magnetic field,
we arrive at the following relationships:

%maxﬁl—4%,|a+—a } %si
Juyuip 0 0. od] 1_00_1
jeo(H) _ | "B _%a_%” "5z ©
JcO(O) n O |:H:D+ L O D'D:li 00 1 00 3
max_%ﬂ—%a—a|,%3—4%a—%u, QSE,[_ZESZ
O + 000 U 3 00
3o B 2B

Here, {n/2} is the fractional part of the magnetic flux
through the corner junction on one of the two sides of
the corner.

From Egs. (9) and Fig. 2, one can see that, in the
field region (1 —|a* —a)/2 < n<max(a*, a’), the curve
jeo(H) has a plateau: the critical current isj(0)[a" — a7
and does not depend on the magnetic field. Since such
plateaus never occur in the magnetic-field dependences
of the critical current in S-N-S junctions [6, 9], their
presence in the curves at low temperatures testifies that
the junction contains a superconductor with asign-vari-
able order parameter.

Assuming that, the dxz_yz pairing takes place in one

of the superconductors and the z, crystal axis of this
superconductor is parallel to the junction plane, whereas
the second superconductor is characterized by an iso-
tropic s pairing, we obtain a* = 1/2 + cos2a/Tt, where a
is the angle between the X, axis of the crystal and the
normal to the S-N boundary. In this case, the plateau is
in the field interval (1T — 2|cos2a)/2t < n < (1T +
2|cos2a|)/2m at the level 2|cos2a|/mt of the critical cur-
rent in zero field. For the orientation a = 0, the plateau
has the maximal length, and for a = 45° the plateau is
absent. Inthelatter case, at = a-= 1/2. Asin an ordinary
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_____

0 2 3 4

Fig. 2. Dependence of Jg = jeo(H)/jo(0) on n = ®/d,
obtained from Eqgs. (9) at zero temperaturefor different orienta
tions of the superconductor with dx2_y2 pairing; thetetragonal

axis of the superconductor is paralld to the magnetic field. The
angle between the xg axis of the crystal and the normal to the
surfaceisa = (1) O, (2) 1716, (3) 178, (4) 31716, and (5) T74. The
plateau of maximal length correspondsto the (100) orientation.
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Fig. 3. Dependence of J. = j(H)/jco(0) on n for an S-N-D
corner junction with orientation a = 0° at different temper-
atures; §o/d = 0.1.
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Fig. 4. Dependence of j(H)/jo(0) on n for the orientation
a =22.5° and for different temperatures; £y/d = 0.1.
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Fig. 5. Dependence of j(H)/jo(0) on n for the orientation
a = 45° and for different temperatures; &y/d = 0.1.

S-N-D planar junction [8], the critica current in the cor-
ner junction becomes zero at every haf flux quantum (n=
05,1, 15, ...), i.e, with aperiod two times shorter than
usual. Such abehavior is caused by the specific symmetry
of the problem at a = 45°and should manifest itsalf not
only for metal but also for insulator interlayers[10].

The revealed characteristic behavior of the critical
current of S-N-D corner junctions in a magnetic field,
including, first of al, the presence of aplateau and lin-
ear dependences on the magnetic field, is closely
related to the initial sawtooth dependence of the
Josephson current on the phase difference in the sys-
tems under study [6, 7, 11]. As compared to an S-N-S
junction, in an S-N-D junction the sawtooth depen-
dence of the Josephson current on the phase difference
is more complex, namely, j(d) # j,(—b), and a discon-
tinuity occursat ¢ = 0. Therefore, in the ground state of
a superconducting ring containing an S-N-D junction,
a spontaneous current is present [7]. The spontaneous
current occurs along the surface of the S-N-D junction,
and it is mainly localized in the interlayer [12, 13]. This
current is screened by the Meissner currents arising in the
superconductors. Generally spesking, in the presence of a
spontaneous current, the appearance of asmall asymmetry
of the critical current with respect to the change of sign of
the externa field is possible. However, this fact does not
introduce any dgnificant changes in the main results
obtained above for the dependence of the critical current
on the external magnetic field.

The described behavior of the critical current isdis-
torted with increasing temperature to the same extent as
the aforementioned sawtooth dependence. Figures 3-5
show the dependences of the critical current of an S-N-D
junction on the magnetic field for different temperatures
and orientations of the superconductor with d pairing.
The width of the normal metal interlayer is taken to be
10¢,. The suppression of the order parameter near the
transparent boundary is neglected. From these figures,
one can seethat, in the case of high-T, superconductors
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with T, ~ 100 K, the appearance of the plateau charac-
teristic of S-N-D corner junctions should be expected
at temperatures about 0.1-0.5 K.

Thiswork was supported by the Russian Foundation

for Basic Research, project no. 99-02-17906.
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Elementary events of |ow-temperature surface erosion induced by the bombardment with accelerated helium
atoms and ions were studied at the atomic level. It is established that the regular arrangement of surface atoms
is disturbed due to the release of energy of formation of interstitial atoms emerging at the surface and to the
expenditure of part of this energy on the formation of surface defectsin excited states. The adatom excitation
energy alowing the short-range diffusion processes was determined experimentally. © 2001 MAIK

“ Nauka/Interperiodica” .
PACS numbers: 68.49.5f; 61.80.Jh; 66.30.Hs

In recent years, rapid development of nanotech-
niques has quickened interest in radiation-induced phe-
nomena at solid surfaces. The studies of ion-bombard-
ment-activated surface self-diffusion werefirst initiated
in connection with the problem of high-voltage vacuum
discharge and radiation resistance of field emitters
[1, 2]. At present, this phenomenon has found wide use
in developing methods of preparing chemically clean
surfaces with minimum roughnesses; in analyzing the
evolution of surface wall microtopography of thermo-
nuclear devices subject to low-energy ion bombard-
ment, in the activation of surface chemica reactions,
and in the design of various systems with local ion or
electron field emission [3-5]. It isknown that, uponion
bombardment, the initially perfectly flat surface
assumes atomic roughness which can be removed by
low-temperature annealing. The annealing temperature
is lowered because of the enhanced mobility of the
radiation-induced adatoms [5, 6]. Thiswork is devoted
to studying the mechanism of adatom formation and
the origin of high adatom mobility at |ow temperatures.

Experiments were carried out using a field ion
microscope with samples cooled to 21-80 K. Helium at
apressure of 10210~ Pawas used as an imaging gas.
Needle-shaped samples with radius of curvature 20—
100 nm were prepared from atungsten wire of 99.98%
purity by electrochemical etching. After mounting in
the microscope, the samples were subjected to low-
temperature field evaporation until an atomically flat
surfacewasformed. Thefield strength necessary for the
microscope operation was created by simultaneously
feeding a dc voltage of 3-25 kV and an ac voltage of
4-15 kV to the sample. The ac voltage amplitude was
chosen so that the field-emission current density lay in
the range 108-10'° A/m?. The net current trough thetips
of needle-shaped samples was 10-10° A.

The tips were bombarded by helium ions that were
formed upon passing €l ectron flow through theimaging
gas. The bombardment intensity was determined from
the relationships obtained in [7]. Those ions formed at
a distance shorter than five radii of curvature R, of the
tip fell on the emitting surface from a conical region.
For larger distances, the bombardment proceeded from
a cylindrical region coaxial with the sample. The ion
energy distribution was close to Maxwellian with a
mean energy of eER,, where e is the electron charge.
The electric field during the process of ion bombard-
ment was (3-5) x 10°V/m. The electric field strength
was determined from the ratio of operating voltage to
the threshold evaporation voltage for the tungsten face
{110} at 21 K. The latter corresponds to an electric
field of 5.8 x 109 V/m. The average energy of the ion
flow incident on the sample area under study was 150—
500 eV; thefluence varied in the range 10°-~10%° ion/m?.

Field ion microscopy can be used to reveal the char-
acter of defect structure produced by ion bombardment.
The phenomenon of controlled |ow-temperature field
evaporation allows the layer-by-layer analysis of the
defect distribution in depth under the sample surface.
The location of point defects is usually determined
from the disturbance of regular arrangement of surface
atoms or from the appearance of points with enhanced
brightness[8]. However, in most cases, one failsto dis-
tinguish between the contrasts produced by the subsur-
face point defects and adatoms. Therefore, the conven-
tional method of interpreting point defects in field ion
images cannot be applied to the microcrystal surfaces
subjected to intense ion bombardment. With the aim of
minimizing the uncertainty in the interpretation of sur-
face point defects, part of the experiments were carried
out using atwo-chamber field ion microscope equipped
with a source of monoenergetic helium atoms. The
samples were bombarded with neutral helium atoms

0021-3640/01/7308-0425%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Field ion microscopy images of the surface of tungsten microcrystals (a) before and (b) after the bombardment with helium

ions with average energy 180 eV and fluence 2 x 10'° ion/m?.

with an energy of 2—7 keV and a fluence of (5-20) x
10% atom/(m? s). The bombardment was accomplished
in the direction perpendicular to the [1100axis, which
in most cases coincides with the sample axis. After
completion of irradiation, the appearance of new emis-
sion centers was observed for 1-5 min at the surface
areas not subjected to the bombardment.

Figure 1 demonstrates the ion microscopy images of
a surface of tungsten single crystals before and after
exposure to helium ions with an average energy of
180 eV and a fluence of 2 x 10 ion/m? at a tempera-
ture of 70 K. The regular arrangement of the surface
atoms contributing to the formation of the field emis-
sion image is disturbed by the ion bombardment. The
configuration of atomic steps at the faces with low
Miller indicesis altered. In particular, the shape of the
central face {110} in Fig. 1 changed substantially; the
concentric steps (a) assumed aspiral shape (b) after the
bombardment. The removal of a monolayer by con-
trolled field evaporation almost completely recovered
the regular atomic structure over the whole temperature
range studied (21-80 K). The direct field ion micros-
copy observations indicate that in the absence of ion
bombardment the surface atoms at all faces are immo-
bile at temperatures as low as those. In this connection,
the character of observed changesin the microtopogra-
phy suggeststhat the main contribution to the change of
shape comes from low-temperature radiation-stimu-
lated surface migration.

With the aim of elucidating the atomic mechanism
of the radiation-stimulated surface self-diffusion, a
source of accelerated helium atoms was used. Sincethe
neutral atoms do not deflect in the electric field of the
samples, the possibility exists of examining the ele-
mentary events of surface erosion. Figure 2 shows the

ion microscopy images of the nonirradiated (dark) sur-
face area of the single crystal before (@) and after (b)
exposure to the helium atoms with an energy of 7 keV
and afluence of 3 x 10% atom/m? in an electric field of
3 x10°V/m. Analysis of the radiation-induced changes
in the surface morphology suggests that, apart from the
single adatoms, the defect complexes of the type “sur-
face vacancy—pair of adatoms” also make asizable con-
tribution to the disturbance of regular arrangement of
surface atoms. For instance, the distances between the
radiation-induced surface vacancy and adatoms
(marked by arrows in Fig. 2b) are 2.6 and 2.8 nm. For
visual monitoring, the formation of this group of sur-
face point defects is perceived as simultaneous. The
distances between the correlated radiation-induced sur-
face point defects did not depend on the energy of inci-
dent helium atoms and lay in the range 26 nm. The
formation of single adatoms and correlated pairs was
observed directly in thefield ion microscope both inthe
course of irradiation and for 1-5 min after switching off
the source of accelerated helium atoms. This provides
evidence for the nondynamic character of the surface
damage process. In the temperature range studied, only
the interstitial tungsten atoms are mobile [9]. One can
thus conclude that the formation of adatoms and corre-
lated pairs after switching off the source of accelerated
atomsistheresult of the diffusion of radiation-induced
interstitial atoms to the surface.

The number of new emission centers formed upon
irradiation depends on the dectric field strength at the
sample. For an eectric field weaker than 4.9 x 10°V/m,
the density of emission centers was approximately
equal to the density in the absence of a field. With
increasing field strength to (4.9-5.3) x 10 V/m in the
vicinity of the {211} face, the surface density of the
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(b)

Fig. 2. Fieldion microscopy images of the {211} face of amicrocrystal (a) before and (b) after the bombardment with helium atoms
with average energy 7 keV and fluence 3 x 106 atom/m?. Arrows indicate the surface point defects.

emission centers newly formed during the course of
bombardment and immediately after switching off the
source of accelerated helium atoms drops by two orders
of magnitude. These values are appreciably smaller
than the threshold evaporation field of the ground-state
surfaceatoms at the {211} faceat 21K (6.38 x 10'°V/m).
Thisindicatesthat the release of energy of formation of
interstitial atoms emerging at the surface is accompa
nied by the formation of surface defects in the excited
state.

Thedesorption field F for the atoms occurring in the
excited state immediately after they overcome the bar-
rier is different from the desorption field for the atoms
relaxed to the ground state at the same surface sites. To
determine the threshold evaporation field for the
ground-state surface atoms, the bombardment with
neutral helium atoms was performed at F = 0, after
which the positive potential was raised until the bright
emission centers disappeared. It turned out that the
ground-state atoms can be removed from the {211}
face only in rather high fields F = (5.5-5.9) x 10°V/m.

The difference between the threshold evaporation
fields for the excited-state (F.) and ground-state (F,)
atoms was observed not only during the bombardment
but also after switching off the ion source. This, in par-
ticular, points to the fact that the displacements of sur-
face atoms were of nondynamic nature. In the temper-
ature range studied (21-80 K), the interstitial tungsten
atoms are the only mobile radiation distortions. As the
interstitial atom executes diffusion to the surface, the

energy of formation Eif decreases because of the action
of imageforces. However, adecreasein energy isof the
same order asthe activation energy E;" for migration of
interstitial atoms [10] and, hence, is appreciably lower

JETP LETTERS Vol. 73  No. 8 2001

than Eif. One can thus conclude that the energy
released by the interstitial atoms emerging at the sur-

face is close to the total energy of formation E/ . The

energy of formation of the interstitial tungsten atom
(4.7-4.9 eV [9, 10Q)]) is considerably higher than the
energy necessary for displacing surface atoms to the
adsorption state. As aresult, the displaced surface atom
may occur in the excited state and, hence, reduce the
desorption field. Within the image force model [8], the
excitation energy of the displaced surface atom is deter-
mined by the difference between the evaporation fields
for the ground-state and excited-state atoms

AE, = (ne)*(Fg° —F27).

In this expression, nistheion multiplicity. At low tem-
peratures, tungsten is evaporated as three- and fourfold
ionized atoms. A barrier produced by the image forces
isthe highest for the quadricharged ions. By setting n =
4, oneobtains AE, = 3.9 eV for the maximum excitation
energy of the displaced surface atom. Thus, the fact that
the evaporation fields for the atoms in the nascent
adsorption state and in the relaxed state are different is
evidence that the atoms in the adsorption state bear an
excess energy. The lifetime of the excited-state atom is
comparable with the characteristic time of nonactiva-
tion field evaporation. The excess energy of the ada-
toms in this state permits short-range surface diffusion
with characteristic diffusion length on the order of the
distance between the point defects in the correlated
pairs.

We are grateful to A.S. Bakai and V.I. Gerasimenko
for discussion and E.l. Lugovskaya for assistance in
experiments.
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Theinsulating state of k-(BEDT-TTF),Cu[N(CN),]I salt appearing at ambient pressure at low temperaturesis
suppressed by hydrostatic pressure. The resistive measurements showed that the emerging metallic state reveals
superconductivity in high-quality crystals. The superconducting state with the transition temperature of about
8 K is stable at pressures higher than 0.1 GPa. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers: 74.62.Fj; 74.10.+v; 74.70.Kn

The k-(BEDT-TTF),CUu[N(CN),]X sdlts, with X
standing for halogen atoms Cl, Br, and | (in what fol-
lows, we designate salts according to their X as Cl, Br,
and 1), form ahomologous series of compounds[1]. All
three salts are isostructural at room temperature and
possess metallic electronic structure, according to band
structure calculation [2]. In reality, the ground states of
the saltsaredrastically different. The Cl and Br saltsare
the highest T, quasi-two-dimensional organic super-
conductors under hydrostatic (X = Cl, T, = 128 K at
0.03 GP4) and ambient (X = Br, T, = 11.6 K) pressure,
respectively. The third member of the family, | salt, is
an insulator at low temperatures and ambient pressure,
similar to Cl salt, but does not undergo superconduct-
ing transition under hydrostatic pressure up to 0.5 GPa
[1]. For | salt, however, traces of a superconducting
phase with a T, of about 8 K were found in the
modulated microwave absorption experiments [3, 4].
Since the volume fraction of these inclusions increases
upon prolonged annealing of the crystals [3], it was
assumed that they represent an impurity phase of
By-(BEDT-TTF),l; that is formed due to the thermoly-
sisof K-(BEDT-TTF),Cu[N(CN),]I.

In order to understand the mechanism of formation
of the insulating state, we have recently studied the
electronic transport properties and X-ray diffuse scat-
teringin| sat [5]. We have found that the high-temper-
ature metalic state of | salt is in agreement with the
band structure calculation, while the insulating state is

L This article was submitted by the authorsin English.

formed as a result of the structura transformation due
to ordering of the termina ethylene groups in the
BEDT-TTF molecules.

The studies of mixed Br—Cl salts [6] and Br—I salts
[7] indeed showed a correlation between the electronic
properties and the conformational disorder in the crys-
tals[8]. Simultaneously, it was found that the degree of
conformational order may be influenced by the method
of sample preparation. A similar effect of the crystal
growth procedure on the conformational state of the
BEDT-TTF molecule in lattice was first reported for
phases [9]. This effect may also be important for
closely related k-(BEDT-TTF),Cu(NCS),, for which
the growth conditions strongly influence the tempera-
ture dependence of resistivity [10-13]. Since the elec-
trochemical synthesis of | salt is not easy, the typical
crystals (in what follows we call them standard crys-
tals) are of arather low quality. This difficulty of sam-
ple preparation is the main reason why the studies of |
compound are scarce compared to the Cl and Br salts.
Therefore, we considered the growth of high-quality
single crystals of K-(BEDT-TTF),Cu[N(CN),]I to be
our important goal.

In this letter, we report observation of superconduc-
tivity in high-quality crystals of | salt under moderate
hydrostatic pressures of about 0.1 GPa. This observa
tion shows that the superconducting properties of the
compound are in line with the other members of the
K-(BEDT-TTF),CUu[N(CN),]X family. The transition
temperature for | salt, as determined from resistive
measurements, is ~8 K. A small value of the critical
pressure required for inducing superconductivity

0021-3640/01/7308-0429%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Temperature dependence of resistivity for sample 1
at ambient pressure and under a pressure of 0.12 GPa.
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Fig. 2. Temperature dependence of resistance for sample 1
under a hydrostatic pressure of 0.12 GPa in the vicinity of
the superconducting transition as a function of magnetic
field applied in the arbitrary direction with respect to the
sample.

allows us to reinterpret previously observed supercon-
ducting inclusions in the salt [3, 4] as intrinsic and
caused by local strains.

The crystals of K-(BEDT-TTF),Cu[N(CN),]l were
synthesized by electrochemical oxidation of BEDT-
TTF in a 1,1,2-trichloroethane medium. A mixture of
(PPh,)[N(CN),] and Cul was used as an €electrolyte.
Starting salts used for the preparation of the electrolyte
were of high purity and did not contain the Cl or Br
anions as adulterants.? The typical current density was
3-5 pA/cm?. The current density was reduced approxi-
mately twice after the nucleation of the crystals on the
Pt electrode. The growth was carried out for a period of
3 to 4 weeks. Below, we refer to the crystals obtained
by thisroute as“new crystals.” The resultant new crys-

2 The absence of Cl and Br impurities was confirmed by electron
probe microanalysis of the crystals.

KUSHCH et al.

tals had usual shapes of arhombus or a distorted hexa-
gon; however, contrary to the standard samples, they
were free of layered defects [5]. Two crystals studied
had sizes 0.5 x 0.5 x 0.1 mm and 0.6 x 0.5 x 0.12 mm.
The resistance of the samples was measured by the
standard four-probe technique with a current flowing
along the highly conducting ac plane. All four termi-
nals were attached to the same sample surface. Mea
surements under quasi-hydrostatic pressure were per-
formed in a beryllium copper clamp pressure cell with
silicon oil as a pressure medium. A pressure of up to
0.4 GPawas applied at room temperature. The pressure
at low temperatures was calculated using the results
[14]. The in-plane resistance of the sample was found
to decrease by a factor of 2 on loading from O to
0.4 GPa; no special features that could be attributed to
phase transitions under pressure were detected.

In Fig. 1, we show the temperature dependence of
resistivity at ambient pressure and under a pressure of
0.12 GPa on alog-og scale. At ambient pressure, the
resistivity decreases upon cooling from room tempera
ture to 60 ~ 80 K (depending on the sample) and then
shows a notable increase at low temperatures. It is
worth noting that no resistivity decrease was found at
ambient pressure down to 1.1 K. Under a pressure of
0.12 GPa, the sample shows a resistive transition into
the superconducting state with the onset of transition at
8.2 K, midpoint at 7.7 K, and zero-resistivity state
being achieved at 6.8 K (see expanded view in Fig. 2).
To confirm the superconducting nature of this behavior,
we show in Fig. 2 the temperature dependence of resis-
tivity inthevicinity of the superconducting transitionin
magnetic fields of different strength.

In order to understand the striking difference
between our results and those previoudy reported for
this compound, it is instructive to compare the proper-
ties of the two different sets of crystals with each other.
Both crystals were studied by X-ray analysis and were
found to be isostructural at room temperature. The ele-
mental composition of the crystals was studied using
the electron probe microanaysis technique, and no
deviation from the chemical formula was found within
the accuracy of the method. Besides, the ESR spectra of
the new crystalsweretypical for k-phase salts[3]. They
show no detectableinclusions of the 3 phase possessing
notably different ESR spectrum.

A dlight difference in the properties of the two sets
of | crystals suggests that the main effect comes from
the improved quality of the new samples. Although the
temperature dependence of resistivity for the new crys-
tals is basically similar to that of the standard crystals
[1, 5, 15], some small differences should be noticed. In
the standard samples, the resistivity starts to increase
just below ~200 K, athough thisincreaseis very small
down to 70 K. In addition, the overall resistance
increase on cooling to 1.2 K in the standard samples
(amounting to ~1000 times the room-temperature
value) is notably higher than in the new samples (200
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to 500 times). Since both of the above-mentioned fea-
turesin the standard samples are due to disorder [2, 5],
we conclude that the new crystals are characterized by
amuch higher degree of ordering at low temperature.

As can be seen from Fig. 1, on applying pressure,
the temperature dependence of resistance changesin a
way very similar to that observed for Cl salt [16].
A resistivity maximum appears, signaling ethylene
reordering taking place under pressure[17]. Itisknown
that the resistance of Cl and Br saltsis sensitive to ther-
mal cycling, mainly in 50 to 100 K range [15, 17],
because of the proximity to structural instability [18].
For the standard | sdlt, this sensitivity is very small,
indicating much higher lattice stability. In the samples
under study, the resistance hysteresis has aimost the
same magnitude as in Cl salt. This finding shows that
the samples are characterized by a soft lattice prone to
the structura transformation into the superconducting
phase.

In conclusion, high-quality single crystals of | salt
show aclear superconducting transition under pressure,
in contrast to the previous reports on this compound.
This finding demonstrates the crucial importance of
crystal perfection for the occurrence of superconductiv-
ity in this family of materials.

This work was supported by the NWO (grant
no. FN4359), the Russian Foundation for Basic
Research (project no. 00-02-04019DFG_a), and by the
CREST, Japan Science and Technology Corporation.
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Explosiveiceinstability under strong uniaxial compression at high pressuresis observed over awide tempera-
ture range from 244 K down to 100 K. The critica dependence of the threshold instability pressure on
temperature in the region of expected Ih—II and I X-VI transitions displays features with minima. It is conjec-
tured that explosive instabilities may occur on cosmic bodies such as the Jupiter satellites Europa and

Ganymede. © 2001 MAIK “ Nauka/Interperiodica” .
PACS numbers: 62.50.+p; 64.70.Kb; 96.35.-

The problem of explosive ice instability attracts
interest because of the discovery of many-kilometer
glacial shells on some satellites of big planets in the
solar system [1, 2]. Estimates show [ 3] that theice crust
on the Jupiter satellites Europa and Ganymede may be
as deep as 100-150 km. Moreover, when it is consid-
ered that these satellites are covered by a network of
giant cracks[4], then it becomes clear that abody of ice
crust contains vast compression areas where conditions
are far from hydrostatic. It is believed that, in conjunc-
tion with open boundaries, these conditions can gener-
ate giant explosive instabilities in the depths of ice
crust. As is well known, such instabilities (Bridgman
effect) can be excited in the laboratory for many solid
insulators through slow uniaxial compression at a rate
dP/dt < 0.1 GPals at high pressures (P < 20 GPa)
between anvils with open boundaries [5-13]. This
effect is accompanied by shock waves and high-speed
(v ~0.5-2 km/s) gjection of adestructed microdispersed
substance beyond the compression system. This phe-
nomenon evolves when the elastic energy of a strongly
compressed body converts into mechanical work, result-
ing in an ultrahigh-speed volume relief after the system
has reached certain critical P—T parameters [9, 10]. The
possi ble pressure-induced phase and polymorphic trans-
tionsin solid insulators can reduce substantially the exci-
tation threshold for such explosion phenomena [10].
Note also that the explosion effect is accompanied by
energetic eectromagnetic radiation over a wide spectra
range up to the X-ray range [8] and by electron emission
[9]. The P, threshold (or the average critical pressure
inducing the Bridgman effect in a substance) decreases
with increasing temperature and compression rate[11]; it
correlates with the parameters of the substance and
shows size dependence [10]. It was a so established that
a weak ultralow-frequency electric field influences the
threshold P, in crystal hydrates[12, 13].

In this work, a direct experiment was conducted to
demonstrate that a strongly compressed ice may exhibit

explosive instability over a wide temperature range.
Bridgman anvils with gaskets made from superhard
VK-8 aloy and shaped like a truncated cone with a
working area of diameter d = 10 mm were used in the
experiment. The loading rate for uniaxial compression
was fixed at dP/dt = 0.02 GPa/s. The temperature near
the sample was measured by a Cu—Copel thermocouple
whose junction was brought immediately to the sample
edge. At the first (preliminary) step, the anvils were
cooled directly by liquid nitrogen to a temperature of
230240 K. Then, abatch of distilled water was poured
asathin layer onto theworking area of one of the anvils
and moulded into a thin ice disk of thickness d =
0.4 mm through lightly pressurizing the solidifying
water with adielectric sheet. At the second step, theice
disk on the anvil could be cooled down to any required
temperature in the range from 273 to 100 K. The cool-
ing rate was dT/dt ~ (5-10) K/s. There seems to be no
other feasible way of obtaining an ice disk that would
have standard thickness and could be pressurized
between anvils at any temperature.

Inasmuch as statistically significant values of exci-
tation threshold P, can be obtained only by conducting
many experimental runs at a fixed temperature T, the
required T was achieved in the following way. The
anvils were cooled together with the sample down to a
temperature slightly lower than the required one. Then
the system was put under a press, where, after attaining
the required temperature and on adlight natural heating
at arate dT/dt = 0.01 K/s, the compression procedure
began and lasted up to the occurrence of the explosive
instability.

The experimental results are presented in the figure,
where each point was obtained in ten experiments with
explosive instabilities. One can see from the figure that
the ice instability occurs practically over the whole
temperature range studied. Baric ice explosion was
observed only at temperatures T < 244 K, while above
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this limiting value a plastic extrusion of ice from the
anvils was observed.

In the remaining temperature range, the critical con-
ditions P(T) for explosive instability do not obey any
certain law. For instance, one could expect that the P(T)
dependence would obey the empirical rule log(P,) =
Alog(T) + B in the low- temperature range, with A =
-5.35 and B = 28.9 for ice, as was earlier observed in
[10] for ordinary compounds. However, thisruleisful-
filled more or less satisfactorily only in the interval
from 144 to 244 K. At T < 144 K, the critical depen-
dence has quite adifferent character. It should be noted
that the standard deviation from the mean threshold
value does not exceed ~10% in the range from 196 to
244 K, whereasat T < 196 K the deviations are aslarge
as~25%. In the temperature range 206-218 K, the critical
curve displaysafeaturewithaminimumat T= 211 K.

Earlier, it was shown in [10] that the initial destruc-
tion processes in the volume, which eventually initiate
the Bridgman effect, to a first approximation can be
rationalized in terms of the theory of thermal fluctua-
tions [14]. The temperature dependence P(T) obtained
for theiceinstability threshold in thiswork isno excep-
tion. No doubt, ice may contain various microinhomo-
geneities just before the explosion effect, as usually
occurs upon strong compression of ice [15]. Evidently,
the initial microfractures in a strongly compressed ice
start with rupturing hydrogen bonds in the microvol-
umes that are mechanically loosened by lattice defects.
Thisimpliesthat the critical curve P(T) can, in princi-
ple, be used to derive a certain curve that correlates
with the temperature dependence of hydrogen bond
energy inicein these microvolumes. It is quite logical
to assumethat the temperature dependence of hydrogen
bond energy in the defect microvolumes correlateswith
the analogous dependence in the defect-free volume.
Asiswell known, itishard to obtain such adependence
by other experimental methods or by model calcula-
tions. This can be judged if only from alarge scatter of
temperature curves obtained for the ice sublimation
energy in different models [16].

Let us determine the threshold rupture stress using
the following relationship of the theory of thermal fluc-
tuations[14]:

0 = Yy [Uy=KTIn(t/1,)], (1)
where
y = Vg//o. (2

Here, Tisthetemperature, k isthe Boltzmann constant,
U, is the initia interatomic bond dissociation energy,
T, ~ 1023 sis the period of interatomic thermal vibra-
tions, T is the expectation time for the critical nucleus
appearance, Y is a structure-sensitive multiplier, V = a3
isthe activation volume, o, isthelocal stressinthefrac-
ture nucleus, and a is the interatomic distance. Notice
that the parameters g, y, U, and T may depend on pres-
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with acritical point at T~ 225K and P ~ 0.03 GPa[28-30].

sure. However, the accuracy of the results obtained
from Eq. (1) is limited because the character of the
P dependence is not known with certainty for these
parameters. Nevertheless, it is known [17] that the
breaking radial stress o in the disk between the Bridg-
man anvils correlates with the average pressure at any
distance from the disk center,

océ¢p, (©)]

where parameter & weakly changes with compression.
L et us assumethat the activation volume coincideswith
the volume of amolecular unit cell in water. Assuming
T to be pressure-independent, one aobtains the correla-
tion relationship for the hydrogen bond energy in the
form

Uy, OYEP +KTIn(1/1,), 4

whereT and y can be estimated from the known (seg, e.g.,
[16, 18-20]) value U, ~ 0.5 eV = 8 x 107° J/(hydrogen
bond) foricel at 240 < T< 273 K and P = 0. One has
T~2x 108 s For & ~ 1 and temperatures from T =
100K to T=273 K and P ~ 0.1 GPa, one obtains y ~
108-102" md. In the range of moderate pressures
below P ~ 1.5 GPa, the | atter value may proveto be 30—
45% smaller by virtue of the multiplication coefficient
[7, 17, 21] M = ¢/P ~ 2-3 and corresponding axial
stress g, ~ 3-4.5 GPain the disk between the anvils for
the ice isothermal compressibility ~10%° Pat [22].
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Then, onefindsfrom Eq. (2) that thelocal stressesin the
fracture microvolume may exceed the stresses in the
multiplication zone by afactor of 3-15. Such a consid-
erable local overstresses may evolve at the preexplo-
sion stage of ice compression because of the parametric
onset of oscillationsin the system of hydrogen-bonded
water molecules [23]. Hence, it is assumed that the
temperature dependence of the critical hydrogen bond
energy, Eqg. (4), can correlate with the P,(T) depen-
dence. One can expect that the energy will increase
from U, = 0.5eV to U, = 1.8 eV at the maximum at
T=145K.

The following features of the P(T) curve are note-
worthy. The local minimum in the range of tempera-
tures 206-218 K and critical pressures 0.1-0.2 GPacan
naturally be assigned to the phase transition from poly-
crystalline ice Ih to phase Il. This transition can be
expected to occur in the indicated region, as follows
from the equilibrium phase diagram of ice, where the
critical curve P,(T) isalso plotted (figure). Thisfeature
is likely evidence for a strong (by ~50-70%) weaken-
ing of thelattice bonds during the process of phasetran-
sition. Accordingly, the bond strengths in the range
100-140K at critical pressures 0.8-1.1 GPaare, appar-
ently, affected by the IX-VI phase transition, during
which the bonds also weaken by ~50-70%. This esti-
mate of the relative hydrogen bond weakening is con-
sistent with the relevant theoretical assumption [24].

A dlight discordance between the phase-transition
curves and the coordinates of the above-mentioned
minima on the critical curve P(T) in the ice phase dia-
gram is probably due to the following reasons. In prac-
tice, pressure is distributed nonuniformly along the
diameter of Bridgman anvils [7, 17, 21]. For this rea-
son, the explosiveiceinstability ismost likely activated
in the regions where the pressure is approximately
twiceitscritical threshold value P, asfollows from the
ratio of pressures corresponding to the |h—l| phase tran-
sition and to the P(T) curve at the minimum at T =
212 K (figure). For the second phase transition, the crit-
ical curve P(T) intersects the phase equilibrium curve
inthe metastability region at T~ 100-140 K and critical
pressures P, = 0.8-1.1 GPa, where the phase equilib-
rium curve is rather conventional. The authors of
[28—-30] have used recent experimental data[25—27] to
construct the metastableice diagram, whichisdrawnin
the figure as two dotted lines labeled 1 and 2 and inter-
secting with each other at the critical point T = 225 K
and P = 0.03 GPa. One can see that the local minimum
inthe P(T) curve coincides with the phase equilibrium
curve lda—hda. There is evidence that the ice structure
in the vicinity of this phase transition may be unstable
[15, 31, 32]. However, taking into account the pressure
multiplication in the Bridgman anvils and the fact that
the P(T) curve goes almost parallel to the equilibrium
curve lda—hda over arather wide range of temperatures
from 180to 225 K and dropsonly inthe narrow interval
from 206 to 218 K, one can conclude that this drop for
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disk thicknesses h < 0.4 mm is most likely unrelated to
the phase transitions of the |[da—hda type.

The critical dependence P,(T) is obtained in this
work only for the disk thickness h = 0.4 mm. However,
the critical parameters P,(T) for larger sizes must be
smaller because of the well-known size effect [11]. The
corresponding change can be estimated from the
dependence of the multiplication coefficient M on the
ratio d/h [17]. For example, with a decrease in the d/h
ratio from 25 (this work) to 10, the critical pressure is
expected to decrease also by a factor of 2—3 over the
whole P(T) dependence. Because of this, the features
with minima in the region of phase equilibria may
undergo an appreciable shift to lower temperatures.
The resultant shifted P(T) curve may be affected by
the phase transitions of the Ida—hda type to a much
greater extent.

It follows from the experiments described in this
work that the explosive instability may, in principle,
take place on cosmic bodies of the Europa and
Ganymede type. Ice crusts in these Jupiter satellites
have thicknesses up to h ~ 150 km (at free fall acceler-
ation g~ 1.5 m?/s). It isquite possible that their temper-
atures and pressures liein theranges 130 < T < 273 K
and 0 < P < 0.25 GPa[33], respectively, which is suffi-
cient for the occurrence of the expl osion effects consid-
ered in thiswork.

In summary, explosive ice instability induced by
strong uniaxial compression has been observed in this
work experimentally over wide temperature and pres-
sure ranges. The corresponding dependence of the
instability critical pressure on temperature is found to
display featureswith minimain the regions of ice phase
transitions. It is assumed that this dependence corre-
lates with the corresponding temperature dependence
of hydrogen bond strength in ice. The phase transitions
in ice may result in an additional (by ~50-70%)
decrease in the mechanical stability of ice.

| am grateful to Yu.l. Prokhorov for useful discus-
sions.
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