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For circular quantum dot (QD), taking into account the Razhba spin–orbit interaction (SOI), an exact energy
spectrum is obtained. For a small SOI constant, the eigenfunctions of the QD are found. It is shown that the
application of a radiation field with circular polarization removes the Kramers degeneracy of the QD eigen-
states. Effective spin polarization of electrons transmitted through the QD owing to a radiation field with circu-
lar polarization is demonstrated. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.21.La; 71.70.Ej
The spin dependence of the electronic properties of
artificial nanostructures is one of today’s leading prob-
lems in the physics of electronic devices. Of interest are
both the improvement of actual devices, like the GaAs
polarized electron source (GaAs-PES) [1], and a search
for new devices like spin transistors [2]. The effects of
the spin degree of freedom on the electron transport
properties of semiconductor heterostructures in the
presence of inhomogeneous magnetic fields have been
intensively studied experimentally [3, 4]. Experiments
focusing on fundamental issues used inhomogeneous
magnetic fields created either by vortices in supercon-
ductors [5, 6] or by ferromagnetic layers [7–9]. Theo-
retically, the spin-dependent resonant tunneling
through magnetic barriers was calculated [10, 11] and
the dependence of the spin polarization of transmitted
electrons

(1)

on the magnetic configuration, applied bias, and inci-
dent electron energy was found [12].

The spin dependence of the electron transport across
nonmagnetic semiconductor heterostructures at zero
applied magnetic field arises due to the spin–orbit inter-
action (SOI). Basically, this phenomenon originates from
the well-known phenomenon that the SOI has a polariz-
ing effect on the particle scattering processes [13]; it was
considered for different microdevices [14–17].

In this letter, we consider a possibility of resonant
spin polarization of transmitted electrons by radiation
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field with circular polarization. It is well known in
atomic spectroscopy that circularly polarized radiation
field can transmit an electron from a multiplet state
with a half-integer total angular momentum to a contin-
uum with a definite spin polarization [18]. In this arti-
cle, we consider similar phenomenon for the electron
ballistic transport in quantum dots and in microelec-
tronic devices with bound states.

At first stage, we consider a circular quantum dot
with hard walls fabricated by metallic gates with applied
negative electric potential. Because the standard tech-
nique of fabrication of microelectronic devices with
depletion of 2DEG is based on the semiconductor
GaAs/AlxGa1 – xAs, the SOI in the Razhba form [19]

(2)

is important, where σx and σy are the Pauli spin matri-
ces. The parameter of spin–orbit coupling K depends
on the confining potential profile along the z direction,
and, e.g., estimation for InAs structure with effective
mass m* = 0.023m0 gives "2K ~ 6 × 10–3 eV nm [20]
and "2K ~ 10–3 eV nm for GaAs structure.

Using the natural energy scale of the QD E0 =
"2/2m*R2, where R is the QD radius, and the complex
coordinates z = x + iy, we rewrite SOI (2) as 

, (3)

where the space variables x, y, z are normalized to the
QD radius R, and

(4)

VSL "K σx py σy px–[ ]=

VSL 2β 0 ∂/∂z–

∂/∂z* 0 
 
 

=

β 2m*KR.=
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The total Hamiltonian of the QD

(5)

commutes with the z projection of the total angular
momentum

(6)

and with operator of time reversal

, (7)

where C is the complex conjugation operator. The first
integral of motion (6) allows one to represent eigen-
states of Eq. (5) as

(8)

because ψm = (m + 1/2)ψm.

Substituting Eq. (2) into equation Hψm = eψm, one
can obtain the following systems of radial equations:

(9)

H ∇ 2–= V r( ) VSL+ +

Ĵ z Lz=
1
2
---σz+

K̂ iσyC–=

ψm

u r( )eimφ

v r( )ei m 1+( )φ 
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Fig. 1. (a) Energy levels of the QD with the SOI versus the
spin–orbit constant β. The exact spectrum (17) is shown by
dashed lines, while the approximated energy levels (18) are
shown by solid lines. (b) The quasienergy levels of the QD
effected by the radiation field with circular polarization ver-
sus the amplitude A of the radiation field for the spin–orbit
coupling constant β = 1. In both cases, the QD radius equals
unity.
Taking

and using properties of Bessel functions, we have from
Eq. (9)

(10)

This equations are compatible only if

(11)

(12)

Correspondingly, we obtain a = b with

(13)

or a = –b with

(14)

As a result, we obtain two pairs of linearly independent
solutions for Eq. (2). The first one is

(15)

In a similar way, the next pair can be written.

We imply the Dirichlet boundary condition at r = R
for a linear combination of solutions (15)

(16)

It gives us the following exact equation for the energy
spectrum of the QD with the SOI:

(17)

A few lowest energy levels of the QD versus the SOI
constant β are shown in Fig. 1a. It is easy to see that the
next pair of equations leads to the same equation as
Eq. (17).

Equation (17) can be solved approximately for

small constant of the SOI β ≤ . If we substitute
Eq. (4) into this inequality, we obtain for the GaAs dot
that the approximation of small β is valid for R < 10–4 cm
and low eigenenergies. Expanding Eq. (13) and the
Bessel functions over small β, one can obtain after
lengthy but elementary calculations the following

u aJm µr( ), v bJm 1+ µr( )= =

r2 d2

dr2
------- r

d
dr
----- e βµb

a
---+ 

 + + r2 m2– Jm µr( ) 0,=

r2 d2

dr2
------- r

d
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----- e βµa

b
---+ 

 + + r2 m 1+( )2– Jm 1+ µr( ) 0.=

µ e bβµ/a+( )1/2= ,

µ e aβµ/b+( )1/2= .

µ1± β/2 e β/2( )2+±=

µ2± β/2 e β/2( )2+±–= .

Φ1 m,
± r φ,( )
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 
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e
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expressions for approximate energy levels:

(18)

,

where xnm is the nth zero of the Bessel function Jm(x).
The approximated spectrum of energy levels (18) is
shown in Fig. 1a by dashed lines as a function of the

emn 1,
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SOI constant β. One can see that for the lowest eigenen-
ergies the approximation is valid even for β exceeding
unity.

It is easy to obtain that the SOI gives rise to splitting
of degenerate energy levels of the QD with M = m ± 1/2,
expect the level with m = 0, with value of splitting as

(19)

Again using smallness of the SOI constant β, one
can obtain from Eq. (16)

(20)

and from Eq. (15) the eigenstates
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The next pair of degenerate states with M = –(m ± 1/2)
can easily be obtained by applying the Kramers opera-
tor (7) to states (21).

Next consider application of the radiation field with
circular polarization

(22)

Note that below we are using the dimensionless radia-
tion field amplitude A  edA/c" [21], where d is the
width of leads, attachment of which will be considered
below. Similar to the two-level system, an effect of this
radiation field can be considered exactly by transforma-
tion to the rotating coordinate system by the unitary

operator  to give rise to the following effec-
tive Hamiltonian:

(23)

where H is given by Eq. (5). Since

(24)
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H̃ H ωĴ z–= 2iA
∂
∂z
----- ∂

∂z*
--------+ 

  ,+

∂
∂z
-----Jm µr( )eimφ µ

2
---Jm 1– µr( )ei m 1–( )φ,=

∂
∂z*
--------Jm µr( )eimφ µ

2
---Jm 1+ µr( )ei m 1+( )φ,–=
it obviously follows that the perturbation V can mix
only states M and M ' differing by ∆M = ±1. One can see
from Eq. (23) that the radiation field with circular
polarization effects the QD like an external magnetic
field, i.e., lifts the Kramers degeneracy. This phenome-
non firstly was considered by Ritus for an atom affected
by the radiation field with circular polarization [22].
Because of [Jz, V] ≠ 0, we can not present exact eigen-
states of the Hamiltonian (23). However, it is clear that
the splitting of degenerated quasienergy states ±M can
be found in the second order of perturbation theory to
give rise to ∆E ~ A2. In fact, numerical calculation of
eigenvalues of the effective Hamiltonian (23) clearly
demonstrates the quadratic behavior of the quasienergy
levels versus the amplitude of the radiation field, as is
shown in Fig. 1b. Moreover the eigen states  of the
Hamiltonian (23) are spin polarized ones. In particular,
we calculated numerically the spin polarization 〈Sz〉  =

 for a few lowest states of the QD and found
that 〈Sz〉  ≈ ±0.9 for the first doublet and very slightly
depends on A.

Now let us attach leads with a width d to the QD and
consider a transmission of electrons unpolarized by the
spin through the QD. If coupling of leads with the QD
is weak, we have resonant transmission of electrons.

ψ̃

ψ̃ Ŝz ψ̃
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Because of strong spin polarization of the eigenstates of
the QD effected by the radiation field, we can expect
the resonant transmission with corresponding spin state
while electrons with opposite spin state are reflecting.
The aforesaid establishes the basic principle of the spin
polarization via the resonant transmission through the
QD effected by the radiation field with the circular
polarization.

Here, we consider a case with tangential attachment
as is shown in the inset of Fig. 2a. This case was con-
sidered in [23] and gives rise to resonant dips of the
transmission probability. The computer calculations
show that such kind of geometry is more effective for
the spin polarization in comparison with the standard
case of symmetrical attachment of leads to the QD. The
only difference is that the electrons with the spin state
coincided with that of the eigenstate of the QD are res-
onantly reflecting, while electrons with the opposite
spin are transmitted, giving rise to the spin polarization
of outgoing electron beam. Since tangential attachment
of leads violates symmetry of the QD relative up to
down, there should be spin polarization of transmitted
electrons even without the radiation field [14–17].
However, this effect is very negligible in comparison
with effect of the radiation field.

The process of electron transmission through the
QD with application of a radiation field is complicated
because of the appearance of new satellite channels in
electron transmission specified by quasi energies [24]

Fig. 2. (a) The transmission probability through the QD
without (dashed line) and with the spin–orbit interaction
(β = 0.75, solid line). The radiation field is turned off.
(b) The spin polarization versus the energy of incident elec-
trons for the case when the radiation field is not resonant (β =
0.75). (c) The spin polarization versus the energy of inci-
dent electrons for the case of the frequency resonant to tran-
sition between the state |M| = 3/2 and |M| = 1/2 (β = 0.75).
En = EF + n"ω, n = ±1, ±2, …, where

(25)

A detailed computational procedure of the electron
transmission with application of the radiation field is
described in [21]. Here, we present only results of the
computation shown in Fig. 2. Since Eq. (1) is obtained
for the spin state of an incident electron up and down
relative the z axis, it follows that P = 〈Sz〉 . Therefore, it

necessary to apply operator exp( ) to the incident
spin state in order to obtain the spin polarization along
the x and y axes. As a result, one can obtain the total

spin polarization described by a value Ptot = (  +  +

)
1/2

 which is shown in Figs. 2b and 2c.

Figure 2b clearly demonstrates that for arbitrary fre-
quency of the radiation field but nonresonant to transi-
tion between the eigenenergies EM of the QD shown in
Fig. 1a we have the resonant spin polarization for EF ≈
EM. Moreover one can see that the energy dependence
of the spin polarization is split in accordance with
Fig. 1b with a value of the splitting of order A2. Because
of smallness of the radiation field amplitude, the first
resonant peak of the spin polarization in Fig. 2b is not
resolved.

However, if "ω ≈ EM ' – EM, a picture of the resonant
spin polarization of the transmitted electrons changes
crucially, as is shown in Fig. 2c. As a result, we have
enhanced spin polarization for the case EF ≈ EM, for the
frequency of the radiation field is tuned to transition
between the states M = 1/2, m = 0, e1/2 = 29.33 and M =
3/2, m = 1, e3/2 = 47.12 for the spin-orbit constant β =
0.75. Moreover, since the frequency of the radiation
field is resonant to transition between the QD eigen-
states, we observe strong splitting of peaks of the spin
polarization because of the Raby splitting. The last is
linear to the radiation field amplitude.

This work was supported partially by the RFBR,
grant no. 01-02-16077, and the Royal Swedish Acad-
emy of Sciences.
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Resonant radiationless electronic excitation transfer to I2 molecules sorbed in pores of porous silicon was
observed. The mass-spectrometry technique was used to show that iodine excitation through the resonant trans-
fer results in the desorption of sorbed I2 molecules with relatively high kinetic energies (1–3 eV). © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 78.55.Hx; 78.55.Mb
Carrier radiationless recombination plays the key
role in the electronic excitation relaxation processes in
porous silicon [1]. Indeed, the radiative recombination
[photoluminescence (PL)] quantum yield in porous sil-
icon does not exceed 3% [2]. Porous silicon differs
from bulk silicon primarily in that its specific surface
area is very large. As a result, the role of the surface
radiationless recombination processes sizably
increases. Among these processes, the surface Si dan-
gling-bond recombination [1] and the carrier capture to
the surface states or by the traps in surface SiO layer [3]
are the most efficient. The spatial electronic excitation
transfer through tunneling between nanocrystals is also
possible [4, 5]. At a high excitation level, three-particle
Auger recombination processes also make a noticeable
contribution to the excited-carrier recombination [6].

The influence of pore-sorbed molecules on the pro-
cesses of radiative and radiationless recombination in
porous silicon was investigated, e.g., in [3]. In particu-
lar, the influence of polarizability of physisorbed mole-
cules on the luminescence of porous silicon was studied
in detail within the framework of the excitonic model.
The role of chemisorbed molecules in the processes of
surface passivation accompanied by luminescence
excitation in porous silicon was examined, and the role
of Coulomb centers of adsorption complexes in the PL
quenching was revealed. The adsorption states at the
surface of porous silicon were also studied. However,
no attention has been given so far to the important prob-
lem of relaxation through the resonant electronic exci-
tation transfer between nanocrystals and sorbed mole-
cules. In this case, an efficient indirect excitation of the
sorbed molecules becomes possible through this relax-
ation mechanism. This opens up new possibilities of
using porous silicon and other nanoporous materials in
0021-3640/01/7310- $21.00 © 20510
lasing, in stimulation of photoprocesses, and in the
design of transducers, sensors, and biological tags.

The purpose of this work is to investigate the reso-
nant electronic excitation transfer between the silicon
nanocrystals and molecules sorbed in the pores of
porous silicon.

Experimental method and samples. To solve the
problem, a simple model iodine molecule was chosen
as a sorbate, because, first, an analysis of the results of
studies [6–10], where the luminescence properties of
iodine adsorbed on various, including nanoporous, sur-
faces were studied, has shown that the spectrum of phy-
sisorbed iodine submonolayers is markedly broadened
and shifted to the short-wavelength region, as com-
pared to the spectrum of a molecular iodine crystal. For
example, the absorption maximum of iodine molecules
physisorbed on the surface of nanoporous quartz is
positioned at 520 nm (i.e., its maximum virtually coin-
cides with the absorption maximum of gaseous iodine)
and the width at half maximum is ~150 nm. For this
reason, one can expect that the absorption spectrum of
the iodine sorbed on the surface of nanoporous silicon
strongly overlaps with the luminescence spectrum of
porous silicon in the range from ~400 to ~650 nm
[6−10]. Second, I2 does not absorb near λ = 266 nm
(fourth harmonic of a neodymium laser) [7, 8]. Based
on the results of studies [6–10], one can confidently
assume that the spectrum of iodine submonolayers phy-
sisorbed on the nanoporous surface cannot be shifted
and broadened to the extent that it occurs in the range
of 266 nm, because in this case the term shift of molec-
ular iodine would be equal to ~2 eV. At the same time,
the absorption coefficient of nanoporous silicon is high
at this wavelength. This allows the use of a radiation
with λ = 266 nm for the selective excitation of porous
silicon. And, finally, the intrinsic dipole moment of the
001 MAIK “Nauka/Interperiodica”
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iodine molecule is zero, which must minimize the influ-
ence of iodine sorbed in the pores of nanoporous silicon
on the PL of the latter [3]. Moreover, the studies of elec-
tronic relaxation of the iodine molecules sorbed on var-
ious surfaces have shown that, owing to the enhanced
role of radiationless recombination, the luminescence
quantum yield of the sorbed iodine layers decreases
and can be as low as 10–4–10–5 [7, 8], which is three
orders of magnitude lower than the quantum yield of
porous silicon (~3%) [2]. Because of this, the lumines-
cence of excited iodine can be ignored in the back-
ground of the luminescence of porous silicon.

The experimental methods included laser-induced
luminescence [6, 10] and laser desorption mass spec-
trometry [7–9]. To excite porous silicon, the fourth har-
monic (λ = 266 nm) of a YAG:Nd3+ laser was used in
both methods. Pulse duration was 6 ns.

The luminescence method allowed the examination
of both the luminescence spectra and the temporal
characteristics of the samples. The number of laser
pulses necessary for the recording and statistical pro-
cessing of the PL kinetics was ~102.

In studying the laser-induced desorption, a sample
was placed in the vacuum chamber of a mass spectrom-
eter. The time-of-flight base L = 31 cm allowed one to
record the time-of-flight spectra, i.e., the dependence of
the mass-peak amplitude on the time of product direct
flight to the ion source of the mass spectrometer [7–9].
The working vacuum was equal to 10–8 torr.

In our studies, porous silicon samples were prepared
by anodizing commercially available silicon substrates
KDB-10 in an HF(49%)–C2H5OH electrolyte (current
density was in the range 10–150 mA/cm2; etching dura-
tion ranged from 3 s to 10 min; for the details of prepar-
ing porous silicon, see, e.g., [6, 10]). Immediately after
the preparation, the porous silicon samples were placed
in the vacuum chamber of a mass spectrometer or in a
chamber for iodine sorption. It should be noted that the
sorption states of the samples were monitored by laser
mass spectrometry [7], which showed that no air-
sorbed compounds were present at the surface and in
the pores of porous silicon.

In the mass-spectrometric experiments, iodine was
sorbed for 3–5 min from a vacuum (pressure ~5 ×
10−7 torr) with sample cooling to 77 K. The sorbed
layer size was monitored by the luminescence of nan-
oporous silicon and by the mass-spectrometric method.
The sorption of iodine molecules for the luminescence
studies was carried out for 20–30 h under ambient con-
ditions in a closed volume containing saturated iodine
vapor. This allowed one to obtain submonolayer iodine
coatings at the surface [7]. Special mass-spectrometric
studies showed that the sorbed coatings in both cases
were qualitatively and quantitatively identical [7] and
that the surface molecular concentration was equal to
~0.1 monolayer.
JETP LETTERS      Vol. 73      No. 10      2001
Experimental results and discussion. As a result
of iodine sorption, the PL spectrum of porous silicon
and the time dependence of its PL suffered substantial
changes. The PL spectra of porous silicon before and
after the sorption in the atmosphere of saturated I2
vapor for 20 h are shown in Fig. 1. One can see that the
spectrum is shifted to the long-wavelength region and
its intensity decreased by several times. The time (t)
decay curves for the PL intensity (IPL) recorded at λ =
600 nm are shown in Fig. 2. For the laser output q <
104 W/cm2, the experimental IPL(t) curves are well fitted
by exponentials of the form IPL(t) = IPL(0)exp(–t/τ). At
q > 104 W/cm2, the Auger recombination makes a con-
siderable contribution to the recombination processes
[11], and the experimental curves cease to be single-
exponential. After the iodine sorption, the characteristic
decay time τ (λ = 600 nm) decreased from 8.5 to ~1 µs.
After the completion of sorption, the spectrum and the
luminescence temporal characteristics were restored
with time due to the natural desorption of iodine mole-
cules. These characteristics were completely restored to
the initial values within ~1–2 days. This suggested that
molecular iodine was physisorbed at the surface and
that the presence of I2 in pores only caused reversible
changes in the PL properties of porous silicon.

The fact that the PL-decay time for porous silicon
decreases as a result of iodine sorption is clear evidence
of the presence of resonant radiationless excitation
transfer from nanocrystals to I2 [12, 13], because the
iodine absorption spectrum strongly overlaps with the
luminescence spectrum of porous silicon in the range
from ~400 to ~650 nm [6–10].

The luminescence decay is likely caused by a
decrease in its quantum yield because of an increase in
the radiationless recombination rate. It is also not
improbable that the luminescence of porous silicon is
reabsorbed by the iodine, which seems to be natural in

Fig. 1. PL spectra of porous silicon excited by the radiation
at λ = 266 nm: (1) before the sorption of iodine and two days
after the sorption; (2) 4 h after the sorption; and (3) 20 min
after the sorption.
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the presence of the above-mentioned spectral overlap.
However, the probability of excitation through the
reabsorption is considerably (by two orders of magni-
tude) smaller than the probability of excitation through
the transfer mechanism, because the PL quantum yield
of porous silicon does not exceed 3% [3].

The resonant transfer must result in the electronic
excitation of I2 and lead to both iodine luminescence
and iodine desorption from the surface of porous sili-
con [7–9]. However, since the luminescence quantum
yield of I2 is very low (10–4–10–5 [7, 8]) in comparison
with that of porous silicon, the I2 luminescence is diffi-

Fig. 2. Time dependences of the porous silicon PL intensity
(excitation wavelength λ = 266 nm and q = 6 × 103 W/cm2)
at the wavelength λ = 600 nm: (1) iodine-unsaturated sam-
ple and (2–4) 3, 7, and 90 min after the iodine sorption.
Standard deviations of the fitting curves from the experi-
ment: (1) 0.00119, (2) 0.00048, (3) 0.00021, and
(4) 0.00025.

Fig. 3. Time dependences of the PL intensity of iodine-sat-
urated porous silicon (excitation wavelength λ = 266 nm
and q = 6 × 103 W/cm2): (1) sample irradiated with 6000
laser pulses and (2) nonirradiated sample. Record wave-
length λPL = 600 nm. Standard deviations of the fitting
curves from the experiment: (1) 0.0004 and (2) 0.0010.
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cult to observe. Because of this, the excitation transfer
to I2 was directly proved by the observation of I2 des-
orption from the surface of porous silicon as a result of
the resonant excitation. The following experiment was
carried out. Two parts of the same sample of porous sil-
icon (whose PL-decay time was equal to 7 µs at λ = 600
nm in the absence of iodine) were exposed to the I2
atmosphere for a day. After that, one of these parts was
irradiated by the laser in a frequency-periodic mode
(q ~ 6 × 103 W/cm2, λ = 266 nm, ν = 24 Hz) and the
number of laser pulses was ~6000. The PL kinetics was
then recorded for both parts of the sample (Fig. 3). The
corresponding PL-decay times were 1.2 and 0.5 µs; i.e.,
the decay time for the irradiated part of the sample was
doubled compared to the untreated part. The experi-
mental results showed that the action on the iodine-sat-
urated sample of porous silicon by the laser pulses in an
amount required for recording and statistical process-
ing of luminescence kinetics did not change the lumi-
nescence decay time within the experimental error. An
increase in the decay time upon prolonged laser radia-
tion gives evidence for the iodine desorption. Conse-
quently, the laser radiation resulted in a more efficient
desorption of I2 from the surface of porous silicon.
Since I2 does not directly absorb the radiation at λ =
266 nm, it is natural to assume that the desorption is a
result of iodine excitation through the resonant transfer
mechanism.

To directly observe and study in detail the desorp-
tion, mass-spectrometric studies were carried out.
Molecular iodine was sorbed on the surface of a sample
of porous silicon cooled to 77 K and placed in the vac-
uum chamber of a mass spectrometer. The coating was
equivalent to the coating under usual sorption condi-
tions (in the saturated iodine vapor). The treatment
regime, namely, the laser output, was chosen in such a
way that the photodesorption of hydrogen and silicon
did not occur [6, 10], while, at the same time, the iodine
desorption did occur. This regime was achieved at q ≤
2 × 104 W/cm2. Note that this laser output did not lead
to a noticeable heating of the irradiated area. Moreover,
it was shown in [6] that the contribution of short-wave-
length luminescence of porous silicon markedly
increased at q = 2 × 104 W/cm2, so that the blue region
of the luminescence spectrum occurred near 400 nm
(~3 eV). The time-of-flight desorption spectrum is
shown in Fig. 4. The kinetic energy of the desorbed I2
molecules proved to be anomalously high (1–3 eV).
Therefore, the desorption of iodine molecules caused
by the resonant electronic excitation transfer from the
nanocrystals to the sorbed I2 molecules was observed
directly.

The desorption mechanism is similar to that
described in [7, 8, 14], where the I2 molecules sorbed
on the surface of nanoporous quartz were excited by the
resonant laser radiation at λ = 532, 575, and 640 nm.
The kinetic energy of the desorbed particles was also
anomalous high (compared to photon energy) and dif-
ferent at different excitation wavelengths [7, 8, 14]. In
JETP LETTERS      Vol. 73      No. 10      2001
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our case, the excitation by resonant radiationless trans-
fer from porous silicon is possible in a wide range cov-
ering energies from ~3 to ~1.6 eV (and corresponding
to the overlap between the PL of porous silicon and the
absorption spectrum of I2). In this case, the time-of-
flight desorption spectrum becomes broader than the
time-of-flight spectra for the resonant monochromatic
excitation of I2 [7, 8, 14]. A comparison of our results
with the results of the indicated studies allows the con-
clusion to be drawn that the iodine desorption from the
surface of porous silicon upon indirect excitation is
adequately described by the model suggested in
[7, 8, 14], where the iodine πg  σu excitation in a
bounded nanopore volume is accompanied by the
Franck–Condon transition of the molecule–surface
complex to the state with higher potential energy fol-
lowed by the release of an excess of this energy in the
form of kinetic energy, i.e., by the desorption.

The estimates of the characteristic resonant-transfer
distance (distance between the donor and acceptor)
[12] gave a value of ~2 nm. This value is comparable
with the characteristic size of the nanocrystals and
nanopores.

In summary, this work reports the observation of the
resonant radiationless excitation transfer between
porous silicon nanocrystals and iodine molecules
sorbed in pores. The mechanism of excitation transfer

Fig. 4. Time-of-flight spectrum of I2 desorption from the
surface of nanoporous silicon upon the excitation of silicon
by the radiation with λ = 266 nm and q = 2 × 104 W/cm2.
The curves are guides to the eye and not the results of fitting
procedure.
JETP LETTERS      Vol. 73      No. 10      2001
is satisfactorily described by the Förster model. A high-
energy photodesorption of the iodine molecules from
the surface of nanoporous silicon was experimentally
observed (upon the excitation of only nanoporous sili-
con). The desorption was caused by the resonant radia-
tionless transfer between the nanocrystals of porous sil-
icon and the iodine molecules.

This work was supported by the Ministry of Science
and Technologies of the Russian Federation (project
nos. 08-02-48 and 97-10-73) and the program of
Higher Education and Fundamental Science Integra-
tion (project no. A0103).
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A hydrodynamic model is formulated that describes the formation of clusters in atomic gas jets expanding into
vacuum, which are used as laser plasma targets. Detailed model calculations performed for an argon gas jet
describe spatial distributions of the density of gas and cluster phases formed in the Laval nozzle at room tem-
perature in a broad range of entrance gas pressures. The cluster density distribution is significantly inhomoge-
neous. The cluster distribution features revealed by the model calculations were qualitatively confirmed by the
X-ray spectroscopic measurements of the spatial distribution of emission from the plasma created in the jet tar-
gets by high-power ultrashort laser pulses. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.50.Jm; 52.25.Os; 32.30.Rj
INTRODUCTION

The interaction of high-power ultrashort laser
pulses with gas jet targets is now extensively studied by
theoretical and experimental methods. Of special inter-
est is the case of gas jets containing clusters (liquid
droplets or solid particles) with the corresponding den-
sity of substance. In this case, the efficiency of laser
action upon the target jet at a critical electron density
significantly increases and the resulting plasma is
heated to much greater temperatures. A high density of
the laser-generated plasma in cluster-containing jets
implies a greater role of collision processes, which
leads to an increase in the degree of plasma ionization.
For example, the interaction of ultrashort laser pulses at
an energy flux density of 1017–1018 W/cm2 with cluster
targets was accompanied by X-ray emission in the Ar
XVII and Kr XXVII multicharged ion lines [1–3]. The
formation of these ions by tunneling ionization in the
laser field takes place at higher intensity levels as follows,
for example, from the formula of Ammosov et al. [4].

Description of the interaction of ultrashort laser
pulses with cluster jets presents a more complicated
problem as compared to the case of solid or gas targets,
since, in particular, even the initial state of the target
(which can be spatially inhomogeneous) is unknown.
By now, a number of papers are available reporting on
the study of the interaction of laser radiation with clus-
ters (see, e.g., [5–12]). In these experiments, the main
attention was paid to the evolution of clusters under the
action of laser radiation pulses, while the cluster forma-
tion process was outside the scope of investigation. The
0021-3640/01/7310- $21.00 © 20514
parameters of clusters in the jets were evaluated with
the aid of a multiparametric empirical formula [13–15]
or based on analysis of the Rayleigh scattering of a
probing laser radiation in the jet [6].

These methods allow only the average cluster size
and density to be estimated, thus characterizing the gas
jet studied as a whole. However, knowledge of the spa-
tial distribution and time variation of the cluster target
parameters can be necessary both for a correct numeri-
cal modeling of the process of laser-induced heating
and for some important applications requiring plasma
homogeneity in one direction over a sufficiently large
region (e.g., for the creation of X-ray lasers). Such data
can be obtained by modeling the hydrodynamic pro-
cesses with an allowance for the phase transitions tak-
ing place in the gas jet. To our knowledge, no attempts
at such a description of the jet targets have been
reported so far.

Below, we demonstrate that data on the spatial distri-
butions of all parameters necessary for the correct cal-
culation of the cluster jet heating by short laser pulses
can be provided by detailed investigations of the gasdy-
namic processes in a nozzle forming a two-phase jet.
The results of our calculations conducted for a nozzle
of the Laval type operating at various initial gas pres-
sures showed that a gas–cluster jet virtually homoge-
neous in the cross section can be formed under certain
conditions. In other cases, the spatial distribution of
clusters is inhomogeneous and even nonmonotonic.
The results of model calculations were confirmed by
the data of space-resolved X-ray spectroscopic mea-
001 MAIK “Nauka/Interperiodica”
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surements showing the spatial distribution of linear and
continuous emission from plasma created in a cluster
target by high-power femtosecond laser pulses.

MODEL CALCULATIONS

The process of cluster formation was described
within the framework of a model based on the so-called
method of moments, which was developed and used
predominantly for the investigation of wet steam in
nozzles and turbine shafts. Phase transitions in nozzle
flows were extensively studied (see, e.g., [16, 17] and
references therein). Although special attention was paid
to steam, since steam flows are most widely employed
in power plants, the model approaches developed are
applicable to the flow of any gas provided the corre-
sponding physical conditions are taken into account.
For the experimental conditions of interest, we will
consider the gas efflux at the initial room temperature,
which implies that the flow contains no ions. Thus, a
condensed phase (we will consider only a liquid phase)
nucleates as result of fluctuations in a supercooled gas
(i.e., by spontaneous condensation).

A detailed presentation of the theory of spontaneous
condensation can be found, for example, in [18]. Owing
to the surface effects, a small liquid droplet may occur
in equilibrium or evaporate even in a supercooled gas.
The surface tension creates an additional potential bar-
rier for a molecule attaching to the droplet. Therefore,
there is a certain critical droplet radius rcr depending on
the particular gas parameters. The critical droplet
occurs in equilibrium with the supercooled vapor,
whereas smaller particles evaporate and disappear, and
only droplets possessing radii greater than rcr can grow.
Our calculations employed a relationship

(1)

where σ is the coefficient of surface tension; ρl is the
liquid density; R = R0/µ is the gas constant; µ is the
molar mass; T and P are the gas temperature and pres-
sure, respectively; and Ps(T) is the temperature-depen-
dent saturation pressure.

Thus, for the appearance of a condensation nucleus
capable of growing continuously, a fluctuation must
take place leading to the formation of a droplet with the
radius r > rcr . The frequency of such fluctuations, which
can be determined based on the theory of heterophase
fluctuations (see, e.g., [19]), is given by the expression

(2)

where NA is Avogadro’s number and k is the Boltzmann
constant. The I value can be interpreted as the number
of condensation nuclei formed in a unit volume per unit
time.
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The growth rate of the supercritical condensation
nuclei was calculated by the formula

(3)

where Tl is the liquid droplet temperature. Formula (3)
is valid provided that the growth proceeds in a free
molecular regime and is not limited by the rate of heat
removal. The droplet temperature Tl is assumed to be
independent of its radius and equal to the saturation
temperature Ts(P). Strictly speaking, this last assump-
tion (necessary for the further model development) is
not valid and contradicts the above definition of the
critical droplet radius (according to which the critical
droplet is characterized by  = 0).

We have employed a two-phase flow model based
on the following assumptions: (i) the velocity of drop-
lets is equal to that of the gas jet; (ii) the droplet tem-
perature is equal to the saturation temperature; (iii) the
effects of droplet splitting and merging, viscosity, ther-
mal conductivity, and turbulence are negligibly small;
and (iv) the possibility of droplet freezing and the for-
mation of crystal nuclei can be ignored. The model can
be described by the following system of differential
equations:

(4)

(5)

(6)

(7)

(8)

(9)

(10)

Here, ρ is the overall density of the two-phase medium;
v is the gas jet velocity; e is the specific internal energy;
β is the relative “dryness” (i.e., the mass fraction of the
gas phase in the mixture); and Ωi (i = 0, 1, 2) are the
moments of the droplet radius distribution function. In
the equations of state (10), Ls is the specific heat of
vaporization, γ = cP/cV is the adiabatic exponent, and
Z is the compressibility coefficient.

The system of equations (4)–(9), closed by the rela-
tionships (1)–(3) and (10) and supplemented with the
corresponding boundary and initial conditions, was
numerically solved in the region including the internal
volume of the nozzle and part of the open space behind
the nozzle exit (in a two-dimensional variant). The noz-
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zle shape corresponded to that used in the experiments
described below. The calculations were performed for
argon with the initial parameters P0 = 20–60 bar, T0 =
293 K.

Fig. 1. A schematic diagram of the Laval nozzle showing
isolines of (a) the cluster density ndrop and (b) the mass frac-
tion 〈N〉ndrop of the cluster phase in the argon jet.

Fig. 2. Diagrams illustrating distributions of the jet parame-
ters in a cross section situated 1.5 mm away from the Laval
nozzle exit (calculated for the argon pressure P0 = 20, 40,
and 60 bar at the nozzle entrance): (a) “dryness” β; (b) clus-
ter density ndrop; (c) average density of clustered atoms
ndrop〈N〉 .
The results of the model calculations presented here
refer to a time instant when the flow has virtually
attained a stationary state. Figure 1 shows isolines of
the cluster (liquid droplet) density ndrop and the cluster
mass fraction in the mixture 〈N〉ndrop (〈N〉  being the
average number of atoms in clusters) calculated for the
gas pressure at the nozzle entrance P0 = 40 bar. The iso-
lines are drawn for the cluster densities ranging from 0
to 6 × 1013 cm–3 at a step of 0.429 × 1013 cm–3 and for
the 〈N〉ndrop value 0 to 3 × 1018 cm–3 at a step of 0.214 ×
1018 cm–3. As is seen, the two-dimensional distribution
of clusters is significantly inhomogeneous inside the
nozzle and at the exit. The dashed line in Fig. 1 indi-
cates the cross section situated at a distance of 1.5 mm
away from the nozzle exit. The results of calculations
showed that a considerable proportion of the liquid
(cluster) phase is formed at the periphery of the flow,
whereas the region at the jet axis features a “drier” gas
phase (which is especially pronounced at the nozzle
exit). This conclusion is illustrated in Fig. 2 showing
the gas and cluster phase distributions in the jet cross
section 1.5 mm away from the nozzle exit. As is seen,
the maximum cluster density takes place at a distance
of approximately 1 mm from the axis (Fig. 2b). As the
gas pressure at the nozzle entrance grows, the distribu-
tion of the mass fraction of the cluster phase becomes
more homogeneous (Fig. 2c).

The main result of our calculations consists in that
the region at the jet axis features a “dry” gas with
smaller cluster density. This theoretical result qualita-
tively agrees with the experimental data presented
below, according to which two regions of extensive
absorption of the laser radiation are observed on both
sides from the jet axis.

EXPERIMENTAL RESULTS

The experiments were performed on a laser setup at
Bordeaux University (France) described in detail else-
where [2]. The pulsed laser radiation parameters were
as follows: energy, 15 mJ; wavelength, 790 nm; pulse
duration, 35 fs; repetition frequency, 1 kHz. The laser
beam was focused with the aid of an off-axis parabolic
mirror into a spot with a diameter of 6 µm, which cor-
responds to a maximum beam power density at the tar-
get of 4 × 1017 W/cm2. The targets were pulsed gas jets
(Kr and CO2) expanding from a nozzle of the Laval
type into a vacuum chamber at a velocity correspond-
ing to the Mach number 2.5. The internal diameter of
the cylindrical region was 2.5 mm. The maximum pres-
sure in the valve was 20–40 atm. The laser pulse was
focused within the gas jet in the cross section 1.5 mm
away from the nozzle exit.

The spatial characteristics of the X-ray emission
from the laser-generated plasma were studied with the
aid of focusing spherical crystal (R = 150 mm) posi-
tion-sensitive spectrographs [20]. The emission from
plasma was measured at a right angle with respect to
JETP LETTERS      Vol. 73      No. 10      2001
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the laser beam direction, which allowed the emission
intensity distribution to be studied at a high spatial res-
olution (up to 20 µm) along this and perpendicular
directions. The X-ray spectrum was registered on a
RAR-2492 film through a filter comprising two 1-µm-
thick polypropylene films coated on both sides with an
0.1-µm-thick aluminum layer.

Figure 3a shows a space-resolved spectrogram of
the X-ray emission from a Kr jet target plasma recorded
in the laser beam direction (the image is compressed in
the direction of spectral resolution). As is seen, the
intensity profile of emission in the 3 A resonance line
of a Ne-like ion Kr XXVII in the jet cross section
exhibits two clear maxima spaced ≈1 mm from one
another. The intensity of the second maximum amounts
to approximately half that of the first one. Approxi-
mately the same spatial distribution was observed in the
continuous (bremsstrahlung and photorecombination)
emission from plasma measured with the aid of the
spectrograph, as well as in the lines of H- and He-like
ions O VIII and VII (Fig. 3b) registered in a CO2 jet tar-
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Fig. 3. Space-resolved X-ray spectrograms of laser-gener-
ated plasma in gas jet targets and spatial profiles of the time-
averaged emission intensity in various spectral lines mea-
sured in the direction across the (a) Kr and (b) CO2 jet at a
distance of 1.5 mm from the Laval nozzle exit.
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get featuring crystalline clusters. These results indicate
that the nonmonotonic emission intensity distribution
reflects the distribution of “robust” plasma parameters
(temperature and density) rather than some features of
the level population kinetics in individual ions.

The pattern of plasma luminosity qualitatively
agrees with the initial distribution of clusters in the gas
jet according to the gas-dynamic calculations (cf.
Figs. 2 and 3). It should be emphasized that no com-
plete quantitative coincidence in the spatial distribution
of these values has to be expected since the luminosity
depends not only on the density of plasma but on the
temperature as well. The spatial distribution of temper-
ature in the plasma is determined both by the spatial
variation of the laser beam power density and by the
efficiency of energy absorption in the target. The effi-
ciency of laser-induced plasma heating is related pre-
dominantly to the cluster density and size, whereas the
spatial distribution of the laser beam power density is
determined by the focusing system and by the nonlinear
refraction of laser radiation in the ionized gas. We may
expect that the laser power density is maximal in the
focusing plane (i.e., on the jet axis) and decreases on
both sides. This should be manifested by a shift of the
emission intensity toward the jet axis, which is actually
observed in experiment (Fig. 3). A distance between
the emission intensity peaks is ≈1 mm for Kr jet and
≈0.5 mm for CO2 jet, whereas the cluster density max-
ima (calculated for argon) are spaced by ≈2 mm. In
analogous experiments with a different Laval nozzle,
the presence of two emission intensity maxima was
observed for CO2 and Ar jet targets [1].

CONCLUSION

Thus, we have proposed a two-dimensional hydro-
dynamic model describing the spatial distribution of
parameters in clustered gas jet targets for laser plasma
experiments. The gas jet features effective van der
Waals cluster formation by the mechanism of spontane-
ous condensation of liquid droplets. The results of
model calculations conducted for a nozzle of the Laval
type revealed inhomogeneous cluster density distribu-
tion across the jet. The inhomogeneity, the degree of
which increases with decreasing gas pressure at the
nozzle entrance, is manifested by the appearance of a
cluster density maximum displaced from the jet axis.
This effect is confirmed by inhomogeneity observed in
the spatial distribution of the X-ray emission from
plasma generated by femtosecond laser pulses in both
atomic and molecular gas jet targets.

The above results present an attempt at providing a
detailed description of the parameters of two-phase gas
jets. The proposed approach may indicate an optimum
way to develop the gas jet sources. In particular, the
results of the model calculation show that targets pos-
sessing more homogeneous cluster distributions in the
jet cross section are obtained by increasing the entrance
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gas pressure. This circumstance is important, for exam-
ple, from the standpoint of developing X-ray lasers.
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New features are obtained for previously predicted relaxation-stimulated resonances in Mössbauer spectra of
nanomagnets exposed to an external rf field: the resonances should undergo low-frequency shift upon applying
a weak static magnetic field. Analytic expressions for the resonance frequencies as functions of the static field
are obtained within a simplified relaxation model. This effect extends the possibilities for experimental obser-
vation of the predicted effects, because tuning to the resonance may be accomplished not only by changing fre-
quency of the rf field but also by varying the amplitude of the alternating field and the strength of the static field.
© 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.75.+a; 76.80.+y; 75.60.-d
The external rf field acting on nanomagnets changes
magnetic moments of both individual particles and the
sample as a whole. In most cases, the temporal trajec-
tories of magnetic moments of individual particles are
determinate in an external rf field; i.e., the magnitude
and direction of the magnetic moment are strictly deter-
mined at every instant. In Mössbauer spectra, this is
manifested as a collapse of the magnetic hyperfine
structure (hfs) and appearance of rf sidebands [1]. As
was shown in [2–4], the trajectories of magnetic
moments undergo qualitative change at certain rf
amplitudes; the trajectories cease to be determinate and
become stochastic; i.e., the magnitude and direction of
the magnetic moment of a particle are no longer strictly
specified and are described by certain probability char-
acteristics. For this case, qualitatively new types of res-
onance phenomena were predicted in the Mössbauer
absorption spectra at rf frequencies related to the fre-
quencies of magnetic hfs components via the paramet-
ric resonance conditions [3, 4]. This effect is expected
to manifest itself as a sharp resonance narrowing of cer-
tain hfs components whose frequencies coincide with
the frequency of the rf field:

(1)

where n is an integer; m and M are the nuclear spin pro-
jections onto the direction of hyperfine field; and ωg

and ωe are the NMR frequencies in the ground and
excited states, respectively.

The nontrivial character of this phenomenon is
caused by the fact that the nuclear excited state lies

ωrf

Mωe mωg–
n

-------------------------------,=
0021-3640/01/7310- $21.00 © 20519
energetically higher than the ground state by a value
exceeding the splitting of nuclear levels by more than
ten orders of magnitude and, nevertheless, the external
rf field coherently couples the nuclear ground- and
excited-state hyperfine sublevels only through the
relaxation processes. The resonances of type (1) were
named relaxation-stimulated resonances, because they
can be observed only in the case where the relaxation
processes play the important role in the magnetization
reversal of the sample.

The relaxation effects manifest themselves mainly
at those trajectory time domains where the field reaches
its maximum, i.e., twice during the period of the rf
field. A strong effect of the rf field with an amplitude of
about 10 Oe on the shape of Mössbauer spectra was
clearly observed in experiments (see [5] and references
therein). If, in addition to the rf field, a weak static mag-
netic field is applied whose strength is comparable to
the amplitude of the rf field, then the situation can be
realized where the stochastic behavior of the temporal
trajectories of the magnetic moment will occur once in
the period rather than twice. In this case, it is natural to
expect that new features will appear in the previously
predicted resonance effects. The above-mentioned situ-
ations with the stochastic behavior of single nanoparti-
cles are of interest not only for Mössbauer spectroscopy
but also for the theory of magnetism on the whole. In
this situation, unusual phenomena should appear in the
magnetic properties of a system; namely, hysteresis
loops should acquire a nonstandard shape of the type
depicted in Fig. 1. Such an anomalous behavior of the
magnetic system of Stoner–Wohlfarth particles was
001 MAIK “Nauka/Interperiodica”
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pointed out in [2]. Recently, interest in this problem has
quickened because analogous features were predicted
for classical ferromagnets with domain structure (see
[6] and references therein).

Let us consider a sample as an ensemble of single-
domain ferromagnetic particles with magnetization M0
and axially symmetric magnetic anisotropy whose
energy Ean is assumed to be high enough (the so-called
Stoner–Wohlfarth model [7]). In the absence of an
external magnetic field, each particle may be only in
two states of the same energy and magnetic moments
oppositely directed along the easy magnetic axis
(Fig. 2a). In the external magnetic field, the local
energy minima undergo a shift and, after the field
exceeds a certain critical value Hc, only one absolute
energy minimum is retained, so that the direction of the
magnetic moment becomes strictly determined.

The states in the local minima are coupled via the
relaxation processes that are described by the transition
rates p12 and p21 (Fig. 2b) strongly affecting the shape
of the Mössbauer spectrum [2]. In the case that the
deviations of the magnetic moment from the easy mag-
netic axis can be neglected, while the hyperfine field
Hhf at the nucleus can only reverse its direction in the
course of relaxation, the cross section for gamma-ray
quantum absorption under the action of the rf field is
given by

(2)

where α = (M, m); the coefficients Cα specify the inten-
sities of the corresponding hyperfine transitions; σa is

σ ω( )
σaΓ0

2

4
------------ Cα

2ϕα ω( ),
α
∑=

Fig. 1. Magnetization curves for the Stoner–Wohlfarth par-
ticles in an rf field with amplitude H0 and a static magnetic
field Hs: (a) Hs + H0 ≤ Hc and (b) Hs + H0 > Hc.

Fig. 2. (a) Equilibrium states of a particle with different ori-
entations of magnetic moment M in an external magnetic
field H and (b) scheme of relaxational transitions between
these states in the OWLR model.
the effective thickness of absorber; Γ0 is the width of
the excited nuclear level; and

(3)

Here,  = ω + iΓ0/2; Trf = 2π/ωrf; and

(4)

(5)

where  is the chronological ordering operator; ωα =
Mωe – mωg; ωe, g = ge, gµNHhf; µN is the nuclear magne-
ton; ge, g are the nuclear g factors in the excited and
ground state, respectively; and the state-population
vector 〈W(t)| is fully determined by the relaxation pro-
cess:

(6)

The detailed derivation of Eqs. (2)–(6) can be found
in [2].

Equation (3) can be recast in the following simple
form:

(7)

where

(8)

(9)

(10)

To calculate the absorption spectrum, it is necessary to
specify the dynamics of the magnetic system, i.e., the
time dependence of the relaxation parameters p12(t) and

ϕα ω( ) 1
Γ0T rf
-------------=

× dt dt' W t( )〈 |eiω̃ t' t–( )Ĝα t t ',( ) 1| 〉
t

∞

∫
0

T rf

∫ c.c.+

ω̃

Ĝα t t ',( ) T̂ dt '' –iω̂α P̂ t ''( )–( )
t

t'

∫ ,exp=

iω̂α P̂ t( )+
iωα p12 t( )+ p12 t( )–

p21 t( )– i– ωα p21 t( )+ 
 
 

,=

T̂

d W t( )〈 |
dt

------------------ W t( )〈 | P̂ t( ).–=

ϕα ω( ) 1
Γ0T rf
------------- Aα ω( )〈 | 1

1̂ e
iω̃T rfĜα 0 T rf,( )–

---------------------------------------------
=

˜--------------× Bα ω( )| 〉 ∆ϕα ω( )+




c.c.,+

Aα ω( )〈 | dt W t( )〈 |e
iω̃ T rf t–( )

Ĝα t T rf,( ),

0

T rf

∫=

Bα ω( )| 〉 dteiω̃tĜα 0 t,( ) 1| 〉 ,
0

T rf

∫=

∆ϕα ω( ) dt dt ' W t( )〈 |eiω̃ t' t–( )Ĝα t t ',( ) 1| 〉 .
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0
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p21(t). In the Stoner–Wohlfarth model, these functions
are determined from the equation

(11)

where U12(t) is the energy barrier to the transition from
state 1 to state 2, p0 is a constant, and T is temperature.
An analogous formula can be written for p21(t ). The
barrier heights are calculated using the scheme sug-
gested in [7]. They are fully determined by the external
magnetic field acting on the particle. In our case,

(12)

where Hs is the static magnetic field and H0 is the
amplitude of the rf field. Making use of Eqs. (2)–(12),
one can calculate the absorption spectra [2], but these
formulas are unsuitable for the qualitative analysis.

Let us use a simplified relaxation model which
ignores the relaxational transitions from the lower
energy level to the excited level and assumes that the
relaxation process is localized at time instants corre-
sponding to the maxima of the rf field (under condition
that Hs + H0 ≤ Hc). The corresponding points are indi-
cated in Fig. 1 by dashed lines. This so-called one-way
localized relaxation (OWLR) model drastically simpli-
fies the general formula presented in [4]. First, this
model allows one to pass from the differential relax-
ation parameters p21(t ) and p12(t ) to the integral charac-
teristics

(13)

which determine the probability for a particle to not
change its state upon passing through the points of rf
field maxima [tk = kTrf /2 (k = 1 and 2) and tε is a time
interval small compared to the period of the rf field].
Equation (13) is substantiated in [4].

In the OWLR model, one has for the time intervals
between the localization points of the relaxation pro-
cess

(14)

When calculating the function (t, t '), one can ignore
the hyperfine interactions in the vicinity of points tk and

retain only the relaxation operator . Moreover, the

operators (t) for different instants of time commute
with each other in the one-way relaxation model. This

fact allows the functions (t, t ') to be expressed

p12 t( ) p0 U12 t( )/kBT–( ),exp=

H t( ) H0 ωrf t( )cos Hs,+=

rk 2 pk t( )dt

tk tε–

tk

∫– ,exp=

Ĝα t t ',( ) ĝα t ' t–( ) e
iωα t' t–( )–

0

0 e
iωα t' t–( )

 
 
 
 

,= =

t t ',( ) tk tk 1+,( ).∈

Ĝα

P̂

P̂

Ĝα
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through the integral characteristics rk of the relaxation
process:

(15)

where qk = 1 – rk. For arbitrary times t and t', the func-

tion (t, t ') can easily be found with allowance made

for the properties of the -product. Using Eqs. (14) and
(15), one can express all operators in Eqs. (7)–(10) in
an explicit form and calculate the absorption spectrum
for arbitrary frequencies of the rf field and arbitrary val-
ues of parameters r1 and r2 (Fig. 3).

In the case that Hs + H0 ≤ Hc and the stochastic mag-
netization reversal occurs at both ends of the hysteresis
loop, one has

(16)

For high rf frequencies, ωrf @ Γ0, the term ∆φα in
Eq. (7) is a small and smoothly varying correction [3],
so that it can be ignored when determining the shapes
of individual lines in the spectrum. (Note that at lower
frequencies it becomes the leading term.) Taking this
into account, one can readily find from Eq. (7) that the
line widths and positions obey the equation

(17)

which is reduced in our case to the equation

(18)

Note that in the absence of the static field (Hs = 0) r1 =
r2. This case was analyzed in detail in [4], where it was
found that at frequencies satisfying condition (1) the
lines with natural width Γ0 should be observed in the
absorption spectrum, whereas, on the detuning from the
resonance frequencies, the lines strongly broaden. One
can easily verify that at exact resonance (1) the narrow
lines with natural width are also retained in the static
magnetic field, i.e., at r1 > r2. Indeed, if condition (1) is
satisfied, dispersion Eq. (18) is reduced to an equation
of the form

(19)

In this case, the absorption spectrum must contain com-
ponents with natural width Γ0 at frequencies ωα, and it
is easy to show that these lines are strong (and become

Ĝα t1 tε– t1 tε+,( ) R̂1
r1 q1

0 1 
 
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1 0
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Ĝα

T̂
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even stronger with an increase in Hs) and noticeably
broaden upon detuning from the resonance. The char-
acteristic features of these resonances are demonstrated
in the left spectra in Fig. 3, where the resonance behav-
ior of the outermost and inner lines at frequencies,
respectively, ωrf = ω3/2, 1/2 = ω1 and ωrf = ω1/2, 1/2 = ω2 is
clearly seen.

Fig. 3. Mössbauer spectra in the static and rf magnetic fields
in the OWLR model with q = 0.3 for different frequencies of
the rf field in the cases Hs + H0 = Hc (β = 0) and Hs + H0 >

Hc (β = 0.4). The spectra are calculated for the 57Fe nuclei,
ω3/2, 1/2 = ω1 = 2π × 50 MHz, and the nonpolarized gamma-
ray beam perpendicular to the direction of the external rf
field.

Fig. 4. The frequency of relaxation-stimulated resonances
as a function of external magnetic field.

ωrf

ωrf

ωrf

ωrf

ωrf

ωrf
Evidently, these results are valid only if Hs + H0 ≤
Hc. In this case, the static field does not shift the fre-
quencies of the previously predicted relaxation-stimu-
lated resonances. In stronger fields, Hs + H0 ≥ Hc (but
H0 – Hs < Hc), the situation changes dramatically, as is
seen from the hysteresis loop shapes (Fig. 1b). In this
case, the stochastic magnetization reversal occurs only
once during the period of the rf field, and one must set
r2 = 0, q2 = 1, and t2 = Trf{1 – (Hc – Hs)/H0]/2π}
in Eq. (15). As a result, Eq. (17) takes the form

(20)

where the asymmetry parameter

(21)

One can readily verify that for the rf frequencies

(22)

dispersion Eq. (20) takes the form

(23)

The latter equation also determines the lines with natu-
ral width Γ0 at ωα, and these lines additionally broaden
upon detuning the rf frequency from resonance value (22).
Therefore, the relaxation-stimulated resonance will
also occur in this case, but the resonance frequency will
shift to lower frequencies with increasing static field
Hs, in compliance with condition (22). In the right col-
umn of Fig. 3, the typical absorption spectra are shown
for the rf frequencies in the vicinity of resonance (22)
for the outermost and inner lines at frequencies ωrf =
(1 − β)ω1 and (1 – β)ω2, respectively. One can see from
this figure that the relaxation-stimulated resonance
clearly manifests itself in this case as well. The depen-
dence of resonance frequency on the static magnetic
field is shown in Fig. 4 for the two above-mentioned
cases of stochastic magnetization reversal.

If the parameters H0 and Hs are chosen in such a way
that the conditions Hs + H0 > Hc and H0 – Hs > Hc are
met and the magnetization reversal process becomes
strictly determinate (r1 = 0, q1 = 1 and r2 = 0, q2 = 1),
dispersion Eq. (20) transforms to the equation

(24)

In this limiting case, the positions of main lines in the
spectrum are determined by the hyperfine field βHhf

averaged over the rf period, and the sidebands appear at
distances ±nωrf from the main lines, in accordance with
the results of study [8], where this limit was explored
both theoretically and experimentally. Clearly, no reso-
nance phenomena for the rf field are observed in this
case.

Thus, the above analysis indicates that the effect of
a static magnetic field on the previously predicted

[arccos

1 r1e
i ω̃ ωα–( )T rf– q1e

i ω̃ βωα–( )T rf– 0,=

β Hc Hs–( )/H0[ ] /π.arccos=

ωrf
1 β–( )ωα

n
------------------------=

1 e
i ω̃ ωα–( )T rf– 0.=

1 e
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relaxation-stimulated resonances has a nonlinear
threshold character (Fig. 4). It has no close analogies
among the other resonance phenomena. Note that the
obtained results can be of great practical importance.
The tuning to the resonance can be performed not only
by changing the frequency of the rf field but also by
applying an external static field, which can substan-
tially simplify the relevant experiments.
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The effect of exciton cooling by coherent phonon radiation, which is based on coherent confinement of exciton
populations, is considered. Peculiarities of coherent confinement of excitons in an exciton system are analyzed,
in which the umklapp processes as well as recombination and relaxation play an important role. The limitations
imposed on the parameters of the system for which the effect can be realized are determined taking into account
these peculiarities. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.35.Lk; 63.20.Ls
The detection of coherent states of excitons formed
in a quasi-equilibrium exciton system at low tempera-
tures is an interesting problem in solid-state physics.
The coherent state of excitons must possess a number
of interesting properties such as superfluidity and
supertransport of energy (i.e., superthermal conductiv-
ity) associated with it; in the case of indirect excitons in
coupled quantum wells, these are nondissipative elec-
tric currents in each of the wells, Josephson effects, and
so on [1–3]. In the case of pulsed pumping, the equilib-
rium state of excitons is formed only if the exciton
relaxation time is much shorter than their lifetime
determined by the electron–hole recombination.1 In the
case of continuous laser pumping creating excitons, it
is difficult to attain equilibrium at a low temperature
(even for a fairly low temperature of the lattice).

It follows hence that the problem of cooling the
exciton subsystem is very important for the observation
of interesting low-temperature phases of excitons. In
this connection, we consider here the effect of exciton
cooling by a coherent phonon beam. We will describe
the idea of the method below, confining ourselves to a
few general remarks at this stage.

A coherent phonon beam can be excited in a solid,
for example, with the help of an ultrashort laser pulse
[4] through parametric swinging of the lattice or
induced scattering.2 Another possible method of exci-
tation of a coherent phonon beam is similar to a certain
extent to the creation of a conventional laser beam
(“phonon laser”) by using, for example, a three-level
system in semiconducting structures, in which phonons

1 For this reason, indirect excitons in coupled quantum wells whose
recombination is associated with tunneling of carriers through the
barrier between the quantum wells are favorable for observation.
For this reason, their lifetime is considerably longer than for
direct excitons [2, 3].

2 The high-intensity pulse of coherent acoustic phonons required
for cooling (see below) can be obtained in a layered system or
superlattice [5].
0021-3640/01/7310- $21.00 © 20524
play the role of photons. A number of possible schemes
of a phonon laser have been proposed at present [6, 7],
and certain advances have been made in this direction,
which raises hopes of obtaining a reliable source of
coherent phonon radiation in the nearest future.

The idea behind exciton cooling by a coherent
phonon beam lies in the excitation of an exciton–exci-
ton transition by coherent phonons with an entropy
close to zero, followed by spontaneous emission of
phonons carrying away the entropy of the system and,
hence, cooling the exciton system. In this work, we
consider an interesting special case of such a cooling
associated with the effect of coherent confinement of
populations in the exciton subsystem. This problem dif-
fers from the cooling of atoms by laser radiation not
only in the replacement of photons by phonons, but also
in the nontrivial role of the Brillouin zone in the given
process as well as in taking into account relaxation in
the exciton system.

Let us now consider the problem under investiga-
tion. We assume that there are two exciton levels
(which will be denoted by U and L) coupled through a
standing phonon wave. Such exciton levels may be, for
example, the levels adjoining various size-quantization
levels in quantum wells or quantum wires or indirect
and direct excitons in coupled quantum wells. Thus, we
consider the effect of cooling in the exciton–exciton
transition. Nevertheless, this effect may also take place
during a transition between a single exciton level and
the continuous spectrum of scattering for electrons and
holes. In this case, our description requires a certain
generalization which, however, does not lead to any
qualitatively new results.

The effective potential of interaction between exci-
tons and a coherent phonon waves can be written in the
form

(1)V̂ x( ) 1
2
---g eikx e ikx–+( )e

iωkt–
c.c.+( ),=
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where g is a constant proportional to the matrix element
on the phonon induced exciton–exciton transition and
to the square root of the phonon radiation intensity. The
potential of interaction between excitons and phonons
is a scalar [8]; since the chosen exciton levels are cou-
pled through a phonon transition, there exist other lim-
itations imposed on them (e.g., they must have the same
parity, spin, etc.).

We assume that the wave vector k of phonon radia-
tion is parallel to a symmetry axis of the Brillouin zone
(ex) and that the length of this vector is exactly one-
fourth of the width of the Brillouin zone in this direc-
tion. Such phonon radiation can be created using, for
example, a phonon transition in an nondirect-gap semi-
conductor [7]. In the case under investigation, induced
transition may transfer an exciton with a fixed momen-
tum in the Brillouin zone only to three more states in
the Brillouin zone. In this case, umklapp effects for
excitons are significant (see figure). Thus, potential (1)
splits the complete set of exciton states on levels U and
L into tetrads of states coupled through induced transi-
tions. Such tetrads of states are parametrized by the
wave vector belonging to half the Brillouin zone. Thus,
px is defined only in mod(2k). Within each tetrad, we
define the states and the energies corresponding to them
as follows:

(2)

Here, we have also introduced the temporal factors in
order to eliminate the time dependence from the Hamil-
tonian. In such a basis, the one-particle Hamiltonian for
excitons taking into account expression (1) can be writ-
ten in the form

(3)

For simplicity, we assume that the coupling constant g
is independent of the momentum of interacting exciton
levels. The equation of the system dynamics has the
form of the Liouville equation for the density matrix:

p| 〉1 p| 〉L, p| 〉2 p 2k–| 〉L,= =

p| 〉3 e
iωkt–

p k–| 〉U, p| 〉4 e
iωkt–

p 3k–| 〉U,= =

ω1 p( ) ω p( )L, ω2 p( ) ω p 2k–( )L,= =

ω3 p( ) = ω p k–( )U ωk, ω4 p( )–  = ω p 3k+( )U ωk.–

*̂ p( )

ω1 p( ) 0
1
2
---g

1
2
---g

0 ω2 p( ) 1
2
---g

1
2
---g

1
2
---g

1
2
---g ω3 p( ) 0

1
2
---g

1
2
---g 0 ω4 p( )

.=

i
∂
∂t
-----ρ̂ p( ) *̂ p( ) ρ̂ p( ),[ ] .=
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This equation preserves the trace of (p); i.e., the ini-
tial distribution over tetrads coupled through induced
transitions remains unchanged. This is due to the fact
that Hamiltonian (3) takes into account induced transi-
tions only. In transitions from the upper to the lower
exciton level accompanied by spontaneous emission of
a phonon, photons are emitted isotropically, in contrast
to induced transitions. Consequently, an exciton from
the upper level goes over to lower states with different
momenta p as a result of a spontaneous transition.

The form of Hamiltonian (3) implies that for
momenta p for which the energies of the lower coupled

levels coincide, the states 1/ (|p〉1 – |p0〉2) are station-
ary and are not involved in the interaction with the
phonon field. An exciton falling once into one of such
states will not be excited to upper levels and will remain
in this state forever. However, the excitons from other
lower states will again be excited to the upper level and
then decay to a lower level until they occupy (as a result
of a spontaneous transition) one of such preferred
states. Thus, after some time, all excitons will be in
states which do not interact with the phonon field, and
the evolution of the system terminates. This is the
essence of the effect under investigation. It should also
be noted that such states always exist since ω1(p) =
ω2(p ± 2k), and their difference as a function of px for
fixed remaining components of p assumes values of the
same magnitude but of opposite signs at the boundary
of their range of definition. Consequently, there exists
at least one value of px = p0 for which ω1 is equal to ω2.
Such states form a surface of dimension n – 1, where n
is the dimension of the physical space in which exci-

ρ̂

2

Cross section of the Brillouin zone by a plane parallel to the
wave vector k of phonon radiation. Phonon radiation splits
the exciton bands into tetrads of states coupled through
induced transitions, which is associated with umklapp
effects. For example, the absorption of a phonon with the
wave vector –k transforms the state |2, p〉  into the state |4, p〉 .
The tetrad of states characterized by the wave vector k pos-
sesses a superposition state which does not interact with the
phonon fields.
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tons are confined. In the case when the lower level is
symmetric relative to reflection in the plane px = 0, this
surface is defined by the equation px = k. This situation
will be considered by us below (which, however, does
not lead to any loss of generality).

In order to confirm the above qualitative description
of the evolution of the system under conditions of
coherent confinement of the exciton population, we
take into account spontaneous transitions and relax-
ation in the exciton system, Let us first analyze the role
of a spontaneous transition. The energy of upper levels
is supplemented with the complex component –iγ,
where γ is the spontaneous transition rate. The arrival of
excitons to lower states is described by the integral
terms taking into account the possibility of the arrival
of an exciton from an upper level from states with dif-
ferent momenta p. It should be noted that we do not
specify the phonon branch corresponding to the excit-
ing phonon field, but a spontaneous transition from an
upper to a lower level is mainly due to the emission of
longitudinal acoustic phonons which interact with exci-
tons most strongly. A phonon emitted as a result of
spontaneous transition of an exciton from an upper to a
lower level has a wave vector which is at least not
smaller than the wave vector k of the coherent phonon
beam. A spontaneous transition from the upper exciton
level to the lower one may also be accompanied by the
emission of more than one phonon. In light of these
remarks, it is natural to assume that the spontaneous
transition from the upper exciton level to a state on the
lower exciton level occurs with the same probability for
all points of the Brillouin zone. In this case, the equa-
tion for the density matrix can be written in the form

(4)

Here, the braces indicate anticommutator and the sub-
scripts label states (2). Averaging is carried out over the
entire range of definition of p.

We disregard at the moment other processes occur-
ring in the exciton system (these processes will be
taken into account phenomenologically later) and ana-
lyze the asymptotic behavior of an idealized system
described by Eq. (4). The density matrix for t  ∞ is
a steady-state solution of Eq. (4). Taking the trace of
this equation and equating to zero the derivatives with
respect to time, we can easily verify that ρ3, 3(p) and
ρ4, 4(p) are constant in the steady state in the entire
range of definition of p; i.e., the upper levels are popu-
lated uniformly. Thus, while determining the steady-
state solution of Eq. (4), we can replace the integral
term by the values of ρ3, 3(p) and ρ4, 4(p) at the same
point of the p space. As a result, we obtain a closed sys-

i
∂
∂t
-----ρ̂ p( ) *̂ p( ) ρ̂ p( ),[ ]=

– iγ δ3 i, δ3 k, δ4 i, δ4 k,+ ρ̂ p( ),{ }

+ iγρU p( ) δ3 i, δ3 k, δ4 i, δ4 k,+( ),

ρU p( ) ρ3 3, p( ) ρ4 4, p( ).+=
tem of homogeneous linearly dependent equations for
elements ρ(p). Solving this system, we obtain

(5)

where χ(p) = Sp( (p)). Function f may be regarded as
a steady-state population of upper levels under the con-
ditions of the effect of coherent confinement of popula-
tions in the four-level system. In connection with the
problem of coherent confinement of populations by
laser radiation in an atomic system [9], the problem of
steady-state population of upper levels in systems with
a finite number of states was considered, for example,
in [10]. Away from the position corresponding to the
states of coherent confinement of populations in the
case of high-intensity phonon radiation, the function
f(p) tends to 1/2; i.e., the intense phonon radiation sat-
urates the exciton–exciton transition, and the popula-
tions of the upper and lower levels become equal. In the
vicinity of px = k, function f has a Lorentzian dip to the
value 0 at point k itself. The fact that function f is equal
to zero indicates that, at this point of the p space, the
state in which all excitons are in the bound state and do
not interact with phonon radiation is stationary, and
hence the upper levels are not populated. The width of
the dip depends on the intensity of phonon radiation
and on the rate of detuning (upon a displacement along
px) of the energies of lower levels from the case in
which the effect of coherent confinement of popula-
tions is realized (ω1(p) = ω2(p)). The singularities of
function f listed above are taken into account in the fol-
lowing approximation:

(6)

(7)

In contrast to atomic systems, relaxation processes in
the exciton system are extremely diversified and are
associated with various effects. Moreover, excitons
possess a finite lifetime, and the exciton system itself,
being a quasi-equilibrium system, may exist for a long
time only in the presence of exciton pumping (e.g., by
a laser). In order to take into account these effects, we
use the relaxation time approximation for the density
matrix assuming that the exciton system in zero exter-
nal exciton field is completely characterized by the
equilibrium density matrix (p) and the time τ of
relaxation to equilibrium. Taking the trace of Eq. (4),
we obtain

(8)

In this equation, however, the relation between func-
tions χ and ρU is unknown. In order to derive this rela-
tion, we use the adiabatic approximation in which the

ρU p( ) f p( )χ p( ),=

ρ̂

f px( ) 1
2
--- 1 G2

G2 px k–( )2+
---------------------------------–

 
 
 

,=

G g
∂

∂px

-------- ω2 p( ) ω1 p( )–( )
px k= 

  1–

.=

ρ̂0

∂
∂t
-----χ p( ) 2γ ρU p( ) ρU p( )–( ) 1

τ
--- χ p( ) χ0 p( )–( ).–=
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equilibrium relative to induced transition in each tetrad
of states is attained much faster than the equilibrium
relative to exciton diffusion in the p space. Such an
approximation is valid for γ ! g. In this case, we can
use dependence (5).

If we assume that f depends only on px, we can
obtain the equation describing the one-dimensional
exciton distribution integrated over the remaining
direction of p. Let us now go over to the x space using
the form of function f from (6) and assuming, for defi-
niteness, that px ∈  (0, 2k). This gives3

(9)

The exponential factor in the integrand is just the
Green’s function of operator (∂/∂x – ik)2 – G2. Using
this fact, we find that, for large x @ k–1 and such that
χ0(x)  0, function χ satisfies the following equation:

(10)

Large values of x correspond to small sizes in the
momentum space. The smallest size in the momentum
space is the distribution excitons trapped in the states of
coherent confinement of populations. Result (10) corre-
spond to the Lorentzian distribution of trapped excitons
in the momentum space of width ∆p:

(11)

In order to determine the number of excitons in the
states of coherent confinement of populations, we
approximately write the steady-state distribution over
momenta px in the form

(12)

Here, the value of n is the fraction of the total number
of excitons in the states of coherent confinement of
populations. This gives

(13)

3 Formally, we must use the expansion of function χ into a Fourier
series and not into a Fourier integral. However, for our purpose
(formula (11)) both descriptions give the same result, so we can
use the expansion into a Fourier integral for the sake of brevity.

e2ikx 1–( )/ 2kx( ) 1–( )χ x( )

–
1
2
---G eik x x'–( ) G x x'–– χ x'( ) x'd∫ ν χ x( ) χ0 x( )–( ),=

ν γτ( ) 1– .=

∂
∂x
------ ik– 

  2

∆ p2– 
  χ x( ) 0,=

χ x( ) ikx ∆p x–( ),exp∼

∆p
ν

1 ν+
------------G.=

χu px( ) ∆p

π ∆p2 px k–( )2+( )
---------------------------------------------.=

χ px( ) nχu px( ) 1 n–( )χ0 px( ).+=

n f ν+( ) χu χ0–( ) f ν+( ) χu χ0–( )–( )

+ f χ0 f χ0–( ) 0.=
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In this expression, the arguments of the functions f(px),
χu(px), and χ0(px) have been omitted for brevity. The
value of n can be determined from the requirement of
the minimum root-mean-square value of the expression
on the left-hand side of this equation, which gives

(14)

We can easily determine the asymptotic behavior of the
relative number of excitons in the states of coherent
confinement of populations, e.g., in the limit of a wide
equilibrium distribution of excitons (χ0 ≡ const(px)):

The rate of pumping of excitons in the state of coherent
confinement of populations is determined by the rate γ
of spontaneous transition from the upper to the lower
level. Thus, in the case of insignificant relaxation
(when the pumping rate γ is much higher than the relax-
ation rate τ–1), almost all excitons are trapped in the
states of coherent confinement. In the opposite case of
strong relaxation as compared to the pumping rate, the
described effect is insignificant.

Thus, we have considered the possible realization of
the effect of exciton cooling by a high-intensity coher-
ent phonon beam. The decisive role of the umklapp
effects and a considerable role of relaxation in the
effect under investigation have been analyzed.

This work was supported by grants from INTAS, the
Russian Foundation for Basic Research, and the pro-
gram “Physics of Semiconducting Nanostructures.”
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It is shown experimentally that the excitation of interband optical transitions in arrays of Ge/n-Si(001) quantum
dots leads to a decrease in the concentration of electrons in the conduction band. The phenomenon observed is
due to the formation of negatively charged exciton complexes in Ge islands and represents the first experimental
confirmation of the spatial separation of electrons in the silicon matrix surrounding the islands. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 73.21.La; 71.35.-y
One of the promising methods for generating
assemblies of quantum dots (QDs) is based on the use
of kinetic effects in morphological changes at the sur-
face of semiconductors during heteroepitaxy. At a large
mismatch of the lattice constant, semiconductor layers
will grow by the Stranski–Krastanov mechanism. The
growth of a germanium film for the Ge/Si(001) system
is first carried out layer by layer up to a thickness of
four or five monolayers, and then a transition to the
three-dimensional growth of pyramidal Ge nanoclus-
ters (quantum dots) takes place. These nanoclusters
provide partial relaxation of elastic strains in the hete-
roepitaxial structure [1].

The Ge/Si structures with Ge quantum dots relate to
the second-kind heterojunctions in which electrons and
holes reside in potential wells located on different sides
of the heterojunction (Fig. 1), forming spatially indirect
excitons. Such an unusual electronic configuration
opens new possibilities both in fundamental research
and for instrumental applications [2]. Here, the conduc-
tion band of one of the materials (Si) is close to the
valence band of the other (Ge), which results in the spa-
tial separation of carriers. In the given case, holes are
localized in Ge nanoclusters, whereas there is a poten-
tial barrier for electrons in Ge. However, the localiza-
tion of holes in Ge leads to a change in the behavior of
the potential in the surrounding silicon matrix. A con-
sequence of this change is the possibility of the forma-
tion of a potential well around Ge islands for electrons
and the formation of electron states bound in this well
[3]. The modeling of the electron structure of exciton
complexes carried out in [3, 4] predicts that, on succes-
sively adding excitons to pyramidal Ge nanoclusters in
Si(001), holes are concentrated in Ge in the vicinity of
the base of a pyramid, and electrons are alternately
localized in Si either in the vicinity of the apex of a Ge
0021-3640/01/7310- $21.00 © 20529
pyramid or in the vicinity of the boundary between Si
and the wetting Ge layer (Fig. 1b). Though the physical
nature of the spatial separation of electrons in silicon
is clear (this separation minimizes the Coulomb repul-
sion of electrons), no experimental evidence of such
an  unusual electron configuration has been obtained
so far.

In this work, the occurrence of the spatial separation
of electrons presented in Fig. 1 has been confirmed
experimentally. The idea of the experiment can be out-
lined as follows: It is known that the position of the
chemical potential in the impurity band of doped semi-
conductors in the case of weak compensation is deter-
mined by the concentration of so-called 0- and 2-com-
plexes [5]. If there is none of the ionized donors in the
vicinity of a given acceptor, this object is named
0-complex. If two ionized donors are arranged on the
opposite sides of an acceptor, this is a 2-complex.
Shklovskiœ and Éfros [5] showed that the formation of
2-complexes is favorable in energy; that is, a negatively
charged acceptor can hold together two positively
charged donors on its opposite sides. This statement
can also be extended to the case of a charged exciton
complex composed of a hole in a Ge island and two
electrons located above and below the pyramid. Calcu-
lations in the self-consistent field approximation pre-
sented in [6] showed that, given the spatial separation
of electrons, N + 1 electrons can be held in the vicinity
of a Ge QD containing N < 4 holes, forming an artificial
“ion.”1 Consider silicon of the n type containing Ge
nanoclusters. In the case of interband illumination,
electrons and holes are excited in pairs, a hole is cap-
tured in a Ge island, and an electron occupies the lowest

1 Actually, the valley degeneracy factor in Si was not taken into
account in [6]. Taking into account this factor leads to the conclu-
sion that an “excess” electron can be held at N < 8.
001 MAIK “Nauka/Interperiodica”
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bound state in energy in the conduction band of Si in
the vicinity of the apex of a germanium pyramid.
Because one hole can hold two electrons at a QD, an
equilibrium electron will be captured in the potential
well located under the island, and the concentration of
electrons in Si will decrease under conditions of illumi-
nation. Note that the concentration of free carriers usu-
ally increases upon illumination. Therefore, measuring
experimentally the change in the concentration of free
electrons under conditions of interband illumination
leads to the conclusion that the electron configuration
presented in Fig. 1 exists. Previously, indirect argu-
ments about the photoinduced localization of equilib-
rium electrons in the potential of nonequilibrium holes
were given in [6].

Fig. 1. (a) Calculated profile of conduction and valence
bands along the z axis passing through the vertex of a Ge
pyramid [4]. (b) Calculated structure of the wave functions
of two electrons and a hole localized in the vicinity of a Ge
pyramid [3]. Gradations of gray color correspond to regions
at whose boundaries the wave functions drop down to levels
of 75, 35, and 10%. The pyramid resides on an underlying
continuous Ge layer and surrounded by silicon on all sides
(see the inset in (a)). The pyramid base is 15 × 15 nm in size.
The calculation was performed with allowance made for the
nonuniform distribution of elastic deformations in the het-
erosystem within the Hartree approximation [3].

Pyramid

Pyramid

z

To verify the notions outlined above, we investi-
gated epitaxial Ge/Si structures grown on a Si(001)
substrate with a phosphorus concentration of Ns ≈
1015 cm–3. The samples consisted of ten layers of Ge
islands separated with Si spacers 30 nm thick. The con-
centration of donors (Sb) in the epitaxial Si layer was
3 × 1016 cm–3. Ge nanoclusters were shaped as pyra-
mids with an average size of the base of 15 nm and a
height of 1.5 nm. The layer density of nanoclusters in
each layer was ≈3 × 1011 cm–2. A GaAs light-emitting
diode (LED) whose radiation maximum was at a wave-
length of ~0.9 µm was used as the light source. The
intensity of the LED radiation was modulated with a
frequency of 2 kHz. The photoconductivity (PC) and
the Hall coefficient were measured by the van der Pau
method at the modulation frequency using a lock-in
nanovoltmeter. This allowed small variations of the
resistance and the Hall emf to be measured upon illumi-
nation of the structures. In order to exclude the illumi-
nation of contacts, which may result in a spurious PC
[7], the contacts themselves and the region around the
contacts were protected with a nontransparent coating.

Experimental curves of the relative PC ∆G/G, the
relative change in the concentration of electrons ∆n/n,
and the relative change in the Hall mobility ∆µ/µ are
shown in Fig. 2 as functions of the illumination power
P at T = 77 K. In accordance with the notions outlined
above, a decrease in the concentration of electrons is
actually observed upon illumination in the range P =
0−100 mW/cm2. This decrease is accompanied with the
appearance of a negative photoconductivity. The mobil-
ity remains virtually unchanged at P < 70 mW/cm2 and
weakly increases at more intense illumination. The
growth of mobility is apparently associated with the

Fig. 2. Dependence of (1) the relative photoconductivity,
(2) the relative change in the concentration of electrons in
the Si conduction band, and (3) the Hall mobility on the
intensity of interband illumination.
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fact that a positively charged nucleus cannot hold an
“excess” electron as the number of holes in the QD
increases. Therefore, scattering from “ions” (N holes +
(N + 1) electrons) gives way to weaker scattering from
dipoles (N holes + N electrons). The decrease in the
binding energy of the “excess” electron in the field of
N holes at large N can also be explained by the change
in the sign of ∆n and ∆G at P > 100 mW/cm2.

Thus, it was found that the concentration of elec-
trons in the conduction band of Ge/Si(001) heterostruc-
tures with germanium quantum dots decreases upon
illumination that leads to interband transitions. The rea-
son for this behavior is the formation of negatively
charged “ions.” This possibility of this formation is due
to the spatial separation of electrons at Si/Ge heter-
oboundaries.

This work was supported by the Russian Foundation
for Basic Research, project no. 00-02-17885.
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Electron Transport in Diborides: Observation
of Superconductivity in ZrB2

1

V. A. Gasparov*, N. S. Sidorov, I. I. Zver’kova, and M. P. Kulakov
Institute of Solid State Physics, Russian Academy of Sciences, Chernogolovka, Moscow region, 142432 Russia

* e-mail: vgasparo@issp.ac.ru
Received April 12, 2001

We report on syntheses and electron transport properties of polycrystalline samples of diborides (AB2) with dif-
ferent transition metals atoms (A = Zr, Nb, Ta). The temperature dependence of resistivity, ρ(T), and ac suscep-
tibility of these samples reveal a superconducting transition of ZrB2 with Tc = 5.5 K, while NbB2 and TaB2 have
been observed to be nonsuperconducting up to 0.37K. Hc2(T) is linear in temperature below Tc, leading to a
rather low Hc2(0) = 0.1 T. At T close to Tc, Hc2(T) demonstrates a downward curvature. We conclude that these
diborides, as well as MgB2 samples, behave like simple metals in the normal state with usual Bloch–Grüneisen
temperature dependence of resistivity and with Debye temperatures 280, 460, and 440 K for ZrB2, NbB2, and
MgB2, respectively, rather than T 2 and T 3, as previously reported for MgB2. © 2001 MAIK “Nauka/Interperi-
odica”.

PACS numbers: 74.25.Fy; 74.72.-h
The recent discovery of Akimitsu [1] of supercon-
ductivity in MgB2 at 39 K has lead to a booming activ-
ity in the physics community. It was reported that mea-
surements of the upper critical field, Hc2(T), and the
thermodynamic critical field, Hc(T), as well as the spe-
cific heat, are all consistent with MgB2 being a fairly
typical intermetallic electron phonon mediated BCS
superconductor with a superconducting transition tem-
perature approximately twice that of a typical “metal-
lic” superconductor. At the same time, an unexpected
T 2- and even T3-normal state temperature dependence
of the resistance has been reported [2, 3]. These results
have initiated considerable interest in electron transport
measurements and in a search for superconductivity in
other diborides. Natural candidates for this search are
AB2-type light metal diborides (A = Li, Be, Al). How-
ever, up to now superconductivity has not been reported
in the majority of these compounds [4–6]. Only very
recently has superconductivity below 1 K (Tc = 0.72 K)
been reported in BeB2.75 [7]. According to [8], no
superconducting transition down to 0.42 K has been
observed in powders of diborides of transition metals
(A = Ti, Zr, Hf, V, Ta, Cr, Mo, U). Only NbB2 was found
to be superconducting with very low Tc = 0.62 K. Since
completing this work, we have become aware of a
recent paper [9] in which superconductivity was
observed in TaB2 at Tc = 9.5 K. This result contradicts
the data reported in this letter.

1 This article was submitted by the authors in English.
0021-3640/01/7310- $21.00 © 0532
The crystal structure of diborides (ω phase [10]) can
be viewed as a set of two-dimensional graphite-like
monolayers of boron atoms with honeycomb lattice,
intercalated with A atoms monolayers forming ABAB
heterostructure. It was proposed that superconductivity
in a series of diborides of light metals (A = Be, Mg, Ca,
Al) and a series of transition metals (A = Ti, Zr, Hf, V,
Nb, Ta) appears near a critical point in a strain and
charge density phase diagram. An increase of the B–B
distance larger than a critical value driven by A atom
radii results in collapse of the ideal ω phase into the
trigonal rumpled ω phase. Lattice instability driven by
both atom radii and charge densities may be a key rea-
son why superconductivity appears in MgB2 rather than
in other diborides. This phase diagram suggests that
ZrB2 is a good candidate for superconductivity having
strain close to the critical value (see [10]). In order to
clarify whether this assumption is correct, we studied
the electron transport properties of ZrB2, NbB2, TaB2,
and MgB2.

Polycrystalline samples of ZrB2 and NbB2 were
obtained by conventional solid state reaction. Starting
materials were Zr and Nb metal powders (99.99%
purity) and submicron amorphous boron powder
(99.9% purity). These materials were lightly mixed in
appropriate amounts and pressed into a pellet 10 mm
thick and 20 mm in diameter. The pellets were placed
on W foil, which was in turn placed between two W
ingots. These whole assembly was burned at 1700°C
for two hours in an HV chamber at 2 × 10–4 Pa by
e-beam heating of W ingot. The TaB2 samples were pre-
2001 MAIK “Nauka/Interperiodica”
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pared in the same way from TaB2 powder (Donetsk
Factory of Chemicals).

The resulting ceramic pellets had over 60–90% of
the theoretical mass density and were black in color.
They demonstrated good metallic conductivity at low
temperatures. After regrinding the prepared pellets in an
agate mortar, the respective powders were placed in a
tungsten can and melted by e-beam heating of the W cru-
cible for a few minutes in an HV chamber at 1 × 10–4 Pa.
The resulting melt had shiny single crystals about
0.1 mm in size on top with solid polycrystalline ingot
underneath between melted W can walls. However,
these single crystals were found to be nonsupercon-
ducting due to the presence of a high concentration of
W impurities observed from XRD. The MgB2 samples
were sintered from metallic Mg plates placed on top of
boron-pressed pellets. The pellets were placed on Mo
foil, which was in turn placed on a Mo crucible. The
crucible, with foil and pellets, was burned for two hours
at 1400°C in a tube furnace under an Ar pressure of
20 atm, with subsequent cooling to room temperature
when the furnace was turned off.

An X-ray θ–2θ scan diffraction pattern (see Fig. 1)
was obtained using CuKα radiation. The measurements
showed the samples of all diborides to consist largely of
the desired AlB2 phase. We would like to note that a
small amount of ZrB12 impurity phase was found to be
present after the first step of preparation. This phase
was washed out after subsequent regrinding and
annealing. The X-ray diffraction pattern was indexed
within a hexagonal unit cell (space group P6/mmm).
This crystal structure consists of honeycomb-net planes
of boron, separated by triangular planes of the metals.
The analysis of the data yielded following values of the
lattice parameters: a = 3.170 Å and c = 3.532 Å for
ZrB2, a = 3.111 Å and c = 3.267 Å for NbB2, and a =
3.087 Å and c = 3.247 Å for TaB2. All parameters are in
good agreement with published data [11].

For resistive measurements, we used following sam-
ple preparation procedure: the pellets were first cut by
using a diamond saw with ethyl alcohol as coolant.
Rectangular solid bars of about 0.5 × 0.5 × 6 mm size
were obtained from pellets by using the spark erosion
method. A standard four-probe ac (9 Hz) method was
used for resistance measurements. Silver Print was
used for making electrical contacts. The samples were
mount in a liquid helium cryostat able to regulate the
temperature from 1.8 K to room temperature. We
employed a radio frequency (RF) coil technique for ac
susceptibility measurement [12]. Magnetoresistivity
measurements utilizing a superconducting magnet
were also performed. A well-defined geometry of the
samples allowed us to perform accurate measurements
of resistivity with the magnetic field applied perpendic-
ularly to the direction of electric current.

Figure 2 shows the typical temperature dependence
of the resistivity for ZrB2 samples. The resistivity
exhibits a very sharp superconducting transition at
JETP LETTERS      Vol. 73      No. 10      2001
5.5 K shown in Fig. 2b. The transition width is about
0.14 K for a 10 to 90% drop. Such a narrow transition
is a characteristic of good quality superconducting
material. The resistivity value 10 µΩ cm at room tem-
perature is almost the same as that of MgB2 (see Fig. 4),
whereas the residual resistivity is about 2 µΩ cm. One

Fig. 1. X-ray θ–2θ scan of ZrB2, NbB2, and TaB2 pellets at
room temperature. The cycles mark the reflections from
cubic ZrB12 (a = 7.388 Å) impurity.

Fig. 2. (a) Typical temperature dependence of the resistivity
of ZrB2 sample. Symbols denote the data and the solid line
is Bloch–Grüneisen law fit with Debye temperature 280 K.
(b) Low-temperature dependence of the ac susceptibility
(proportional to the frequency shift [ f(T) – f0]/f0—left
axis) measured with the frequency f0 = f(6 K) = 9 MHz, and
the resistivity (right axis) in ZrB2.
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should note that the temperature dependence of the
resistivity bellow 150 K may be fitted by a square law,
ρ(T) = a + b × T2, characteristic for electron–electron
scattering [13]. Nevertheless, the overall temperature
dependence of resistivity can be perfectly fitted with
the classical Bloch–Grüneisen law (solid line), with
rather low Debye temperature, TD = 280 K.

Figure 2b shows temperature dependence of the
normalized real part of ac susceptibility and the resis-
tivity, ρ(T), in the same ZrB2 sample as on Fig. 2a. For
this type of measurements, the sample is placed inside
the inductance coil of LC circuit, and the resonant fre-
quency of this circuit is monitored as a function of tem-
perature. The temperature dependence of the sample ac
susceptibility χ(T) causes changes in inductance L and
in turn the resonant frequency f(T) of the circuit, ∆f/f ∝
–Reχ. Susceptibility data of Fig. 2a clearly show the
superconducting transition in ZrB2 sample at 5.5 K.
The onset temperature of the ac susceptibility corre-
sponds to the end point resistance transition, typical for
superconducting transition.

Figure 3 shows magnetic-field-dependent electrical
resistivity data taken at a variety of temperatures. Using

Fig. 3. (a) Magnetic field resistive transition curves in ZrB2
sample at different temperatures. The dashed line is drawn
through the ρ(H) dependence with maximal dρ/dH deriva-
tive for illustration of the Hc2 determination. (b) Tempera-
ture variation of the upper resistive critical magnetic field
Hc2(T) in ZrB2 sample.
these data, the resistive upper critical magnetic field,
Hc2(T), can be extracted from each curve. We can do it
by extending the ρ(H) line with maximum dρ/dH up to
the normal state (see the dotted line). Figure 3b pre-
sents temperature dependence of the Hc2(T) for a ZrB2
sample derived from this extrapolation. Contrary to
conventional theory [14], we found that the Hc2(T)
dependence is linear over an extended region of T with
some downward curvature close to Tc. This leads to a
rather low zero temperature value of Hc2(0) = 0.1 T
(ξ(0) = 570 Å), which is significantly smaller than for
MgB2 (18 T) [15]. Such a linear Hc2 (T) dependence is
characteristic for 2D superconductors [16] and was also
observed in MgB2 [15] wires and BaNbO3 – x films [17,
18]. The results of extended study of the Hc2(T) depen-
dence ZrB2 samples will be discussed elsewhere.

Figure 4 shows the temperature dependences of the
resistivity for NbB2 and MgB2 samples. Best fits were
obtained using the classical Bloch–Grüneisen law rather
than a + b × T2 or a + b × T3 forms previously reported
for MgB2 [2, 3]. The solid fitting lines with the Bloch–
Grüneisen form in Fig. 4 nearly overlays the data. The
Debye temperatures derived from these fits are rather
high in comparison with ZrB2, i.e., 460 and 440 K for
NbB2 and MgB2, respectively. The Tc value for the
MgB2 samples is the same that is found elsewhere, i.e.,
39 K [1–3]. We suggest that previously reported T2 and
T3 dependences of the resistivity of MgB2 may be due
to rather high residual resistance, ρ(0), of the samples
and respectively weak ρ(T) dependence. Our data are
well consistent with the Bloch–Grüneisen law, which is
characteristic for electron–phonon scattering [13].
Nevertheless, we believe that only data obtained on
high purity single crystals can solidify this conclusion.
Note that the resistivity ratio for all diborides studied is
approximately 5 rather than 10000 or even a few mil-
lion as for pure metals [13].

In contrast to the data of [9], our RF susceptibility
measurements of TaB2 samples did not reveal any
superconducting transition. At the same time, our XRD
data have shown the same [9] clear AlB2 spectra (see
Fig. 1). In contrast to [9], we did not find any impurities
in our TaB2 samples from XRD data (see Fig. 1). Our
resistive measurements up to 0.37 K do not show any
superconducting transition in NbB2 either. This contra-
dicts the ac susceptibility data of [8], which reports the
superconducting transition in NbB2 to be at 0.62 K. We
observed the superconducting transition at 4.4 K in
melted TaB2 samples, while the XRD data of these sam-
ples revealed the presence of metallic Ta impurities. We
believe these contradictions are due to the different
sample preparation technique of [8, 9]. The samples
used in those papers were prepared using a borothermic
method from Nb2O5 and Ta2O5 pentoxides and boron
[19]. Therefore, those samples might consist of reduced
Nb and Ta oxides intercalated by boron, which could be
JETP LETTERS      Vol. 73      No. 10      2001
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the source of superconducting transition. Recently, we
have shown that oxygen-reduced BaNbO3 – x com-
pounds exhibit superconducting transition even at Tc =
22 K [17, 18]. Also, since the superconductivity in TaB2
was not observed before on the samples made by the
same technique [8], the reason for this discrepancy with
data obtained in [9] should be emphasized from resis-
tance measurements. Therefore, care must be taken for
sample preparation and composition before final con-
clusions about superconductivity in NbB2, TaB2, and
other diborides can be drawn.

In summary, we report the temperature dependence
resistivity and high frequency susceptibility measure-
ments of synthesized samples of ZrB2, NbB2, TaB2,
and MgB2. We discovered a superconducting transition
at 5.5 K in ZrB2 samples. The superconducting transi-
tion width for the resistivity measurement was about
0.14 K, and the resistivity in the normal state followed
a classical Bloch–Grüneisen behavior in all diborides
studied. The linear Hc2(T) dependence was observed for
ZrB2 samples over an almost full range of temperatures
below Tc, leading to a rather low Hc2(0) = 0.1 T. A super-
conducting transition was not found in NbB2 samples
up to 0.37 K or in TaB2 samples above 4.4 K.

We gratefully acknowledge helpful discussions with
V.F. Gantmakher, measurements of ρ(T) dependence in
NbB2 samples up to 0.37 K by V.N. Zverev, help in

Fig. 4. Typical temperature dependence of the resistivity of
NbB2 and MgB2 samples. The solid lines denotes the
Bloch–Grüneisen law fit with Debye temperatures 440 and
460 K for MgB2 and NbB2, respectively.
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manuscript preparation from L.V. Gasparov, and help in
samples preparations from S.N. Ermolov, V.V. Lome-
jko and V.G. Kolishev. This work was supported by the
Russian Council on High-Temperature Superconductiv-
ity (grant no. Volna 4G) and the Russian Scientific Pro-
gram: Surface Atomic Structures (grant no. 4.10.99).
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Critical Width of Hall Incompressible Strips
in Regularly Nonuniform 2D Electron Systems
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A formalism for determining the critical width of Hall incompressible strips, which arise in regularly nonuni-
form 2D electron systems in the presence of a magnetic field, is proposed. Under equilibrium conditions, this
width is determined by competition between the cyclotron and Coulomb energies at distances of about the crit-
ical width of a channel with integer filling factor. The calculations are applied to interpretation of available
experimental data. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.43.Cd
A theory proposed by Chklovskii et al. [1, 2] for
incompressible Hall strips in nonuniform 2D electron
systems should involve a lower bound on strip width
2a. In any case, there is the restriction

(1)

where lH is the magnetic length. Indeed, each strip of
width 2al is characterized by its local integer magnetic
filling factor νl, which is well defined at distances larger
than the magnetic length. Therefore, the semiphenom-
enological theory of strips [1, 2] loses its meaning at
smaller distances.

In this work, we find that actual critical conditions
for existing integer-factor strips are stringent because
the structure of integer-factor strips in the electron den-
sity profile smears when the formalism [1, 2] is refined
by nonuniform-origin corrections [the electron energy
in a magnetic field in a nonuniform external potential
V(x) depends not only on the cyclotron frequency but
also on the gradients of the potential V(x)]. An algo-
rithm for estimating the “quality” of an individual
incompressible channel in the approximation [1, 2] is
proposed in the first part of the work. Then, based on
the theory [1, 2], we discuss its modification taking into
account a nonuniform external potential. In particular,
this modification provides more definite determination
of narrow strips in the electron density distribution to
the point of disappearance. Specific calculations are
performed for an unshielded Corbino disc. Relevant
experiments [3], which were carried out in this geome-
try, testify, in our opinion, to existence of critical
dimensions of incompressible strips.

1. Let us consider a 2D Corbino disk with planar ter-
minals in the quasi-one-dimensional approximation,
when (R1 – R2)/(R1 + R2) ! 1, where R1 and R2 are,
respectively, the outer and inner radii of the Corbino
disk. A piecewise smooth solution to the contact
Dirichlet problem for the electric potential gives the

amin lH,≥
0021-3640/01/7310- $21.00 © 20536
following nonuniform part δn(x) of the electron density
in the 2D region:

(2)

Here, 2w = R2 – R1 is the width of the 2D region
between metallic banks, the X axis is directed along a
disc radius, the coordinate origin coincides with the
center of the 2D region, k is the dielectric constant of
the medium, and Wab is the contact energy. In the limit

 ! w, approximation (2) is applicable far from the

points x = ±w, where  is the effective Bohr radius.

When a magnetic field normal to the 2D-system
plane is applied, points with

(3)

arise in the electron-density profile. These points
become the centers of appearance of integer-factor
incompressible strips. Following [1], each strip will be
analyzed separately.

Within a given lth strip, an initial equilibrium equa-
tion for a system of noninteracting 2D electrons
(Chklovskii et al. [1, 2] also used the one-electron
approximation) has the form

(4)

(5)

δno x( )
κwWab

π2e2 w2 x
2

–( )
--------------------------------, w x +w;≤ ≤–=

dsδon s( )/ x s–( )
w–

+w

∫ 0.=

ab*

ab*

ν x( ) πlH
2 ns δn xl( )+( ) l; l 1 2 3…, ,= = =

µ x( ) eϕ x( ) ζ ν x( ) H,( )+ const,= =

ζ ν x( ) H,( ) T S ν H,( ),ln–=

2S H T ν, ,( ) 1
ν
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  1
ν
--- 1– 

  2

4e
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(6)

where T is the temperature and the integral Poisson
relation between the electric potential ϕ(x) and the elec-
tron density δn(x) takes into account the absence of
additional shieldings in the problem.

In the vicinity of the point xl, which is taken now as
the coordinate origin, it is convenient to represent
Eq. (4) in the form

(7)

Equation (7) is derived by using the properties of the
function S(ν) in Eq. (5) in the limit ν  1. In addition,
the derivative of electric potential, which is induced by
density δno(x) (2), is omitted on both sides of Eq. (7)
because this derivative equals zero according to Eq. (2).
The quantity δn(x) is noticeably disturbed only within
the interval between the points a. As a result, the differ-
ence δn(x) – δno(x) is nonzero within this interval with
the center at the point xl. This fact is used in Eq. (7),
where the limits of integration ±w are replaced by ±a and
influence of neighboring channels is ignored as in [1].

Equation (7) illustrates the causes of Hall flattening
of the profile n(x) in the vicinities of integer-factor
points (3). The derivative dν(x)/dx is exponentially
small at these points because e  0.

To quantitatively estimate dn(xl)/dx, we set (as
in [1])

(8)

where δx is measured from the center of the given chan-
nel. After calculation of the resulting integral, Eq. (7) in
the vicinity of the point xl  is reduced to the determina-

tion of :

(9)

Inequality γ @ 1, which is valid due primarily to small-
ness of the parameter e  0, is necessary for validity
of simplified Eqs. (7) and (8).

An analysis of Eq. (7) can provide an estimate for
the parameter 2a entering into Eq. (9). However,
for further consideration, it is enough to take the esti-
mate 2a from [1]

(10)

which is valid for T  0.
Formula (9) provides a convenient criterion for

determining “quality” of a strip. In the limiting case

(11)

ν x( ) πlH
2 n x( ), lH

2 c"/eH , ν 2,<= =

κeϕ' x( ) 2e2 dsδn s( )/ x s–( ),

w–

+w
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2e2
e

1/2

κT
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δn s( ) δno s( )–[ ]
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----------------------------------------

a–

+a

∫ dν
dx
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e
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η l' ! no' ,
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an integer-factor channel is well defined. In the other
limiting case

(11a)

the channel loses properties characteristic for the inte-
ger-factor channel.

Criterion (11) indicates that the strip quality easily
deteriorates as the temperature increases. This fact was
also manifested in numerical calculations [4]. Thereby,
the parameter γ appearing in Eq. (9) would specify how
sharply the parameters of an individual strip are deter-
mined. However, this kind of degradation of strips is
not dominant. When the theory proposed in [1] is natu-
rally modified so that nonuniform-origin corrections
are included in the determination of the electrochemi-
cal potential, the behavior of thin integer-factor strips
changes.

2. Modifications of the theory described in [1] imply
that definition (5) of function S(ν, H, T) for noninteract-
ing 2D electrons in the quantization-inducing magnetic
field is approximate. More correct representation of
this function has the form (see [5, 6])

(12)

(12a)

where δνl is the jump of the integer part of the magnetic
filling factor between neighboring Landau levels. In
what follows, we take δνl = 1.

Taking Eq. (12) into account, we write the equation

(13)

similar to Eq. (7), and solve it with respect to ϕ' under
the boundary conditions

(13a)

and obtain

(14)

(15)

where γ is defined in Eq. (9).
Parameter λa (15) controls the character of adjust-

ment of the electron density in the integer-factor chan-
nel to thermodynamic-origin jumps of the function
S(ν*, H, T) in the vicinities of the singular points xl (3).
If λa @ 1, one deals with deformation (9). In the other
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limiting case λa ! 1, using Eqs. (14), (7), and (8), we
obtain

(16)

Application of criterion (11a) to Eq. (16) gives

. (17)

3. Let us consider possible experimental conse-
quences of Eq. (17). Under equilibrium conditions for
which this formula has meaning, the 2D-system region,
which is occupied by incompressible strips (in the mul-
tichannel variant of their appearance), would be
expected to be separated from the edges of the 2D sys-
tem by normal regions where the strips cannot exist.
This pattern was actually observed in experiments on
the linear electro-optical effect in the Corbino disk [3].
The open circles in the figure, which is taken from [3],
show the electric potential in the normal state, when the
2D system is well conducting, whereas closed circles
show the electrical potential in the anomalous state
when the system of integer-factor strips arises in the
central part of the Corbino disk. The problem of num-
ber of channels for data from [3] was discussed in [7].
In this case, the behavior of the electric potential near
the Corbino disk edges, where the normal and anoma-
lous data clearly overlap in a certain x interval, is of
most interest. This interval is approximately marked by
arrows in the figure and can exist only in the presence
of the mechanism hindering appearance of narrow inte-

nl' no' / 1 δ+( ); δ 4e2/ aκhωc( ).= =

2amin 8e2/ κhωc( )=

Gauss image φ(x) of the electric potential ϕ(x) for the Corb-
ino disk with the center of the 2D region at the point xo =
390 µm. The solid lines are calculated for the normal and
anomalous states by Eqs. (18)–(20). Open and closed circles
are experimental data [3] measured at the magnetic field B =
7.9 and 8.5 T, at which the system is in the normal and
anomalous states, respectively. The circle in the left upper
part of the figure presents the actual dimensions of the laser
beam. The interval between arrows in the right lower part of
the figure is the range where the normal and anomalous
states in the behavior of φ(x) overlap. The existence of this
range testifies to the existence of the edge normal rings
framing the anomalous region at the center of the disk.
ger-factor channels in the regions with large gradients
of electron density.

We use the following quantitative characteristics of
the electric potential ϕ(x). In the normal state, the
potential has the form

(18)

where ϕo, nominal width 2w, and radius R are deter-
mined by fitting Eqs. (18) and (20) to experimental data
from [3].

Based on Eq. (2), we take the anomalous potential
in the multichannel approximation in the form [7]

(19)

The normalization of ϕo is identical for Eqs. (18) and
(19). The constants c1 and xc provide the best approxi-
mation of data [3] for the quantum Hall regime by
Eqs. (19) and (20) at fixed ϕo, w, and R.

To take into account the finiteness of a laser beam
scanning 2D samples in measurements [3], we intro-
duce the following image φ(x) with the fitting parame-
ter R, which is the radius of the laser beam:

(20)

Images that are specified by Eqs. (20), (18) and (20),
(19) are shown in the figure by solid lines in compari-
son with experimental data from [3] for (open circles)
normal and (closed circles) anomalous states. This fit-
ting yields the parameters R . 60 µm, xo = 390 µm, w =
240 µm, and xc . 180 µm, where xo is the center of the
distribution φ(x) in the figure.

Thus, Gauss images (20), (19), and (18) approxi-
mate the data [3] well, which testifies to the “stripped”
structure of the Corbino disk in the quantum Hall
regime. The central region is occupied by the system of
incompressible strips whose internal structure is unde-
fined because the radius R is nonzero. The periphery of
the 2D system is occupied by normally conducting
rings with the width

(21)

Unfortunately, Dietsche et al. [3] did not present
intermediate measurements between the fields of 8.5
and 7.9 T, which would enable us to clarify the effect of
the magnetic field on the position and structure of inte-
ger-factor strips. The magnitudes of the observed elec-
tric fields were also not presented. Nevertheless, value

ϕ x( )
ϕo, w x +w≤ ≤–

0, x w,≥

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=

ϕ x( )
c1/ w2 x

2
–( ), xc– x +xc≤ ≤
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ϕo, w– x xc.–≤ ≤

=

φ x( ) ϕ s( ) f x s–( ) s,d

∞–

+∞

∫=

f x( ) x2/R2–( )/ R π( ).exp=

∆ w xc . 60 µm.–=
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(21) provides some indirect information on the magni-
tude of the contact energy W.

Condition (17) along with Eq. (2) determines the
critical interval 2xc for the Corbino disk, within which
incompressible strips and their average description
have meaning:

(22)

Taking Eqs. (17) and (22) into account, we should
take W . 1 eV to ensure agreement between experi-
mental and theoretical xc values.

In summary, this study demonstrated that the width
2a of incompressible strips in the regularly nonuniform
2D electron systems cannot be arbitrarily small. The
strip quality can be characterized by the ratio of the
electron-density gradient dn(xl)/dx at the strip center to
undisturbed value dno/dx. As the dimension 2a
decreases, this ratio varies from an exponentially small
value to almost unity. The characteristic transition
value 2amin (17) is called the critical value. Possible
experimental manifestations of existence of amin are
discussed by the example of the Corbino disk.

xc ξc/w, ξc . 1 η , ηo ! η  ! 1,–=

η
amin

2

w2
--------- W

"ωc

---------, ηo ab*/w.= =
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I am indebted to Prof. W. Dietsche for stimulating
discussion and kindly placing electronic representation
of the experimental data, which were reported in [3]
and presented in the figure, at my disposal. I am also
grateful to Prof. V. Gantmakher for helpful discussion
of the results.
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Two peaks are observed at T = 35 and 47 K in the transverse relaxation rate for Cu(2) nuclei in YBa2Cu3O7 – y.
A comparison of the relaxation rates for isotopes 63Cu(2) and 65Cu(2) at T = 47 K indicates the magnetic nature
of relaxation. The enhancement of local magnetic field fluctuations perpendicular to CuO2 planes at T = 47 K
is associated with critical fluctuations of orbital currents. The peak at T = 35 K is attributed to the emergence
of an inhomogeneous superconducting phase. The obtained experimental results and the available data from the
literature made it possible to propose a qualitatively new phase diagram of the superconducting state. © 2001
MAIK “Nauka/Interperiodica”.

PACS numbers: 74.25.Dw; 74.72.Bk; 76.60.Es
Anomalous behavior of the temperature dependence
of the transverse magnetization relaxation rate for cop-
per ions in CuO2 planes of the superconducting com-
pound YBa2Cu3O7 – y was observed at the very outset of
HTSC studies [1–5]. The transverse relaxation rate in
superconducting samples with a nearly optimal doping
level at T = 35 K increases quite sharply, indicating a
phase transition [2, 6, 7]. Ohkawa [6] interpreted this
transition as the second superconducting transition in
the bilayer of YBa2Cu3O7 – y . Krämer and Mehring [7]
attributed it to a transition of YBa2Cu3O7 – y to a state
with charge density waves (CDW). However, the
authors of the latter publication [7] emphasized that
such an interpretation requires further verification on
samples with a different oxygen doping level. This was
criticized recently by Grevin et al. [8], who reported the
results of new measurements of the NQR line width of
Cu(2) in slightly overdoped YBa2Cu3O7 – y with Tc =
89.5 K. Grevin et al. emphasized the presence of a
well-defined peak of the line width at 60 K and not
at 35 K.

Our Cu(2) NQR measurements on few YBa2Cu3O7 – y
samples confirm the presence of the peak at T = 35 K in
the transverse relaxation rate. The new results reported
in this publication is that we observed one more trans-
verse relaxation peak at T = 47 K. Moreover, it was
found that this peak was also present in the data
obtained by other authors [5, 9], but no proper attention
was payed to it. In our opinion, the presence of two
peaks on the temperature dependence of the transverse
relaxation of Cu(2) nuclei in YBa2Cu3O7 – y in some
cases points to the existence of two phase transitions
(and not one) below Tc.
0021-3640/01/7310- $21.00 © 20540
The refined schematic phase diagram of phase coex-
istence in the optimal doping range of the supercon-
ducting state discussed earlier in [10] is presented in
Fig. 1. In addition to the phase of spontaneous currents
(or, which is the same, charge density waves with the
imaginary order parameter (id-CDW)) proposed earlier
[11–13], we assume the presence of at least one more
phase in the superconducting state, in which Cooper
pairs with a total nonzero quasimomentum appear; in
other words, we presume the existence of a nonhomo-
geneous component of the superconducting phase of
the d type (inhomogeneous SC). The possibility of the
coexistence of several phases in underdoped cuprates is
associated with Peierls-type instability of a quasi-two-
dimensional system and was discussed in [11–13]. The
scenario of the competition between id-CDW and d-SC
successfully explains the nonmonotonic behavior of the
effective gap near Tc [14]. Recently, this scenario was
used for explaining the data on neutron scattering [15]
and anomalous behavior of spin–lattice relaxation in
superconducting cuprates at low temperatures [16].

Following [11, 12], we put into correspondence the
dashed line in Fig. 1 to the boundary of the id-CDW
state and the solid bell-shaped curve to the boundary of
the d-type superconducting phase (d-SC). The behavior
of the interface between the phases presented by the
dashed line in Fig. 1 differs from that presented in [10]
and is plotted in accordance with calculations [11, 12].
The presence of the interface denoted by the dot-and-
dash curve is deduced by us from the transverse nuclear
relaxation data which will be discussed below. In the
region corresponding to a low doping level, the behav-
ior of this interface is not determined in the present
work and requires further investigation. The right edge
001 MAIK “Nauka/Interperiodica”



        

PHASE DIAGRAM 541

                                                   
of the boundary presented by the dot-and-dash curve is
matched with the data considered in [10].

In our experiments, we used two YBa2Cu3O7
(YBCO7) samples prepared by the solid-phase synthe-
sis method. The critical temperatures of the samples
(onset of transition) determined from the susceptibility
measurements on a SQUID magnetometer were found
to be 91.6 K (sample 1) and 91.2 K (sample 2). The
NQR measurements for copper were made using a
wide-range NQR/NMR coherent pulse spectrometer.

Transverse nuclear relaxation of Cu(2) in both sam-
ples was studied at temperatures varying from 77 to
4.2 K. The curves illustrating the decrease in transverse
magnetization were described correctly by the function

(1)

The first exponent in this expression is the well-known
Gaussian decrease in magnetization due to indirect
spin–spin interactions of Cu(2) nuclei [17], while the
second exponent takes into account the possibility of
the emergence of an additional transverse relaxation
channel. The Redfield contribution to transverse relax-
ation becomes noticeable only for T > 60–70 K and was

disregarded. The transverse relaxation rates  and

 obtained in accordance with Eq. (1) are presented
in Fig. 2. It can be seen that below Tc, the Gaussian con-

tribution  is independent of temperature, while the

additional contribution  has a single peak at T =
35 K in sample 1 and two peaks at T = 35 and 47 K in
sample 2.

Nuclear spin–lattice relaxation of Cu(2) in both
samples was studied at temperatures varying from 300
to 4.2 K. The curves for longitudinal magnetization
recovery were described by the function

(2)

where M0 is the equilibrium magnetization, M(t) is the
transverse magnetization after time t following a satu-
rating π/2 pulse, and parameter N characterizes the dis-
tribution of relaxation time for individual nuclear spins:
N = 1 for a homogeneous system in which all spins
relax at the same rate, and N < 1 for an inhomogeneous
system in which the fluctuating fields responsible for
relaxation are different for different spins.

The temperature dependence of the spin–lattice
relaxation rate of Cu(2) is shown in Fig. 3. The rate of
spin–lattice relaxation for both samples in the tempera-
ture range from 300 to 10 K displays the same temper-
ature dependence and decreases very rapidly below Tc,
which is associated with the emergence of a supercon-
ducting gap in the excitation spectrum of the supercon-
ductor. Below 35–40 K, the spin–lattice relaxation
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2τ( )2
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kinetics gradually becomes nonexponential (N < 1). No
singularities in the spin–lattice relaxation rate is
observed near T = 35 and 47 K.

It can be seen from Fig. 1 that, in the region of opti-
mal doping, the interfaces are intersected twice as the
temperature decreases along line 1 in the superconduct-
ing state. Since the temperature corresponding to the
interface between two phases and depicted by the

Fig. 1 Schematic phase diagram for YBa2Cu3O7 – y: p is the
hole concentration per Cu(2) site like in the phase diagrams
in [10].

Fig. 2. Temperature dependence of the transverse relaxation

rates  (dark circles) and  (light circles) for 63Cu(2):

(a) in sample 1, (b) in sample 2. Vertical lines correspond to
35 and 47 K.

T2G
1–

T2L
1–
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dashed line strongly depends on the doping level, only
one intersection with the interface remains for a doping
level close to optimal (e.g., for the decrease in temper-
ature along line 2), which can be naturally attributed to

the peak of  at T ≈ 35 K.

It is well known that the longitudinal relaxation of
the nuclear magnetic moments may be induced by
fields fluctuating at the NMR (NQR) frequency and
directed at right angles to the quantization axis coincid-
ing with the direction of the electric field gradient at a
nucleus in the case of NQR, while the transverse relax-
ation is associated with the fields fluctuating at a low
frequency and directed along the quantization axis.
Since the nuclei of 63Cu and 65Cu isotopes have differ-
ent gyromagnetic ratios and quadrupole moments
(63γ/65γ = 0.933 and 63Q/65Q = 1.081), the measure-
ments made at different isotopes make it possible to
determine the factor causing the relaxation (magnetic
field fluctuations or the fluctuations of the electric field
gradient at a nucleus). Furthermore, if transverse relax-
ation is caused by the interaction between identical
nuclear spins, its rate for the 63Cu isotope must be
1.3 times higher than for 65Cu [17, 18] due to the lower
concentration (natural abundance) of the latter isotope.

T2
1–

Fig. 3. Temperature dependence of (a) spin–lattice relax-
ation rate for 63Cu(2) and (b) parameter N (see text) in sam-
ple 1 (dark circles) and 2 (light circles). Vertical lines corre-
spond to 35, 47, and 91.4 K.

(s
–1

)

Sample 1
Sample 2

Sample 1
Sample 2
The orbital currents circulating in CuO2 planes
induce fluctuating magnetic fields at Cu(2) nuclei,
which are directed along the c axis of the crystal. Since
the electric field gradient at Cu(2) nuclei is also
directed along the c axis, the changes in the phases of
spontaneous currents lead to the critical acceleration
mainly of the transverse nuclear magnetic relaxation
and weakly affect the spin–lattice relaxation. This is in
good agreement with the results of experiments
(Fig. 3a). Our comparative analysis of the relative
relaxation rates at 63Cu and 65Cu isotopes confirms the
magnetic origin of the additional transverse relaxation
channel (second exponential in formula (1)) emerging
at T = 47 K and indicates that it is not associated with
the interaction between identical nuclear spins:

 = 0.89 ≈ (63γ/65γ)2.

We could not establish reliably the type of the addi-
tional relaxation channel emerging at T = 35 K in view
of insufficient long-term stabilization of temperature,
which did not permit us to “hold on” at the sharp trans-
verse relaxation peak during signal accumulation to an
admissible accuracy. According to Krämer and
Mehring [7], the additional transverse relaxation in
underdoped YBCO7 at 35 K is caused by electric field
gradient fluctuations at Cu(2) nuclei, which is quite
explainable if we assume that the phase of spontaneous
currents remains virtually unchanged upon a transition
through the interface along line 2 in Fig. 1, but below
35 K, an inhomogeneous superconducting phase with a
spatially modulated charge (U phase in the terminology
adopted in [11]) is formed. The presence of the phase of
spontaneous spin currents, which is possible according
to estimates [16], cannot be ruled out either. The phase
transition to an inhomogeneous (incommensurate) state
is supported by the variation in the form of the time
dependence of the spin echo signal recovery observed
by us (Fig. 3b): at a temperature below 30−40 K,
parameter N in formula (2) becomes smaller than unity;
i.e., the signal recovery curve deviates from an expo-
nential. In this connection, it is appropriate to recall
Figs. 4 and 5 from [19], in which a qualitatively different
temperature behavior (as compared to that at T > 35 K)
of the Gaussian rate of the spin–spin relaxation of
Cu(2) is detected in YBa2Cu3O6.98 and LaBa2Cu3O6.93 at
T < 30 K, which also indicates a phase transition at
T ≈ 30 K.

The strong dependence of the position of the second

peak in  on the oxygen deficiency in the optimal
doping region (see table) fits well into the pattern of a
strong dependence of the temperature corresponding to
the disappearance of the phase of spontaneous currents
on the doping level. The slope of the interface between
SC and the mixed (SC + id-CDW) phases to the left in
Fig. 1 indicates a tendency to the expulsion of the phase
of spontaneous currents from the superconducting
state. This tendency was predicted in [11] on the basis
of the solution of integral equations.

T63 1–
2L/ T65 1–

2L

T2
1–
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In conclusion, let us give one more argument in favor
of the inhomogeneous superconducting phase. The
chain structures of YBCO7 display a behavior typical
of systems with CDW even at T > Tc (see, for example,
[20]). Hybridization of chain and plane bands “facili-
tates” the formation of the inhomogeneous supercon-
ducting phase in the plane also. In this connection, it
also becomes clear why the compound La2 – xSrxCuO4
displays no anomalies in the transverse relaxation rate
of copper nuclei in the region T ~ 30 K [3].

This work was supported by the Russian Federal
Program “Superconductivity,” project no. 98014-1.
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The formation dynamics is studied for a singular profile of a surface of an ideal conducting fluid in an electric
field. Self-similar solutions of electrohydrodynamic equations describing the fundamental process of formation
of surface conic cusps with angles close to the Taylor cone angle 98.6° are obtained. The behavior of physical
quantities (field strength, fluid velocity, surface curvature) near the singularity is established. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 47.65.+a; 47.20.Ma
It is known [1, 2] that a flat boundary of liquid metal
becomes unstable in a strong electric field. The devel-
opment of instability results in conic cusp singularities,
from which the strengthened field initiates emission
processes [3–6]. The description of these processes is a
key problem of the electrohydrodynamics of conduct-
ing fluids with free surfaces; interest in this problem is
largely caused by the practical use of liquid-metal
sources of charged particles. The progress in this field
is associated with Taylor’s work [7], where it was dem-
onstrated that the surface electrostatic pressure PE for a
cone with angle 98.6° depends on the distance from its
axis as r–1 and, hence, can be counterbalanced by the
surface pressure PS ~ r–1. Since the force balance is vio-
lated at the cone apex, Taylor’s solution cannot be
treated as the exact solution of the problem of equilib-
rium configuration of a charged surface of conducting
fluid and only represents the possible asymptotic form
at r  ∞. At the same time, it turned out that Taylor’s
solution nicely describes the experimentally observed
surface shape before the instant of singularity forma-
tion. It was pointed out in [3–6] that the angle of incip-
ient conic formations is close to the Taylor cone angle.

What is the reason for such a coincidence? One may
assume that the mechanism for the formation of conic
cusps with an angle of 98.6° during a finite time is not
directly associated with the static Taylor model. A high
reproducibility of experimental results and a weak
dependence of fluid behavior at the final instability
stages on the geometry of the system suggest that the
behavior of fluid near the singularity has a self-similar
character.

Let us check the validity of this hypothesis. Con-
sider the potential motion of an ideal fluid occupying
the region bounded by free surface z = η(x, y, t). We will
assume that the vector of an external electric field is
directed along the z axis and equals E. The velocity
0021-3640/01/7310- $21.00 © 20544
potential Φ of fluid and the electric-field potential ϕ
satisfy the Laplace equations

with the following boundary conditions:

(1)

where α is the surface tension coefficient and ρ is the
density of a medium.

We are interested in the dynamics of formation of a
singular profile for a conducting fluid. It is natural to
assume that the electric field near the cusp appreciably
exceeds the external field; i.e., |∇ϕ|  @ E. In this case,
the interface evolution is fully determined by the intrin-
sic field, which decreases with distance from the singu-
larity. One can thus use the condition

(2)

instead of the field uniformity condition (1). This
agrees with the assumption about the universal behav-
ior of a fluid in the formation of a singular surface
profile, because it allows the fluid motion near the sin-
gular point to be analyzed without regard for the partic-
ular geometry of the problem. The applicability of con-
dition (2) will be discussed below in more detail after
establishing some regularities for the dynamics of a
conducting fluid near the singularity. Note that the pos-

∇ 2Φ 0, ∇ 2ϕ 0= =

Φt
∇Φ 2

2
--------------+ ∇ϕ 2

8πρ
-------------

α
ρ
--- ∇ ⊥

∇ ⊥ η

1 ∇ ⊥ η( )2+
-------------------------------,+=

z η x y t, ,( ),=

η t Φz ∇ ⊥ η– ∇ ⊥ Φ, z η x y t, ,( ),= =

ϕ 0, z η x y t, ,( ),= =

∇Φ 0, z ∞,–

ϕ Ez, z ∞,–

∇ϕ 0, z ∞
001 MAIK “Nauka/Interperiodica”



        

FORMATION OF CONIC CUSPS 545

   
sibility of secondary Taylor cones nucleating at the
already formed cones counts in favor of the universal
mechanism of formation of conic cusps [4]. It is clear
from this example that fluid “forgets” the boundary
conditions at infinity at the stage of collapse.

Let us consider the most important case of the axi-
ally symmetric perturbation of the surface. Taking into
account that, after substitutions

where r = , the equations of motion become
dimensionless and do not contain any physical charac-
teristics, one obtains

(3)

(4)

(5)

(6)

(7)

(8)

(9)

These equations allow the only self-similar substitution

(10)

(11)

(12)

(13)

(14)

ϕ ϕ 4παE 1– , Φ Φ2π
1
2
---

ρ
1
2
---–

αE 1– ,

η η 4παE 2– , r r4παE 2– ,

z z4παE 2– , t t8π
3
2
---

ρ
1
2
---

αE 3– ,

x2 y2+

Φrr r 1– Φr Φzz+ + 0, z η r t,( ),<=

ϕ rr r 1– ϕ r ϕ zz+ + 0, z η r t,( ),>=

Φt

Φr
2 Φz

2
+
2

--------------------+
ϕ r

2 ϕ z
2+

2
-----------------=

+
1

1 η r
2+

-------------------
η rr

1 η r
2+

---------------
η r

r
-----+ 

  ,

z η r t,( ),=

η t Φz η rΦr, z– η r t,( ),= =

ϕ 0, z η r t,( ),= =

Φr
2 Φz

2
0, ϕ r

2 ϕ z
2 0,+ +

r2 z2 ∞,+

Φr 0, ϕ r 0, η r 0, r 0.= = = =

Φ x y z t, , ,( ) Φ̃ r̃ z̃,( )τ1/3,=

ϕ x y z t, , ,( ) ϕ̃ r̃ z̃,( )τ1/3,=

η x y t, ,( ) η̃ r̃( )τ2/3,=

r r̃τ2/3,=

z z̃τ2/3,=
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where τ = tc – t and tc is the collapse time. This substi-
tution occurs due to the fact that Eqs. (3)–(9) are invari-
ant about dilatations

i.e., it occurs, in fact, from dimensional considerations
(c is an arbitrary constant). Note that the initial electro-
hydrodynamic equations with condition (1) do not per-
mit one to introduce any self-similar variables.

Substituting Eqs. (10)–(14) in Eqs. (3)–(9), one

finds that the functions , , and  obey the follow-
ing set of partial differential equations:

(15)

(16)

(17)

(18)

(19)

(20)

(21)

For self-similar solutions (10)–(14), the surface profile
forms first at the periphery and then extends to the cen-
ter r = z = 0 (the scale decreases as τ2/3). This implies
that the formation of conic cusps at t = tc is described
by those solutions to the set of Eqs. (15)–(21) which
provide conic asymptotic shape of the surface. In such
a situation, the presence of asymptotic solutions for
which  ~  at   ∞ is the necessary condition for
the validity of our assumption about the self-similar
nature of conic formations.

Analysis of Eqs. (15)–(21) in the limit R =

  ∞ showed that they have an asymptotic
solution of the form

(22)

(23)

Φ Φc, ϕ ϕ c, η η c2,

r rc2, z zc2, t tc3;

Φ̃ ϕ̃ η̃

Φ̃r̃ r̃ r̃ 1– Φ̃r̃ Φ̃z̃ z̃+ + 0, z̃ η̃ r̃( ),<=

ϕ̃ r̃ r̃ r̃ 1– ϕ̃ r̃ ϕ̃ z̃ z̃+ + 0, z̃ η̃ r̃( ),>=

2Φ̃r̃ r̃ 2Φ̃z̃η̃ Φ̃–+
3

------------------------------------------
Φ̃r̃

2 Φ̃z̃
2

+
2

-------------------+

=  
ϕ̃ r̃

2 ϕ̃ z̃
2+

2
-----------------

1

1 η̃ r̃
2+

-------------------
η̃ r̃ r̃

1 η̃ r̃
2+

---------------
η̃ r̃

r̃
-----+ 

  ,+

z̃ η̃ r̃( ),=

2η̃ r̃ r̃ 2η̃– 3Φ̃z̃ 3η̃ r̃Φ̃r̃, z̃– η̃ r̃( ),= =

ϕ̃ 0, z̃ η̃ r̃( ),= =

Φ̃r̃
2 Φ̃z̃

2
0, ϕ̃ r̃

2 ϕ̃ z̃
2 0,+ +

r̃2 z̃2 ∞,+

Φ̃r̃ 0, ϕ̃ r̃ 0, r̃ 0.= = =

η̃ r̃ r̃

r̃2 z̃2+

ϕ̃ r̃ z̃,( ) p 1– 2R s0 s–( )[ ] 1/2P1/2 θcos( ),=

Φ̃ r̃ z̃,( ) sR 1– ,=

η̃ r̃( ) s0r̃,–=
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(24)

where θ =  is the polar distance in spherical
coordinates, P1/2 is the Legendre polynomial of order
1/2, and s is a constant satisfying inequality 0 < s < s0.
This solution describes a conic surface with an angle of
2π – 2θ0 that is equal to approximately 98.6°, i.e., to the
Taylor cone angle. According to Eq. (23), the fluid
motion is spherically symmetric, and fluid moves to the
sink point R = 0 along the tangent to the surface (24).
Since the self-similar solution assumes its asymptotic
form at τ  0, a conic cusp with Taylor angle forms
at time tc, and Eqs. (22)–(24) are the exact analytic
solution of the problem. The electric field at the cusp
increases as τ–1/3, the cusp growth velocity increases as
τ–1/3, and the cusp curvature increases as τ–2/3; i.e., these
quantities become infinite during a finite time. At an
appreciable distance from the singularity, the field
strength does not change, and the velocity of fluid lin-
early decreases with time and becomes zero at t = tc.
The latter fact allows one to explain qualitatively the
mechanism of transition to the stationary regime occur-
ring for liquid-metal sources after the initiation of field
ion evaporation from the cusp (stationary emitter mod-
els were developed in [8, 9]).

This analysis is only valid on the condition that the
asymptotic solutions to the set of partial differential
Eqs. (15)–(21) have the form of Eqs. (22)–(24). To
prove this statement, one should construct the asymp-
totic expansion for the solutions at R  ∞ with lead-
ing terms given by Eqs. (22)–(24). Let us seek this
expansion in the form

(25)

(26)

(27)

where it is taken into account that the derivative of a
harmonic function of any order with respect to  is also
a harmonic function. The zero-order coefficients are
determined by Eqs. (22)–(24),

It turns out that, to the first order, the surface is conic:

P1/2 θ0cos( ) 0,=

p dP1/2 θcos( )/dθ[ ] θ θ0= ,=

s0 θ0,cot–=

r̃/z̃( )arctan

ϕ̃ r̃ z̃,( ) an
∂3n

∂z̃3n
--------- R1/2P1/2 θcos( )[ ] ,

n 0=

∞

∑=

Φ̃ r̃ z̃,( ) bn
∂3n

∂z̃3n
--------- R 1–[ ] ,

n 0=

∞

∑=

η̃ r̃( ) cnr̃1 3n– ,
n 0=

∞

∑=

z̃

a0 p 1– 2 s0 s–( )[ ] 1/2, b0 s, c0 s0.= = =

a1 0, b1

s2 1 s0
2

+( )
3/2

18s0 3 2s0
2–( )

--------------------------------, c1– 0.= = =
The correction to Eq. (24) for the surface shape appears
in the next order. One finds from kinematic boundary
condition (18) that

The coefficients a2 and b2 can be determined from
Eq. (19) and, correspondingly, Eq. (17), where one
should use the linear order of perturbation theory for
small deviation of the surface from the cone. In turn,
the coefficient c3 is found from Eq. (18), where one
should take into account the quadratic nonlinearity, etc.
Thus, the expansion coefficients are uniquely deter-
mined by the zero-order coefficients, i.e., by the param-
eter s of the problem, confirming the existence of solu-
tions with the desired asymptotic form for the equa-
tions of motion. Note that, if one sets s = 0 and, hence,
Φ = 0, then Eqs. (15)–(21) coincide with the Taylor
equations in the problem of equilibrium configuration
of a charged liquid-metal surface. However, one fails to
construct asymptotic expansion (25)–(27) in this case.

Further, the solutions given by expansions (25)–(27)
adequately describe the experimental data if the condi-
tion  <  is satisfied, i.e., if the fluid surface is
positioned above the asymptotic cone (see figure). Oth-
erwise, the surface velocity would be directed in oppo-
sition to the z axis. Let us check how this condition is
fulfilled in the limit of large r. It follows from the
expansion obtained above for the surface shape that it
deviates from the conic shape in the direction specified
by the sign of the c2 coefficient. In our case, c2 < 0 (c2 >
0 for cone angles smaller than 78.5° and larger than
126.9°), so that the amplitude of surface perturbation
should increase. Indeed, the evolution of the fluid
boundary away from the singularity is determined by
the leading terms of the expansion in small τ value,

from whence it follows that, when forming a conic
cusp, the fluid moves upwards, as is expected from
physical considerations.

Let us now consider the surface geometry for small
, where expansion (27) diverges. For the function 

to satisfy condition (21), the surface near the cone apex
must be “rounded off” (figure). Let us estimate the dis-
tance | (0)| from the cone apex to the fluid surface.
Multiplying kinematic boundary condition (18) by
2π /3 and integrating it over , one obtains after sim-
ple mathematics

where S stands for the fluid surface  = ( ), V is the
volume of a region bounded from above by the conic

c2

s2 4s0
2 1–( )

8s0
2

1 s0
2+( )2

3 2s0
2–( )

---------------------------------------------------.–=

η̃ s0r̃–

η r t,( ) –s0r c2 τ4r 5– ,–=

r̃ η̃

η̃

r̃ r̃

2V ∂nΦ̃dS,

S

∫=

z̃ η̃ r̃
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surface  =  and from below by the S surface, and
∂n denotes the derivative along the normal to S. The
integral on the right-hand side of this expression is
equal to the fluid velocity flux through the surface.

Since the function  is harmonic, the vector-field flux

∇  through any closed surface is zero. This fact allows
the flux through the surface S to be determined using
the asymptotic form of velocity potential at R  ∞.
Taking into account that the fluid flows into a solid
angle 2π(1 + cosθ0) at infinity, one has from Eq. (23)

and, hence, V = πs(1 + cosθ0). Notice that the volume
of a region bounded by the conic surface  =  and

the plane  = –h (a circular right cone of height h) is
equal to V at

Clearly, if the volume V is fixed and the conditions
 + s0  < 0 and  ≤ 0 are fulfilled for any ,

the quantity | (0)| cannot exceed the cone height. That
is, the inequality

connecting the characteristic spatial scale at small R
with the asymptotic parameter s is satisfied. Since the
most probable value of h(s) corresponds to the maxi-
mum allowable value s0 of the s constant, the following
estimate is also valid:

which does not involves the free parameter s.
Let us return to the question of the applicability of

approximation (3)–(9) to the initial equations of
motion. As was pointed out above, condition (2) can be
used instead of Eq. (1) only if the external electric field
is weaker than the intrinsic cusp field. This implies that

the inequality  +  @ 1 must be fulfilled. After the
transition to the self-similar variables, it is recast as

It is clear that for small τ (i.e., immediately before the
collapse) this condition is fulfilled near the singularity in
a natural way. Because one can write |∇ϕ|  ~ (r2 + z2)–1/4

at small τ, one has |∇ϕ|  @ 1 in a rather close vicinity of
the singularity. In this case, R0 and τ0 values exist for

which model (3)–(9) with 0 ≤ r2 + z2 <  and 0 ≤ τ <
τ0 adequately describes the strongly nonlinear stages of
electrohydrodynamic instability development for the
free surface of a conducting fluid in an external electric

field. At r2 + z2 > , the role of nonlinear processes is

z̃ s0r̃–

Φ̃
Φ̃

∂nΦ̃ Sd

S

∫ 2πs 1 θ0cos+( )=

z̃ s0r̃–

z̃

h h s( ) 3ss0
2 1 θ0cos+( )[ ] 1/3

.= =

η̃ r̃( ) r̃ η̃ r̃ r̃( ) r̃

η̃

η̃ 0( ) h s( )≤

η̃ 0( ) h s0( )≤ s0 3 3 θ0cos+( )1/3,=

ϕ r
2 ϕ z

2

ϕ̃ r̃
2 ϕ̃ z̃

2
 @ τ2/3.+

R0
2

R0
2
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rather insignificant; the condition for field uniformity at
infinity (1) should be used together with the corre-
sponding conditions in the limit r  ∞ and, in partic-
ular, with the condition for spatial localization of sur-
face perturbation: η  0 at r  ∞. In this region,
the evolution of fluid surface is described by perturba-
tion theory for small surface slope; this procedure was
implemented, e.g., in [10, 11].

In conclusion, let us discuss the possibility to form
stronger singularities—cuspidal points. It is known
[12] that the field mainly increases as r–1 upon
approaching the apex of a thin point and, hence, the
electrostatic pressure PE increases as r–2. Since the sur-
face pressure changes as PS ~ r–1, PE @ PS near the sin-
gularity, and the capillary effects can be ignored. It was
shown in [10] that in the absence of surface tension
weak root singularities η ~ r3/2 form, for which the cur-
vature is infinite, while the surface itself remains
smooth. Therefore, when assuming that the cuspidal
points may appear, one arrives at a contradiction. This
gives grounds to assume that conic singularities are
precisely those which are the generic singular solutions
of the electrohydrodynamic equations, so that the
behavior of a charged liquid-metal surface with cusps is
described by self-similar solutions (10)–(21).

Note also that the results of this work can be
extended to dielectric fluids, in which the conic cusps
with angles depending on the dielectric constant can
form in an electric field [13]. In addition, the approach
developed in this work can be applied to the description
of the evolution of dimples sharpening in a finite time
at a liquid helium surface (see, e.g., experimental work
[14]). In my preceding work [15] devoted to the con-
struction of exact analytic solutions to the equations of
motion for liquid helium in the presence of weak capil-
lary effects, I proved that cuspidal points η ~ |x |2/3

appear at the surface in planar geometry. The question
of the singularity type for axial symmetry has not been
considered so far.

Schematic drawing of a surface of conducting fluid  =

 corresponding to the self-similar solutions of the
equations of motion.

z̃

η̃ r̃( )
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Generation of coherent electromagnetic radiation by GdBa2Cu3O7 – x superconducting films is observed in the
frequency range 1–10 MHz at the temperature of boiling liquid nitrogen. The generation is caused by the feed-
back synchronization of the jumps of Abrikosov vortices produced by a low-frequency external magnetic field.
This offers new possibilities for the application of high-Tc superconductors in superconducting electronics.
© 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.76.Bz; 74.60.Ge; 85.25.-j
One of the most interesting problems of today’s
superconductivity is the development of a generator of
electromagnetic radiation. The possibility of such a
generation was first revealed by Josephson [1]. How-
ever, the attempts to use Josephson junctions as gener-
ators of radiation encounter two difficulties: the low
radiation power obtained from a Josephson junction
and its small output impedance, which can hardly be
matched with an external electromagnetic system.
Although some success was achieved with the use of
arrays of Josephson junctions [2], as well as Josephson
junctions in the flux flow regime [3], the aforemen-
tioned difficulties still remain to be overcome. The dis-
covery of high-Tc superconductors offered a fundamen-
tal possibility for the development of superconducting
devices operating at liquid-nitrogen temperatures,
which has attracted additional interest to this direction
of research.

A new approach to designing superconducting gen-
erators of electromagnetic radiation was proposed in
[4]. The approach is based on the use of a resonant cir-
cuit that provides the synchronization of the jumps of
Abrikosov vortices caused by a low-frequency external
magnetic field. The generation of a coherent electro-
magnetic radiation by Nb superconducting films was
observed in the frequency range 0.15–200 MHz. This
generation resulted from the effect of two electromag-
netic fields applied to the field normally to its surface:
the first field, which was produced by a transport cur-
rent flowing through a coil, varied relatively slowly in
time and caused the motion of the Abrikosov vortices in
the film; the second, high-frequency, field synchronized
the jumps of the vortices from one inhomogeneity to
another. The high-frequency field was obtained by
using the film radiation itself with the help of a feed-
back. This paper reports on the observation of a similar
0021-3640/01/7310- $21.00 © 20549
generation of electromagnetic radiation by high-Tc
superconducting films at liquid-nitrogen temperatures.

The measurements were performed on
GdBa2Cu3O7 – x films prepared by V.I. Dedyu by the
channel-spark technique [5]. This technique resembles
the laser ablation method of film deposition. The
GdBa2Cu3O7 – x films were chosen among other 1-2-3
cuprate high-Tc superconductors, because they were
more uniform in oxygen content and exhibited a higher
stability and reproducibility. The substrates were
NdGaO3 single-crystal polished plates with the (110)
orientation. The critical temperature of the films was
within 91–92.6 K, and the superconducting transition
width was ~0.5 K.

The measuring circuit is shown in Fig. 1. The film
was placed in an ac magnetic field varying according to
the law H⊥  = H⊥ 0sin(2πfexct), where t is time. The field
amplitude H⊥ 0 reached 100 Oe, and the frequency fexc
was within 17 Hz to 1 kHz. Such a magnetic field gives
rise to Abrikosov vortices in the film. The interaction
between the vortices and the film inhomogeneities pre-
vents the vortex system from passing to the equilibrium
state. The departure of the vortex system from equilib-
rium manifests itself in the hysteresis of the magnetiza-
tion curve. The probability P for the vortices or the flux
bundles to leave a pinning center by jumping to an adja-
cent center or by escaping from the film obeys the rela-
tion

where T is temperature, kB is the Boltzmann constant,
U is the potential well depth of the pinning center, and
Ω is the characteristic frequency of the vortex attempts
to leave this pinning center. Such a disordered vortex
motion gives rise to an electromagnetic noise genera-
tion by the superconducting film.

P Ω U/kBT–( ),exp∼
001 MAIK “Nauka/Interperiodica”
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The inductance of the resonant circuit is placed near
the film, which provides the electromagnetic coupling
of the film with the circuit (Fig. 1). The energy of the
interaction between the Abrikosov vortices and the pin-
ning centers depends on many parameters and, specifi-
cally, on the external magnetic field. Therefore, the
electromagnetic oscillations that randomly occur in the
circuit periodically help some vortices to overcome the
potential barriers and to jump to adjacent pinning cen-
ters. This leads to the generation of an electromagnetic
pulse, which in its turn causes an increase in the elec-
tromagnetic oscillation energy in the circuit. If the loss
in the circuit is less than the energy introduced in it
through this mechanism, the oscillation amplitude in
the circuit increases. As a result, one obtains a feedback
and a synchronization of the vortex jumps in the film.
The radiation spectrum was measured by a V6-1 fre-
quency-selective microvoltmeter, which had the oper-
ating frequency range within 0.15–35 MHz with a
bandwidth of 10 kHz. The signal measured by the
microvoltmeter was supplied to it from the resonant cir-
cuit through a coaxial line.

The generation of coherent electromagnetic radia-
tion from GdBa2Cu3O7 – x films was observed in the fre-
quency range 1–10 MHz at the temperature corre-

Fig. 1. Measuring circuit (SMV is a selective microvoltme-
ter).

Fig. 2. Example of the frequency dependence of the signal
amplitude generated by a GdBa2Cu3O7 – x film; H⊥ 0 =
82 Oe and fexc = 915 Hz. The measurements were per-
formed in liquid nitrogen (T = 77.4 K).

SMV

sponding to the boiling point of liquid nitrogen. An
example of the generation spectrum is shown in Fig. 2.
As in the cited publication [4], the generation fre-
quency is determined by the parameters of the resonant
circuit: f = 1/2π(LC )0.5. By varying the inductance and
the capacitance of the circuit, it is possible to vary the
frequency of the generated electromagnetic radiation.
The presence of the superconducting film does not
affect the Q-factor of the resonant circuit and only
causes a small (~5%) decrease in the inductance, as
compared to the circuit without the film. This indicates
that, in our case, the energy dissipation in the circuit far
exceeds the dissipation in the film. In the absence of the
resonant circuit, the vortex motion in the film is random
in character, and only a weak noise radiation can be
detected in this case. It was found that the power of this
radiation decreases with increasing recording fre-
quency, which leads to a decrease in the power of the
generated radiation with increasing generation fre-
quency f. This result is explained by the fact that the
noise radiation and the coherent radiation are of the
same origin, since both of them are caused by the vor-
tex motion in the film. The maximal generation fre-
quency observed for GdBa2Cu3O7 – x films in our exper-
iments was much lower than the maximal frequency
obtained in similar experiments with Nb films [4]. This
can be explained by the strong effect (especially strong
at liquid-nitrogen temperatures) of the flux creep on the
vortex behavior in high-Tc superconductors, which
leads, in particular, to a decrease in the hysteresis
formed in the magnetization curve because of the pin-
ning of Abrikosov vortices. At the temperature called
the vortex-glass–vortex-liquid phase transition point,
this hysteresis, which serves as the source of the radia-
tion energy, totally disappears [6]. As the temperature
rises, the departure of the vortex system from the equi-
librium state decreases, because the probability P of the
vortex jump to an adjacent pinning center grows with
increasing energy of thermal fluctuations. This causes a
decrease in the electromagnetic oscillations in the cir-
cuit and reduces the effect of the feedback on the vortex
motion in the film. As a result, the energy of the elec-
tromagnetic radiation generated by a high-Tc supercon-
ducting film decreases. Since the amplitude of the gen-
erated radiation, as well as the amplitude of electro-
magnetic noise, increases with decreasing frequency,
the radiation from high-Tc superconducting films
occurs in a smaller frequency range, as compared to the
radiation from Nb films.

Figure 3 shows an example of the dependence of the

squared amplitude of the generated signal  on the
magnetic field amplitude H⊥ 0. The corresponding gen-
eration frequency is f = 2.45 MHz, and the frequency of
the exciting magnetic field is fexc = 810 Hz. As one can
see from this figure, the squared amplitude of the gen-
erated signal, i.e., the quantity proportional to the gen-
erated power, increases with increasing H⊥ 0. It was also

Vs
2
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found that the radiation power grows with increasing
frequency fexc. This is related to the fact that the radia-
tion power is proportional to the number of Abrikosov
vortices involved in the process and to the magnetiza-
tion cycles per unit time. A small deviation from the lin-
ear law for small H⊥ 0 is caused by the Meissner effect.
The radiation power and the maximal radiation fre-
quency decrease with increasing temperature, and near
the critical temperature of the film, the generation dis-
appears. A temperature rise is accompanied by a
decrease in the pinning forces, which prevent the vorti-
ces from occupying the minimal-energy positions in
the film; as a result, the hysteresis of the magnetization
curve decreases.

Thus, this study proves that high-Tc superconduct-
ing films can generate high-frequency electromagnetic
radiation. The principle of operation of superconduct-
ing generators of this kind is based on the synchroniza-
tion of the jumps of Abrikosov vortices, which are pro-
duced by a low-frequency external magnetic field, with
the help of a resonant circuit. In this respect, the behav-
ior of high-Tc superconducting films is close to the

Fig. 3. Dependence of  on the amplitude of the exciting

magnetic field H⊥ 0 at T = 77.4 K. The generation frequency
in this case is 2.45 MHz and fexc = 810 Hz.

Vs
2
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behavior of Nb films [4]. An important result of this
study is that the generation of coherent electromagnetic
radiation by superconducting structures can be
observed not only at liquid-helium temperatures, but
also at the boiling point of liquid nitrogen. This offers
new possibilities for using high-Tc superconductors in
superconducting electronics. An important advantage
of the described method of generation is the possibility
to obtain a high radiation power, which can be achieved
by increasing the area of the film part involved in the
process, as well as by increasing the amplitude H⊥ 0 and
the frequency fexc of the electromagnetic field exciting
the vortex system in the film. The revealed phenome-
non also offers new possibilities for studying nonsta-
tionary and nonequilibrium processes in the vortex sys-
tem of a superconductor; for example, it can be used for
investigating the physical nature of the frequency Ω of
the vortex attempts to leave the pinning centers. The
use of resonant circuits with high Q-factors can provide
additional information on the dissipation in supercon-
ductors in the mixed state.

This work was supported by the Scientific and Engi-
neering Council on Physics of Condensed Media
(project no. 30396), the Russian Foundation for Basic
Research (project no. 00-02-16076), and the Russian-
Ukrainian project “Etalon.”
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An anisotropy of the propagation velocities of longitudinal and transverse ultrasonic waves, as well as of the
microhardness, is observed for disordered graphite-like samples obtained from C60 fullerite by heating to dif-
ferent temperatures between 1000 and 1300°C under a pressure of 7.5 GPa. The anisotropy of the elastic prop-
erties and the microhardness is attributed to the additional pressure component that occurs in the quasi-hydro-
static experimental conditions. The elastic characteristics of the samples are determined with allowance for the
uniaxial orientational anisotropy. A model description relating the observed properties of superhard sp2 carbon
to its possible structural features and to the mechanism of its formation is proposed. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 61.48.+c; 62.20.Dc; 62.50.+p
1. The C60 fullerite is an object of great interest for
investigations, because the carbon phases obtained
from it combine low densities with high mechanical
and elastic characteristics [1–16]. Under the effect of
temperature and pressure, the C60 fullerite can trans-
form to molecular polymer phases or to disordered or
nanocrystalline modifications, depending on the exper-
imental conditions [1–19]. By varying the synthesis
conditions, it is possible to control such important
structural characteristics of carbon materials as the den-
sity, the proportion of atoms in the sp2 and sp3 states,
the effective dimension of the covalent structure bond-
ing (1D, 2D, or 3D), the degree of polymerization in the
structures based on C60 molecules, and the degree of
homogeneity in the nanocomposite phases [7–11,
16−18]. This paper shows that the orientational anisot-
ropy of elastic properties can also be an experimentally
controlled parameter of materials produced from C60.

An instrument for controlling the anisotropy should
apparently be the presence of a uniaxial pressure com-
ponent. The pressure anisotropy naturally occurs in
quasi-hydrostatic conditions that occur in toroid-type
chambers with a single loading axis. For three-dimen-
sional C60 polymers obtained in such chambers, the
presence of a structural anisotropy was observed [20].
One of the direct methods for revealing the anisotropy
is the ultrasonic technique. The study of the anisotropy
of elastic properties is also topical from another point
of view. Until now, in the studies of the elastic proper-
ties of materials obtained from C60, the bulk B and shear
G moduli were calculated by using the isotropic
medium approximation [12–16]. Such calculations
0021-3640/01/7310- $21.00 © 20552
provided values of the Poisson ratio that were anoma-
lously high for covalent structures [12–15] and values
of the bulk modulus that were nonphysically high
[12−14]. However, the possible orientational anisot-
ropy and inhomogeneity (see the example in [15]) of
materials were not taken into account in these calcula-
tions.

This paper describes the study of the orientational
anisotropy of the elastic properties and microhardness
of superhard samples with a disordered graphite-like
(i.e., mainly sp2) structure. Such samples can be syn-
thesized at relatively low pressures up to 9 GPa and at
temperatures about 1000°C. The interest taken in pre-
cisely these phases is caused by two factors. First, these
phases are likely to have (as graphite) a 2D covalent
structure with a short-range order, i.e., a considerable
anisotropy of the atomic packing on the atomic scale.
Second, the disordered sp2 phases have a density that usu-
ally is lower than the graphite density (1.8–2.2 g/cm3),
whereas their hardness is comparable with or higher
than that of corundum Al2O3 (20–40 GPa) [4, 10, 16].

Experiments showed that the elastic properties of
these phases are really characterized by a considerable
anisotropy. Moreover, it was found that the velocities of
both longitudinal and transverse ultrasonic waves prop-
agating along the axis, which was used as the loading
axis in the sample synthesis, were systematically lower
than the corresponding velocities in the perpendicular
direction. A model description of this phenomenon pro-
vides important information on the mechanism of the
formation of the sp2 carbon phase from C60.
001 MAIK “Nauka/Interperiodica”
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2. The disordered samples were synthesized from a
fullerite powder with a C60 content no less than 99.9%
under the pressure P = 7.5 GPa at temperatures from
1000 to 1300°C. The high pressure was obtained in a
toroid-type chamber. The temperature was measured
by chromel–alumel thermocouples. To study the possi-
ble effect of the substance surrounding the fullerite on
the anisotropy of the synthesis conditions, two types of
containers were used: a graphite container, which
simultaneously served as a heater, and a NaCl container
with an external Ta heater. The synthesized material
was obtained in the form of cylinders, which were used
to prepare samples in the form of parallelepipeds with
the characteristic dimensions 1.5 × 1.5 × 1.2 mm. The
phase composition of the samples was determined by
the X-ray diffraction method (CuKα), and the density of
the samples was determined by the picnometric
method. The ultrasonic measurements consisted in
measuring the time of the longitudinal and transverse
ultrasonic wave propagation through the sample at a
frequency of 10 MHz. The microhardness was mea-
sured by the Vickers indentation method by a PMT-3
hardness tester with a load of 2 N.

3. The experimental results are presented in the fig-
ure and in Table 1. The values obtained for the density
and the microhardness, ρ = 1.9–2.4 g/cm3 and HV =
21−32 GPa, are in good agreement with the data
reported for disordered phases in earlier publications
[4, 10, 16]. The velocities of longitudinal and trans-
verse ultrasonic waves also agree with the velocity val-
ues obtained earlier for similar phases [15, 16]. The
X-ray diffraction curves obtained for the synthesized
samples (see similar curves in [4, 16]) indicate that the
phases under study are strongly disordered and have a
graphite-like (sp2) structure. The estimate of the X-ray
coherent scattering length from the first diffraction
peak width (the details of such a calculation can be
found in [8]), which virtually corresponds to the mean
size of the graphite-like clusters or nanocrystallites,
yields a value of about 16–20 Å.
JETP LETTERS      Vol. 73      No. 10      2001
A fundamentally new result is the strong anisotropy
observed for the velocities of transverse and, especially,
longitudinal ultrasonic waves propagating parallel and
perpendicularly to the z axis, which corresponds to the
loading axis of the sample synthesis. The anisotropy of
the velocities reaches 20–30%. For microhardness, the
values obtained with the indentation parallel to the
z axis (Hz) and perpendicular to it (Hx) are also differ-
ent, the microhardness anisotropy being within
~15−20%.

From the point of view of the synthesis conditions,
the material of the samples should exhibit an anisotropy
in a single selected direction z, whereas all directions
lying in the xy plane must be equivalent. The elastic
constant tensor of such a material is similar to the cor-
responding tensor of a crystal with a hexagonal symme-
try [21]; i.e., it is characterized by five independent con-
stants: c11, c12, c33, c13, and c44 (for the remaining non-

Dependence of the velocities of longitudinal and transverse
ultrasonic waves with different propagation directions and
polarizations on the synthesis temperature for the samples
obtained in graphite (open symbols) and NaCl (closed sym-

bols) containers: (s, d) Vlx; (h, j) Vlz; (,, .) Vtz; (n, m) ;

and (e, r) .

Vtx
z

Vtx
y

Table 1.   Experimental values of the density, the velocities of longitudinal (l) and transverse (t) ultrasonic waves (the sub-
script corresponds to the propagation axis, and the superscript corresponds to the polarization direction), and the microhard-
ness (the subscript indicates the indentation axis) for the samples synthesized from C60 at different synthesis temperatures Tsyn
under a pressure of 7.5 GPa

No. Tsyn (°C) ρ (g/cm3) Vlz (km/s) Vlx (km/s) Vtz (km/s)  (km/s)  (km/s) Hz (GPa) Hx (GPa)

1 1000 2.2 5.14 6.9 3.2 3.05 4.48 – –

2 1000 2.21 6.44 6.55 27 32

3 1150 2.3 6.78 7.3 3.7 3.6 4.5 – –

4 1180 2.4 6.5 7.25 3.8 3.6 4.6 21 27

5 1190 2.05 5.05 6.42 2.75 2.7 3.3

6 1300 1.99 4.2 6.5 2.8 2.6 3.8 – –

±∆ 100 0.1 0.15 0.15 0.15 0.15 0.15 3 3

Vtx
z Vtx

y
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zero elastic constants, the following equalities are

valid: c22 = c11, c23 = c13, c55 = c44, and c66 = (c11 – c12).

In the experiment, we measured five ultrasonic veloci-
ties (Table 1): two longitudinal wave velocities along
the x and z axes (Vlx and Vlz) and three transverse wave
velocities—one along the z axis and two along the

x axis with the y and z polarization directions (Vtz, ,

and ). The relations between these velocities and the
components of the elastic constant tensor are well
known [22]:

(1a)

(1b)

(1c)

Equation (1c) provides a natural possibility to test the
validity of our description of the elastic properties in
terms of the tensor of a medium with a single anisot-
ropy axis. From the figure, one can see that the values

of the velocities Vtz and  really coincide within the
measurement accuracy, the scatter in the values of these
velocities being much greater from one sample to
another. The results obtained by calculating the compo-
nents of the elastic constant tensor are presented in
Table 2. The only quantity that remains undetermined
is c13, because its determination requires the measure-
ment of the propagation velocities at an angle to the x
and z axes, which is difficult because of the geometric
limitations imposed on the dimensions of the synthe-
sized samples. In an isotropic medium, we have c13 =
c12, and the degree of anisotropy along the z axis can be
estimated from the ratio c33/c11; i.e., we obtain the esti-
mate c13 ≈ c12(c33/c11) (see Table 2). The bulk modulus
B can be determined by averaging according to the
Voigt–Reuss–Hill approach [23, 24].

In the framework of the chosen approximation, we
estimate the values of the Poisson ratio, which depend
on the measurement orientation, from the components
of the inverse elastic constant tensor (where the sub-

1
2
---

Vtx
y

Vtx
z

ρVlx
2 c11, ρVlz

2 c33,= =

ρVtx
y2 1

2
--- c11 c12–( ),=

ρVtx
z2 ρVtz

2 c44.= =

Vtx
z

script corresponds to the loading axis and the super-
script corresponds to the axis along which the variation
of the transverse dimension is measured):

(2a)

(2b)

(2c)

The calculated values of the Poisson ratio are also pre-
sented in Table 2.

4. The presence of anisotropy should naturally be
attributed to the uniaxial pressure anisotropy that
occurs in the quasi-hydrostatic conditions of the exper-
iment. In the case of the synthesis with the use of NaCl
containers, which provide a higher degree of hydrostat-
ics (graphite is a soft material only at low pressures),
the difference in the elastic characteristics correspond-
ing to different directions is much smaller (see figure).
An unexpected result was that the ultrasonic velocities
along the x axis proved to be higher than the corre-
sponding velocities along the z axis. The additional
positive pressure component is directed along the
z axis, and this fact determines, e.g., the higher degree
of polymerization along the z axis in 3D polymers [20].
From the data on the Brillouin scattering, it is also
known that, in amorphous (mainly sp3) samples synthe-
sized from C60 under pressures of about 13 GPa, the
velocity of acoustic waves is higher in the case of their
propagation along the z axis [25].

The X-ray diffraction data suggest that the sp2

phases under consideration have a nanocluster structure
in which the clusters can have the form of graphite-like
crystallites with a parallel atomic packing or an amor-
phous conglomerate of partially ordered nanoregions,
as in, e.g., CNx films [26]. The orientation of the clus-
ters should exhibit a wide scatter, which does not pre-
clude the possibility of further correlations in the clus-
ter orientations, such as the correlations observed ear-
lier by electron diffraction and related to the initial
fullerite structure [27]. The velocities of ultrasonic

σz c13/ c11 c12+( ),=

σx
y c12c33 c13

2–

c11c33 c13
2–

--------------------------,=

σx
z c11 c12–( )c13

c11c33 c13
2–

-------------------------------.=
Table 2.  Components of the elastic constant tensor (according to the calculations by Eqs. (1)), the estimate for c13 (see text),
the bulk modulus, and the Poisson ratios in different directions for the samples from Table 1 (the sample numbers are retained)

No. c11 (GPa) c33 (GPa) c44 (GPa) c12 (GPa) c13 (GPa) B (GPa) σz

1 104.7 58.1 22.5 16.4 9.1 37.4 0.08 0.15 0.13

2 94.8 91.7 – – – – – – –

3 122.6 105.7 31.5 29.4 25.4 56.8 0.17 0.20 0.19

4 126.2 101.4 34.7 24.6 19.8 53.5 0.13 0.17 0.16

5 84.5 52.3 15.5 39.8 24.7 44.4 0.20 0.38 0.29

6 84.1 35.1 15.6 26.6 11.1 33.4 0.10 0.28 0.23

σx
y σx

z
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waves propagating along the graphite planes are known
to be higher than the propagation velocities in the per-
pendicular directions (for transverse waves, the polar-
ization must also be parallel to these planes in the case
of fast waves). It is natural to attribute the anisotropy of
the elastic properties observed in the experiment to the
anisotropy of the spatial orientation of the structure-
forming clusters, namely, to the presence of the pre-
ferred orientation of graphite-like planes that is normal
to the z axis. The deviation from the spherically sym-
metric distribution of the orientation of graphite-like
clusters leads to the formation of a sort of texture in the
disordered samples.

Let us consider a possible mechanism for the forma-
tion of an anisotropic cluster system under pressure in
the process of the disruption of the fullerite structure. It
is well known that graphite is much more compressible
along the (001) direction; i.e., in the presence of an
additional positive pressure component along the
chamber axis (the z axis), the orientation of clusters
with (001) || z proves to be preferred, because, in this
case, the density of the cluster system is higher and the
PV contribution to the Gibbs thermodynamic potential
is smaller. Although, in the conditions under consider-
ation (P = 7.5 GPa and T ~ 1000°C), the system is far
from thermodynamic equilibrium (in this case, the sta-
ble phase is diamond), the energy relations can be sig-
nificant in comparing different scenarios of the graph-
ite-like cluster formation from the structure based on
C60 molecules, because such a process must occur in a
diffusion way.

We note that the ultrasonic velocities weakly
depend on the temperature of the sample synthesis (see
figure). However, the scatter in the experimental values
far exceeds the measurement error and is presumably
related to the variations in the texture. In the tempera-
ture interval 1200–1300°C, the ultrasonic velocities
exhibit a certain decrease, which can be attributed to
the recrystallization processes in the conglomerate of
nanoclusters.

The observed anisotropy of elastic properties is sig-
nificant for analyzing the experimental data. If the elas-
tic moduli are calculated in the framework of the isotro-
pic medium model, considerable errors may occur in
the measurements along a single axis. For example, for
sample no. 6 (see Table 1), the isotropic medium
approximation, when applied separately to the data
obtained for different directions, provides the values of
the bulk modulus B ≈ 15 and 55 GPa for the z axis and
the x axis; i.e., one obtains values that differ by a factor
of more than three. The aforementioned values of the
Poisson ratios that are anomalously high for covalent
structures [12–15] are presumably related to the appli-
cation of such an incorrect approach. In our case, the
isotropic medium approximation applied to the mea-
surements along a single axis for sample nos. 1–3
yields the values σ ~ 0.25–0.32, which far exceed the
values of the Poisson ratios obtained with allowance for
JETP LETTERS      Vol. 73      No. 10      2001
the anisotropy and, presumably, being more adequate
for carbon covalent structures.

5. Thus, in analyzing the elastic properties of the
phases synthesized from C60 under pressure in quasi-
hydrostatic conditions, it is necessary to take into
account the anisotropy, e.g., by using Eqs. (1) and (2).
The study of the anisotropy of polymerized phases is of
special interest, because it can provide information on
the mechanisms of their formation. The possibility to
create an anisotropy (a texture) in superhard samples
can be of practical interest, e.g., for increasing the hard-
ness in certain directions.

We are grateful to A.P. Kochkin and E.V. Tat’yanin
for useful discussions. The work was supported by the
Russian Foundation for Basic Research (project
nos. 99-02-17408, 00-15-99308, and 01-02-16557).
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Superconducting MgB2 films with a superconducting transition temperature of 24 K were obtained by magne-
tron sputtering. The high homogeneity of the films was demonstrated by the magneto-optical imaging of the
magnetic flux penetration. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.76.Bz; 74.60.Gc; 81.15.Cd
1. Discovering superconductivity in magnesium
diboride with a critical temperature of 39 K [1], which
was announced at the beginning of January, triggered a
real outburst of studied on magnesium diboride proper-
ties. Special hopes are associated with the fact that crit-
ical currents in this novel high-Tc superconductor are
not so sensitive to the disorientation of crystal grains as
in oxide superconductors [2, 3]. In this respect, the
magnetic and transport properties of polycrystalline
MgB2 more closely resemble the properties of Nb–Ti
and Nb3Sn intermetallic compounds, which have
become the base for the best low-temperature super-
conducting cables. Because of its anisotropic structure,
single crystals of MgB2 must be obtained for funda-
mental studies of the nature of superconductivity in this
material. However, the sublimating temperatures of
volatile magnesium and refractory boron differ signifi-
cantly, and a vapor pressure of 1.3 × 10–2 Pa is attained
for Mg and B at 327 and 1797°C, respectively. There-
fore, this task seems to be virtually impossible. This
problem can be solved partially with the use of oriented
MgB2 films, which may simultaneously become a basis
for microelectronic applications of the new supercon-
ductor.

The same “incompatibility” of magnesium and
boron and, in addition, the very high oxidizing ability
of magnesium are also the main obstacles on the way to
obtaining quality MgB2 films. Against the background
of an already rather large amount of studies carried out
with bulk samples, there are only a few communica-
tions on the successful deposition of films [4–15].
A pulsed laser deposition technique was used in almost
all these studies, and electron beam evaporation was
used only in some cases. Only for films that were
annealed in magnesium vapor after their deposition was
it possible to bring the critical temperature closer to the
critical temperature of bulk MgB2. In this case, it was
sufficient to obtain a pure boron film and to transform it
0021-3640/01/7310- $21.00 © 20557
to the MgB2 film only in the process of the subsequent
ex situ annealing, much as thin MgB2 wires have been
obtained recently [3]. However, because the crystal lat-
tice expands significantly in the process of transforma-
tion, films with good structure cannot be obtained by
this method. The direct deposition of stoichiometric
films with only minor finishing in the process of in situ
annealing is much more delicate. Samples that can be
obtained in this way so far have a critical temperature
of only about 24 K, but their surface is considerably
smoother (see a comparison of various preparation
methods and an analysis of growth mechanisms of
MgB2 films in [13]).

It should be noted here that pulsed laser deposition
has significant disadvantages. The film deposition rate
is very limited. Because of this, the requirements on the
quality of the initial vacuum must be considerably more
stringent in order to prevent the oxidation of magne-
sium, and films of large thickness cannot be obtained.
Magnesium droplets appear on the surface of films,
which may locally disturb the superconductivity of films.
Plasma sputtering techniques are free from these disad-
vantages and more efficient technologically. Films with a
large area and considerably better uniformity can be
sputtered with the use of these techniques. Such films
comply with the standards of microelectronics. In this
work, we report the first, as far as we know, successful
deposition of MgB2 films by magnetron sputtering.

2. Composite Mg–MgB2 targets. In order to com-
pensate for the losses of magnesium due to its oxidation
in plasma, we used composite targets containing MgB2
and metallic magnesium in approximately equal
amounts, as was proposed in studies carried out using
pulsed laser deposition at the University of Twente
[5, 9]. The stoichiometric ceramic base of the target
was prepared by thoroughly mixing powders of pure
Mg and B in a ratio corresponding to the MgB2 com-
pound. The mixture was compacted into pellets 32 mm
001 MAIK “Nauka/Interperiodica”
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in diameter using a conventional laboratory press. Next,
these pellets were placed in an alundum crucible along
with a plate of pure magnesium having the same
weight. The crucible was placed in a vacuum chamber
containing an induction heating device. After prelimi-
nary evacuation down to a pressure of 10–3 Pa, the
chamber was filled with pure argon up to a pressure of
several atmospheres. The synthesis was carried out for
30 min at a temperature of ~900°C. As a result, com-
posite pellets were obtained with fanciful lamellas of
pure magnesium (light areas in the metallographic sec-
tion of a target cross-cut; see Fig. 1b) and fine-grained

MgB2 Mg 100 µm
(b)

Fig. 1. (a) X-ray diffractograms of θ–2θ scanning for a mag-
netron Mg–MgB2 target (lower curve, CuKα radiation) and

for a MgB2/( )Al2O3 film (upper curve, CrKα radia-

tion); (b) fragment of a cross-cut of the magnetron target.
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MgB2 (dark areas) distributed uniformly. The target
structure was extremely dense, and all the cavities,
which usually form in the synthesis of ceramic MgB2,
were filled with magnesium. Such a dense structure is
very important for obtaining good heat transfer and pre-
venting the targets from cracking in the process of vig-
orous sputtering.

The X-ray diffraction spectrum of the target material
(the lower curve in Fig. 1a) contains intense peaks of
MgB2 and Mg and reveals insignificant traces of MgO
(copper Kα radiation was used,  = 1.54 Å). The unit
cell parameters of the MgB2 phase were found to be a =
3.092 Å and c = 3.521 Å, which is in agreement with
published data. The temperature dependence of the
electrical resistance (×40) measured by the four-probe
method in a thin plate that was cut from the target using
a diamond disk is presented in Fig. 2. The resistance
decreases with temperature almost linearly with a sharp
superconducting transition at Tc(R = 0) ~ 37 K. The
ratio of resistances R300 K/R40 K ~ 10 indicates that the
material is of high purity. Good superconducting prop-
erties of the MgB2 phase areas are confirmed by mag-
netooptical observations of magnetic field penetration
in these plates.

The finished Mg–MgB2 targets were tin-plated by
an ultrasonic soldering iron and were soldered with
indium to copper water-cooled holders. The target
structure obtained provided their operation in the
extreme modes of magnetron sputtering without any
traces of destruction. We successfully used the same
targets for obtaining MgB2 films by pulsed laser depo-
sition with results similar to those obtained by other
groups and mentioned above.

3. Obtaining and characterizing MgB2 films. The
uniqueness of our magnetron sputtering system devel-
oped specially for laboratory purposes is in the possi-
bility of using miniature targets 32 mm in diameter,
which we managed to prepare. As a rule, the existing
industrial systems of magnetron sputtering are
designed for operation with targets of a large diameter
of 76 mm and larger. The manufacturing of such targets
is a significantly more complicated problem and is not
reasonable at the research stage. The possibility of
operation with small targets in our system was provided
by the inclusion of strong constant SmCo5 magnets into
the magnetron construction. The system was created on
the basis of a vacuum VUP-5 station completed with a
turbo-molecular VMN-500 pump with a nitrogen cryo-
panel. The limiting vacuum that is attained in the work-
ing volume measures 5 × 10–5 Pa.

A Mg–MgB2 pellet was sputtered in a high-purity
argon atmosphere (99.998%) at a pressure of 3 Pa. The
constant voltage across the target was ~ 410 V, and the
discharge current was 350 mA. This corresponded to a
high power density of ~ 120 W/cm2 at the active part of
the target. The film sputtering rate in this case was
~0.04 µm/min. It should be noted that the plasma cloud

λKα
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created at such a large specific power served as addi-
tional protection against magnesium oxidation. Stan-
dard substrates of single crystal sapphire with a ( )

orientation of the surface were used. According to first
communications, in spite of the large difference
between the unit cell parameters of sapphire (R3c, a =
4.76 Å, c = 12.99 Å) and MgB2 (P6mmm, a = 3.09 Å,
and c = 3.52 Å), MgB2 films grown on single crystal
sapphire are among the best ones. The substrates were
glued to the heater table using conducting silver glue to
provide good thermal contact with the table. The table
temperature was controlled using a thermocouple.

The best films were obtained when the substrate
temperature in the process of sputtering was 200°C and
was raised to 600°C for several seconds at the final
stage only. During this final in situ annealing, the
plasma discharge was not switched off. The reverse
cooling of the film down to 200°C was performed in
3.5 min.

The X-ray diffraction spectra of such a film in the
θ−2θ scanning geometry were measured on an auto-
mated X-ray device DRON-2.0 with a graphite mono-
chromator (the upper curve in Fig. 1a). Chromium radi-
ation (  = 2.285 Å) was used. This radiation is more
effective for the thin films under study because of the
small absorptivities of the elements entering into the
composition of these films (Mg and B). Strongly broad-
ened diffraction reflexes of ( ) and ( ) MgB2

films are clearly seen against the background of intense
( ) and ( ) diffraction peaks from the Al2O3

substrate. The narrow peak marked with a star either
corresponds to residues of pure magnesium or repre-
sents a peak of ( ) Al2O3 at the Kβ line, which is

not completely cut by the monochromator. The strong
broadening of MgB2 peaks indicates that the film is
fine-grained. These peaks are located at the same places
as the corresponding peaks of crystalline MgB2 shown
in the lower spectrum. That is, the crystal lattice param-
eters of the film do not strongly differ from their bulk
values and can be estimated at a = 3.07 Å and c =
3.49 Å. The average grain size can be estimated from
the broadening of the peak of the ( ) film at D =

d2/(B – B0) = 110 Å, where d = 2.12 Å is the corre-
sponding interplanar spacing, B = 0.06 Å is the peak
half-width, and B0 = 0.02 Å is the correction for the
instrumental broadening of lines. This estimate is close
to similar estimates for the grain size confirmed by
direct observations using electron microscopy [6].

The electrical resistance of films was measured by
the conventional four-probe method at a transport cur-
rent of 10 µA. The contacts were made by ultrasonic
tinning with indium. Attempts at using conventional sil-
ver paste gave no satisfactory results, apparently,
because of the occurrence of an oxide layer on the film
surface. The temperature dependence of the resistivity

1102
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ρ(T) of the film described above is given by curve (×3)
in Fig. 2. The resistivity remains virtually constant over
the entire temperature range down to the beginning of
the superconducting transition at 23.7 K. The value
obtained exceeds ρ for crystalline MgB2 at 40 K by a
factor of more than 100 (see curve (×40) in Fig. 2 for
the target and the data in [16]) and corresponds to ρ of
films with a small oxygen content obtained in [6]. For
completeness sake, Fig. 2 also shows ρ(T) for a film
that was not subject to the final in situ annealing (the
upper curve marked with (×1)) with the beginning of
the superconducting transition at only 3.6 K and with a
considerably greater value of ρ corresponding to the
film with an increased oxygen content obtained in [6].
The independence of the resistance from temperature
indicates that the mean free path of electrons in the
films obtained is small, which is very important for
increasing Hc2 and extending the range of high-field
superconductivity [6].

The uniformity and critical currents of a film subject
to in situ annealing were studied by measuring the pen-
etration of a perpendicular magnetic field in the film
using a magneto-optical technique [17, 18]. Such inves-
tigations are necessary for determining the macro-
scopic character of the distribution of superconducting
currents in the sample and were first used for the anal-
ysis of MgB2 films in [6]. The picture observed
(Fig. 3a) is typical of the second-kind superconductors
and fully repeats the magnetic field penetration in thin
films of high-Tc superconductors thoroughly studied

Fig. 2. Temperature dependence of the electrical resistance:
(×1) a MgB2 film deposited on a sapphire ( ) substrate

at a temperature of 100°C, (×3) a similar film subject to a
short-term annealing in situ at 600°C at the end of deposition,
and (×40) the material of a composite Mg–MgB2 target.
Marks at curves indicate the coefficient by which the resis-
tance is multiplied to present the curves in the same plot.

1102
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recently [19, 20]. Attention should be given to the field
penetration from the upper (in the figure) edge of the
sample, which is revealed as a light strip because of the
concentration of the magnetic field. The penetrating
flux is seen as a light area with the gradient of bright-
ness from the edge toward the dark Meissner region at
the center of the sample (greater brightness corre-
sponds to a higher value of the perpendicular field in the
sample). The teeth of the planar domains in the indica-
tor film observed in this region should not be confused
with nonuniformities of the magnetic field in the super-

1 mm

1 2

(a)

Fig. 3. (a) Observation of perpendicular magnetic field pen-
etration in an annealed MgB2 film, H = 60 Oe and T = 12 K
(arrow 1 indicates the edge of the sample, and arrow 2 indi-
cates the front of magnetic field penetration); (b) tempera-
ture dependence of the critical current in this film deter-
mined from by a series of such observations.
conductor. The critical current density jc determined by
the field of penetration to 0.9 of the sample width Hp .
jch, where the film thickness h = 1 µm, equals
106 A/cm2 at a temperature of 12 K and rapidly
decreases by a factor of more than 5 to 15 K (Fig. 3b).
Note the exceptionally flat front of the magnetic flux in
Fig. 3a, which points to the high uniformity of the
superconducting parameters and the microstructure of
our film. This result is in contrast to the recent commu-
nication of similar observations of magnetic field pene-
tration in a MgB2 film obtained by pulsed laser depo-
sition [21]. The nonuniformities of the magnetic flux
distribution observed in this work, which exhibit char-
acteristic parabolic “walrus moustache” at defects, are
typical for films with droplets, which are inherent in
laser deposition (see, for example, observations for
YBa2Cu3O7 films [20]).

4. Thus, we managed to obtain quality MgB2 films
on single crystal sapphire substrates using a unique lab-
oratory system of magnetron sputtering and new com-
posite Mg–MgB2 targets. In their superconducting
characteristics, the films corresponded to the best
MgB2 films obtained in situ using pulsed laser deposi-
tion. The fact that the relatively low critical temperature
of our films was the same as in other in situ films (about
24 K) suggests the occurrence of a unique mechanism
that limits the critical temperature in all such films
regardless of the preparation method. It is possible that
the small grain size found in this case is an essential
factor here. This size, as evident from the constancy of
ρ(T) above Tc, is smaller than the mean free path of
electrons. The main advantage of our films is their high
uniformity, which is inherent in the plasma deposition
technique. This uniformity is confirmed by the observa-
tion of magnetic field penetration in these films by the
magneto-optical technique.
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Dirac Fermions on Graphite Cones1
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The electronic structure of graphitic cones is investigated within the self-consistent field-theory model. The
local and total density of states near the apex are found for cones of different opening angles. For extended elec-
tronic states, the total density of states is found to vanish at the Fermi level at any opening angles more than
60°. In turn, for power-law localized states, normalized zero-energy modes are shown to emerge. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 73.20.At; 73.61.Wp
The recently achieved atomic resolution of scanning
tunneling microscopy provides further progress in
experimental study of graphitic nanoparticles giving
important information about electronic states of sample
surfaces. Of special interest are graphitic cones where
peculiar electronic states (due to topological defects in
their apexes) were theoretically predicted [1, 2]. In par-
ticular, an analysis within the effective-mass theory
shows that specific superstructures induced by penta-
gon defects can appear with the wave functions decay-
ing as r–1/5 [1]. An important conclusion made in [1] is
that these superstructures are not the interference pat-
tern of extended Bloch waves. On the other hand, the
continuum model suggested in [2] predicts apical
enhancement of density of states at the Fermi energy
(EF) in the vicinity of the apex for cones with 120° dis-
clinations. The states contributing to the nonzero den-
sity of states at EF are found to be the extended states.
This result looks rather unexpected (as is known, only
the cone with 60° opening angle is distinctive from the
geometrical point of view), thus provoking our inter-
est to reconsider the problem within a recently formu-
lated self-consistent gauge model of disclinations on
fluctuating elastic surfaces [3]. This model was also
adapted for description of electronic states of a
fullerene molecule in [4], where the normalized zero-
energy states (at EF) were found. Notice that specific
electronic states at the Fermi level due to disclinations
are similar to the fermion zero modes in topologically
nontrivial manifolds which have been of current inter-
est both in field theory and condensed matter physics
(see, e.g., [5–7]).

1 This article was submitted by the authors in English.
0021-3640/01/7310- $21.00 © 20562
Before proceeding, it is necessary to make two
important remarks. First, conical morphologies have
been observed not only for graphite but also for other
layered materials like boron nitride and aluminosili-
cates. It is intriguing that a departure from a flat surface
can be solely determined by the topological defect
located at the apex of a cone. In other words, a cone
structure is formed when a pentagon is introduced into
a graphite sheet. To gain a better understanding, one
can imagine a cut-and-glue procedure in which the pen-
tagon in the hexagonal network is constructed by cut-
ting out a 60° sector from a graphene (a single layer of
graphite) sheet. In this context, pentagonal defects in
cones can be considered as apical disclinations and the
opening angle is directly connected to the Frank index
of a disclination (see below).

Second, the field-theory models for Dirac fermions
on hexatic surfaces were formulated earlier to describe
electronic structure of variously shaped carbon materi-
als: fullerenes [4, 8], nanotubes [9], and cones [2]. The
basic element for all these models is the self-consistent
effective-mass theory for a description of electron
dynamics in the vicinity of impurity in graphite interca-
lation compounds [10]. The most important fact found
in [10] is that the electronic spectrum of a single graph-
ite plane linearized around the corners of the hexagonal
Brillouin zone coincides with that of the Dirac equation
in (2 + 1) dimensions. In our approach, both electrons
and disclinations are considered in the curved two-
dimensional background. Thus, we formulate the Dirac
equation on a cone with the flux due to pentagonal api-
cal disclination represented by an abelian gauge field.

To start, let us briefly discuss a relevant geometrical
background. In the polar coordinates (r, ϕ) ∈  R2, a cone
001 MAIK “Nauka/Interperiodica”
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can be regarded as an embedding

with a and c being the cone parameters. From this, the
components of the induced metric can be easily read
off:

(1)

The opening angle of a cone, θ, is determined by

sin(θ/2) = a/ . Since the cone itself appears
when one or more sectors are removed from a
graphene, all the possible disclination angles, ω, are
divisible by 60°. Thus, the Frank index, ν (ν = ω/2π),
of the apical disclination can be specified by ν = 1 –
sin(θ/2). At ν = 0, one gets a flat graphene sheet (θ =
180°). For ν = 1/6 (60° disclination), ν = 1/3 (120° dis-
clination), and ν = 1/2 (180° disclination), one obtains
θ = 112.9°, 83.6°, 60°, respectively. For convenience,
we introduce a parameter χ = 1 + c2/a2, so that

sin(θ/2) = 1/  = 1 – ν.

The basic field equation for the U(1) gauge field in
a curved background reads

, (2)

where covariant derivative Dµ := ∂µ + Γµ includes the
Levi-Civita (torsion-free, metric compatible) connec-
tion

gµk being the metric tensor on a Riemannian surface Σ
with local coordinates (x1, x2). For a single disclination
on an arbitrary elastic surface, a singular solution to
Eqs. (2) is found to be [3]

(3)

where

(4)

with εµk = eµk being the fully antisymmetric tensor
on Σ, e12 = –e21 = 1. It should be mentioned that Eqs. (2)
and (4) self-consistently describe a defect located on an
arbitrary surface [3].

From Eqs. (3) and (4), the following solution can be
obtained:

(5)

As a result, Wϕ = (ν/r)  and Wϕ = ν.

To incorporate fermions, we need a set of orthonor-
mal frames {eα} which yield the same metric, g, each

r ϕ,( ) ar ϕcos ar ϕsin cr, ,( ),

0 r 1, 0 ϕ 2π,<≤< <

grr a2 c2, gϕϕ+ a2r2, grϕ gϕ r 0.= = = =

a2 c2+

χ

DµFµk 0, Fµk ∂µWk ∂kWµ–= =

Γµλ
k  := Γµ( )λ

k 1
2
---gkl ∂glλ

∂xµ---------
∂gµl

∂xλ----------
∂gµλ

∂xl
-----------–+ 

  ,=

Wk νεkλ DλG x1 x2,( ),–=

DµDµG x1 x2,( ) 2πδ2 x1 x2,( )/ g,=

g

Wr 0, Wϕ νεϕ r∂rG, G– χ r.log= = =

χ/g
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of which is related to the other by the local SO(2) rota-
tion,

It then follows that gµν = δαβ, where  is the
zweibein, with the orthonormal frame indices being
α, β = {1, 2} and the coordinate indices being µ, ν =
{r, ϕ}. Explicitly, one may choose the only nonzero

components to be  =  and  = ar. Notice

that  is the inverse of .

The Dirac equation on a cone takes the form (EF is
chosen to be zero)

(6)

where ∇ µ = ∂µ + Ωµ, with

being the spin connection term, which, as is known,
does not contribute to the Dirac equation if dim Σ =
2 [11].

In 2D, the Dirac matrices can be chosen to be the
Pauli matrices: γ1 = –σ2, γ2 = σ1. For massless fermions,
σ3 serves as a conjugation matrix, and the energy eigen-
modes are symmetric about E = 0 (σ3ψE = ψ–E). Gener-
ator of the local Lorentz transformations Λ takes the
form –i∂ϕ, whereas the generator of the Dirac spinor
transformations ρ(Λ) is

Total angular momentum of a 2D Dirac system is,
therefore,

which commutes with the Hamiltonian (6). Conse-
quently, the eigenfunctions are classified with respect
to the eigenvalues of Jz = j + 1/2, j = 0, ±1, ±2, …, and
are to be taken in the form

(7)

In this case, Eq. (6) reduces to the pair

(8)

where  = aE. The most distinctive feature of
Eq. (8) in comparison with the alternative model given

eα eα' Λα
βeβ, Λα

β
SO 2( ).∈=

eµ
αeν

β eα
µ

er
1 a2 c2+ eϕ

2

eα
µ eµ

α

Hψ := iγαeα
µ ∇ µ iWµ+( )ψ Eψ,=

Ωµ
1
8
---Γ µ

α β γα γβ,[ ]–=

Σ12
i
4
--- γ1 γ2,[ ] 1

2
---σ3.= =

Lz –i∂ϕ
1
2
---σ3,+=

ψ
u r( )eiϕ j

v r( )eiϕ j 1+( ) 
 
 

.=

∂ru
χ j ν+( )

r
------------------------u– Ẽv ,=

∂rv–
χ j 1 ν+ +( )

r
---------------------------------v– Ẽu,=

Ẽ χ
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in [2] is the appearance of the factor χ which character-
izes geometry of a cone [cf. Eq. (5) from that paper].
This plays a decisive role in the following consideration
and finally leads to the remarkably different results.
A general solution to Eq. (8) is found to be

(9)

with ξ = (1 – )/2, η = ±( ( j + ν + 1/2) – 1/2), and

 = ±( ( j + ν + 1/2) + 1/2). A is a normalization fac-
tor. Thus, there are two independent solutions with
η( ) > 0 and η( ) < 0. Notice also that signs ± in
Eq. (9) correspond to states with E > 0 and E < 0,
respectively. Due to the above-mentioned symmetry
properties, one can consider either case, for instance,
E > 0.

The important restrictions come from the normal-
ization condition

, (10)

which in view of Eq. (9) takes the form

(11)

The normalization factor can be deduced from the
asymptotic formula for Bessel functions at large argu-

ments. Indeed, in our case,  – η = 1, so that  +

  2/π r for r @ 1. Substituting this into Eq. (11)
yields A2 = (2ξ + 1)E/4a. Additionally, a restriction in
the form 2ξ > –1 (i.e., ν < 1/2) serves to avoid diver-
gence in Eq. (11). This means that solution (9) is appro-
priate only for cones with opening angles more than
60°. At the same time, Eq. (11) must be nonsingular at
small r. This imposes a restriction on possible values of j.
Namely, for η,  > 0, one gets j > –1 (i.e., j = 0, 1, 2, …),
while for η,  < 0 one has j < –2ν (j = –1, –2, …). As is
seen, possible values of j are not overlapped at any ν.

We are interested in the electron states near the apex
of a cone. As it follows directly from Eq. (9), for small
r the wave functions behave as

(12)

To the leading order, one obtains

u

v 
  Arξ Jη Ẽr( )

J η̃ Ẽr( )± 
 
 

=

χ χ
η χ

η η

u 2 v 2+( ) g x1d x2d∫ 1=

2π χa2A2 r2ξ 1+ Jη
2 Ẽr( ) Jη

2 Ẽr( )+( ) rd

0

1

∫ 1.=

η Jη
2

Jη
2 Ẽ Ẽ

η
η

u

v 
  E1/2 η+ rξ η+

E1/2 η+ rξ η+ 
 
 

, η η, 0,>∼

u

v 
  E1/2 η– rξ η–

E1/2 η– rξ η– 
 
 

, η η, 0.<∼

Ψ E 1 2ν–( )/2 1 ν–( )r ν / 1 ν–( )– .∼
In particular, for ν = 0, 1/6, 1/3, we get Ψ ~ , Ψ ~
E2/5r–1/5, and Ψ ~ E1/4r–1/2, respectively.

Since the local density of states diverges as r  0,
it is more relevant to consider the total density of states
on a patch 0 < r ≤ δ for small δ. To this end, one has to
integrate the electron density over a small disk and to
divide the result by ∆k = π/a, which is the spacing of k
values. The result is

(13)

It should be stressed that according to Eq. (13) a spe-
cific behavior of D(E, δ) takes place only for ν = 1/2
where D ~ E0δ0. Thus, this prediction of our model
agrees well with the earlier remark that it is the 60°
opening angle (180° sector is removed from the flat
graphene sheet) which is distinctive from the geometri-
cal point of view. What is also important, in accordance
with Eq. (13), there are no extended states with the non-
zero density of states at EF (recall that the case ν = 1/2
is beyond the scope of our consideration). This conclu-
sion markedly disagrees with the results obtained in [2].
As we show below, only power-law localized zero-
energy states can exist. In the leading order, one obtains
from Eq. (13)

(14)

It is interesting that the model [2] predicts the same
δ dependence, while the E dependence is completely
different.

To study the electron states at the Fermi energy, one
has to return to Eq. (8) and set E = 0. The solution reads

(15)

Here, A and B are the normalization factors. A simple
analysis shows that either u0 or v 0 are normalizable on
a cone of finite size. Thus, one can construct self-con-

jugate solutions  and . The first solution is

nonsingular, and, in the leading order, the electron den-
sity behaves as |u0 |2 ~ rβ/a2 with β = 2ν/(1 – ν). The sec-
ond solution is singular, |v 0 |2 ~ r–β/a2. As before, in this
case one can consider the total density of states for
comparison to experiments. For our purposes, we dwell
on the analysis of the case ν = 1/6. As is seen, for ν =
1/6, one gets v 0 ~ r–1/5 and, accordingly, D ~ δ8/5. This
is in a good agreement with the results obtained in [1].
Thus, our study confirms the results of [1, 12] that the
states contributing to the nonzero density of states at the
Fermi energy are power-law localized. Notice also
that  in monolayer graphite (ν = 0) of infinite length

E

D E δ,( )
E 1 2ν+( )/ 1 ν–( )δ2/ 1 ν–( ), η η, 0>

E 1 2ν–( )/ 1 ν–( )δ2 1 2ν–( )/ 1 ν–( ), η η, 0.<



∝

D E δ,( )
Eδ2, ν 0=

E4/5δ8/5, ν 1/6=

E1/2δ, ν 1/3.=

∝

u0 Arα , v 0 Br α χ+( )– .= =

u0

0 
  0

v 0
 
 
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(a  ∞) there are no localized zero-energy electronic
states on disclinations. It should be emphasized that
this conclusion agrees with the results of numerical cal-
culations [12] where the local density of states at the
Fermi level was found to be zero for the case of five-
membered rings (pentagons).

In conclusion, we have formulated a self-consistent
field-theory model to describe electronic states on a
graphitic cone. The topological nature of the apical
defect is found to markedly modify the low-energy
electronic structure. In particular, the total density of
extended states has a rather specific dependence on
both energy and a distance from the apex of a cone. In
contrast to [2], we predict that there are no extended
states with the nonzero density of states at the Fermi
level for any disclinations with ν < 1/2. At the same
time, we found that powerlike localized states can exist
at the Fermi level in accordance with [1, 12]. It would
be interesting to verify our conclusions in scanning tun-
neling microscope experiments with graphitic cones.

This work was supported by the Science and Tech-
nology Department of Moscow region and the Russian
Foundation for Basic Research, project no. 01-02-
97021.
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A two-dimensional low-density system of charge carriers with strong Coulomb interaction, which can lead to
the appearance of a short-wavelength soft mode (precursor of crystallization) is examined. This system provides
elementary excitations of two types: Fermi excitations and Bose excitations with a gap in the spectrum. The
latter excitations are similar to rotons in superfluid helium. A model involving the Fermi liquid and the soft
mode is proposed, and interaction of different excitations with each other is described phenomenologically as
in the Landau theory of Fermi liquid. By solving the derived equations, it was found that, as the temperature
increases, the effective mass of Fermi excitations decreases and the gap in the Bose excitation spectrum
increases. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.27.+a; 71.10.Ay
An unusual behavior of conductivity in two-dimen-
sional systems as a function of the temperature and den-
sity of charge carriers was experimentally found by
Kravchenko et al. [1]. Later, similar results were
obtained in other experiments (see, e.g., [2–7] and
review [8]). Various mechanisms were proposed to
explain these dependences (see, e.g., [8–10]). One of
the recent attempts was made in [11], where the corre-
lation effects received primary attention. The essence is
that correlations in the positions of carriers in a system
with Coulomb interaction become substantial at suffi-
ciently low densities and, finally, lead to the formation
of a Wigner crystal. A liquid preceding this crystal is
sometimes called a Wigner liquid. The so-called soft
mode corresponding to low-energy Bose particles can
arise in this liquid. In the previous simplest formulation
[11], I analyzed how these excitations can affect the
conductivity of the system. What is the role of the inter-
action of these particles with each other and with Fermi
excitations? This interaction cannot be described by,
e.g., perturbation theory. In this work, I attempt to take
it into account phenomenologically as in the Landau
Fermi liquid theory.

The basic assumption is that the system has a soft
mode at a nonzero momentum value. This is possible at
various structural transitions, e.g., when the period of a
crystal is doubled. The simplest example is an antifer-
romagnet in a strong magnetic field [12] near the insta-
bility point of a completely polarized state. This can
also occur when a system is crystallized through the
phase transition, which is close to a second-order phase
transition [13]. The system under consideration was
compared with 3He in [11] in order to clarify what can
be expected for the case we analyzed (various possibil-
ities for 3He were discussed in [13, 14]). 
0021-3640/01/7310- $21.00 © 20566
Spivak [15] suggested and used the closer analogy
of the two-dimensional electron system with 3He, but
the soft mode was not introduced in an explicit form.
This is a different approach, and results of [15] relate to
other characteristics than my results.

I propose a model involving the Fermi liquid and the
soft mode, which is assumed to be spin-independent as
in [13], although another variant (as in [14]) is also pos-
sible. But as the density decreases, mutual localization
of electrons due to the Coulomb interaction increases
(as in a Wigner crystal) and, therefore, overlap integrals
and exchange interaction decrease, so that the spin
effects should become of secondary importance. This is
the reason for the above-proposed assumption.

Model. In the Landau Fermi liquid theory, as the
distribution function varies by δnp, the energy of the
system changes by

(1)

where ep is the energy of a quasiparticle with the
momentum p; V is the volume (area) of the system;
f(p, p') is the interaction function of Fermi quasiparti-
cles, which below will be called fermions; and the sum-
mation with respect to the spin indices along with the
summation with respect to momenta is implied hereaf-
ter. This representation also applies to a homogeneous
system of charged particles, whereas corresponding
Coulomb contributions should be taken into account for
an inhomogeneous system.

δEL epδnp

p

∑ 1
2V
------- δnp f p p ',( )δnp ' ,

p p ',
∑+=
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Then, the soft-mode effects should be taken into
account. The energy of the corresponding Bose parti-
cles is represented in the operator form

(2)

where Ωq is the boson energy at absolute zero and

(bq) is the operator of creation (annihilation) of a
boson with the momentum q.

The interaction of bosons with fermions is written as

(3)

where Bq is, to an insignificant factor, the coordinate of
the corresponding oscillator. Here, it is reasonable to
represent this interaction energy in terms of the oscilla-
tor coordinate rather than in terms of the oscillator exci-
tation degree (the number of bosons).

Hamiltonian (3) causes, in particular, the tempera-
ture dependence of the fermion spectrum δep:

(4)

where 〈…〉  means averaging over the state of the sys-
tem, e.g., over the equilibrium state at nonzero temper-
ature. Within the same accuracy, the correction δf to the
interaction function of fermions is written as

(5)

The energy of interaction between bosons is repre-
sented in the following form that is completely similar
to Eq. (1) but, as well as Eq. (3), involves the oscillator
coordinates:

In the operator form, which is convenient for determin-
ing the boson spectrum, this interaction is represented as

(6)

The above approach has an obvious disadvantage: it
is not evident from it both types of excitations are
related to the same system of carriers. This would be
manifested as follows: if the system moves with the
velocity u, the boson spectrum changes as

H0 Ωqbq
+bq, Ωq

2 Ω0
2 v 0

2 q q0–( )2,+=
q

∑=

bq
+

H0
1
V
--- δnqU p q,( )BqB q– , Bq

bq b q–
++

Ωq

-------------------,=
p q,
∑=

δep
1
V
--- U p q,( ) BqB q–〈 〉 ,

q

∑=

δf p p ',( ) 1
V
--- g p p ',  q;( ) BqB q–〈 〉 .

q

∑=

H2〈 〉 1
2V
------- BqB q–〈 〉 λ q q ',( ) Bq 'B q '–〈 〉 .

q q ',
∑=

H2
1
V
--- BqB q– λ q q ',( ) Bq 'B q '–〈 〉

q q ',
∑=

–
1

2V
------- BqB q–〈 〉 λ q q ',( ) Bq 'B q '–〈 〉 .

q q ',
∑

Ωq Ωq qu.+
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Let us introduce additional interaction between two
types of quasiparticles so as to insure the required result
at absolute zero:

(7)

where n and m are the density and mass of the carriers,
respectively. Joint application of Eqs. (2) and (7) gives
the correct result. However, this is insufficient in the
general case. Indeed, Eq. (7) indicates that the boson
spectrum depends only on the fermion momentum, but
it is reasonable to expect that this spectrum depends on
the total momentum of the system. To insure this
dependence, it is necessary to introduce the corre-
sponding additional term

(8)

where, as well as in Eq. (6), the operator representation
is used. We emphasize that Eqs. (7) and (8) along with
Eq. (1) provide the momentum dependence of the
energy of the system in the form that would be expected
in the general case: it is sufficient to consider nonequi-
librium initial distribution functions of fermions and
bosons in the absence of the dissipation of the momen-
tum of the system admitting the possibility of establish-
ing thermal equilibrium within the system.

Let us consider the parameters determining initial
boson spectrum (2). The momentum q0 can be esti-
mated as follows: for given density of the carriers, one
should consider, e.g., a triangular lattice and determine
the reciprocal lattice vector whose magnitude corre-
sponds to q0. We turn now to the Ω0 value. Let us intro-
duce the characteristic time for fermions tF ~ 1/eF(0),
where eF(0) ~ vF(0) is the Fermi energy at zero temper-
ature, vF(0) is the Fermi velocity at zero temperature,
and pF is the Fermi momentum. The time tF is about the
time of flight of an average distance between carriers.
For t ! tF, the system more likely behaves as an amor-
phous solid with crystalline short-range order rather
than as a liquid. For t > tF, the system behaves as a liq-
uid (similar problems were discussed, e.g. in [15]).
Therefore, if the soft mode exists in a liquid phase, its
characteristic frequency should be sufficiently small,
Ω0 < eF(0), because the system cannot behave as a liq-
uid at high frequencies. This value is small compared to
the interaction, but even stronger inequality can be
assumed, and, in this case, the soft mode is manifested
on the Fermi scale. The v 0 value is likely to be v 0 ~
vF(0). In summary, we have

H3
1
V
--- δnp

pq( )
mn

-----------bq
+bq, n

p q,
∑ pF

2

2π
------,= =

H4
1
V
--- bq '

+ bq '〈 〉 q 'q( )
mn

-------------bq
+bq

q q ',
∑=

–
1

2V
------- bq '

+ bq '〈 〉 q 'q( )
mn

------------- bq
+bq〈 〉 ,

q ' q,
∑
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(9)

Equations (1)–(8) specify the model. In this study,
only equilibrium properties will be considered and,
therefore, Eqs. (7) and (8) will not be used.

Properties. For nonzero temperatures or with
changing density of carriers, the boson spectrum is
renormalized due to interactions (3) and (6). This spec-
trum is found by solving the problem with the Hamilto-
nian

(10)

(11)

In Eq. (10), an immaterial constant term is omitted, and,
in Eq. (11), we ignore a term that is related to Eq. (5)
and is a priori small at low temperatures because it
involves the square of a change in the fermion distribu-
tion function.

Hamiltonian (10) is diagonalized by means of the
Bogoliubov (u, v) transformation

(12)

where  and βq are the operators of a quasiparticle
(renormalized boson). Simple calculation yields

(13)

The (u, v)-transformation coefficients are determined
by the expressions

(14)

It is easy to see that Eqs. (7) and (8) are represented
in terms of the quasiparticle operators through similar

expressions, i.e., by replacing bq  βq.

We first analyze Eq. (11) for zero temperature. In
this case, simple consideration provides a relation
between various model parameters. Below, we will use
the following expansion in small deviations of the
angle-averaged interaction [see Eqs. (3), (11)]:

(15)

When the carrier density δn changes, the boson spec-
trum should change too:

q0 ν2 pF, ν π/ 3( )1/2
;=≈
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2
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ωqΩq
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  , uqv q
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q q0–
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p pF–
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---------------.+ +≈
(16)

This expression demonstrates that, as the carrier den-
sity increases, the gap in the spectrum and the momen-
tum at the minimum (q1 > 0) increase, as might be
expected:

According to Eq. (9), we have q1 = νpF. It is obvious
that Ω1 should be ~Ω0. This means that the zeroth har-
monic of the quantity U is small if strong inequality (9)
is valid for Ω0. However, the derivatives U1 and U2 in
the momenta of the zeroth harmonic are not small and
take the value

(17)

The latter equality is obvious from Eq. (16) and the
remarks below it, and the former one is valid because,
otherwise, in view of above-mentioned smallness of U0
and proportionality of q0 to pF, the small quantity U0
would considerably change under a relatively small
change in the density but this can occur only under a
comparable change in the density.

Let us consider the temperature corrections. The
boson spectrum changes according to Eq. (11). The
average appearing in this equation is calculated by
using quasiparticle operators [see Eqs. (12), (14)] and
retaining only the temperature-dependent contribution,
which vanishes at T  0. We are interested in the val-
ues q ≈ k ≈ q0. Therefore, the result is expressed in
terms not of the function λ(q, k) but of its angle-aver-

aged value  at the indicated momentum values, and
Eq. (11) takes the form

Here, the fermion energy ξp = vF(p – pF), where vF is
the Fermi velocity, is measured from the Fermi energy.
The fermion spectrum changes too, and Eq. (4) along
with Eq. (15) provides the following relation between

∆q
2 4δnU p q,( )p pF= 4δn U0 U1

q q0–
q0

--------------+ 
 ≈=

≡ δn
n
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2 2v 0

2q1 q q0–( )–[ ] .
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2 Ω0
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n
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2, q0 q0

δn
n
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U2 U1–≈
ν2 pF

2v 0
2

n
------------------.=

λ
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2 2

V
--- U p q,( ) ξ psgn

ξ p

2T
------tanh– 
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+
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the effective mass m* and the effective mass  at zero
temperature:

Following the Fermi liquid theory, one can also use the
fermion interaction function with additional term (5)
and obtain a relation between functions entering into
Eqs. (4) and (5).

Going over from summation to integration with
respect to energies of corresponding quasiparticles and
taking Eq. (15) into account, from the above expres-
sions we obtain

(18)

Here, since the quantity ∆q is independent of the
momentum, its argument is omitted and we introduce
the notation

where ω1 is the energy-dimension quantity and it is

assumed that  > 0 as usual for the fourth-order anhar-
monicity. Taking Eq. (17) into account, one can find the
following relation between dimensionless constants γ
and α:

(19)

Besides the model formulation, we focused on
deriving Eqs. (18), which determine the temperature
dependence of the elementary excitation spectra. It was
found that the effective fermion mass decreases and the
gap in the boson spectrum increases with increasing
temperature. This is obvious in the simple limiting
case. Let ω0/T ! 1, which is possible when T @ Ω0 and
ω1 is small enough. In this case, the function F(ω0) is

m0
*

1
m0*
------- 1

m*
-------

U2

pF
2V

----------
2Nq 1+

ωq
------------------- 1

Ωq
------– 

  .
q

∑–=

∆2 m*
m0*
------- 

  2

αT2 ω1
2F ω0( ),

m0*

m*
------- 1 γF ω0( ),+=+=

F ω0( ) 2
dω

ω2 ω0
2–

---------------------- 1
ω/T( )exp 1–

---------------------------------

ω0

∞

∫ ω0/Ω0( ).ln–≡

α
16U2 m0*( )2

πpF
2

---------------------------I , I dxx 1 x( )tanh–( )
0

∞

∫ 0.411,≈==

γ
U2m0*q0

πpF
2v 0

--------------------, ω0 Ω0
2 ∆2+ , ω1

2 4q0λ / πv 0( ),== =

λ

α
γ2
-----

2I

ν4
-----, γ 4ν3v 0/v F 0( ).==
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approximately calculated and Eqs. (18) yield

The problem of conductivity requires an individual
analysis. But even now, the following conclusions are
evident. Due to the temperature dependence of the
spectra, first, fermion–impurity scattering, which
depends on the effective mass, will be temperature-
dependent and, second, the boson contribution to the
resistivity will also change compared to that previously
obtained in [11]. The proposed model is an attempt to
understand how to take these effects into account.

I am grateful to A.V. Chaplik and M.V. Éntin for
stimulating discussion. This work was supported in part
by the Russian Foundation for Basic Research (project
no. 00-15-96800) and by the Russian State Program
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The effect of disorder induced by neutron irradiation in a nuclear reactor (thermal neutron fluence 1 × 1019 cm–2)
on the superconducting transition temperature Tc and the upper critical field Hc2 of polycrystalline MgB2 sam-
ples was investigated. Despite the appreciable radiation-induced distortions (more than ten displacements per
atom), the initial crystal structure (C32) was retained. The temperature Tc decreased from 38 to 5 K upon irra-
diation and was practically completely restored after the subsequent annealing at a temperature of 700°C.
A weak change in the dHc2/dT derivative upon irradiation is explained by the fact that the irradiated samples
are described by the “pure” limit of the theory of disordered superconductors. The suppression of Tc upon disor-
dering may be due to the isotropization of the originally anisotropic (or multicomponent) superconducting gap
or to a decrease in the density of electronic states at the Fermi level. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.25.-q; 74.72.-h
The discovery of superconductivity (SC) in binary
MgB2 compounds with Tc ≈ 40 K [1] has raised the
question of what the reason is for high Tc values and SC
mechanism in such a simple system. Within the frame-
work of electron–phonon superconductivity, the high Tc

values are favored by high densities N(EF) of electronic
states at the Fermi level and by soft phonon modes [2],
although an exotic pairing mechanism may also take
place in this particular case. The response of a system
to a disorder induced by the irradiation with high-
energy particles serves as a test for revealing the spe-
cific features of the SC state.

In metals (of the Nb type), the presence of several
percent of impurity atoms or radiation-induced defects
reduces Tc only slightly because of a small gap anisot-
ropy. In the intermetallic compounds of the A15 type, a
more substantial radiation-induced disorder may occur
(suppression of long-range order and amorphization)
because of considerable transformations in the elec-
tronic and phonon systems. In compounds with high
N(EF) and Tc values (Nb3Sn, V3Si), the radiation-
induced disordering lowers Tc (from 15–20 K to 1–3 K)
because of a decrease in N(EF) [3]. In the compounds
with low N(EF) and Tc (Mo3Si and Mo3Ge), the disor-
dering increases Tc (from 1.5 to 7 K) because of an
increase in N(EF) and softening of the phonon mode.
0021-3640/01/7310- $21.00 © 0570
This signifies that the individual features of electronic
structure vanish upon the disordering, and the super-
conducting properties of the disordered compounds
become similar to the properties of amorphous materi-
als. At the same time, the effect of disorder on the SC
of high-Tc superconductors radically differs from that
observed in A15; the irradiation rapidly destroys SC
(Tc = 0) [4].

In this work, we studied the superconducting proper-
ties of polycrystalline MgB2 samples (0.05 × 1 × 5 mm)
irradiated in the core of an IVV-2M nuclear reactor
(thermal- and fast-neutron fluences Φ = 1 × 1019 and
5 × 1018 cm–2, respectively) or obtained after the subse-
quent isochronal annealing for 20 min at temperatures
Tann = (200–700)°C. MgB2 powders were prepared by
the method described in [5] and pressed under a pres-
sure of 9 GPa at room temperature without the subse-
quent thermal treatments. According to X-ray powder
diffraction analysis (CuKα radiation), the samples con-
tained traces (~3%) of MgO. This method of sample
preparation gave a strained structure and was accompa-
nied by the broadening of X-ray reflections and smear-
ing of the superconducting transitions in the resistivity
ρ(T) and ac susceptibility χ(T) curves (Fig. 1), as well
as by an increase in the resistivity ρ(T) (ρ ≈ 0.4 mΩ cm
at T = 300 K). The latter fact implies that the intergrain
2001 MAIK “Nauka/Interperiodica”
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boundaries make a considerable contribution to ρ(T),
so that we will not analyze our data using the resistivity
curves.

The structural distortions induced by the irradiation
of B-containing materials by thermal neutrons are
mainly due to the nuclear reaction at the 10B isotope
with emission of α particles and production of 7Li. At
Φ = 1 × 1019 cm–2, almost 1% of B atoms are splitted,
which corresponds to a damaging dose of approxi-
mately more than 10 displacements per atom. Although
there is a considerable absorption of thermal neutrons
in the sample, one can expect that, due to multiple dis-
placements of each atom, the radiation-induced defects
are homogeneously distributed over the sample vol-
ume. In spite of the fact that the radiation-induced dis-
tortions of the material are very strong, the symmetry of
the original structure (C32) is retained after the irradia-
tion. The structural parameters refined by using the
Rietveld analysis are given in the table. The irradiation
resulted in the anisotropic expansion of the crystal lat-
tice (the unit-cell volume increased by 1.4%), a faster
increase in the c parameter, and a decrease in the occu-
pancy N(Mg) of magnesium sites [N(B) = 1].

Figure 1 demonstrates the transformations of super-
conducting transition curves for the resistivity and sus-
ceptibility of the irradiated and annealed samples. The
radiation reduces Tc down to ≈5 K, while the annealing
at 700°C almost completely restores Tc. The transition
width changes only slightly upon the irradiation, in
compliance with the assumption about the homoge-
neous distribution of defects. The ρ(T) and χ(T) curves
of the initial sample have a characteristic “two-step”
shape, which is retained after the irradiation and the
annealing below Tann = 500°C (Fig. 1). It is likely that
the low-temperature step is due to the presence of a
strongly strained structure with lower Tc in the regions
adjacent to the grain boundaries. For Tann = (600–
700)°C, this step smears, probably, due to the loss of
Mg at the grain surfaces. The resistive transitions do not
show any noticeable broadening in a magnetic field
(Fig. 2). The temperature curves for the upper critical
field Hc2, as determined from the half-transition tem-
peratures (0.5 of the normal-state resistivity ρn), have
almost identical slopes for the initial and irradiated
samples (Fig. 3).

As was pointed out above, a considerable contribu-
tion to the resistivity of the samples studied comes from
the intergrain boundaries; its true value for the MgB2
grains is unknown. Experiments [6] with dense MgB2
“wires” show that the mean free path ltr in them is as
high as 600 Å, whereas the coherence length ξ0, as
determined from the Hc2 measurements, is on the order
of 50 Å. For this reason, a weak change in the Hc2/dT
derivative in our experiments can be explained by the
fact that the irradiated samples remained in the region
of a “pure” limit ltr > ξ0 (residual resistivity increased
after the irradiation no more than eightfold). The theo-
JETP LETTERS      Vol. 73      No. 10      2001
retical calculation of dHc2/dT in a simple model of a
superconductor with anisotropic s pairing [7] indicates
that the curve slope for the critical field changes only
slightly in the whole region of transition from the

Fig. 1. Temperature dependences of the (up) reduced resis-
tivity ρ/ρn and (down) the ac susceptibility χac of the (1) ini-
tial MgB2 samples, (2) samples irradiated by the thermal-

neutron fluence Φ = 1 × 1019 cm–2, and (3–8) samples
annealed at T = 200, 300, 400, 500, 600, and 700°C, respec-
tively. ρn = ρ(T > Tc); χac = –1 corresponds to the complete
screening of a sample by the superconducting currents.

Fig. 2. Temperature dependences of ρ/ρn for the MgB2 sam-
ples irradiated and annealed at T = 400°C in magnetic fields
denoted by numbers in units of T.
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“pure” to the “dirty” limit. At the same time, the Tc tem-
perature noticeably decreased in this region because of
the isotropization of the energy gap. Note that the
behavior of Tc observed in [7] is not universal and
depends on the anisotropic model of the initial gap. In
principle, Tc can strongly decrease depending on the
parameters of the initial anisotropy.

The strong lowering of Tc, observed in this work,
can be even more justifiably assigned to a decrease in
the density N(EF) of electronic states at the Fermi level

Fig. 3. Temperature dependences of the upper critical field
Hc2 for the initial, irradiated, and annealed MgB2 samples.
Inset: dependence of (–dHc2/dT) on Tc. Notations are as in
Fig. 1.

Lattice parameters a and c, unit-cell volume V, and occupancies
N(Mg) of magnesium sites for the initial MgB2 samples and the
samples irradiated by neutron fluence Φ = 1 × 1019 cm–2

Initial Irradiated

a, Å 3.0878(2) 3.0953(3)

c, Å 3.5216(4) 3.5533(4)

V, Å3 29.080(4) 29.482(5)

c/a 1.140 1.148

N(Mg) 0.96(4) 0.89(5)
upon the disordering. In the dirty limit, ltr < ξ0, the
slope of the Hc2 curve starts to increase with a decrease
in the mean free path [7]. This effect was practically
unobserved in our experiment, which may be explained
both by the fact that the dirty limit was not attained and
by the fact that the corresponding increase is masked by
the lowering of N(EF) upon the disordering. Indepen-
dent indications that the anisotropic pairing or a closely
related SC with different superconducting gaps at dif-
ferent Fermi surface sheets MgB2 (multicomponent gap)
is possible were provided by the measurements of spe-
cific heat [8] and the temperature dependence of penetra-
tion depth [9], as well as by the calculations in [10].
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Tunneling Spectroscopy of the Electron
Exchange-Correlation Interaction in a Schottky Barrier
in a Quantizing Magnetic Field: n-GaAs/Me Junctions
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The magnetic-field-induced variation in the width of an anomalous resistance peak in the region of a zero-bias
anomaly in n-GaAS/Me tunnel junctions was studied in the range of magnetic field strengths of up to 23 T at
the temperatures T = 4.2 and 1.5 K. The experimental curves depend neither on the method of a semiconductor
substrate surface preparation (doped single crystal cut or epitaxially grown doped semiconductor film) nor on
the type of dopant (Te, Si) and metal (Me = Au, Al). A comparison to a theoretical dependence of the exchange
potential on the magnetic field strength for electrons on the lowest Landau level confirms that the anomalous
resistance peak width can serve as a measure of the exchange-correlation potential jump on the surface of the
degenerate electron gas. The results provide an explanation for the dependence of the zero-bias anomaly on the
magnetic field and offer a possibility for directly measuring the electron exchange-correlation interaction in a
Schottky barrier by means of tunneling spectroscopy. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.30.+y; 71.10.Ca; 71.15.Mb
INTRODUCTION

The electron properties of various systems—from
metals to many-electron molecules [1, 2]—are fre-
quently calculated using the Hohenberg–Kohn–Sham
density functional method for description of a spatially
inhomogeneous nonideal electron gas. An important
feature of this method is representation of the short-
range electron interaction in terms of the exchange-cor-
relation interaction potential v xc. Difficulties encoun-
tered in the description of many-electron systems in
cases when the electron–electron interaction is not
weak inspire the development of particular theoretical
models and v xc approximations, the validity of which
requires experimental verification. An object of this
type is the plasma of free charge carriers in semicon-
ductors, the parameters of which may vary in a broad
range. As for the bulk properties, the exchange-correla-
tion interaction leads to quantitative corrections rather
than qualitative effects, being considerably masked by
some other factors such as fluctuations of the impurity
potential. The known bulk effects of the exchange-cor-
relation interaction include the narrowing of the semi-
conductor bandgap with increasing free carrier concen-
tration and the formation of electron–hole droplets [3].

In the transition region at the boundary of the degen-
erate electron gas, the electron density drops from the
bulk level to zero. In this region, both the electron den-
sity profile n(x) and the potential variation are deter-
mined by the electron exchange-correlation interaction.
0021-3640/01/7310- $21.00 © 20573
An analysis of the transition region in a Schottky bar-
rier within the framework of the density functional
method showed that, in a local approximation, n(x)
does not continuously fall to zero at the depleted layer
boundary but exhibits a sharp drop upon reaching a cer-
tain universal critical value ncr [4]. This discontinuity in
n(x) leads to a jump in the effective potential barrier
shape in the vicinity of the Fermi level, which is mani-
fested by a zero-bias anomaly (ZBA) in the calculated
current–voltage characteristics of the semiconductor–
metal tunnel junctions. The theoretical ZBA width on
the bias axis is related to the exchange-correlation

potential value at the critical electron density as  =
v xc(ncr) ≈ –0.3Ry*. It was demonstrated that this esti-
mate agrees with the available experimental data [4].
Consequences of this ZBA interpretation were experi-
mentally verified for the n-GaAs/Au tunnel junctions [5].

The results of measurements in the presence of a
quantizing magnetic field B parallel to the direction of
current in the tunnel showed that this external field sig-
nificantly affects both the tunnel resistance and the
ZBA behavior [6]. An analysis of these data for the
n-GaAs/Au tunnel junctions allowed a background
potential in the region of ZBA to be determined and the
separated resistance peak to be described in terms of
the Lorentz distribution [7].

In this paper, we present the results of investigation
of the Lorentzian width as a function of B for the
n-GaAs/Au and n-GaAs/Al junctions for B ≤ 23 T at the

v xc
cr
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temperatures T = 4.2 and 1.5 K. The obtained experi-
mental curve does not depend on the metal and is inter-
preted, based on the comparison with theoretical calcu-

lations, as a manifestation of the (B) variation
under the Landau quantization conditions. Thus, we
have demonstrated that a change in the ZBA peak width
reflects the effect of a quantizing magnetic field on the
electron exchange-correlation interaction at the degen-
erate electron gas surface and obtained direct experi-
mental data on this effect. Application of tunneling
spectroscopy to investigation of the shape of a nonideal
electron gas surface presents additional interest in the
context of a recently formulated concept of an Airy gas
[8] related to the need in developing a special surface
variant of the density functional method.

THEORY

Calculation of the critical electron density and
the effective potential jump at the surface. Accord-
ing to the Kohn–Sham approach, the system of interact-
ing electrons in an external potential field is replaced by
a gas of noninteracting electrons occurring in the effec-
tive potential Φeff(x) = Φ(x) + v xc, where Φ(x) = −ev  is
the potential energy of an electron in a self-consistent
Coulomb potential v ; v xc(x) = v xc[n(x)] in the local
density approximation. It can be shown that, if the elec-
tron gas in a volume is slightly nonideal, so that rs =

(3/4πn )
1/3

 < 1 (where a∗  is the Bohr radius for elec-
trons in the semiconductor), the Schottky barrier
always satisfies the quasi-classical conditions under
which the barrier shape is determined by two relation-
ships. The first is a relationship between the local elec-
tron density and the effective potential, which is obtained
from the Kohn–Sham equations for one-particle wave-
functions in the quasi-classical approximation upon
averaging the electron density on a scale greater than the
Fermi wavelength. The second is the Poisson equation
for the Coulomb potential created by ionized donors with
the density ND and by the electron distribution

(1)

(2)

where κ is the dielectric constant of the lattice.
In the absence of a magnetic field, this system was

studied in [4] with neglect of the nonparabolic shape of
the conduction band. The function n(Φ) in the right-
hand part of Eq. (2) was determined by solving the
equation

(3)

where µ0 = " /2m, kF = (3π2ND)1/3, and µF is the Fermi
energy of electrons in the semiconductor bulk deter-

v xc
cr

a*
3

n x( ) n Φeff x( )[ ] ,=

d2Φ
dx2
----------

4πe2

κ
----------- ND n Φ x( )( )–( ),=

n x( ) ND µF Φ x( )– v xc n x( )( )–( )/µ0[ ] 3/2,=

kF
2

mined by the same equation with n(x) = ND and Φ = 0.
An analysis of the solution to Eq. (3) with an allowance
for the exchange-correlation interaction showed that,
on the passage from semiconductor bulk to surface with
Φ increasing from zero, the electron density decreases
from the bulk value to a certain finite level. As the
Φ value grows further, the solution loses physical
sense. A condition for this finite minimum electron
density ncr = n(Φcr), which can be obtained from the
relationship dn/d   –∞, indicates that the

further increase in Φ (and the corresponding decrease
in n according to the solution obtained) makes the spa-
tially homogeneous electron distribution unstable with
respect to shortwave density perturbations. This con-
clusion can be readily derived from Eq. (2) by writing
the corresponding dispersion equation for small pertur-
bations and taking into account a change in the sign of
dn/dΦ on the infinity transition. The break in the elec-
tron density on a finite level at the degenerate electron
plasma boundary corresponds to a condition determin-
ing the radius of a many-electron atom in the Thomas–
Fermi–Dirac approximation (cf. to Eq. (2.21) in [9] and
to the remark on p. 79 in review [10]). Since Eq. (3) cor-
responds to the longwave approximation obtained by
averaging over a scale on the order of 1/kF , the fact of
dn/dΦ turning infinite should be considered as indica-
tive of the appearance of a short-range order in the
“electron fluid” (see a more detailed consideration
in [11]).

It is more convenient to present a solution to Eq. (3)
in the form of the inverse function Φ(n). Then, the crit-
ical density condition takes the form dΦ/d  = 0.

According to [4], a solution to this equation using the
Wigner expression for the correlation energy yields a

critical electron density corresponding to  = 5.42

and  = –0.3Ry*. Taken with the inverse sign, the
latter value is a measure of the effective potential jump
in the Schottky barrier. The jump is related to the v xc

vanishing on the passage from the region where n ≤ ncr

to a depleted layer with n(x) ≡ 0. On leaving only the
exchange energy in the above relationships, we obtain
the following critical values of the density and poten-

tial:  = 6.03 and  = –0.2Ry*. These values bound
the possible potential jumps in the approximation con-
sidered. In the case of n-GaAs, where the effective
Rydberg is Ry* = 6 meV, the jump estimates fall
between 1.2 and 1.8 meV.

Figure 1 shows the calculated variation of the effec-
tive potential Φeff in the Schottky barrier near the Fermi
level µs of a semiconductor in comparison with the
experimentally measured plot of the differential resis-
tance Rd = dV/dI versus V in the ZBA region. In order
to more clearly reveal the similar and distinctive features,
the curve of Φeff(x) is plotted in the (µ – Φt, xt – xcr) coor-
dinates, where xt is the coordinate of the turning point

Φ Φ Φcr→

n ncr

rs
cr

v xc
cr

rs
cr v x

cr
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of electrons tunneling at an energy corresponding to the
Fermi energy in the metal µm = µ – eV; here V is the bias
voltage across the junction, which is positive (V > 0) for
the electron tunneling from semiconductor into metal.
Accordingly, Φt = Φeff(xt) and xcr is the coordinate of
the potential jump for V = 0. Note that a shift of the
turning point in the bias range studied is on the order of
thousandth fractions of the effective Bohr radius. This
circumstance gives us hope that a difference in the
shape of barriers calculated using various expressions
for the correlation energy will be sufficient to select the
most adequate model by comparison with the tunneling
spectroscopy data.

There is an evident correlation between a change in
the Rd(V) slope and the electron turning point variation
on the passage from negative to positive bias. The turn-
ing point behavior determines the rate of variation of
the Schottky barrier width with increasing bias for the
states accounting for the major contribution to resis-
tance at small biases. The tunnel current–voltage char-
acteristics calculated within the framework of this
model provides both qualitative and quantitative agree-
ment with experiment [4, 5] outside the peak region
(Fig. 1). It must be emphasized that no sharp variation
in the Coulomb potential in this region can be obtained
without allowance for the exchange-correlation interac-
tion; therefore, this interaction accounts for a change in
Rd(V) slope as well.

The resistance peak in the vicinity of V = 0 can be
explained by additional (relative to the wavefunction
decay under the barrier) contribution to the tunnel resis-
tance due to the electron reflection from the quasi-clas-
sical potential discontinuity. The magnitude of this con-
tribution on the V scale is related to the potential jump,
which allows us to study the effect of various factors on
the exchange-correlation interaction on the electron gas
surface by the method of tunneling spectroscopy.

In the presence of a quantizing magnetic field
("ωB @ T, where ωB is the cyclotron frequency) normal
to the semiconductor–metal interface, the main contri-
bution to the tunnel current is due to the states at the
lowest Landau level (N = 0). For the states with N > 0,
the effective barrier increases in both width and height.
Because of a small value of the effective Lande factor
for electrons in GaAs (g* = –0.44 [12]), we may neglect
the spin splitting of this level in a part of the region of
the magnetic fields and temperatures studied. For the
maximum B values employed, the spin splitting
becomes greater than T. However, the theory predicted
equal values of the potential jump in both limiting
cases. Upon conducting calculations for the lowest
spin-nondegenerate level (N = 0, ↑ ) similar to those
described above but employing the formulas for the
electron exchange energy at N = 0 taken from [9], the
JETP LETTERS      Vol. 73      No. 10      2001
condition dΦ/d  = 0 yields an equation for the crit-

ical electron density,

, (4)

and an expression for the corresponding exchange
potential

(5)

where  = "c/eB, nB = 1/ π2 , and

n ncr

n↑ cr B( )
nB

23/2π
-----------

LB

a*
------

 
 
 

F00 2n↑ cr/nB( )=

v ↑ x
cr B( ) "ωB

1

23/2π
-----------

LB

a*
------F00

1 2n↑ cr B( )/nB( ),–=

LB
2 2 LB

3

F00 x( ) dx t–( )exp

x2 t+
-------------------------; F00

1 x( )
0

∞

∫ dtF00 t( ).

0

x

∫= =

Fig. 1. Calculated effective potential barrier shape (bottom
curve) in comparison with the experimental data on the dif-
ferential resistance Rd(V) (top curve) in the anomalous
region (sample no. 1, T = 1.5 K, B = 0). For a clearer com-
parison of the barrier shape and the Rd(V) curve, the Φeff(x)
profile was converted into coordinate dependence of the
turning point for electrons with the energy µ – eV according
to Eq. (7). The upper curve is obtained from the measured
Rd(V) by a linear scale transformation indicated in the fig-
ure. Important features of the barrier are both the effective
potential jump and a sharp change in the potential below
and above the Fermi level; the latter difference also contrib-
utes to the anomalous behavior by determining a difference
in slopes of the Rd(V) curve below and above the point of
V = 0.

(Ω)

Bias eV = µ – Φt (meV)
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In the case of spin degeneracy, the two sublevels are
equally occupied and ncr = 2n↑cr . A condition for which
the measured anomalous peak width can be compared

to formula (5) is that "ωB >  for B = 0.

EXPERIMENT

Measurement of the anomalous resistance peak
in a quantizing magnetic field. In the absence of a

v xc
cr

Fig. 2. Electron tunneling spectra of three junctions mea-
sured at two different temperature in the presence and
absence of the applied magnetic field. The ZBA amplitude
increases with the process parameters in the following order
{T [K]; B [T]}: {4.2; 0}, {1.5; 0}, {1.5; 14}. Curve numbers
correspond to the sample numbers in the table. Curves 2 and
3 are shifted arbitrarily along the ordinate axis.

1

3

2

V

magnetic field, the junctions exhibit certain variations
in the degree of manifestation and shape of ZBA, as can
be seen by comparing the curves in Fig. 2. However, the
ZBA magnitude on the bias scale and its magnetic-
field-induced variations in all cases were the same. This
fact allows the magnetic field action to be considered as
the effect of magnetic quantization on electrons in the
Schottky barrier. Data on the characteristics of junc-
tions studied in this respect are summarized in the table
indicating significant stages in the technology, elec-
trode material, and the impurity charge density (deter-
mined from the tunnel current–voltage curves as
described in [13, 14]). For the samples nos. 1 and 2,
prepared using substrates cut from a doped single-crys-
talline ingot, the data were also confirmed by the results
of measurements of the bulk electron concentration
using the Shubnikov–de Haas magnetoresistance oscil-
lations.

The way of presentation of the tunneling spectra in
terms of a logarithmic derivative of the differential con-
ductivity σ(V) = dI/dV is convenient for both measure-
ment and interpretation purposes. The advantages of a
logarithmic derivative from the standpoint of physical
meaning are readily seen from the expression for the
tunnel current and from the fact that we are studying the
zero-bias region. Without going into detail, we can eluci-
date the main idea by writing a simplified schematic
expression for the tunnel current (for detail, see [13, 14]):

(6)

where E is the total electron energy in a semiconductor,

f(E) is the Fermi distribution function, (E, V) is the
effective transparency of the Schottky barrier for elec-
trons with the energy E averaged over the states with
admissible momenta along the semiconductor–metal
interface, e is the elementary charge, and V is the bias
voltage (positive for the free carriers passing from
semiconductor to metal). All energies are measured
from the conduction band bottom of the semiconductor.

I V( ) e dE f E( ) f E eV+( )–[ ] D̃ E V,( ),

0

∞

∫–∝

D̃

Parameters of semiconductor–metal junctions

Sample no. Junction Technology Metal Ne, 1018 cm–3

1 s312 Single crystal + UHVD1) Au 5.8

2 s311 Single crystal + UHVD1) Au 5.8

3 s7d21 MBE + UHVD2) Au 3.0

4 s7a11  MBE3) Al 3.1

5 s8a11  MBE3) Al 2.9
1) Substrates cut from a single-crystalline Te-doped GaAs obtained by zone melting. Metal (Au) film was deposited in ultrahigh vacuum (UHVD)

after thermal annealing, with the sample surface cleanness monitored by Auger electron spectroscopy [13, 14].
2) Substrates prepared by molecular-beam epitaxy (MBE). Metal (Au) deposited as above.
3) Substrates prepared by MBE of 1.5-µm-thick Si-doped GaAs layers. Metal (Al) deposited in the same chamber immediately after ter-

mination of MBE process.
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Substituting Eq. (6) into the definition of σ and setting
T = 0, we obtain

(7)

As is seen, the conductivity of the junction for V = 0 is
proportional to the barrier transparency at the Fermi
level. Since the contribution of the integral term can be
ignored in a small vicinity of V = 0, the measurements
of σ(V) in this region give the values of the barrier
transparency for electrons with the energy correspond-
ing to the Fermi level in the metal. For V > 0, we can
evaluate the transparency for the states below the Fermi
level and vice versa for V < 0.

An important problem in the experimental study of
ZBAs is to eliminate the ambiguity in determining the
σ(V) background relative to which the “anomalous
behavior” is measured (for details, see, e.g., a discus-
sion in [15]). In our case, this was achieved using the
fact [6] that the logarithmic derivative of σ(V) is inde-
pendent of the magnetic field outside the bias regions
where the many-body features in the tunneling spectra
are manifested.

RESULTS AND DISCUSSION

The peak obtained upon the background subtraction
is well described in terms of the Lorentz distribution [7]
at T = 4.2 K. However, the peak shape at T = 1.5 K is
indicative of the possible deviations from this law. In
order to make the data independent of the model peak
shape selection and in view of the absence of a theoret-
ical description of the current–voltage characteristics
inside the ZBA region, we determined the peak width
as the full width at half maximum (WFHM) versus the
magnetic field strength. The results of this treatment are
presented in Fig. 3 together with the theoretical curves
describing dependence of the exchange energy, calcu-
lated at a critical electron density by formula (5), on the
magnetic field strength. For more convenient compari-
son, the theoretical values were multiplied by the fac-
tors indicated in the caption to Fig. 3. As is seen, the
experimentally observed field-induced variation of the
peak agrees with the theoretical dependence of the
exchange energy on the magnetic field strength.

A difference in the absolute values is related to the
thermal broadening. As is known, the temperature blur-
ring of the Fermi distribution in Eq. (6) leads to broad-
ening of the spectral lines of inelastic tunneling related
to the molecular vibrations of impurities in the barriers.
This broadening is estimated at about 5.5 T (see, e.g.,
[16, ch. 10]). The ratio of the peak widths measured at
4.2 and 1.5 K is smaller than the temperature ratio,
which is indicative of a decrease in the temperature
dependence. However, the observed twofold difference

σ V( ) dI
dV
------- D̃ µ eV– V,( )∝≡

+ V( ) dE
∂D̃ E V,( )

∂V
-----------------------.

µ eV–

µ

∫sgn
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between the peak width measured at 1.5 K and the the-
oretical value is too large to be attributed to neglect of
the correlation energy in the latter case: a contribution
of the correlation energy to the surface properties of a
degenerate electron gas usually does not exceed 30%
(see, e.g., [17, section 2.4]).

CONCLUSION

The results of our investigation allow tunneling
spectroscopy in the region of zero-bias anomaly of
semiconductor–metal junctions to be considered as a
possible means of studying the electron interactions at
the degenerate plasma surface.

It should be noted that ZBAs analogous to those at
the semiconductor–metal junctions with the Schottky
barrier are observed in some other tunnel structures
with a free-carrier plasma region boundary formed at
the intersection of a self-consistent potential barrier and
the Fermi level. Such systems include tunnel p–n
diodes (numerous examples can be found in [18]), tun-
nel junctions with Schottky barriers based on semicon-
ductors of the p type [15], and tunnel structures formed
in semiconductors by heterojunctions with extended
spacers [19]. Recently, an analogous zero-bias anomaly
was observed in the tunneling spectrum of a junction
with the Schottky barrier formed by a two-dimensional
electron gas in delta-doped GaAs [20].

Fig. 3. Plots of the experimental anomalous resistance peak
width versus magnetic field strength at two temperatures.
Despite a difference in the absolute values, the course of
variation is the same and agrees to within a constant factor
with the theoretical calculation of the electron exchange
energy at the boundary of the Fermi gas in a quantizing
magnetic field at T = 0. For matching with the experimental
points at T = 1.5 and 4.2 K, the theoretical values were mul-
tiplied by 2.2 and 3.5, respectively.

B (T)
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