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Experimental studies of chalcogenide passivation sulfur and selenium atomsf 11—V
semiconductor surfaces are analyzed. The characteristic features of chemical-bond formation, the
atomic structure, and the electronic properties of IlI-V semiconductor surfaces coated with
chalcogenide atoms are examined. Advances in recent years in the application of chalcogenide
passivation in semiconductor technology and trends and prospects for further development

of this direction are discussed. @998 American Institute of PhysidS1063-782808)00111-3

1. INTRODUCTION cess, a semiconductor—insulator heterojunction, whose prop-

erties depend largely on the density of states at the interface,

lI-V Semiconductors are now widely used to producewhich in turn depends on the method used to produce this

fast electronic and high-power microwave devices as well ageterojunction and to prepare the semiconductor surface, is
infrared- and visible-range optoelectronic devices. In séMigomed. This direction includes passivation by the native ox-

conductor electronics the active regions of devices have beqae layer, obtained by methods such as thermal or plasma

steadily decreasing in recent years. As a result, surfaces a%%dation, anodization, and recently epitaxy, as well as pas-
interfaces have a larger influence on device characteristics,

. : . ~sivation by a layer of a foreign insulator. The second direc-
In the ideal case a surface or interface is a sharp barrle[r . e :

Lo . o o . lon is modification of the atomic structure of the surface by
making it possible to delimit clearly the interior regions or to

establish the outer boundaries of devices. Most lll—V semi10re/dn atoms which changes the electronic structure of the

conductor surfaces are characterized by a high density &emiconductor surface. This mej[hOd is oftep used to prepgre
surface states in the band gap. This resuits in rigid pinning o Surface for subsequent deposition of an insulator material.
the Fermi level, whose position at the surface is essentially NiS direction includes passivation by group V-VII atoms.
independent of the nature of the adsorbed atoms. This cifl this review article we shall not dwell on questions con-
cumstance has a negative effect on the operation of marf§erning passivation technology using thick insulator layers
micro- and optoelectronic devices, impeding full disclosureand modification by group-V and -VII atoms. The reader can
of the high potentials of these semiconductors. find the required information in the literatute’

To eliminate the undesirable effect of the surface on de- Chalcogenide passivatiogimodification by sulfur or se-
vice properties, the direction called “passivation” is being lenium atomgenables both chemical and electronic passiva-
actively developed in technology. In this direction, differenttion of a surface and is therefore a promising method in
surface-treatment methods involving the deposition of differ411—v semiconductor technology. On the one hand, chalco-
ent coatings on surfaces are being developed. Semiconductgenide passivation makes it possible to decrease substantially
surface passivation technology must solve three pfObfemSthe density of surface states in the band gap, to decrease the
First, it must prevent a semiconductor from reacting with theg,tace recombination velocity and, as a result, to improve

atmpsphere ‘?'“”“9 th? entlre I|fet|me_ of the s<_am_|cond_uct0{.nany characteristic features of diverse devices. On the other
device (chemical passivation second, it must eliminate in- hand, it makes it possible to slow down considerably the

terfacial states from the band gap and prevent their formation . . . .
: L T : oxidation of a semiconductor surface in the atmosphere. The
(electrical passivation and, third, it must provide an ad-

equate barrier to prevent the semiconductor electrons frorﬂ?vel@mem of this method started in the m|d-19$Os, and_
being lost in the passivating layer. The term “passivation”t elre are nqw morg than 500 papers on chalcogenlde pgssr
signifies that a semiconductor surface becomes less cheny@tion and interaction of sulfur and selenium atoms with
cally active and in the process fewer active recombinatior!!—V semiconductor surfaces. The obvious progress made in
centers form on the surface afat) these centers themselves iMmproving the characteristics of semiconductor devices and
become less active. the enormous interest shown in this problem by investigators

Work on passivation of 1l1-V semiconductor surfaces isfrom many countries have motivated the present review ar-
following mainly two directions. The first one is deposition ticle, which examines the physicochemical aspects of chal-
of relatively thick (thickness ranging from several tens of cogenide passivation of 1ll-V semiconductors and devices
nanometers to several micrgrigsulator layers. In this pro- based on them.
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2. CHARACTERISTIC FEATURES OF CHALCOGENIDE practical application for improving the characteristics of
PASSIVATION TECHNOLOGY AlGalnP-based laser diodé3.
Another promising direction of sulfide passivation is sul-
fidizing in alcohol solutions. Sodium sulfide and ammonium
Broad development of chalcogenide passivation was inisylfide solutions in ethanol, isopropanol, butanol, and tret-
tiated by Sandroffet al.® who proposed a method for im- putanol have been used. In Refs. 27 and 28 it was shown that
proving the characteristics of AlGaAs/GaAs bipolar transis-decreasing the permittivity of the solvent greatly increases
tors. In their variant of the method, an aqueous solution othe photoluminescence intensity of sulfidized GaAs, which
sodium sulfide(Na,S:9H,0) with concentration 0.5-1.0 M did not decrease even after the semiconductor was irradiated
was deposited on a semiconductor structure, after which thior 0.5 h with intense laser light. In addition, passivation in
structure was spun in a centrifuge at 5000 rpm for 60 salcohol solutions of sodium sulfide has made it possible to
(spin-on method increase considerably the threshold of catastrophic optical
Aqueous solutions of another inorganic sulfide — am-degradation of InGaAs/AlGaAs lasers®®
monium sulfide (NH),S, which is most often used even
today — were first used in Ref. 9. Almost simultaneously,
Fanet al1° employed aqueous solutions of ammonium sul- o
fide to which 6% excess sulfur was added. After passivation?'z' Passivation from the gas phase
the structures were washed with deionized water and dried in  The interaction of IlI-V semiconductor surfaces with
a dry nitrogen flow. Such treatment, in contrast to passivachalcogenide atoms adsorbed from the gas phase has been
tion in sodium sulfide solutions, did not leave any visible actively studied since the end of the 1970s. Initially, freshly
film on the semiconductor surface. prepared semiconductor surfaces placed in a ultrahigh
In Ref. 11 BS;/NH,OH solutions were used to passi- vacuum were the objects of investigation. In Ref. 31 the
vate a GaAs surface. Treatment in such solutions made &dsorption of various molecules, including$i on a freshly
possible to improve the stability of the luminescence propercleaved(110 GaAs surface was studied. In Ref. 32 adsorp-
ties after holding a sulfidized semiconductor in air for tention of H,S on the surface of strongly dopeeGaAs (100,
days than treatment in a sodium sulfide solution. Latergrown immediately prior to the experiment by molecular-
P,Ss/(NH,),S solutions were used:'® Such a solution beam epitaxy, was investigated.
made it possible to obtain passivated GaAs, whose photolu- !N Ref. 33 a special preparation of a GaAs surface, cov-
minescence intensity was much higher than that of the GaAgred with a layer of the native oxide, was used for depositing
control sample, passivated in pure (NES, and was like- sulfur and selenium from the gas phase. Accordingly, GaAs

wise characterized by a higher stability. The characteristic&/@S immersed in a freshly prepared solution

of Al— and Au—GaAs Schottky barriers, prepared using a1250s:H202:H;0 (4:1:1) to remove mechanical damage on

semiconductor sulfidized in a,8/(NH,),S solution, were the surface. The semiconductor was then immediately placed
likewise noticeably better in a ultrahigh-vacuum chamber. X-ray photoelectron spec-

Later, GaAs surfaces were passivated in agueous solt}r—OSCOpy OT the surface showed that a té+10 A oxide
tions of K,Se as well as in the solutions & RuCl, ayer remained on the surface after such treatment. In Ref. 33

Na,Se/NH,OH.15 SeS ¢ S,Cl,.17 and Se/NHOH 28 To in- this layer was removed by heating the semiconductor up to

) L 550 °C under vacuum conditions. The semiconductor surface
crease the effectiveness of passivation it was suggested thq . . :
cleaned in this manner was placed in a vacuum at room

sulfide treatment be performed in agueous solutions with th? . , ;
) . . L ) : emperature near an open quartz cell, which was filled with
semiconductor illuminated by white light while heating the

lution® In addition to i . ifid d selenid highly pure sulfur or selenium. The sulfur and selenium were
solution.— fn addition 1o inorganic sullides and SEIenIdes, o, 554 rated by heating the cell. Sys@al* conducted het-

complicated sulfide-containing organic _comppunds were als8rovalent substitution of surface arsenic with selenium atoms
used for GaAs sugflace passivation: thiols d'SSOI\;ed IN NONY, order to produce an insulating coating on a GaAs surface.
aqueous solverft% and [CH3(CI—!2)17]2NCSSNa2. Such  The experiments were performed in preevacuated cells. The
treatment made it possible to obtain a GaAs surface N0 Worsg psirate temperature was maintained above the selenium
than that obtained by passivation in sodium sulfide S°|Ut'0n3temperature, which determined the selenium partial pressure.
The surface was characterized by high stability against heat- |, rRef. 35 sulfidization of both GaA$100 and InP
ing and standing in the atmosphere. . (100 was performed. Chemically polished semiconductor
The technology of sulfide passivation from solutions ad-yafers were annealed in a hydrogen atmosphere at 550 °C
vanced further after electrochemical deposition of sulfides ONGaAs or 300 °C(InP). Sulfidization was performed without
a semiconductor surface came into use. This method Wagontact with air. A HS/H, mixture, obtained by decomposi-
first used to sulfidize InSb to improve the quality of MIS tion of copper sulfide in hydrogen, was used as the sulfidiz-
structure$® Both aqueous solutions of ammonium sulfideing gas. The chemical potential of sulfur in the gas was
and solutions of sodium sulfide in ethylene glycol ahve beemnonitored by varying the decomposition temperature. In Ref.
used for such passivatidft*® Electrochemical sulfide passi- 36 thermal sulfidization was used. It was perforemd in a
vation has made it possible to obtain a relatively thick sulfidehydrogen sulfide atmosphere by repeated cycles of holding
coating on a GaAs surface, such that the properties of GaAGaAs at a low temperatuf®0-95 K) followed by heating to
are not degraded by intense laser radiaffoand has found 600 K.

2.1. Passivation from solutions



Semiconductors 32 (11), November 1998 V. N. Bessolov and M. V. Lebedev 1143

In Ref. 37 a plasma method was suggested to be used for a
passivation of an InP surface. A corona discharge was pro-
duced in a hydrogen sulfide flow. As a result, relatively thick /G-) /@ /6
(140-350 A sulfide layers were obtained on the semicon- oxides] | HS S\G
ductor surface. Later, a similar method was also used for 5
passivation of GaA% In Ref. 39, a mixture consisting of A A
atomic hydrogen and hydrogen sulfide molecules, was de- e\/@@\ A A A
composed by means of a microwave discharge, which re- A B/ \B/ \B/
sulted in the production of atomic sulfur that was adsorbed /\ /\ /\ /\
on the GaAs surface at 60—70 °C. As a result of such treat- AA AA AA AA
ment, the sulfur was bonded exclusively with gallium atoms.

In Refs. 40 and 41 sulfur adsorption on a GaAs surface b
was performed using a solid-state electrochemical source
Ag/Agl/Ag,S/Pt, from which molecular sulfur,Seffluxed. / hy
In Ref. 42 polyphenyl—sulfide, which was deposited on a 6\}9
substrate by vacuum sputtering, was used for passivation of S H H/ ?
GaAs.

In Ref. 43 irradiation of the semiconductor with an ArF @\ ) @ /@@\ é
excimer laser under ultrahigh-vacuum conditions was used 8 B B B
as a means to prepare a GaAs surface for gaseous passiva- AN AYEATEA
tion. This was followed immediately by sulfide treatment of AA AA AA AA
the semiconductor, also during irradiation with this laser in a
H,S/H, atmosphere. Surface preparation and treatment were
both conducted at room temperature. A photostimulated pro- ¢
cess was also used in Ref. 44, where a capsule containing an s S H-Hf
allotropic modification of sulfur $was used as the source of N\ / N\
sulfur and an UV mercury lamp was used as the light source. B' B B, ﬁB

/\ / \ /\ /\
AA AA AA AA
3. FORMATION OF CHEMICAL BONDS ON llI-V FIG. 1. Schematic diagram of the processes occurring during the formation
SEMICONDUCTOR SURFACES DURING CHALCOGENIDE of a sulfide passivating coating — Rupture of bonds between Il and V
PASSIVATION atoms, removal of oxide layer, and dissociation of H&8ns, b — transfer of
electrons from the semiconductor into the solutior— formation of chemi-

3.1. Mechanism for the formation of a passivating coating cal bonds between semiconductor and sulfur atoms.

We shall examine sulfide passivation as an example of

the formation of a passivating coating. In the passivatio . .
process the semiconductor is placed in contact with a sulfidgﬂer(ER is either a hydrogen atoifor agueous solutionsor

o . T an alkyl group(for alcohol solutions In general, the sto-
containing solution or gas for a certain time. The process , . ; o o [
) . o . ichiometric coefficients<’(x”) andy’(y”) can assume val-
leading to the formation of a passivating coating on IlI-V
. . o . ues from 1 to 5for example, GaS, y8;, and SbS;) and, as
semiconductor surfaces can be conventionally divided intg N . . .
. . . a rule, after sulfidization a mixture of different sulfidesd
two stages. At the first stage the oxide layer is removed from

the surfacg(Fig. 1). This layer consists of a mixture of dif- also oxosulfideS) is present on the surface.

ferent phases of oxides of the semiconductor components,ons:]r:scz::jeodf?ﬁ;eﬁ (()jfrgx;dna;cgonnc?]f;:eesseir:|tchoengglj:2;%?rllh—e
several tens of angstroms thick. During sulfidization in solu” ydrog 9

. o ; . ; sulfidization reactiorithe semiconductor oxidizes and hydro-
tions (specifically, in aqueous and alcohol solutions of inor-

. . . . . en is reduced this reaction, an oxidation-reduction reac-
ganic sulfides and in solutions containing sulfur monochlo-g d

ride) the oxide layer is etched directly by the passivatingtlon’ can be written in the form of two half-reactioffs:

solution. In the case of sulfidization from the gas phase, ad- A"BY—(A")3*+(BY)3* +6e", (2a)
ditional surface preparation measures must be taken in order n _

to deposit a passivating coating — for example, high- 6H"+6e —3H,T. (2b)
temperature annealing T&600 °Q  in an  ultrahigh We shall examine in greater detail the physical processes
vacuuni® or UV radiation® occurring during the oxidation-reduction reaction. Each atom

The chemical reaction leading to the formation of a sul-in the crystal lattice of zinc blende possesses four bonds,
fide coating from solutions of inorganic sulfides can be writ-each of which is formed by two electrons. At the same time,

ten in the general forfi* each A or BV atom in the sulfide compound formed on the
surface forms three chemical borfdsThis means that in the
A"BY+HS +R-OH— sulfidization process one bond becomes extraneous and to

form a passivating coatingFig. 19 the electrons localized
(A", S, +(BY) S+ R-0" +H,1. (1)  on this bond must either enter the solution or recombine with
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a hole (Fig. 13. Absorption of light with photon energy A thick. Holding GaAs in the mixture k8/H, resulted in
greater than the band gap of the semicondu@ta. 1 can  sulfur adsorption on the surface, arsenic depletion of the sur-
serve as the source of energy required to transfer an electrgdce, and gallium enrichment in an approximately 10-A-thick
into the conduction band or to the level of a surface statejgyer3®
The outflow of electrons into the solutigantry of holes into Modern x-ray photoelectron spectroscopy data on sul-
the semiconductgrcan occur via either the conduction band fidized GaAs surfaces attest to the presence of various Ga
of the semiconductofvalence bandor the levels of surface and As sulfides on the surface and, in addition, a large quan-
states. tity of elemental arsenic remains on the surféoere, mainly

Since the reaction forming a sulfide coating is a photothe spectral lines GaBand As3l are investigated; the low
electrochemical reaction, the rate of formation of a passivathinding energy makes these lines accessible for investigation
ing coating on the surface ofratype semiconductor should by the most surface-sensitive synchrotron radiation with pho-
be much higher than on the surface gf-type semiconduc-  ton energy of about 100 §VMost often, As—S bonds with a
tor. In addition, the formation rate of a passivating coating1.7 to 2.0-eV chemical shifwhich corresponds to the com-
should increase with increasing treatment temperature, ligffound AgS,) and Ga—S bonds with a 0.6—0.7 eV chemical
intensity incident on the semiconductor/electrolyte interfaceghift (corresponding to the compound {Saare observed on
and concentration of sulfur atoms in the solution and withthe surfacé>°° These bonds have been observed with sul-
decreasing pH of the solutidthe fact that a decrease of the fidization both in NaS>® (NH,),S>® and BS; (Ref. 13
pH below a certain limit can stop etching of the oxide layersolutions and in gases, for example,3HRef. 57, or in a
must be taken into accoynt molecular sulfur flow’® In addition, if the sulfidization was

In Ref. 48 it was observed that in the process of sul-performed at temperatures close to room temperature, the
fidization of GaAs the position of the surface Fermi level number of As—S bonds was always greater than the number
changes, and the rate of motion of the Fermi level-@aAs  of Ga—S bonds. This attests to the fact that surface arsenic
is always much higher than ip-GaAs. Activation of the  atoms are chemically very active.
sulfidization process by illumination of a semiconductor/ In the case of sulfidization in ammonium sulfide solu-
electrolyte interface was demonstrated in Ref. 49 for the eXtions, besides these components, an As—S component with a
ample of sulfidization of INAlAs in agueous solutions of am- 2 5.ev chemical shiff and a Ga—S component with a
monium sulfide. Moreover, it should be noted that etching of1 . 7-ev chemical shiff*® have been observed. Detailed

an oxide layer and formation of a sulfide coating on a semiguantitative investigations of chemical bonds on GaAs sur-
conductor surface are more efficient in solutions of a sulfidgaces sulfidized in different solutions made it possible to

of a strong basgfor example, NgS) than in solutions of a dentify other gallium and arsenic sulfides af88° In the

sulfide of a weak basffor example, (NH),S].* case of sulfidization of a surface in an atomic sulfur flow
all adsorbed sulfur is bonded with surface gallium atoms
3.2. Chemical bonds on a passivated surface only. Surface passivation by a,H plasm& and in a HS

atmosphere under the action of ArF excimer laser radi&tion

led to the appearance of only a small number of As—S bonds

. tThe n;’;\turi: oxw;(e on athAT stjrface IS ?n amorph]?ugn the surface, while Ga—S bonds were not observed, and
Mixture of oxides. A-ray pholoelectron SPectroscopy of a,,qqjyation in thiol solutions did not lead at all to the appear-

GaAs surfa(f:e Icoated VIVith a n_atura(lj o>r<1ide Ia%/er re\sagd th nce of sulfides on the semiconductor surface, although the
Rresoencg OO eémgnta darsenlc anh the ?X'éﬁ‘?o"* SY photoluminescence intensity did incred8e.
$20;, G&0, GaO, and GO, on the surface, in agree- Sulfidization of a GaAs surface by hydrogen sulfide at

ment with tlhe diagram of phase equilibrium in the systemy, temperature T= 150 K) leads to adsorption of sulfur on
Ga-As-O’ arsenic atoms, while sulfidization at high temperat(289—
450 °Q results in adsorption of sulfur on gallium atofifs.
Sulfidization from the gas phagbolding at room tempera-
Sulfidization of a surface in solutions results in an ap-ture in a HS atmosphere followed by annealing at 400 °C
preciable decrease and often complete vanishing of the oxidemoves the surface arsenic atoms and results in the forma-
layer®?~>®and oxides are more actively removed as the pertion of a Ga$ sulfide phas&®
mittivity of the sulfide solution decreas&®In the process, Bonds with a large chemical shift have been observed in
however, physisorbed oxygedaqueousand carbon remain the case of electrochemical passivation of a GaAs sufface:
on the surface. Sulfidization from the gas phase requires pr&sa—S bonds with chemical shifts 1.65 eV and 3.25 eV and
liminary treatment of the semiconductor surface to removeAs—S bonds with shifts 1.8 and 3.5 eV.
the oxide layer>4356 Cleaving a GaA&10) surface in alcohol solutions of
X-ray photoelectron spectra show that after a GaAs sursodium sulfide resulted in the formation of only Ga—S bonds
face is held in sulfur vapor the Ad3eak acquires compo- on the surfacé* At the same time, a large number of As—S
nents with a chemical shiftA) of about 2 eV(which corre- bonds was observed on the surface in the case of sulfidiza-
sponds to the chemical shift characteristic of the compoundion of a GaAs(110 surface in an agueous solution of so-
As,S;) and the GaB peak is broadened by a small amount asdium sulfide®®
a result of the appearance of gallium sulfides on the Sulfidization of a AlGaAs(110 surface in ammonium
surface®® The sulfide layer was estimated to be about 5sulfide solutions, just as in the case of a GaAs surface, re-

3.2.1. Gallium arsenide

3.2.1.1. GaAs/S
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sulted in a decrease in the quantity of oxides on the surfacare stronger than GaAs—S bonds. As a aresult of room-
and the formation of sulfides on the surface. In addition, intemperature treatment, selenium bonded with arsenic and af-
layers with a high aluminum contenX&0.78) the sulfur  ter heating selenium bonds with gallium were formed. It has
was bonded predominantly with aluminum atoffis. also been observé&tithat, in contrast to a sulfide coating,
Annealing of a sulfidized surface in ultrahigh vacuum prolonged washing of a semiconductor with water does not
results in a substantial redistribution of the chemical bondsemove a selenium coating.
on the semiconductor surface. When a sulfidized gallium ar-  Treatment of a surface in a solution of selenium suffide
senide surface is heated, sulfur transfers from arsenic to galhad the effect that selenium was present on the surface only
lium atoms®’ and at 360°C the As—S bonds vanish in the form of selenides, specifically, #3g;. A small quan-
completely®®®®”and only Ga—S bonds remain on the sur-tity of sulfur has also been observed in the x-ray photoelec-
face, while the total amount of sulfur on the surface remaingron spectra, although the bonds in which sulfur participated
virtually constant. This shows that Ga—S bonds are moreould not be identified. It has also been noted thatSks
stable than As—S bonds, which agrees well with data on theemains stable upon heating to 300 °C. In addition, such
heat of formation of these sulfides. treatment resulted in virtually complete removal of the oxide
It should be noted that the bonds with a large chemicalayer from the semiconductor surface. The native oxide layer
shift (As—SA=2.5 eV and Ga—-SA=1.7 eV), observed in has also been removed by using other selenium solutions,
Refs. 55 and 56, are less stable against heating than the @pecifically, Se/NHOH.8
dinary bonds As—3%A=1.8 e\V) and Ga—SA=0.7 eV). The temperature at which a surface is treated by a mo-
Desorption of sulfur from a GaAs surface starts at highedecular selenium beam determines the chemical composition
temperatures >580 °C). The desorption temperatufg of the GaAs surfacé Treatment at room temperature led to
is different for faces with different orientations and correlatesthe formation of only As—Se bonds, while treatment at
well with the coordination number of sulfur on semiconduc-550 °C led to the formation of only Ga—Se bonds. Just as in
tor surface as well as with the Ga—S binding energy calcuthe case of sulfidization, as temperature increases, selenium
lated in Refs. 68 and 69 :Tp(111)A<Tp(100) transfers from arsenic to gallium, but the activation energy of
<Tp(111)B.%7 For the (111)A and (111)B faces, a pre- this process is appreciably higher than for the case of sul-
desorption state was observed at temperatures 50 °C beldidization. After GaAs is treated with a molecular selenium
the desorption temperature: A Ga—S component appears beam at high temperatures, for which there are no As—Se
the x-ray photoelectron spectra at even lower energy, attesbonds on the surface, the Skfeak decomposed into two
ing to electron transfer from Ga to S immediately precedingcomponent$® One was due to selenium absorbed on the
desorption of sulfuf’ We also note that two sulfide compo- surface and the other was due to selenium occupying arsenic
nents have been identified in the Gagpectra of A11DA sites in the volume of the semiconductor near the surface. It
face sulfidized by a molecular beam and annealed at tenwas also observed that the amount of arsenic on the surface
peratures above 360 °C: One is associated with sulfur buillecreases after treatment with selenium. The penetration
into the skin layer of GaAs at the location of arsenic atomsdepth of selenium in the skin layer of GaAs depends on the
and the other is associated with sulfur adsorbed on therientation of the semiconductor surfaéelhis dependence
surface’® in turn was correlated with the temperature at which sele-
Desorption of sulfur from a sulfidized GaAs surface alsonium desorbs from the surface: The lower the desorption
occurs as a result of exposure to vacuum-UV radiatidn.  temperature, the deeper selenium penetrates into the volume
this case, the sulfur is desorbed in the form of neutral mol-of the semiconductor. The orientation dependence of the se-
ecules and the amount of elemental arsenic on the surfadenium desorption temperature is the same as the dependence
increases. of the sulfur desorption temperature, but selenium desorbs at
The thickness of the sulfide coating estimated from thehigher temperatures than sulfur. Substitution of selenium for
x-ray photoelectron spectra was, as a rule, 0.5—2.0 monolayrsenic in the skin layer about 5 monolayers thick has also
ers, but an approximately 15-A thick sulfide coating wasbeen observed accompanying treatment of the surface in a
obtained by electrochemical passivatfGihe thickness ofa H,Se flow/®, but in this work the components due to the
sulfide coating on a surface depends on the orientation andhemical bonds Ga—Se and As—Se were absent in the x-ray
just as the (}%sorption temperature, correlates with the Ga—$hotoelectron spectra, although a 8¢i&ak was observed.
bond energy:

3.2.1.3. Oxidation of a passivated GaAs surface

3.2.1.2. GaAs/Se Since the passivation effect degrades with time when a

In one of the first studies of the chemical bonds on asurface is allowed to stand in the atmosphere, the oxidation
GaAs surface treated in solutions of sodium selenide in amef a sulfidized semiconductor surface and the accompanying
monium hydroxide, selenium on the surface was manifestedhange in the chemical bonds on the surface were studied
at least in three different forms: selenates'9e elemental  extensively. Experimental studies of the oxidation of a GaAs
selenium (S®, and selenides (3e).'® After such a surface surface sulfidized in a (NiJ,S solution showed that neither
was treated in sodium sulfide solutions, the bulk seleniurmallowing a surface to stand in oxygen in the dark nor illumi-
was removed, and the chemisorbed selenium in all its formaation of the surface with light in vacuum influences the
remained unchanged. Therefore, the GaAs—Se surface bondsemical bonds on a sulfidized surfadeAt the same time,
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even a 40-min holding period in oxygéat 200 Torj in the  uted to indium monosulfidéin—S bond, indium and phos-
presence of illumination produced appreciable oxidation ofphorus polysulfidédcompound of the type InPf, elemental
the surface, the x-ray photoelectron spectra became the samelfur, and sulfur oxide, respectively. Similar components
as for presulfidization GaAs coated with the native oxide(except for the latter, which is associated with oyithave
layer. Moreover, it has been obserVedhat a passivated been observed in Refs. 86 and 87. In those studies, however,
GaAs surface oxidizes more slowly than a surface immedithe first two components were identified with sulfur which
ately extracted from the epitaxial system after growth, and iteplaces phosphorus in the second subsurface monolayer and
has also been shown that the rate of oxidation of a sulfidizewith sulfur adsorbed on the surfa¢sulfur bonded with In
surface depends strongly on the orientation of the surfacatoms.
[the (100 surface oxidized most rapidlyand that gallium Washing with water an InP surface sulfidized from solu-
oxidizes more rapidly than arsenic. The slower oxidation of @ion completely removed elemental sulfur and sulfur oxide
sulfidized surface as compared with a nonsulfidized surfackom the surfac€® Annealing of a sulfidized surface at
has also been observed in Ref. 77. 125 °C in an ultrahigh vacuum did not change much the

In an investigation of the degradation of a selenium coatshape of the §2line & while after annealing at 250 °C the
ing, it was observed that the selenium bonds are more stabmponent due to elemental sulfur vanishes, and after an-
against photooxidation than bonds with suffeit® Investiga-  nealing at 320 °C the bonds characteristic of polysulfides
tion of different stages of oxidation in the atmosphere of avanished on the surface and only the In-S bonds
GaAs surface modified by a molecular selenium beantemained®®Desorption of sulfur from the surface occurs at
showed that first oxygen is physisorbed and then rapid oxi460 °C8%%
dation of gallium occurgin several minutés Just as on a The chemical bonds formed on an InP surface during
sulfidized surface, arsenic oxidizes much more slofafyer  sulfidization in the gas phase are, in general, similar to the
a 1-h holding periog and in the process the oxide A3 bonds formed during sulfidization from solutioffsthe only
forms first and then transforms into A3s. Selenium oxi- difference is that the P—S bonds are more pronoufitéd.
dizes even more slowl{ First, a peak due to the appearanceMoreover, the presence of physisorbed sulfides has been
of a bulk selenium layer on the surface appears in the desbserved® and in a number of casd$or example, when
composition of the photoelectron spectryafter a 16-min  cleaving the crystal in a }8/H, atmosphere only
holding period. Selenium oxide appears only after the sur-physisorbed sulfides were present on the surface. It should be
face is allowed to stand in the atmosphere for 3 h. noted that annealing200 °Q converts physisorbed sulfur

into chemisorbed sulfur.
Mass-spectrometric investigations of desorption from an

3.2.2. Indium phosphide InP surface sulfidized in the gas phase have sRbwmat

The structure of the native oxide layer on an InP surfacavhen the surface is annealed at 300 °C hydrogen, sulfur, HS,
differs from the structure of the oxide on a GaAs surfaceand HS desorb from the surface. As temperature increases
X-ray photoelectron spectroscopy of an InP surface coatetP 400 °C, phosphorus also starts to leave the surface.
with a native oxide layer shows that primarily,D; is
present on the surface and there are only small traces &2-3. Indium arsenide and solid solutions based on it
InPO; and InPQ,’® even though the oxide InRQs in ther- According to a thermodynamic analysSisthe composi-
modynamic equilibrium with the InP surfaééThe InPQ tion of the native oxide layer on an InAs surface should be
content increased with thermal and photostimulated oxidasimilar to that of the native oxide layer on a GaAs surface,
tion of the surface. In contrast to GaAs, on whose surfacée., it should contain both elemental arsenic and various in-
elemental arsenic is almost always observed, elemental phodium and arsenic oxides.
phorus has not been observed on an InP surface. Sulfidization of an InAs surface in solutions results in

Sulfidization in solutiongboth sodium sulfide and am- etching of the oxide layer and the appearance of adsorbed
monium sulfidé results in removal of the native oxide layer sulfur on the surface°® Sulfur is present on the surface in
and, as a rule, the formation of a sulfide coating, which conthree different state¥, which are similar to the states of
sists only of In-S bonds, on the surfée® The absence of sulfur on a sulfidized InP surfa8:monosulfides, polysul-
P-S bonds was attributed to the good solubility of phos{ides, and elemental sulfur. Moreover, after sulfidization the
phorus sulfides in watB (in contrast to arsenic sulfides, amount of elemental arsenic on an InAs11)B surface
which are present in large quantities on the surface of GaAdecrease®
sulfidized from solutions Virtually complete removal of Sulfidization of an InAlAs surface in ammonium sulfide
physisorbed carbon was also obser#éd. solutions also removes the native oxide layer, decreases the

X-ray photoelectron spectroscopy using measurementamount of elemental arsenic on the surf&t¥,and leads to
which are more surface-sensitive made it possible to inveshe appearance of In—S, Al-S, and As—S bonds. In addition,
tigate in detail the chemical bonds on an InP surface sulit has been observed that the surface becomes enriched with
fidized from solutions. It has been obserfethat sulfur is  indium and, correspondingly, with depleted alumintfn.
present on the surface in at least four chemical states, whicWhen a sulfidized surface is annealed in vacuum, the com-
are manifested in the decomposition of the peak B2the  position of the surface depends on the annealing
form of four components with energies 161.3, 162.1, 163.1temperaturé’ Investigation of a surface as the temperature
and 168.4 eV, respectively. These components were attribis raised has shown that @t=300 °C As—S bonds vanish
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from the surface and the thickness of the sulfide coating ddead to undesirable accumulation of charge on the surface
creases. Further, 8t=400 °C the In—S bonds vanish and and, correspondingly, make it impossible to explain the pas-
the thickness of the sulfide coating again decreases. Finallgjvating effect of a sulfide coating. For this reason, an alter-
at T=600 °C the Al-S bonds vanish and sulfur is no longernative model was proposed for the dimer structure of a
detected on the surface. surface'® according to which each dimer consists of a Ga
Chemical bonds on an InGaAs surface sulfidized in aatom aml a S atom which are bonded with lower-lying Ga
hydrogen sulfide atmosphere were studied in Ref. 98. It waatoms. This model is supported by the fact that annealing
found that such passivation removes a thin oxide layer thatemoves virtually all As—S bonds from the surface, leaving
arises when the sample is transported from the growth chanenly Ga—S bonds, and by the circumstance that there should
ber used in molecular epitaxy into the analytical chamber obe no charge accumulation on such a surface. Moreover, the

the photoelectronic spectrometer. possibility for the existence of arsenic dimers on the surface
has also been discusstqd.
3.2.4. Gallium phosphide Annealing of a surface a>600 °C resulted in the re-

pmoval of sulfur from the semiconductor surface and to the
formation of a(4x1) structure with excess gallium®

Different configurations of S—Ga bonds have been ob-
Sserved on GaAs surfaces of different orientations which were
the oxide layer from the surface and forms a ttapproxi- sulfidizedlflré)m a solution of ammonium sulfide and annealed
mately 1 monolayer thicksulfide coating on it. at 500 °C:.~" Sulfur atoms on g111)A surface are located

Sulfur on GaR100) and(111) surfaces bonds only with 2.27 A directly above gallium atoms. Sulfur on(200) sur-

gallium atoms. Sulfur bonds with phosphorus have not beeffC€ is bonded with two gallium atoms in a bridge configu-
observed with sulfidization from either solutiSA&®or the  ration; the distance between the sulfur and gallium atoms is

gas phas&’! We note that two components with energiesz'31 A. Finally, sulfur on 111)B surface replaces the upper

161.9 and 163.2 eV, which correspond to two different state&Senic atom and is located 2.34 A from each of the three

of sulfur on a GaR001) surface, have been identified in the Nearest gallium atoms.
spectra of the 92 line of GaP sulfidized by hydrogen A (2X6) structure has been observed when a pure GaAs

sulfielo? 100 surface was treated in sulfur vapdf. This structure

In the case of hydrogen-sulfide sulfidization of a GapaPPeared after a sulfidized surface wi#x 1) structure was

(110 surface prepared by cleaving a crystal in vacdfifn, @nnealed up to 370 °C. Th@x6) structure formed as a
P—S bonds appeared on the surface, but these bonds wdEsult of de_sorpt|on of As atoms from the surface, leaving
unstable and vanished from the surface even with heating UMy S—S dimers on the surface.

to 50 °C. For a longer holding period in hydrogen sulfide  Diffusion (1x1) reconstruction appears when a pure

Ga—S bonds appeared on the surface. These bonds stabiliZ88AS (11DA or GaAs (111)B surface with(2X2) recon-

the P—S bonds that remained on the surface even after aptruction is sulfidized in sulfur vapor at room temperatiire.
nealing at 200 °C. As the temperature is raised, this reconstruction becomes in-

creasingly more pronounced. As sulfur desorbs from a GaAs
4 ATOMIC STRUCTURE AND ELECTRONIC PROPERTIES (11DA surface, the initial(2xX2) reconstruction is restored,

OF 1ll—V SEMICONDUCTOR SURFACES COATED and when sulfur desorbs from a GaA%11)B surface a
WITH CHALCOGEN ATOMS (1X1) reconstruction characteristic of a sulfidized surface re-

mains.

Selenium on a GaA<100) surface, just like sulfur,
forms a(2x1) structure after annealing? As selenium is
4.1.1. Gallium arsenide deposited on a pure GaAs 10€urface, thg4x6) structure

Treatment of a GaA$100 surface in sulfide solutions Of the surface changes gradually fra#<6) to (4x3) and
leads to the appearance of an amorphous sulfur layer on tiBen to (2x3), and finally a stable(2x1) surface is
surface. This layer has been observed by direct investigatioﬁab'iaimdl-13
of electron diffraction by the sulfidized surfd€&%*and by
indirect investigations — reflection anisotrdflyand work
functiont® spectra. A number of investigations have shown
that beneath this sulfur layer there is present an ordered sul- The atomic structure of a sulfidized InP surface is fun-
fide coating with(1X1) structure, where each sulfur atom is damentally different from that of a sulfidized GaAs surface.
bonded with an arsenic atotff105:107 An InP 100 surface sulfidized in a solution of ammonium

Annealing of a GaA$100 surface sulfidized in solution sulfide possessgdx1) structure, which remains even after
led to the removal of an amorphous sulfur layer and to thehe surface is allowed to stand for three days ifaBulfur
formation of a (2X1) dimer structure on the forms a bridge bond with two surface indium atoms in the
surface'93105107.1%8pimers forming a(2x1) structure are direction[011] with an In—S—Inangle of 10021t has been
thought to consist of two sulfur atoms bonded both with oneshown by dynamic low-energy electron diffracttdnthat the
another and with lower-lying arsenic atorfidt was noted in  distance between the layer of sulfur adatoms and the semi-
Ref. 104, however,that the existence of such dimers shouldonductor surface is 1.445 A, i.e. somewhat less than the

There are very few studies in which chemical bonds o
sulfidized GaP surfaces were investigated. Nonetheless,
has been showH that, just as for other lI-V semiconduc-
tors, sulfidization of gallium phosphide in solutions remove

4.1. Atomic structure of a surface coated with chalcogen
atoms

4.1.2. Indium phosphide
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FIG. 3. Increase of the photoluminescen@l) intensity relative to the
FIG. 2. Increase in the intensity, of photoluminescence of GaAs passi- intensity of a nonsulfidized semiconducttt) and height of the surface
vated in agueous sulfide solutions relative to the intenﬁgwl‘ the photo- barrier(2) of n-GaAs (n1=1x10® cm™3) passivated in different solutions
luminescence of nonpassivated GaAs as a function of the dagregoping as a function of the rate constant of the reaction forming a sulfide coating.
of the semiconductor according to data from various studiesreferences
are indicategl
forming a sulfide coating in aqueous and alcohol solutions of

) ) ) sodium or ammonium sulfides increaééghe decrease in
interplanar distance in bulk |3”P' and both sulfur adatoms anghe syrface recombination rate after the surface is treated
surface indium atoms hawp” hybridization and are bonded \yith chalcogen atoms was attributed to a decrease in the
with one another by cmgalent bonds. density of surface states in the band gap of the semiconduc-

Theoretical analysts has shown that the lowest energy (o and to a change in the surface bending of bands of the
sulfidized InP(100 surface is a surface witt2x2) recon-  gomiconductor

struction, where the sulfur atoms are displaced from posi-
tions characteristic of bridge bonds and thereby form long, , ; Effact of chalcogen atoms on surface states in the
and short dimers that belong to two different atomic planespang gap in 111 —v semiconductors

It was shown subsequently'!8that several stable structures

with (2X2) reconstruction can exist on a sulfidized AP0 . .
surface. The experimental results obtained in Refs. 116 —1 ap in the spectrum obtained for the surface states®aAs

. . sty analyzing the dark capacitance—voltage characteristics of
by Raman and photoemission spectroscopies are consiste ; .
4 . ) metal—insulator—GaAs structures: one 0.6 eV from the
with the theoretical calculations. conduction-band bottom and the other 0.3—0.5 eV from the
A study of the structure of a sulfidized I(IRLO) surface ) :

_ ,126 ; ; ;
showed™®that the sulfide coating has(dx1) structure, valence-band tof'*?®The density of states in these peaks is

3 ~m—2. -1 i i
and sulfur occupies the location that phosphorus would oc‘:ijOUt 10° cm eV’ . Treatment in an aqueous solution

cupy in the next monolayer after the surface. The deviatior?f ammonium sulfide decreases the density of surface states

of the sulfur position from the ideal phosphorus position wag °&f the center of the band gap by approximately an order of

0.04 A in the(001) direction, 0.02 A in the110) direction, magnitude. It was shown at the same t’r?ﬁehat such treqt—_
and 0.10 A in a direction normal to the surface. ment causes the height of the Schottky barngr on a sulfidized
GaAs surface to depend on the work function of the metal
used for preparing the barrier contact. This also attests to a
decrease in the density of surface states in the band gap as a
result of sulfide treatment. It was noted that sulfidization in
An appreciable increase in the photoluminescence interaqueous solutions leads primarily to a decrease in the density
sity of a semiconductdi?! resulting from a large decrease in of deep surface traps, while the density of shallow surface
the nonradiative surface recombination velocity, which istraps even increases slightff
equal to the nonradiative recombination velocity on an ideal = Theoretical investigations of the sulfidized surfaces
GaAs/AlGaAs heterojunctiotf’> was observed even in the GaAs (001) — (1x1),°® GaAs (001) — (2x1),12°%39 and
first studies of the passivation of a GaAs surface in sulfideGaAs(111)% have shown that adsorption of sulfur results in
solutions. The increase in the photoluminescence intensity dhe surface states being shifted out of the band gap of the
GaAs after sulfidization depends largely on the degree o$emiconductorespecially with formation of Ga—S bonds
doping of the semiconductdFig. 2) and on the rate constant Later, analysis of other possible atomic structures on a GaAs
of the reaction that forms a sulfide coating during sulfidiza-(001) surfacé®! established that the adsorption of sulfur in-
tion (i.e., on the thickness of the sulfide coating formed percreases the surface band gap, i.e., the gap between the high-
unit time divided by the sulfur concentration in the solujion est filled and lowest vacant surface states.
(Fig. 3,112 as well as on the conditions of subsequent  Sulfidization of an INnR100) surface prior to deposition
annealing->® Electronic passivation of a GaA400) surface  of an insulator made it possible to decrease the density of
becomes more efficient as the rate constant of the reacticstates at the InP/insulator boundary by two orders of magni-

Two peaks due to surface states are observed in the band

4.2. Electronic properties of a surface coated with chalcogen
atoms
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tude. The density of surface states on such a heterojunctiamt change the band bending at the surface and the position
has been estimated as<10® cn?-eV ! (Ref. 132. The  of the Fermi level at the surface. Annealing of a sulfidized
metal—insulator—semiconductor structures produced by suh-GaAs surface at about 360 °C decreased the surface band
fide treatment had hysteresis-free capacitance—voltage chasending by 0.3 eV>*® Investigation of the position of the
acteristics, essentially with no frequency dispersion in thesurface Fermi level inp-GaAs by anisotropic reflection
range from 10 kHz to 5 MHz. showed?® that the observed shift in the direction of the con-
Investigation of the photoluminescence of lightly dopedduction band by 0.8 eV as a result of vacuum annealing at
InP at liquid-helium temperatures showed that sulfide passi270 °C is due to desorption of a passivating coating that
vation decreases the radiative recombination via surfacpossess negative charge. Further annealing results in the for-
states-** Treatment of an InPL00) surface(with carrier den-  mation of dimers on the surface and causes the Fermi level to
sity n=4x10'" cm™3) in an aqueous solution of sodium return approximately to its initial position.
sulfide tripled the room-temperature photoluminescence in-  Sulfidization of an-GaAs (100 surface from the gas
tensity of the semiconductdt’ The photoluminescence in- phase, specifically, in a sulfur flow from an electrochemical
tensity of InP(100) (n=3x 10" cm™3), treated in a aque- cell, decreased even at room temperature the band bending
ous solution of ammonium sulfide, at liquid-nitrogen by 0.2 eV, which decreased by another 0.3 eV as a result of
temperature quadrupled and subsequent annealing increasgghealing at 360 °€ Additionally, the observed decrease in
the photoluminescence intensity ninefold over that of a semithe surface band bending after annealing depends on the re-

conductor with a nonsulfidized surfat®. construction of the initiah-GaAs (100 surface®® The sur-
face band bending at the surface witf2x8) reconstruction

4.2.2. Effect of chalcogen atoms on band bending at the sulfidized by a sulfur flow does not change on annealing

surface in Ill =V semiconductors and position of the energy even to 500 °C, while for the initial surface witdx1) re-

levels at the surface construction and sulfidized in a similar manner the surface

The band bending at the surface and the position of th&and bending decreases as a result of annealing to 500 °C by
energy levels at the surfadeurface Fermi level, ionization 0.3 eV. Upon annealing to 570 °C, i.e., to complete desorp-
energy, and electron affinityare the most important param- tion of sulfur from the surface, the Fermi level returns to its
eters characterizing the electronic structure of a semicondudnitial position in the nonsulfidized semiconductor.
tor. Since band bending is one of the factors responsible for In the case of sulfur adsorption from the gas phase on a
surface recombination, it is not surprising that investigations1-GaAs (111) surface, the band bending at the surface and,
of the electronic structure of passivated semiconductors haveorrespondingly, the position of the Fermi level at the sur-
focused on investigations of the surface barrier and the pdface change in a different mann@The Fermi level on a
sition where the Fermi level is pinned at the surface. pure GaAs(111A surface lies 0.45 eV above the valence-

In previous studies of sulfidized semiconductors the surband top, and room-temperature sulfur adsorption shifts it by
face barrier was investigated mainly by indirect methods0.2 eV in the direction of the conduction band. Annealing up
Even in one of the first studies of sulfide passivation ofto 450 °C shifts the Fermi level by 0.1 eV, so that the result-
GaAs®®it was established that inGaAs the band bending ing decrease of the band bending is 0.3 eV, while the Fermi
at the surface decreased when a sodium sulfide layer wasvel becomes pinned near the center of the band gap. An-
deposited on the surface. Raman spectroscopy of a sulfidizetkaling of a sulfidized GaA&L11)A surface up to complete
semiconductor showed that the intensity of the peak due tdesorption of sulfur from the surface returns the Fermi level
scattering by longitudinal opticdLO) phonons is lower than to its initial position characteristic of the nonsulfidized semi-
for a nonsulfidized semiconductor. Since the peak associatezbnductor. The Fermi level on a pure Ga@ls1)B surface
with LO phonons is due to a depleted region on the semities 1.0 eV above the valence-band top and the adsorption of
conductor surface, the intensity of the pdakeasured as the sulfur at room temperature shifts it by 0.1 eV in the direction
ratio to the intensity of the peak associated with scattering bpf the conduction band. However, subsequent annealing
a paired phonon—plasmon mode in the volume of the semishifts the Fermi level by 0.3 eV in the opposite direction, so
conductor on free carriergharacterizes the depth of the de- that the Fermi level is pinned near the center of the band gap.
pleted region of the semiconductor. The sulfidization- Investigation of sulfur adsorption am andp-type GaAs
induced decrease in the intensity of the peak associated wiit110) surfaces cleaved in vacudfshowed that as the hold-
LO phonons attests to a decrease in the depth of the deplet@ty time of the surface in a sulfur flow increased, the Fermi
region. Assuming that sulfidization does not result in thelevel on then-GaAs(110 andp-GaAs(110 surfaces shifted
accumulation of excess charge on the surface, and using ddt@m a position coinciding with the position in the interior of
on the barrier height for nonsulfidizadGaAs, which were the semiconductor to a position shifted by approximately
obtained by photoemission investigations in Ref. 1370.35 eV from the valence-band top. Further holding in the
(¢o=0.78 eV}, the authors of Ref. 136 calculated the surfacesulfur flow has the effect that the Fermi level in bathand
barrier of sulfidized GaAs n(=1x10"® cm™3) to be p-GaAs (110 is pinned in a position 0.85 eV above the

0.48 eV. valence-band top. At the same time, the ionization energy of
However, it was shown later, first by measuring the surthe semiconductor increases by 0.92 eV.
face conductivity®®'3® and then by photoemission Other methods of sulfidizing GaAs also change the po-

measurement¥;>®that sulfidization of GaA$100) in aque-  sition of the surface energy levels. Specifically, sulfidization
ous solutions of sodium sulfide or ammonium sulfide doe®f n-GaAs (100 in alcohol solutions of inorganic sulfides
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1/¢ — untreated surface; Ref. 56 — treatment in aqueous sulfide solutions
(1) and annealing at 360 °@2); Ref. 58 — treatment in Sflow (3)
FIG. 4. Position of the surface Fermi levgts, conduction-band eddeéc , and annealing at 500 °G4); Ref. 140 — treatment in the solution

and valence-band edd®, with respect to the vacuum level farGaAg100) (NH,),S + t-C4H OH; Ref. 112 — treatment in a Séow.
(n=1x10" cm™2), nonsulfidized and sulfidized in different solutions as a
function of the reciprocal of the dielectric constandf the sulfide solution.
Inversion of conduction type of the-InP (100 surface
has been observed when the surface was held $at room

(sodium or ammonium sulfidgslecreases the surface ba”dtemperatur%l and in HS plasme?,z and also in the case of

bending,**!****1and the shift of the surface Fermi level g figization in an aqueous solution of ammonium
increases as the dielectric constant of the sulfide solution ang,isiqe®-143t should be noted that in the case of sulfidiza-
the rate constant of the reaction forming the sulfide coatingjoy of n-np (100) in an aqueous solution of ammonium
decreasegFig. 3). In the process, the ionization energy of e, the Fermi level shifts by 0.1 eV in the direction of
the semiconductor increases. The increase was acceleratgfl \alence banéf143

with decreasing dielectric constant of the solutiBriFig. 4. It has recently been shown that adsorption of selenium
For example, for sulfidization of-GaAs(100) in an aqueous o an atomically pure InA$100) surface shifts the surface
solution of ammonium sulfide the Fermi level remained eStg mi level by 0.4 eV, which is pinned in a position 0.5 eV

sentially in place and the ionization energy increased by,poye the conduction-band bottom; i.e., anomalously high
0.2 eV, while with sulfidization in a solution of ammonium band bending is observed at the surfste.

sulfide in isopropyl or tret-butyl alcohol the Fermi level
shifted by 0.53 eV in the direction of the conduction
band“®'#'and the ionization energy increased by 0.75 eV.
Treatment of a GaA§100 surface with selenium atoms
also changed the surface band bending. It has been shown . passivation of semiconductor devices
that band bending at a-GaAs (100) surface decreases to , )
0.1-0.15 eV as a result of treatment in aqueous solutions1-1- Bipolar transistors
containing S& and as a result of holding of an atomically Bipolar transistors based on GaAs/AlGaAs heterostruc-
pure, nonoxidizech-GaAs (100 surface in HSe at 425 °C  tures are widely used in high-frequency analog and digital
(Ref. 76 and in a Se flow.''? The position of the Fermi integrated circuits. To increase the working frequency and
level relative to the edges of the semiconductor bands, whicHecrease the power requirements, devices must be made as
is characteristic of different-GaAs (100 surfaces covered small as possible. However, because of the high surface re-
with chalcogen atoms, is shown in Fig. 5. combination velocity characteristic of GaAs, a substantial
Sulfidization of InP(100 changes the position of the fraction of the electrons injected into the base is lost, which
Fermi level at the surface relative to the band edges of theesults in a sharp decrease in gain as device size decreases.
semiconductor. It has been shottthat treatment of @-InP For this reason, to obtain small working devices surface re-
(100 surface in the gas mixture,9/H,S,, at room tempera- combination must be reduced substantially.
ture pins the Fermi level in a position 0.5—-0.6 eV above the  Passivation with chalcogen atoms was first used to im-
valence-band top. Annealing of this surface shifts the Fermprove the characteristics of a GaAs/AlGaAs bipolar
level in the direction of the conduction band, and an increaséransistof Treatment of the transistor in an aqueous solution
of annealing temperature increases the shift. Thus, at an anf sodium sulfide increased the current gain sixtyfold at low
nealing temperature of 300 °C the Fermi level is pinned in aollector currents. It was shown subsequeffiythat such
position 0.9—-1.2 eV above the valence-band top; i.e., inverpassivation considerably improves the ideality of the emitter
sion of the conduction type is observed at the semiconductgunction (passivation decreases the nonideality coefficrent
surface. Further annealiri@t 400 °Q shifts the Fermi level from 1.7 to 1.03. This made it possible to obtain high cur-
back to its initial position. The same type of treatment of arent gain with higher collector currents.
n-InP(100) surface does not change the position of the Fermi  Later, to improve passivation stability, after sulfidization
level (which is pinned 1.2 eV above the valence-band) top in ammonium polysulfide solutions a GaAs/AlGaAs bipolar
even after annealing. transistor was covered with a layer of either,8s (Ref.

5. APPLICATION OF CHALCOGENIDE PASSIVATION IN
SEMICONDUCTOR TECHNOLOGY
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146) or SiN, .’ Such treatment appreciably decreased thdRefs. 10 and 159 a substantial decrease of the density of
base current at low collector currents and increased the gaiftates was achieved at a GaAs/giOnterface (to

In addition, these characteristics of the transistor remained.2x 10t* cm™2. eV™!) after GaAs treatment in a solution
stable for at least several months. of ammonium sulfide and the thermal stability of the

Another application of sulfide passivation for bipolar sSemiconductor/insulator boundary was increased. Treatment
transistors is suppression of the dependence of the curreff GaAs in selenium vapor prior to deposition of Sidade
gain on the emitter siz€® Treatment of a GaAs/AlGaAs it possible to produce MIS diodes with a low-frequency dis-
bipolar transistor in an ammonium sulfide solution not onlypersion of the capacitance for any btd8Sulfide passivation
increases the gain but also makes it virtually independent dias also been used to improve the high-frequency character-

the emitter size for dimensions ranging from X2 to istics of GaAs-based MIS structurt¥.
4X4 pm?. Besides simple passivation, a relatively thiCabout

300 A) sulfide coating grown by plasma technology has been
used as a subgate insulator on an InP surfadehe result
5.1.2. Devices based on Schottky barriers and MIS was a substantial decrease in the leakage currents and density
structures of interfacial states. Moreover, in these structures it was pos-

The properties of surfaces and interfaces are among th@ble to obtain both depletion and enrichment regimes, as
most important factors which are taken into account in thevell as a hysteresis-free capacitance—voltage characteristic
design of field-effect transistors. The corresponding paramat room temperature. Subsequently, sulfide passivation made
eters are the Schottky barrier height in Schottky-barrier fieldit possible to improve the electrical characteristics and ther-
effect transistors, the position of the Fermi level at the surmal stability of InP-based MIS diode§ Treatment of a
face, and the density of surface and interfacial states in MI$-InP surface with gas-phase polysulfides prior to deposition
transistors. The possibility of producing states of inversionOf the insulator made it possible to produce diodes in which
depletion, and enrichment with a transition through a flat-an inversion regime was realizéd.
band state, as well as the possibility of shifting the surface
potential from its equilibrium value by applying a voltage to
the gate,are also of interest.

Sulfide or selenide treatment of a semiconductor prior  The decrease in the surface recombination velocity due
to the formation of a Schottky barrier substantially de-to chalcogenide passivation has made it possible to improve
creases the leakage currents in metal—-semiconductsubstantially the characteristics pfn structure phototrans-
structures>14°-1520ther achievements were a considerableducers. Even in large-area GaAs homostructures
increase of the barrier height in AulnGaAs structure&?®  (0.25 cnf), after treatment in sodium sulfide and ammo-
an increase in the photosensitivity of pdGaP(Ref. 99 and  nium sulfide solutions the edge recombination current de-
Au-AlGaAsSh(Ref. 150 Schottky diodes, and a decrease in creased threefold and the shunting leakages in the presence
the density of interfacial states in An-GaAs and Au#-  of a small forward bias virtually vanishédSimilar results
InGaP Schottky contacts® In addition, it has been shown were later obtained on even larger-area structutgs to
that the characteristics of GaAs-based, high-power, field16 cnf).'®*
effect transistors are substantially improved by treatment in ~ Sulfide passivation of GaAs homostructure solar cells
an ammonium sulfide solutiod? In particular, the leakage Wwith thin emitters(several hundreds of nanometfec®nsid-
currents between the gate and drain decreased consideratgi§ably increased the photocurrent, improved the photosensi-
(by a factor of 1% and the breakdown voltage between thetivity, especially in the short-wavelength region of the spec-
source and drain doubled. trum (for example, the photosensitivity at 400 nm of a diode

The high density of surface states in the band gap, chawith a 600-nm-thick emitter was 4.5 times higher after pas-
acteristic of real 1ll-V semiconductor surfaces, leads to rigidsivation, and decreased the saturation currérithese ef-
pinning of the Fermi level at the surface. This prevents confects are attributable to a passivation-induced decrease in the
trol of the surface barrier and therefore makes it difficult tosurface recombination velocity from>510° to 16° cmis.
produce such devices based on these semiconductors. S&ubsequently, it was shown that the short-wavelength photo-
fidization of n- and p-GaAs surfaces in ammonium sulfide sensitivity can be increased in AlGaAs-bageen hetero-
solutions decreases the density of surface states in the bastfuctures with a relatively thickseveral micronsemitter:®
gap of the semiconductor, and this in turn leads to less rigid  Sulfide passivation appreciably improves the dark cur-
pinning of the Fermi level at the surface and hence the barent in mesadiodes based on GaAl8b,InAsSb®’ and
rier height becomes dependent on the work function of thé3aSh/GalnAsSh/GaAlAs$f and increases the photosensi-
metal’?”'%The same dependence has been obtained-for tivity, the external quantum yield, and the detection power of
GaAs pretreated in selenium vapdf.Later, the dependence INAsPSb/InAs infrared photodetectdf¥.
of the barrier height on the work function of metals was also
observed for other passivated IllI-V semiconductors: InP,
GaP, AlGaAst®” AlGaAsSb!*® and InGaP-® >

The large decrease produced in the electron density of Sulfide passivation has been used to improve the quality
states of a semiconductor by chalcogenide passivation madd a buried interface during the fabrication of AlIGaAs/GaAs
it possible to use this method in MIS structure technology. Inheterolasers. Passivation of an AlGaAs/GaAs mesastrip laser

5.1.3. Semiconductor p-n structures

.1.4. Semiconductor lasers
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into the growth chamber. Such a process opens up the pos-
sibility of producing many new devices if the interface ob-
tained by burying is of acceptable quality.

In GaAs and other IlI-V semiconductors it is difficult to
perform high-quality burying because of the high density of
surface states on a surface held under ordinary room condi-
tions. Chalcogenide passivation of GaAs, first, removes the
native oxide layer from the surface and, second, decreases
e the density of surface states. For this reason it is promising
’ for preparing a surface for the burying operation.

! ! | Burying a GaAs surface, treated in an ammonium sulfide

s 0 w' 0’ solution, with a GaAs layer (=2x10% cm %) by

Rate constant, arb. units molecular-beam epitaxy gave a high-quality interface, al-
FIG. 6. Increase of the threshold for catastrophic optical degradation thoth a Sma" accumulation of donors as a res.““ of imbed-
SQW-INGaAs/AlIGaAs(3 um x 800 um, 300 K laser diode®® with  ding of residual sulfur atoms was observed on it. The accu-
passivation in different sulfide solutions as a function of the rate constant omulation decreases with increasing epitaXyf On the other
the reaction forming the sulfide coatingP/P, — Relative change in the hand, imbedding of residual sulfur atoms is accompanied by
threshold power of the laser. : : : : "

compensation of interfacial carbon and oxygen impurities,

which makes it possible to decrease the contact resistance of
structure in an ammonium sulfide solution prior to buryingthe heterOJgnctloﬁYS_ Burym_g a GaAs layer, treated in so-
with an AlGaAs layer decreases threefold the threshold cur_glum selenide solutions, with GaAs -and()@;&).goxs layers
rent of such lasery%171 in the process of molecular-beam epitaxy leads to the forma-

Treatment of microdisk-shaped AlGaAs/GaAs structureéion of a layer consisting of selenides and selenates b it.

in ammonium sulfide solutions has made it possible to obtai* (1*1) reconstruction was observed on a selenium-treated
lasing in these structuré&73In addition, coating of the surface, indicating that the quantity of residual oxides is very

sulfidized structures with a SiNayer made it possible to small. Transmission electron microscopy showed that the in-

decrease the degradation of these lasers considerably aﬁfacer?bta}ine'd after burying is gtomicallyhsharp arr:d dﬁfeq'
correspondingly to increase their service life. ree. Photoluminescence investigations showed that the in-

Treatment of InGaAsP lasers in an aqueous solution ofEnSity Of the photoluminescence of a buried AlGaAs/GaAs

ammonium sulfide makes these lasers much more reIiabI%trlJCture is virtually identical to that of a AlGaAs/GaAs

with respect to voltage overloadit§’ and passivation of structure grown in a si.ngle process withput interruption of
InGaAsP/InP mirrorgat wavelength\=1.55 xm) in an al- the growth process. This shows that burying a GaAs surface

cohol solution of sodium sulfide strongly decreases the lowModified with selenium atoms gives an interface of high

frequency noise in these deviogsy 30 dB at 1 kHz'75The  €lectronic quality. , ,
threshold of catastrophic optical degradation of AlGalnP la-  FOF epitaxy from organometallic compounds, the semi-
sers(\=0.67 um) has been increased by 25% by e|ectr0_'c:onductor syrface can be 'prepared. by chemical gas etching
chemical sulfide passivatidA.Passivation of the mirrors of 1 @ reactor immediately prior to burial. However, such etch-
high-power InGaAs/AIGaAg\=0.98 um) lasers in alcohol ing is undeswabl_e for bu_rylng structures Wlth th_ln layers. In
solutions of sodium sulfide made it possible to increase theiparticular, a carrier density peak at the forming interface can

threshold for catastrophic optical degradation byradically change the form of the potential in the device. It is
25_50029% and the increase in the threshold of cata-therefore very important to obtain a good interface without

strophic optical degradation depends on the rate constant &f¢hing- o _ _
the reaction forming the sulfide coatirtgig. 6), which cor- An appreciable improvement of interface quality accom-

relates with the increase in the photoluminescence intensit)2nYing InP epitaxy has been obtained by treating the sur-
of sulfidized GaAs(Fig. 3. Treatment of similar lasers in 1&C€ in an ammonium sulfide solution before final burial in
aqueous solutions of ammonium sulfide increased the thresfPIt8xy from organometaliic compountiS.it was found that

old for catastrophic optical degradation by 10—28 in a nonsulfidized sample the carrier density in the interfacial
' layer is approximately three orders of magnitude higher than

in the surrounding layers, while in a sulfidized sample the
carrier density at the interface i98L0"° cm™ 3, which cor-
responds to the density in the growing layers.

To fabricate many modern semiconductor devices, such Chalcogenide passivation makes it possible to bury lay-
as lasers or devices with quantum wires, it is often necessamrs of solid solutions containing aluminum. Ordinarily, this
to bury different semiconductor structure which have beemprocess encounters serious difficulties because of the high
subjected to different technological procedures. The buryingate of oxidation of the layers. In Ref. 171, angAba, ;As
operation must allow performing multistep technologicalmesa structure was buried by angAGa, /As layer by epi-
processingetching, annealing, photolithography, and s¢ on taxy from organometallic compounds. This made it possible
with the structure removed from the growth chamber, ando decrease considerably the interfacial recombination veloc-
then continuing epitaxial growth with the structure returnedity on the walls of the mesa structure and produce low-

w (NH,),8+2- C,H O
Na,S+t-C,1,0H

8
1

o Na i C i, O

Na, S 06

8
I

3
T

5.2. Application of chalcogenide passivation in the
technology for burying structures
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threshold lasers. Subsequently,Al,Ga,_,As layers with 6. CONCLUSIONS
high aluminum content0.3<x<0.8), held in air for 1 day

and then treated in a sulfide solution, were buried by liquid-_. Expenmental StUd.y of the chemical and electronic pas-
phase epitaxy. sivation of 1lI-V semiconductor surfaces by chalcogen at-

An interesting experiment was oerformed in Ref. 182 °MS that has been recently conducted undoubtedly provides
where GaAs micrgocr pstals were rovF\)/n on a GaAlAs s.urfac;ebOth a deeper understanding of the surface properties of
. cry 9 ) .~ semiconductors and promotes further advancement of semi-
covered with selenium atoms. The average size of the mICro= - ductor technolo However. much remains unclear in
crystals obtained was 45 nm; the deviation from the averagg.. . coiq ay- '
zlrzitgllg Vr\]/gts ea);)Coeupj[dZéS(f])ﬁ]TTtes?]I(thj?g%ee ?ggzetuat?eag?\g: What paths exist for further advances in this direction?
tio):1 in an ammonium sulfi.de solution has been uged for In the first place, the possibilities of controlling the sur-
) . : face properties of IlI-V semiconductors must be clarified.
GaAlAs surface prepa_traﬂo(rbefore loading the ;grface |nto. Today our knowledge of the properties of semiconductor
a mo[ecular-bgam epitaxy chambgr for deposition of a thlnsurfaces modified by foreign atoms does not permit obtain-
selenium coating and for GaAs epitaxy

: o ing surfaces with a prescribed electronic structure, i.e., with
Chalcogenide passivation has also been used to prepatre(‘:J P

GaAs and InP surfaces for epitaxial growth on them of wide- he desirable band bending and density of surface states. At

X . o the same time, the chemical state of an atom prior to adsorp-
gap semiconductors and insulator layers, specifically,,GaF,

and Bak (Refs. 183 and 184 as well as ZnS and ZnSe tion can largely dett_arrm_ne the electronic structure of the sur-
(Ref. 185, face, and therefore it is important to determine the systematic

features underlying the chemical processes that effect the
electronic properties of surfaces.

Second, further advancement of chalcogenide passiva-
tion is impossible without better experimental methods for
5.3. Degradation of passivated structures studying the atomic and electronic structure to clarify the

L L . interrelation of chemical processes and the effectiveness of
For many applications of passivation the most important

uestion is to ensure lona-time stability of the im rc)Vedelectronic passivation of IlI-V semiconductor surfaces.
glectronic roperties of agssivated hete);o'unctions F;:md de- Finally, new applications of chalcogenide passivation in
vices Ever? inpthe first sSccessful a Iicatiim of sulfide as_semiconductor electronics will stimulate further investiga-

o . app Pa5%0ns of the interaction of I11-V semiconductor surfaces with
sivation to improve the characteristics of a GaAs/AlGaAs

; . . X chalcogen atoms.

bipolar transistof, high gain was observed for several days . L
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Scanning electron microscopy of long-wavelength laser structures
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New possibilities of scanning electron microscopy, using secondary- and reflected-electron
signals, for determining the position of heteroboundaries in long-wavelength laser structures are
reported. The formation of the indicated signals in structures of mid-infrared-range lasers

of a new type based on type-Il GalnAsSh/InGaAsSb heterostructures as well as in the conventional
INAsSh/INAsSbP heterostructures is analyzed. The observed characteristic features of the
formation of secondary- and reflected-electron signals in these structures as compared with the
well-studied AlGaAs/GaAs structures are explained. The results obtained are necessary

for accurate determination of an important laser parameter — the position p&thginction. It

is shown that it is best to use the reflected-electron signal1988 American Institute of
Physics[S1063-782308)00211-7

The great interest in mid-infraredR) range (3—5m) better multilayer laser structures with high-quality hetero-
diode lasers based on narrow-gap Ill-V semiconductor comiunctions and low carrier-leakage currents. In turn, this re-
pounds is due to the fact that the absorption bands of manguires the development of diagnostic methods, specifically,
industrial and natural gases lie in this spectral range. Infrarechethods for monitoring the parameters of the internal geom-
lasers operating at room temperature are very important foetry of a structurgthickness of the epitaxial layers, sharp-
problems of laser diode spectroscopy, laser ranging, and ecaess of heterojunctions, position of tipe-n junction, and
logical monitoring® However, until now the maximum others. The latter parameter is especially important, since it
working temperature of conventional diode heterolaserstrongly influences the threshold current in injection hetero-
based on InAs and its solid solutions has not exceeded 180kasers.

200 K in the pulsed regime, while for GalnSb/InAs superlat-  Scanning electron microscog$EM) is widely used for

tice based injection lasers grown by molecular-beam epitaxjnvestigation of semiconductor lasers, including lasers based
a temperature of 250 K has been achie¥&®ew and un- on submicron heterostructursBecause of the possibility
conventional approaches to producing mid-IR lasers usingf detecting a variety of signals simultaneously — secondary
type-Il heterojunctions and quantum-well structures based oalectrons, reflected electrons, current induced by the elec-
the system GaSb/InAs/AlSb have also been proposed in réronic probe, microcathodoluminescence, and otflers

cent years. Radiative recombination in such structures is dutaey possess high spatial resolution and high information
primarily to indirect (tunneling optical transitions at the content. For example, secondary- or reflected-electron sig-
type-ll heterojunction and radiation arises near thenals make it possible to identify and measure the thickness of
interface®~® Thus a new tunneling-injection laser structure, layers with different chemical compositions. Computer simu-
produced by the liquid-phase epitaxy, with a GalnAsSb/ation of the reflected-electron signal makes it possible to
InGaAsSh broken-gap type-H—n heterojunction in the ac- lower the limit of the measurable layer thickness right down
tive region has been proposed and implemented in Ref. 7to several nanometeté.The induced-current signal can be
This laser structure operated in the pulsed mode up toased effectively to determine the position opan junction
T=205 K. Thus, both conventional and unconventionalin semiconductor structurés.

long-wavelength lasers based on narrow-gap lllI-V com- An attempt to use conventional scanning electron mi-
pounds still cannot operate at room temperature. The saroscopy approaches to investigate laser structures based on
called quantum-cascade unipolar lasers proposed by Capagbe narrow-gap semiconductors GaSb and InAs and their
et al. are the only exceptioh.Thus, the development of solid solutions encounters a number of problems. Specifi-
room-temperature lasers for definite wavelengths, 5.2 andally, as a rule, such structures possess substantial leakage
8 um, has been reportédHowever, the technology and con- currents at close to room temperatures, which in most cases
struction of such lasers are quite complicated. makes it impossible to detect at a given temperature the cur-

Further improvement of the characteristics of mid-IR la-rent signal induced in them by the electron probe. To over-
sers grown by liquid-phase epitakipwer threshold current, come this problem we have proposédhat the measure-
higher working temperatuyerequires the development of ments be performed at low temperatures, close to the liquid-

1063-7826/98/32(11)/5/$15.00 1157 © 1998 American Institute of Physics
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nitrogen temperature. Another problem is the following. In |
contrast to homogeneoys-n structures, where it is suffi-
cient to know the depth of thg—n junction, i.e., its distance
from the surface, in the case of multilayer heterostructures it
becomes important to determine accurately the position of 1.00 |
the p—n junction relative to definite heterojunctions. For this ¢
purpose, simultaneous detection of induced-current ande
reflected-electron signalsr induced-current and secondary-
electron signalsis most often used in SEM. Then, to inter-
pret correctly the experimentally obtained profiles of a spe-
cific signal it is necessary to study the formation of the
signals for the heterostructure under investigation. The for--
mation of a reflected-electron signal for AlGaAs/GaAs het-
erostructures, which are widely used in optoelectronics, has
been investigated in detaft:'>We know of no similar inves-
tigations of heterostructures based on narrow-gap GaSb/InA:
semiconductors. As will be shown below, the problem of
identifying and accurately determining the position of het-
erojunctions in such structures by means of SEM is non-
trivial. 085 y
In summary, our objective in the present work is to in- o T 2 a3 a4 5 6
vestigate the characteristic features of the formation of
secondary- and reflected-electron signals in laser structures, X, pm
both new structures based on type-Ii GaInASSb/InGaASSlﬁIG. 1. Linear profiles of the reflected-electr@) and secondary-electron
heterojunctions and in the conventional INAsSSb/INASSbR?2) signals for a MK-539 structuréype A). The letters mark the hetero-
double heterostructures, especially since these signals ajtctions a — InAgsubstratfGa, gdNAsSky 7g; b, d — Ga gdnAsShy 76/
also used to measure the thicknesses of layers with differefft@.1AnASSR2; ¢ — Ga1AnASShy o/ GaygdNASSD 76.
chemical compositions.

arb.
o
«©
[4;]

ntensity,

|
o
[<o]
o

i
N

r
|

FORMATION OF SECONDARY- AND
REFLECTED-ELECTRON SIGNALS

SAMPLES AND MEASUREMENT PROCEDURE Type A structures (based on GgdnAsSh g/
Ga, 11AnAsSh, , heterojunctions

Heterostructures based on the quaternary solid solutions A characteristic feature of structures of this type is that
GaygdNg.1ASy Sk 7s and Ga 1AnggfspeShy» (type-A  the average atomic numberZ)( for neighboring epitaxial
structure, whose compositions are close to GaSb and InAslayers differ very little(for GaSb and InAs compounds they
respectively, as well as double heterostructures based on tlaee simply identical As is well known, the reflected-
solid solutions INAsSH; P30 and INAsSh o4 (type-B struc-  electron yield for individual chemical elements is propor-
tures were investigated. All structures were grown by tional to Z.1! Thus, in the reflected-electron regime there
liquid-phase epitaxy on INASL00 substrates. Some type-A should be no contrast between epitaxial layers with different
structures contain, in addition, the solid solution compositions. However, contrast is observed experimentally
INAsShy 1P o6 as the first cover layer. in both the secondary- and reflected-electron regimes

The linear profiles of the secondary- and reflected{Fig. 1.
electron signals were measured by scanning the electron It was established that contrast is unstable in the
probe over a cleavage surface of the experimental sample gecondary-electron regime. For a single scan of a section
a direction perpendicular to the epitaxial layers. The characwhich has not been irradiated beforehand, strong contrast
teristic features of the formation of secondary- and reflectedwith sign opposite to that in the reflected-electron regime is
electron signals were studied on freshly cleaved structuresbserved(compare curves 1 and 2 in Fig).Zor multiple
before contacts were deposited on them; in addition, closescanning it decreases, changes sign, and becomes similar to
to-crystallographic cleavage surfaces with the minimal num+the contrast in the reflected-electron regi(Rey. 2, curve3).
ber of defects were chosen for this. The experiments were Such behavior is explained by the formation of a con-
performed on an automated setup based on a CamScan Samination film on the cleavage surface during irradiation of
ries 4-88 DV100 scanning electron microscope. In our exthe surface by an electron beamAs this film grows, the
periments the accelerating voltage wds-10—15 kV and  difference in the yield of the secondary electrons themselves,
the probe current walg,=(1—5)x 10 1° A. The signal-to- i.e., the electrons produced by scattering of the primary elec-
noise ratio was increased by analog filtering of the detectettons, for layers with different composition is lost. Such sec-
signals and by repeatéd0—100 linear scanning of the elec- ondary electrons leave a thin-(L0 nm) surface region and
tron probe over a chosen section of the sample followed byheir number in the irradiated structure will be determined
averaging of the data. mainly by the material of the contamination film and not the
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the reflected-electron energy spectrum at a heterojunction.
This effect appears because of the fact that near a heterojunc-
tion some of the reflected electrons produced in material with
one value oZ move toward the surface through neighboring

1.00 | material where the value & and correspondingly the stop-
| 1 i ping power for electrons are different. For a sharp hetero-
/ junction the coordinate of the maximum of the derivative of
0.98 |- |

1.02 a b
l

the reflected-electron signal corresponds to the position of
this heterojunction(by a sharp heterojunction we mean a
heterojunction with a wide transitional region much smaller
than the diameter of the electron beam, i.e., less than 10 nm
(Ref. 15.

To make an accurate determination of the position of
heterojunctions in type-A structures, the reflected-electron
regime should be used. It is more stable than the secondary-
electron regime, simpler to interpret, and gives sharper inten-
sity differentials at the interface&ompare the secondary-
and reflected-electron profiles for the heterojunctiarts,c,
andd in Fig. 1 andc,d, ande in Fig. 2). It should be noted
Y S S S SR TP TR TR that the reflected-electron contrast in the structures investi-

2 3 4 5 6 7 8 gated is quite low and does not exceed 1.5 rel. %. For com-
X, pm parison, in A} ,Ga, §As/GaAs structures it equals 5 rel. %.
Therefore, the quality of the cleavage surface must be much
FIG. 2. Linear profiles of reflected-electral) and secondary-electron higher. To eliminate artifacts and to make an accurate deter-
(2, 3 signals obtained by singl¢2) and fiftyfold (3) scanning for a  mination of the positions of heterojunctions, the investiga-

MK-542 structure (type A). The letters mark the heterojunctions: ti ; ;
ons should be performed on fresh, high-quality cleavage
a — InAgsubstratginAsShy 1 Py6; b —  InAsSh 1Py 56/ P 9n-q y 9

0.96 [ 3

0.94 +

Intensity, arb. units

092 |-

0.90 -

GapgdnASShy s, C, € — GagdnAsSh.,4GaJnAsSh,. d —  Surfaces, which should be close to an ideal crystallographic
Gay ANASSh »/GaygdnASSh 5. f  —  p-GagdnAsShy,y/  Plane and defect-free.
N-Gg gdNASSI 7. Type-B structures(based on InAsSp P, o/INASShy o4

heterojunctions
In type-B structures the difference in the average atomic

epitaxial layers. Therefore, the fraction of secondary elecnumbers between neighboring epitaxial layers is also small.
trons, produced by the reflected electrbhand the contrast As a result, the contrast in the reflect-electron regime is weak
associated with them increase in the irradiated section. (less than 1.5 rel.9% Just as for

A so-called voltage—contrast, due to the presence of re- type-A structures, the contrast in the secondary-electron
gions with different types of doping in the structuiteansi-  regime for type-B structures is not constant, and for a single
tion f in Fig. 2), is also observed in the secondary-electronscan the sign of the contrast is opposite to that observed in
regime. This contrast can be used to determine the positiothe reflected-electron regim€ig. 3). The reflected-electron
of the p—n junction, but only if thep—n junction is separated yield for INAsSbP layers is greater than for InAs or InAsSb.
from the heterojunctions by at least0.5 um. Otherwise, However, the profile of the reflected-electron signal obtained
the voltage—contrast is strongly distorted and can vanislon sharp InAsSbP/InAsSkor InAsSbP/InA$ heterojunc-
completely under the influence of the contrast associatetions differs substantially from the reflected-electron profiles
with the variation of the chemical composition at a hetero-for the GalnAsSb/InGaAsSkFig. 1) and AlGaAs/GaA¥
junction. For example, in the structure shown in Fidtran-  systems and has the form of a zig-zag cuivig. 4).
sition d) the p—n junction coincides with the heterojunction To explain the observed features we shall make a com-
and the voltage—contrast is suppressed. parative analysis of the formation of the reflected-electron

In contrast to the secondary-electron regime, the profilesignal for the systems mentioned above. In the case that the
of the signal in the reflected-electron regime remains esserelectron beam approaches a AlIGaAs/GaAs heterojunction on
tially unchanged with repeated scanning of the cleavage suthe GaAs sidgwhere the average atomic number is larger
face of the experimental structure. As one can see from Figand correspondingly the reflected-electron yield is higher
1 and 2, the reflected-electron yield for layers with compo-than in AlGaAs3, the intensity of the reflected-electron signal
sition close to InAs is higher than the reflected-electron yieldncreases. This occurs because some of the reflected elec-
for layers with composition close to GaSb. Here,trons produced in GaAs move toward the surface through
the reflected-electron signal varies nonmonotonically wherAlGaAs, where the rate of energy loss of electrons is less
heterostructures of this type are scanned. The lineathan in GaAs, while the detector signal is determined not
reflected-electron profiles, similarly to AlGaAs/GaAs only by the number but also the energy of the reflected
heterostructure¥: have a maximum and minimum intensity electrons™>
on different sides of the interface, although they are less The picture is exactly the opposite for the system
pronounced. The observed feature is due to the anisotropy dfAsSbP/InAsSb in the situation similar to that examined
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FIG. 5. Linear profile of the reflected-electron signal near an
InAs(substrat@InAsSh, 157, 30 heterojunction marked by the letter a in Fig.
3.

(left side of the reflected-electron profile in Fig). 4rhis
attests to the fact that the rate of energy losses by electrons in

above. As the electron probe moves over the layer of thénAsSb is higher than in InAsSbP. A section where the
solid solution INAsSbP, where the reflected-electron yield isreflected-electron signal increases sharply is present next to
greater than in InAsSb, at first the reflected-electron signathe heterojunctiorithe section is marked by arrows in Fig.
drops off gradually as the probe approaches the interfac4). This section corresponds to the transmission of the elec-

1.00
[}
s
c 095
=
o
_
]
- 090 F
>
=
(7)) -
C
2
_C- 0.85 o
0.80 |-
0.75 ! R 1 s 1 P S 1 N 1
06 -04 -02 0.0 0.2 04
X, um

tron beam, which has a Gaussian profile along the cross sec-
tion and is characterized by probe diamete30— 40 nm for

the currents used in the experimehts=(1—5)x 10 1°A,
through the interface. As is well known, the entire reflected-
electron flux consists of the truly reflected electrons, which
are produced as a result of the direct scattering of primary
electrons next to the point of incidence of the electron beam,
and reflected electrons whose yield is determined by multiple
scattering, while the generation region constitutelsum.!?
Therefore, the jump observed in the reflected-electron signal
at the heterojunction attests to an increase in the number of
truly reflected electrons at the transition from the InAsSbP to
the InAsSb layer. Thus, despite the fact that the total
reflected-electron yield is higher in INnAsSSbP than in InAsSDb,
the fraction of truly reflected electrons in the total reflected-
electron flux is less than for InAsSb. Of course, all argu-
ments and conclusions are also valid for INnAsSbP/InAs het-
erojunctions.

It should be noted that the zig-zag form of the reflected-
electron profile with a jump at the heterojunction is charac-
teristic of abrupt interfacegwith a less than 10-nm-wide
transitional regiop The less abrupt the heterojunction, the
smaller and flatter is the jump in the reflected-electron signal.
This jump is completely absefFig. 5) for smooth(diffused

FIG. 4. Linear profile of the reflected-electron signal near anneterojunctions with a transitional region greater than 100

INAsSh, 14 30/ INASSh, o4 heterojunction marked by the letter b in Fig. 3.

nm wide.
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The kinetics of the formation of impurity complexes associated with selenium is investigated.

The stationary density of complexes is obtained as a function of temperature and the

density of selenium atoms that occupy silicon lattice sites. It is established that in the process of
interconversions of electrically active complexes in the temperature range 670—-1000 °C the

total number of atoms participating in complex-forming reactions remains unchanged at any point
of the spatial distribution of the impurity. The kinetics of accumulation of centers with

ionization energy 0.2 eV is satisfactorily described by a scheme of quasichemical reactions leading
to the formation and decomposition of Sguasimolecules. In the ideal, strongly dilute

solution approximation the binding energy of a, $giasimolecule is 1.35 eV. €998 American
Institute of Physicg.S1063-78208)00311-1

INTRODUCTION Experimental data, which are still lacking, on the kinet-
ics of accumulation of centers associated with selenium and
The behavior of dopants in silicon at high concentrationsdata on the temperature dependences of their stationary den-
is characterized by the existence of the so-called “solubilitysities would shed light on the nature of these complexes and
limit,” usually taken to mean the maximum density of im- would make it possible to use selenium-doped silicon to
purity atoms occupying substitution positiohSA variety of study complex-formation of charged impurities at close to
characteristic features in the redistribution of dopants havenaximum densities. A difference of the order of 0.1 eV in
been observed near this density le¥elspecifically, the for-  the ionization energies of the centers associated with sele-
mation of impurity complexes — quasimolecules consistingnium atoms in silicon will make it possible to determine

of several close-lying impurity atoms. reliably the contribution of each center to the electrical prop-
In the case of the main dopan®, P, As, Shin silicon, erties of the samples.
the low ionization energies make it difficult to observe di- Our objective in the present work is to determine the

rectly levels associated with impurity complexes. Moreover,composition of impurity complexes associated with selenium
the density of these impurities in substitution solutions carby investigating the kinetics of their formation and by deter-
be so high that possible distortions of the band structuremining the dependences of the density of the complexes on
including also the formation of an impurity bafidnust be  the temperature and the density of isolated selenium atoms
taken into account in the transport phenomena, which makesccupying lattice sites.

the interpretation of the electrical measurements must less

reliable. EXPERIMENT
In this respect, selenium dissolved in silicon is distin-
guished by the comparatively low limiting density in substi- Silicon was doped by implantation of 125-keV selenium

tution positions[not greater than %X 10" cm 3 (Ref. 9)].  ions in the dose range 100—4p@/cn? in a KDB-20 silicon

As follows from theoretical estimat€s'! and experimental wafer. The initial diffusion profiles of the selenium distribu-
datd? obtained thus far, isolated selenium atoms occupy pretion were formed by heat treatment at 1200 °C for 6, 24, or
dominantly sites in the silicon lattice and in this position they76 h in a nitrogen atmosphere.

are doubly charged donors with ionization energies of 0.3  The formation of complexes associated with selenium
and 0.59 eV. Itis also known that when silicon is doped withatoms was investigated in the initial samples prepared in this
selenium, centers with ionization energy 0.2 eV are formedmanner by means of heat treatment in the range 550
and in a number of cases centers with even lower ionizatior-1000 °C. The temperature interval and duration of the heat
energies(of the order of 0.1 eY are also formed®* The treatments were chosen so that the diffusion distribution of
nature of these centers has not been definitively establishedelenium atoms produced beforehand in the initial samples
although in the literature it has been repeatedly hypothesizedould not change much.

that isolated selenium atoms can combine to form more com- The spatial distribution of electrically active centers was
plicated complexes. Specifically, the formation of a centemonitored by measuring the temperature dependences of the
with ionization energy 0.2 eV is associated with the forma-Hall voltage and the electrical conductivity with successive
tion of a Se quasimolecule consisting of two interacting etching off of silicon layers. The etching was performed in a
selenium atoms that occupy neighboring lattice sites. HF:HNO; (1:20) solution. The backside of a sample was

1063-7826/98/32(11)/6/$15.00 1162 © 1998 American Institute of Physics
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FIG. 1. Temperature dependences of the in-layer electron density after heat
treatments in the temperature range 680-1200 °C. Implantation dose:

400 u.Clen?. Heat-treatment regimes:— Diffusion spreading at 1200 °C,
6 s; 2 — diffusion spreading 900 °C, 4 I3 — diffusion spreading 680 °C,
4 h.

the etched-off layetas a rule, not less than 10— 4%n) was

determined from the change in the sample thickness to o .
computed values of the ionization energies of donor centers

within £0.5 um.

The densities of electrically active centers and their mi-
croscopic parameter$onization energy, degeneracy factor,
and so oh were determined by measuring the temperatur
dependences of the Hall voltage and the electrical conducti
ity in the range 80—370 K. The magnetic field intensity was

2500 G.

The parameters of the centers were determined by sol
ing an optimization problem — searching for the minimum
discrepancy between the experimental and computed tem-
perature dependences of not only the in-layer densities bif
also the mobilities of the free charge carriers, with allowanc

neutral impurities. The nonuniformity of the spatial distribu-

taken into account when calculating the temperature depe

dences of the in-layer density and mobiltfy!’

EXPERIMENTAL RESULTS

tures in the range 680—1200 °C are shown in Fig. 1. The best

agreement between the experimental depende(poésts in
Fig. 1 and the computed dependen¢sdid lines in Fig. 1

g o0 -0— 4  J
3
2
10"k
i [
§
-
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FIG. 2. Variation of the stationary in-layer density of the observed centers

as a function o
maximum implal

f heat-treatment temperature in a series of samples with
ntation dose 4QOC/cn? (diffusion spreading 1200 °C, 6

h): 1 — C; centers2 — C, centers3 — C, centers4 — Ns;+2XNs,
coated with chemically stable lacquer, and the thickness of 3*Nss-

C,4, C,, and
neutral state

C3, which correspond to a transition from a
of the donor into a singly charged state, are

$.30, 0.20, and 0.13 eV, respectively, which agrees well with

he existing experimental data.
The contribution of each of these centétse total num-
ber of centers in a sample per unit gréathe experimental

\Lcurves depends on the heat-treatment temperature, as shown

in Fig. 2 for one series of samples.
A complete set of analogous data obtained in the implan-
tion dose range 100—4Q0C/cn? shows that the following

Are characteristic of all series which we investigated:

for the scattering by lattice phonons and by charged and 1he total number ofC, centers decreases and at the
same time the number &, andC; centers increases as the

tion of the electrically active centers in a doped layer wadhitial heat-treatment temperature 1200 °C decreases to lower

r.?_ubsequent heat-treatment temperatures.

At any temperature the quantity

Ns;+2X

Ns,+3XNs;=Nsy~ const, (N}

to within 10—-15%. HeréNss; is the total amount o€, cen-
The typical temperature dependences of the in-layeters (atoms/cr), andNs, and Ns; are the numbers of,
conduction-electron density after heat treatment at temperand C; centers, respectively.

The repeated short-tim@o longer than 5 minanneal-

ing at 1200 °C of the samples which have undergone low-

temperature

treatments restores the temperature dependences

for all measured samples is obtained for the same set aif the Hall voltage and the electrical conductivity and there-
microparametergionization energies and degeneracy fac-fore restores the initial relative numbers of observed donor
tors that characterize the electrically active centers. Thecenters.
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FIG. 3. Kinetics of intertransformations @, andC, centers in selenium-
doped layers at 670 °C: INs; +2XNs,, 2 — C, centers, 3 -C, centers.
Implantation dose: 20@.C/cn?: diffusion spreading regime — 1200 °C,
6 h.

FIG. 4. Profiles of the spatial distribution of the centers in the initial sample
(1 — initial total density of centersN;+2XN,), 2 — initial densityN; of

C, centers3 — initial densityN, of C, center$ and after annealing at
=670 °C for 1 h(4 — total density of centersN;+2XN,), 5 — density

N, of C; centers,6 — density N, of C, center$. Implantation dose:
200 u.Clent. Diffusion spreading regime — 1200 °C, 6 h. The solid lines
are the computed curves.

In the course of the intertransformations noted above,

the relative contribution ofC5; centers to the Hall depen-
dences depends on the implantation dose used for the initimthereN,(x) is the density ofC; centersN,(x) is the den-
doping. Under fixed diffusion spreading conditions, the dosesity of C, centers, and is the distance from the sample
decreases with decreasing contribution. This made it possibkurface.
to investigate the kinetics of intertransformations of only two It is also important to note that the spatial distribution
centers —C,; and C,, using for this a series of samples Ng(x) does not change appreciably during the entire duration
which were initially doped at an implantation dose not ex-of low-temperature treatments.
ceeding 20Q.C/cn?. For theC, andC, centers observed in
this case(Fig. 3), a relation similar to Eq(1) holds approxi-  pscussioN
mately at any moment in time:
Since the relationgl) and (2) hold at any moment in
_ ~ time and at all temperatures in the range investigated, it is
NSy +2XNs;=Nso= const, @ logical to assume that the conserved quantits, in these

where in the course of heat treatment the distribution of theexpressmns Is the total number of selenium atoms in the

L Sample, whileN's; corresponds to the number of single sele-
centers becomes close to stationéry the case at hand at . Y d dto th ber of
670 °C in 4 b, nium atoms, andNs, andNs; correspond to the number o

. . ) mplex nsisting of two and thr r tivel le-
To determine the relative densitiéis atoms/cri) with compiexes consisting o 0 and three, respectively, sele

the formation of the observed complexes, successive etchinnium atoms.
P ' 9 Then the process leading to the redistribution of sele-

was used to obtain profiles of their spatial distribution in the . :

- . . nium atoms between the states which we observed can be

initial samples from different series as well as for a number . . , . X
associated with the following scheme of quasichemical reac-

of stages of low-temperature treatments.

The initial distribution profiles of the centers and the :fsnsolr(]a;dn|n%écr)ntr}(;):‘g;matmn and decomposition of the cor-
profiles obtained after heat treatment at 670 °Clfty for the P g P '

samples from one serieBE& 200 wClen?, T=1200°C ,and Se+Seé>Sez (4)
t=6 h) are compared in Fig. 4. B

It is obvious that despite the mutual changes in the den- a1
sities of theC,; and C, centers as a result of annealing a S%S@ﬁs%, )

relation of the typ&2) holds, within the limits of the experi- where «, «;, B, and 8, are phenomenological constants
mental error, at each point of the spatial distribution: that account for the rates of the forward and reverse reactions
and do not depend on the reagent densities. The scti®me
N1 (X)+2XNy(Xx) =Ng(X), 3 (5) presupposes successive attachment of the mobile compo-
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curves were calculated for the monomolecular reaction forming Se
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As follows from the experimental dat&ig. 4) and esti-
mates made using the known values of the diffusion coeffi-
cient of selenium in silicod,the heat-treatment temperatures
are low enough that the broadening of the initial profile did
not exceed the experimental error. In this case the diffusion
term on the right side of expressidf) can be disregarded,
and the probleni6)—(9) can be solved in analytic form as

Nl(X,t):No(x,t)_ZNz(X,t), (11)
_ Z3(X)B(X) — Z(X)A(X) exp{ — w(X)t}

N2(XD = =g aem—wmog 12

where
AX)=2(x)=NY(x),  B(X)=25(x)—N3(x),
zl(x)=¥+N*—%2), ZZ(X):%-FN*-F%,
1/2
w(x)=8] 1+ N;(*X) , N*=£.

Therefore, for any fixed selenium atom densiy(x)
corresponding to a certain point of the spatial distribution
(Fig. 4) the form of the kinetic curvesl;(x,t) and N,(x,t)
should be determined uniquely by only two parameters —
the values of the rate constantsand 8 for the forward and

nent — selenium atoms occupying lattice sites. The reactiongverse reactions, respectively. The same values of these pa-

(4) and (5) are written in a reversible form, since, as noted

rameters correspond to the computed curves, presented in

above, short-time heat treatment at 1200 °C returns the inFig. 5, of the accumulation o€, centers(solid lineg for

purity subsystem under study into the initial state. Moreover

different values of the selenium atom dendiy(x): =9

taking into account the decomposition ensures for thex 102! cm®/s andB=3.5x107° s 1,

scheme(4)—(5) the existence of stationary states in accor-

dance with the experimental dataigs. 3 and b
In the case where th€, centers are predominantly

formed, the stationary state is provided by only the reaction

(4). The corresponding kinetic equation in the combinatorial
kinetics approximatiolf has the form

N5 (X,t) 5 *Ny(x,1)

at 2 2aNID = BNa(x.),

(6)
%mNﬁx.t)—ﬁNxx,t). @)
N1(x,t=0)=N3(x), 8)
N,(x,t=0)=N3(x), (9)

whereN,(x,t) is the density of isolated selenium atoms oc-
cupying substitution position$\,(x,t) is the density of the
guasimolecules Seconsisting of two interacting selenium
atoms,« is the probability of an elementary event of forma-

tion of a Sg quasimolecule per unit time, the so-called rate

constant of the reactiorg is the rate constant of the reaction
by which Se¢ quasimolecules decompose; aN@(x) and

N3(x) are the corresponding densities in the initial profile of

the impurity. Moreover, from Eq3) follows a limit on the
reagent densities:

Nl(X,t)+2-N2(X,t)=N0(X). (10)

However, if it is assumed that th@, centers form via a
reaction of the type

@y

Set+ Y& Sey,
I By
where the componentis not a selenium atorffor example,

Y is a dopant atord,an oxygen or carbon atomthen the
values obtained in this case for the rate constants for the
formation and decomposition of th&, centers can satisfac-
torily describe the kinetics of accumulation &, centers
(dashed curves in Fig.)5only for one point of the spatial
distribution. For example, for the top curve in Fig. 5 we have
an agreement withey=4x10 ??cm’/s and B,=5.5
X10™* s™1. However, for these values of, and 8, a sub-
stantial discrepancy is observed between the experimental
and computed values ®f,(t) for other sections of the pro-
file and correspondingly for other values Nf. Therefore,

the kinetics of accumulation df, centers in different sec-
tions of a profile cannot be described in a self-consistent
manner by means of the reactiofi8) — the corresponding
values ofay, and 8, become coordinate-dependent.

The above-noted features of the kinetics of accumulation
and decomposition of centers, specifically, the absence of
macroscopic diffusion broadening of the initial doping pro-
file and the reversibility and existence of the relations ex-
pressing the conservation of matter in the presence of reac-
tions, in our view, suggest that the stationary state
established in time at each point of the spatial distribution

(13
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10~% 3 whereAU andAS are, respectively, the change in the inter-
F o1 nal energy and entropy, respectively, per unit volume, and
A2 N; andN, are the densities of isolated and double selenium
atoms, respectively.
15 e3 We have for the change in the internal energy of the
10 3 04 system
"’E AU(N;,N5)=W;N;+W,N,+AE, (16)
o
. whereW; andW, are the changes in the internal energy of
X7

107 3 the system which are due to the replacement of one Si atom
: by one Se atom and two neighboring Si atoms by two Se
atoms, respectively, andlE accounts for the change in the
energy of the electronic subsystem.

For a strongly dilute solutionN;, N,<<M,), ignoring

-17
70 E the vibrational contribution, the entropy change is deter-
mined by the configurational contributioAS,,; due to
i atomic rearrangements and rearrangements in the electronic
i subsystem\ S, :
L T R R R T AT N,! (2Ny)!
1/kT , V7 ASoni=k In (N_—Np)T (2N, —N)IN,! +AS,, a7

FIG. 6. Equilibrium reaction constants for the reaction-Se— Se, versus whereN,_ is the total number of lattice sites, akds Boltz-
the reciprocal of the temperature for samples from different seties: mann’s constant

Implantation dose 10@C/cn?. Diffusion spreading regime — 1200 °C, 6 o . . . .
h; 2 — implantation dose 40Q.C/cn?, diffusion spreading regime — 1200 Mmu_‘mzmg th? Gibbs potential with respect to indepen-
°C, 6 h;3 — implantation dose 20@.C/cn?, diffusion spreading regime —  dent variables, with allowance for the charge stases, for

1200 °C, 24 h;4 — implantation dose 40p.C/cn?, diffusion spreading  example, Ref. 19 of the initial and final products of the
regime — 1200 °C, 76 h. reaction(4), we obtain

2 AU/KT
. o ] K(T)=N—e -m(T), (18)
can be described as locally equilibrium state. In this case the L

relative densities of the investigated centers correspond t0\ghere AU is the change in the energy of the crystal due to
functional relation between the thermodynamically equilib-the formation of a Semolecule,

rium values.
Then the functional relation for stationary densithég g n’(n*+nQ; +Q,Q; "
andN; of single and double, respectively, complexes must M(T)= (@2 (N0 +0rQr )2 (19
correspond to the law of mass action for the reactiyn 91 1 11
N Q" and Q" are the Shockley—Read factors which are
2 _ K(T), (14)  known from the statistics of the multiply charged centefs,
(ND)? are degeneracy factors, ands the electron density in the

conduction band.

In the coordinates lo¢{)—1/KT (Fig. 6) the experimen-
values ofK(T) are fit well by a straight line with slope
AU=1.35 eV. In the approach considered here, the slope of
this straight line corresponds to the binding energy of the
“quasimolecule” Se¢. The point of intersection of this
straight line with the ordinate also agrees well with the value

The explicit form of the equilibrium constant in our of the preexponential factor in the expressias).

model of the formation of selenium complexes can be ob- In summary, the quasichemical approach makes it pos-

) . ; . . ible to describe satisfactorily the main laws of the inter-
tained by analyzing the Gibbs thermodynamic potential o . ; : .

. ) . . . _transformations of electrically active complexes associated

the system in the ideal, strongly dilute solution approxima- . T T

tion with selenium in silicon.

For constant temperatufeand constant pressuf dis- It should be noted that comparing the computed curves
: be! : P . of the kinetics of accumulation of Se&uasimolecules with
regarding the change in volume in the complex-formatlont e experimental values d,(t) shows the following sys-

reactions, the condition that the change in the Gibbs potentia%EmatiC discrepancies: 2

tbheerzzén;l;rs eq;“:ﬁ(laezt ;(t)e':;eb(;orr:](i:l:]tilr?]r;ﬁhat the change in 1. For all points of the profile shown in Fig. 4, at the
oy Y ' initial stage of heat-treatment<15 min) the C, density is
AG4(N1,Ny)=AU(N;,N5)—TAS(N;,N>), (15 less than the computed val(€ig. 5).

whereK(T) is the equilibrium constant of the reactid4),
which does not depend on the concentration of the reagentfc,a.II
Figure 6 showgpoints the values of the equilibrium con-
stant of the reactio¥) as a function of the reciprocal of the
temperature that correspond to the relati@d) for the sta-
tionary densities ofZ; and C, centers obtained in samples
from different series.
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2. For the section of the profile with the density of sele-of Sg, quasimolecules with the same values of the rate con-
nium atoms less thanx110'® cm™2, the density ofC, cen-  stantsa and g of the forward and reverse reactions, respec-
ters which is obtained by annealing at 670 °C foh is tively, throughout the entire extent of the spatial distribution
systematically lower than the computed valdashed curve of the impurity.
in Fig. 4). The observed stationary states of the impurity system

3. The quantityNs; +2XNs,=Nsp during annealing at can be described well on the basis of the ideal, strongly
670 °C is still not conserve(Fig. 3, top curvg but rather it dilute solution approximation. The relative stationary densi-
decreases, though very little, by not more than 10%. ties of the components of the quasichemical reactions give

The first two circumstances could be due to the fact that .35 eV for the binding energy of the Squasimolecule.
the change in the spatial distribution of the reagents in the \We wish to thank Professor L. S. Smirnov for showing
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The transverse Ettingshausen—Nernst effect and the thermoelectric power of compensated
germanium with electron densitp=2x10" cm 2 are investigated as a function of the
temperature gradient in the range-2.5x 10° K-cm™ ! at average temperature 350 K. It

is shown that the mechanism of charge-carrier scattering does not depend on the temperature
gradient, while the Benedick thermoelectric power is due to heating of the current carriers

by the heat field. ©1998 American Institute of Physid$S1063-782@08)00411-§

In Ref. 1 it is shown that investigation of transport phe-was effectuated by the method described in.RefHereT,
nomena in the presence of a large temperature gradiemindT. are the temperature of the heater and cooler, respec-
(LTG) makes it possible to take into account the contributiontively. At first, holding the coolefsoldered to one end of the
of the nonequilibrium minority current carriers that arise in sample in liquid-nitrogen vapor, we switched on the heater
the process. Here a large temperature gradient means a te(goldered to the opposite end of the sammie very low
perature gradient such thep>L+, wherelp, is the diffu-  power. This is the starting point of the experimental curves
sion length of minority current carriers_, ghqlzT/V_T isthe  \with VT=2K.cm ! and T=350 K (see Fig. L Next,
reduced length. If the Iengtm_( of the minimal section of .the gradually immersing the cooler in liquid-nitrogen vagand
sample whose ends have different temperatuigs=(T2) IS then in liquid nitrogeh and increasing at the same time the
comparable tolp, then the conditionlp>Ly becomes ., e of the heater, we produced experimental conditions

AT>T. This latter i lity is th diti d hich . —
15 atier Inequallty 1s the condition under whic corresponding t&V T>10 K-cm ! and T=350 K. When a

the system of electrons is far from being in thermodynamic . 1 :
equilibrium with the latticé. The conditionLp>L+ implies temperature gradierf T>10° K-cm * was produced, lig-

that the LTG depends on the material in which a temperaturlaJid helium was used to cool the refrigerator and the power
gradient is produced. released in the heater reached 2 kW.

It is well-known that the presence of a LTG is indicated Figure 1 shows curves of the transverse E—N coefficient

by the appearance of Benedick’s thermoelectric power due t@1 @nd the differential thermoelectric powaras functions
nonequilibrium minority current carriefé In Ref. 4 it s Of the temperature gradieftT, which were measured in
shown that the inequalityp>L+ holds in germanium and n-Ge atT=350 K. The coefficientQ; was measured in a
therefore the Benedick thermoelectric power appears id0-kOe magnetic field, corresponding to the condition that
the presence of a temperature gradient of the order dhe field for measuring the E—N effect in electronic germa-
10° K-cm™ 1. nium at the indicated average sample temperature is weak.
In the present work we investigate the mechanism The measurements dp,, performed by the standard
of scattering of nonequilibrium current carriers and themethod under conditions such that the positive TG is di-
behavior of the thermoelectric power and transverseaected along the positiv axis, while the magnetic field is
Ettingshausen—NernstE—N) effect under conditions far directed along the positivé axis, showed that under these
from thermodynamic equilibrium. conditions a field directed along the negatiWexis appears
We have accordingly measured the transverse E-N efas a result of the transverse E—N efféight-hand coordi-
fect and the thermoelectric power of compensated electronigate system i.e., the coefficien; is negative. As one can
germanium (=2x10"cm %) as a function of the tem- see from the figurécurve2), the signQ,<0 remains in the
perature gradien(TG). The latter was varied in the range entire interval of TGs. The coefficie®, decreases sharply
2-15x10°K-cm™' with a constant average sample in absolute magnitude as the LTG region is approached,

temperaturel = 350 K. i.e., when the temperature gradient is of the order of
Slow variation of the TG in the above-indicated interval 10° K-cm™ .

with constant average sample temperature We can say the following about the functiGQh(VT) in
. the presence of a LTG. Since the sign@f remains nega-
T=(T,+Ty)/2 tive in the entire interval of TGs, the minority nonequilib-

1063-7826/98/32(11)/2/$15.00 1168 © 1998 American Institute of Physics
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whereT; and T, are the temperatures of the hot and cold
ends of the sample, respectivelyT=T,—T; 7; is the mo-
mentum relaxation time on impurity ion&x is the sample
length;v 3 is the speed of soundty is Boltzmann’s constant;

m* is the effective mass; anelis the electron charge. We
see that the observed increase in the thermoelectric power in
the LTG region(curve 1) agrees qualitatively with the theo-
retical curve3.

Two mechanisms leading to the appearance of the Bene-
dick thermoelectric power are known. The first one, called
the Tauc mechanistoperates wherlp>Ly. If L2>12
holds in addition toLp>L+ (I,= D7, — cooling length,

7. — energy relaxation timethen the Benedick thermoelec-
tric power appears as a result of the heating of the current
carriers by the heat field — the so-called heating
mechanisn.

In germanium with electron density=2x 10 cm3

the conditions_p>L andL2>12 for T=350 K hold with

theory of thermoelectric power, dot-dashed line 4 shows the proportionalitV T=8X 10° K-cm™ . Therefore, the observed change in
|Q4/~(VT) 2 in the region with a large temperature gradient.

the thermoelectric power is explained by the heating mecha-
nism of Benedick’s thermoelectric power. We note that the
formula used to obtain curv@ is derived in Ref. 3 for the

rium current carriergholes, just as the majority carriers, in case of the heating mechanism of the Benedick thermoelec-

the region of intrinsic conductivity ofi-Ge are scattered by tric power.
acoustic phonondThe sharp decrease @y in the presence
of a LTG asQ;~(VT) 2 (curve 4) can be qualitatively
explained by a decrease in the effective mobility accompa-
nying the appearance of nonequilibrium current carders.
Itis evident from Fig. 1 that_ the thermoelectric power is 13 Tauc,Photo and Thermoelectric Effects in Semiconduct@iargamon
constant for small TGs and increases for TGs close to Press, N. Y., 1962; Inostr. Lit., Moscow, 1962
10 K-cm™ L. The variation of thermoelectric power in the ?2V. L. Bonch-Bruevich and S. G. Kalashniko®emiconductor Physis
presence of a LTGcurvel) is compared with the theoretical SE” PRUES'I""@' Na:j“k; 'g"oic‘()jwll( 19;7- Tverd. Telaeningrad 24, 1221
. . . P. Bulat an . b. Ladyka, Fiz. Tverd. lelaeningra .
curve (curve 3) obtained using t.he formula from Ref. 3 for (1982 [Sov. Phys. Solid Stata4, 691 (1982
the case that the current carriers lose energy on acousti

U X - €\v1. M. Gadzhialiev inPlasma in Semiconductofi Russiaf, Makhach-
phonons and momentum on ionized impurities: kala, 1984, p. 21.

5I. M. Tsidil’kovskii, Thermomagnetic Effects in Semiconductors

3 3
_57kB(AT)ZTi (To+Ta) (Academic Press, N. Y., 1962; Fizmatgiz, Moscow, 1960 290.

aB— )
le|(m*)203(AX)2T3T2

D

Translated by M. E. Alferieff
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Nonideality effects of charge carriers in semiconductors have been theoretically demonstrated,
being derived from the equation of state in the hydrodynamics approximation. The

nonlinear terms in the density in the equation of state are conditioned by the Coulomb interaction
and lead to the existence of solitary and periodic waves for perturbations of the charge-

carrier density. ©1998 American Institute of Physids$$1063-78208)00511-(

The ideal gas model for charge carriers in semiconducebtained in Ref. 3 using the Matsubara technique. This ex-
tors is the dominant model for equilibrium and nonequilib- pansion includes the self-consistent Debyéek#ll correc-
rium phenomena. This representation is naturally based otion and the following correlation correction. For the sém
the small magnitude of the mean potential enexd) of the kinetic pressure and the interaction pressure we have
=e’n"¥e (n is the density, and is the dielectric constant

in comparison with the mean kinetic energ). For a clas- (kTrg) *P=p=n(1- Jman¥3)
sical gas(T)=kT and for a quantunidegenerategas(T) -
=(3/5)[(37)%42n?P2m*] (m* is the effective mags - gaznz(ln Ara®n+1), (1)

Therefore, the criterion of ideality holds only in the region of

low densities of the charge carriers for a classical gas an%herea=(e2n$’3/skT)3’2 is the nonideality parametan, is
only in the region of high densities for a quantum gas. For allpe mean equilibrium electron density, which follows from
other values of the density it is important to take into accounb|oba| electrical neutrality, and we use the dimensionless
the interaction between the charge carrighe case of tight jensijtyn—n/n,. For a nonideal classical electron gas in a

binding. There has been no progress in the analysis of thgemiconductor we solve the system of equations of the hy-
tight-binding case for quite some time now, and the state ijrodynamic approximation

the problem, as identified in Ref. 1, remains as true today as

when first enunciated. Realization of the traditional program, dp
in which the excitation spectrum is found on the basis of the %VHZ —nE+ enD’
Hamiltonian and the theory of equilibrium and nonequilib- N 5 2
rium phenomena is constructed on this basis, has proven to divE=k*(1=n), k*=4meno/ekT, @
be fraught with difficulty. on 1 div J=
Let us consider a macroscopic manifestation of nonide- gt eny vJ=0,

ality, for definiteness in the classical electron gas of a semi-

conductor. In the macroscopic case, deviations from idealityvhereD is the diffusion coefficient and we use the dimen-
can be taken into account via the the equation of state. In 8ionless potentiab— eq/kT. We consider the equilibrium
microscopic treatment it follows that in addition to the ki- State after setting the current densityn Egs. (2) equal to
netic pressure, there exists a pressure due to the interacti@gro. In this case the dependentgp), which for an ideal

between the electrons, defined by the expregsion gas is the standard Boltzmann distribution, is found from the
equation
e2
- — dpd
Pint f (SVS)ssgz(l’,S,t)dS, _p_nzn A3)
dnde

whereg, is the momentum-averaged two-particle correlationW
function. Since calculation of the correlation function for a
Coulomb system is difficult, we will make use of the concept
of a local equilibrium state, which is a necessary attribute of aT

the hydrodynamic description. At equilibrium the interaction ~ ¢=In n+am(1—n)— §a2(nln nA=InA), (4
pressure is given b= — dF;/dV, whereF,, is the free

energy of the interaction. In this expression the hydrody-where A=(e"*47a?)%? and e is the base of the natural
namic variablegfor the case under investigation these re-logarithms. At the poinnh=n,, defined by the equation
duce to the densitg) are functions of the spatial coordinates

and of time. In what follows, we will make use of the ex- dp _
pansion of the free energy of the interaction in the density dn

ith the additional conditiom(0)=1. The solution of Eq.
(3) has the form

0, 5

1063-7826/98/32(11)/3/$15.00 1170 © 1998 American Institute of Physics
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e V(n)=V(1)+6[V(1)-V(ne)]

1/n-1 2+ 1(n-1)\3 9

2\ne—1) " 3ln.—1) | ©

This expression approximates expressignwell in the in-
teresting region of electron densities and also coincides with
the analogous quantity in the stationary KdV thedie

can at once write out solutions for the nonlinear waves. For
the static soliton we have

3 n.—1
n=l+-—0°"
2 costy(r—c)

10
V) (10)

where the position of the soliton is determined by the
boundary conditions and the variabt¢x) is given by an
expression following from Eq(8) using the extrapolation
9,

2 k?
3 yr—tanhyr= 6—7X. (17

The width of the solitony™ ! is given by

3
V3V~ V(o).

T n.—1

FIG. 1. Dependence of the potential(a) and “potential energy™V (b) on
the normalized electron density; phase diagram of the sy&tgm

¢(n) reaches its maximum. The solution of H§) defines
the boundary of stability of the homogeneous sfafthe

In the caseH<V(1) a periodic solution exists

1

r\/ic__”f[V<1>—V<nc>],s), 12

wheren;>n,>n; are the roots of the equatidd=V(n),
and dn is the Jacobi elliptical function with modulus?

n=nz+(n;—nz)dn?

analysis that follows is made for the one-dimensional case=(n;—n,)/(n;—n3). The period of the nonlinear periodic
System(2) is integrated once; the arising integkdlis wave is equal to K(s)(n.—1)/[V(1)—V(ny)](n—ng),
2 whereK(s) is the complete elliptic integral of the first kind.
= Let us turn now to the nonequilibrium case, in which
2 there is a current densit) To search for stationary solutions
It is natural to call this integral the Hamiltonian. Equationsin system(2) we introduce the wave argumegt x+ ut.
(1) and(2) yield the following expression for the “potential Then, it follows from the equation of continuity thatJ,
energy” V(n): +euny(n—1), wherel, is the external current. Transform-
2 ing to the variabler defined implicitly by Eq.(11) with x
Vi) =kTe(m=p(n)]. ™ replaced by¢, we obtain the following equations from the
The first two equations of systef2) are Hamilton's equa-

remaining equations of syste(8):
tions of motion arising from the Hamiltonian defined by Egs.

H +V(n). (6)

(6) and (7) if the variable d’>n 1 (J, dn dv
— [ ey o= (13
dp)| 1 dr? n?D\Ng dr dn
Tz—f n(% dx (8)

This equation is analogous to the equation for a nonlinear
is assumed to be analogous to time. Analysis in the phasescillator with friction. The friction is due to the interaction
plane E,n) shows that there are two singular points: theof the electrons with phonons and defects. For the work of
hyperbolic pointh=1 and the elliptical poinh=n,. Figure the friction force to equal zero it is necessary to choose the
1 plots the dependencggn) andV(n), and the phase dia- speed of the nonlinear wawe=J,/eu,. Then attenuation is
gram of the system. The valdé=V(1) defines the separa- absent and we return to the results of the analysis for the
trix. The solution on the separatrix is a static solitary equilibrium case. The solitons and nonlinear periodic waves
wave—a soliton; foH<V(1) nonperiodic solutions exist— obtained in this analysis remain invariant, but propagate with
these are general results of the nonlinear dynamics of Hamilelocity u. A new mechanism of charge-carrier transport in
tonian systems.In light of the complexity of expressiot¥) semiconductors via nonlinear waves arises. Since the phase
we use the extrapolation volume (the Hamiltonicity of the systejris conserved as the
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Transmission spectra of infrared laser radiatinr-10.6 um) passed through samples consisting

of two symmetric halves of an antimony single crystal separated by a small gap are

investigated in pulsed magnetic fielBs<20 T at temperature$=80 K. The magnetoplasma

effect was observed for the magnetic induct®# 15 T, with change in the transmission

close to 100%. The magnetoplasma relaxation time has been determined. The possibility of using
such objects as IR optical valves with response time not worse thahsl® demonstrated.

© 1998 American Institute of PhysidsS1063-782808)00611-3

A study of the transmission of infrared laser radiationclotron frequencyN, m*, and = are the concentration, the
(A\=10.6 um) by a symmetric streak lin€SSL) consisting of  effective mass, and the relaxation time of the charge carriers,
two symmetric halves of an antimony single crystal sepaandw, is the plasma frequency.
rated by a gap on the order of the radiation wavelength has Taking into account the electron and hole contributions
been carried out. The measurements were performed im antimony in its semimetallic state in the additive approxi-
pulsed magnetic field with induction as high as 25 T, in themation allows one to reduce expressidn to the form
temperature interval 80140 K. The experimental technique
is described in Ref. 1. o N eime1- Wpj . @)

The abrupt growth of the transmission coefficient of the T o(o*wg—iT b
SSL as a function of the magnetic field is interpreted as the
magnetoplasma effect corresponding to the edge of the ma%-Ie

netoplasma reflection of antimony crystafsThe field posi- SR > S .
P y cry P },Pend localization in the Brillouin zon®lIn the calculations

tion of the edge and the shape of the spectrum agree with t S 9. _3
results of Refs. 2 and 3 on magnetoplasma reflection ob™€ used the datlo=N;=554x<10"*cm™* (Ref. § and

tained at liquid-helium temperature. £-=85 (Ref. . .

Figure 1 plots the experimental dependence of the trans- Figure 2 plots the _expenmentﬁt_urve 1) and model
mitted signal as a function of the magnetic induction anng(Curvez) SSL transmission spectrum in the geome3fC,,
the binary axigcurvel) and bisectrixcurve2) for polariza- ELCs at T=80 K. Agreement between the model and ex-
tion EL C5 (Cy is the trigonal axis The abrupt growth of
the signal in fields on the order of 15 T is the magnetoplasma
effect.

The complex dielectric constant, which governs the in-
teraction of the radiation with the charge-carrier plasma in a
magnetic field, has the form

2

The sum in expressiof2) must be carried out over three
ctron and six hole ellipsoids, with allowance for isotropy

2
p

o(w*rw.—ir 1)

wp=VN€?/(Mm*e.,) @)

under the condition§||B, EL B (Sis the wave vectorin the
case of isotropic effective mass. The sign corresponds
respectively to left and right circular polarization of the ra-

di_ation, w is the fr9quen9y of the radiation,, is the dielec-  FiG. 1. Dependence of the signal passing through a symmetric streak line of
tric constant at frequencies> w,, w.=(eB/m*) is the cy-  antimony forEL C; andB||C, (1), BC, (2). T=80 K.

0
=€, 1—

Transmission, arb.units

<
[N
3
3
S
X

B,T
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model magnetoreflection spectrum based on(Eqwith the

experimental spectrufmat T=4.2 K is achieved forr=4

X 10 13s. The values obtained of the magnetoplasma relax-

ation time in antimony crystals indicates that it has a tem-

perature dependence similar to that observed for the plasma

reflection relaxation time in bismuth.

The plasma frequency for antimony almost coincides

with the fundamental mode of the GQaser,A=10.6 um.

As a result, the possibility arises of using an SSL of single-

crystal antimony as a magnetic-field tunable optical valve at
L this wavelength. The modulation depth approaches 100%
(Fig. 1), and the response time, determined by the duration of
the magnetic field pulse, is estimated as 48.

Transmisston, arb.units

S
I3
S
&
lg
&

8,1

FIG. 2. Experimenta(l) and model2) magnetotransmission spectra of an

antimony symmetric streak line fd&. C5 andB|C,. T=80 K. K. G. Ivanov, S. V. Kondakov, S. V. Brovko, and A. A. #sev, Fiz.
Tekh. Poluprovodn30, 1585(1996 [Semiconductor80, 831(1996)].
2M. S. Dresselhaus and J. G. Mavroides, Solid State Comrau297
(1964.

perimental spectra over the entire investigated temperaturé\'\,"\/- JF% ADPptSv J. szj- \';1 ’\fjeti' Phyfé"tfgﬂg“% D8y247 (1964

: . . R. Datars an . venderkooy, . Res. V. .

interval was re'acheq for the electron and hole effectlvesz_ Altounian and W. R. Datars, Can. J. Ph§8, 459 (1975.

masses coinciding with their values 8&4.2 K (Ref. 4, 6C. Manney, Phys. Rev29, 109 (1963.

which is due to the strong degeneracy of the charge carriers/M. 1. Belovolov, A. D. Belaya, V. S. Vavilov, V. D. Egorov, V. S.

The best agreement in the shape of the transmission spectrésemS'g’r\]’v a“sd S. A-gooséfi‘g lF(; Tekh. Poluprovoda, 1382 (1976

was achieved for=1.9x10"13 s atT=80 K (Fig. 2) and [Sov. Phys. Semicond0, 819 (1976].

for 7=1.3x10 13 s at T=140 K. Agreement between the Translated by Paul F. Schippnick
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PhotoluminescencéPL) spectra of GaA$100), (111)A and (111)B layers grown by molecular-
beam epitaxy at different ratios of the partial pressitgs /Pg,= y are investigated.

Depending on the crystal orientation apdvalues, either two PL band®(Si band$ or a single

PL B-band are observed. TH&band corresponds to band-to-band radiative recombination
(e—h) and the Si band is attributed to optical transitions between the conduction band and the
Si acceptor statese(~A). The observed variations of the PL spectra and of the type and
magnitude of the electrical conductivity as functions of the orientationjamdiue are interpreted

in terms of changes in the Si-acceptor concentration and their energy spectrum as well as a
change in the ratio of the concentrations of the Si donor and acceptor states. These results are
explained in the framework of the kinetic approach based on the multiplieftgrgy of

the dangling chemical bonds on the different surfaces, with the influence of the molecular flux
densities taken into account. €998 American Institute of Physid§1063-78208)00711-X]

1. INTRODUCTION 2. EXPERIMENTAL PART

Studies of silicon doped GaAs layers grown by  Silicon-doped GaAs layers were grown by MBE on
molecular-beam epitaxy(MBE) on differently oriented Semi-insulating GaAs substrates with orientatiofi©0),
growth surfaces have demonstrated the importance of kinetid 1DA, and (111)B for different ratiosy (from 10 to 77 at
phenomena in the formation and doping of these layets. @ growth temperaturé,=600°C. The value ofy was var-
This is manifested in the extraordinary variety of their elec-ied by varying the Ag pressure, while the Ga pressure was
trical and optical properties, depending on the orientation ofield constant. Layers of all three orientations were grown
the growth surface and the conditions of growth, namely, th&ide-by-side in each production run. The grown structures
ratio of the molecular fluxes and the growth temperaturdncluded: an undoped buffer layer of GaAs of thickness
(Tg).'"*However, the results of various authors on the pho-0-54m, and an upper silicon-doped “active” layer of thick-
toluminescencéPL) spectra and their interpretation are, in ness 0.2um. The temperature of the silicon source was set
our view, too widely divergerttin particular, this pertains to such as to provide a conduction electron concentration
the PL bands arising in silicon-doped GaAs layers at photorr 1X10'%m™2 for y=16-20 in the GaAs(100) layers.
energieshr somewhat lower than the width of the band gapThe carrier concentration and type of conductivity were de-
Eg. which are often attributed to stoichiometry defects, buttermined by measuring the Hall coefficient and the
can be connected with the acceptor behavior of a certaifidpacitance—voltageC(—V) characteristics. The PL spectra
fraction of the Si atoms. The latter is of interest in connec-were measured al=77 K in the photon energy range
tion with the problem of the amphoteric behavior of silicon h»=1.3—1.7 eV. To excite photoluminescence we used an
as a group-IlV element in -V Compoundsy for examp]e, inAI’Jr laser with Wavelength:514.5 nm and radiation inten-
connection with the possibility of the formation of layers of Sity 20 W/cnf.
both n and p type, or evenp—n junctions by using only a
silicon impurity. 3. RESULTS OF MEASUREMENTS

_ The present stud_y_ investigates the PL spectra and elec- Figures 1-3 plot the PL spectra of GaAs layers with
trical properties of silicon-doped GaAs layers with00,, gifferent orientations. It follows from the figures that the
(11DA, and (111)B orientations grown by MBE at various shape of the spectra is different and depends differently on
ratios of the arsenic and gallium partial pressuPgs, /Pca  for different orientations. We will consider separately the
=1y. Itis shown that the optical properties of these layers atesults for smally, i.e., y<15—16, “normal” values ofy
energies somewhat lower(100 meV) thanEg are condi-  [implying standard conditions for tH&00) layerd, and large
tioned by the Si acceptor states, whose concentration ang, i.e., y>16.
energy spectrum depend on the orientation of the growth . .
surface and the value of. The results are analyzed in the > Normal” and enhanced values of - y: 16<y<77
framework of a kinetic approach based on differences in the GaAs layers grown with orientationd 00 and (111)B
multiplicity of the dangling bonds at surfaces with different always haven-type conductivity. We found that the shape of
orientation with the value o¥ taken into account. their PL spectra for “normal” and enhanced arsenic pres-

1063-7826/98/32(11)/4/$15.00 1175 © 1998 American Institute of Physics
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i / \ FIG. 2. Photoluminescence spectraTat 77 K for GaAs epitaxial layers
- B-band | \ grown on substrates witti11)A orientation for differenty; curvesl-4 are
k / \ for y=16, 25, 50, 70.
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8 s . of the band gapE; in undoped GaAs Ey;=1.508 eV at
N — e ————— . . . . .
— L L L T=77 K), whereas its peak is shifted in comparison vﬁﬁ1
08 .65 0.9 0.95

. wm toward higher photon energids: by 20-22 meV for the
I (111B and by 12—16 meV for th€l00) orientation.
FIG. 1. Photoluminescence spectraTat 77 K of GaAs epitaxial layers Su_ch a S|tuat|0.n IS typl(?al for degeneratéype GaAs,
grown at different flux ratios ASGa=y on substrates with orientations fOr Which the Fermi leveE is located above the bottom of
(100 (a), (111B (b), (11DA (c). y: 1 — 16,2 — 36,3 — 77,4 — 12. the conduction band. This leads to a shift of the band-to-band
optical transitions to higher energidthe Burstein—Moss
effect.’ It is also well known that at high concentrations the
sures remains almost invariatgee Figs. 1a and lbin the  silicon donor states form an impurity band which overlaps
case of(100) layers two PL bands are observed. One ofthe conduction band. This leads to a decrease in the effective
them, located at higher photon enerdgimsand denoted here width of the band ga;Egff and correspondingly to a shift of
as theB band, corresponds to band-to-band radiative recomthe low-energy edge of the photoluminesceri®dand to
bination E—h), and the second, located at lowler and lower hv (Ref. 5.
present only in the silicon-doped samples, we denote as the The presence of the Si band in tE00) layers forhv
Si band. In accordance with the amphoteric properties of=1.400-1.405 eV indicates that the Si atoms at the arsenic
silicon, we attribute the impurity band to the optical transi- sites form an acceptor level located 100 meV above the top
tions between the conduction band and the acceptor levalf the valence band. Increasing the arsenic pressure results in
(e—A) corresponding to the Si atoms at arsenic sites. On tha small decrease in the intensity of the Si basek Fig. 1a
other hand, in the layers wittl11)B orientation in thisy In layers with (11DA orientation according to Refs. 1
range only theB band is present. The parameters and behavand 2,p-type conductivity is observed at small and interme-
ior of the B band(as a function ofy) in the samples of both diate values ofy (in our case this meang<20). As y is
orientations are very similar. The low-energy ed@gw  increased from 20 to 30, the conduction of tAi& DA layers
“tail” ) of the B band is always located lower than the width drops almost to zero, and fgr>30 n-type conduction arises,
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hw,eV states is highest in thd 11)A layers(in comparison with the
1522 1496 147 1.445 1422 1339 1376 1.355 1334 other orientations For y<<20 it obviously exceeds the con-
1 | I B B T centration of silicon donors, and, as has already been men-

tioned, the silicon acceptors form an impurity band that
merges with the valence band. This is the reason for the
p-type conductivity and the observed shape of the PL spec-
trum. Further, it follows from the PL spectrighe spectra
position of the maximum of th& band that in the range of

v values from 20 to 30 the silicon acceptor and donor con-
centrations equalize, but far>30- 40 the concentration of

the latter becomes larger. As for the Si band, the above-
described transformation of its shapejaimcreases to 40-50

and higher can be explained by the fact that with decrease of
the concentration of the silicon acceptors, corresponding to
an increase of the mean distance between them, the acceptor
band narrows and separates from the valence band and then,
as a result of a Mott transitiohis transformed into a narrow
local level. As follows from the PL spectra, this level is

FIG. 3. Photoluminescence spectraTat 77 K for GaAs epitaxial layers  |qcated roughly 28 meV above the top of the valence band.
grown aty=10 on substrates with orientations:— (100, 2 — (111)B,

3 — (11DA.

PL intensity, arb.units

3.2. Small values of ¥ (10<y<15)

As vy is decreased in this range for layers wittt DA
orientation, a further increase in tipetype conductivity oc-
curs. The Si band becomes still wider, and the maximum of
the B band is shifted toward still smalldry (Fig. 3.

In the case of thé111)B and (100) orientationsn-type
conduction is preserved, but its magnitude fallsyas de-

growing with further increase of. In the PL spectra of the
(11DA layers(see Figs. 1c, 2, and ®oth theB band and the
Si band are always present. Fp 20 the maximum of th&
band is located athv<Ej, thus: hvg=1.500 eV for
y=16. Such a situation is typical fqr-GaAs with a high

acceptor concentratichwhere the latter form an impurit o .
P W purty reased. It is important to note that in the PL spectra of

band overlapping the valence band. As a result, the effectiv .
: off - . 111)B layers, fory<14 a PL band analogous to the Si band
width of the band gafk, " is lowered and correspondingly arises in thg(100 and (11)A samples. In this case, in the

the_band-to-band optical tra_nsmons are shlft_ed to lower en(lOO) layers the intensity of the Si band becomes so great
ergies. Inp-type samples this effect predominates over thethat it dominates over thB band. For all of the lavers
Burstein—Moss effectwhich is proportional to the Fermi ! : v ) Yers, ag
energyEg~h2p/2m;) by virtue of the smallness of the latter
since the effective hole mass, in GaAs is almost an order
of magnitude greater than the effective electron nmgsAs

v is increased, the maximum of tH& band shifts toward
higher energies such that fop=25 it is located near
1.508¢eV(i.e., for hy= Eg), and fory=70 it is located at
1.525eV. This shift is associated with a smooth transition

from p-type conductivity ton-type conductivity and subse- 4 DISCUSSION

quent growth of the occupancy of the conduction band by | ¢t ys analyze the above results on the basis of the dif-

electrons. ference in energy of the dangling bonds on GaAs surfaces
It also follows from Figs. 1 and 2 that the spectral posi-yith different orientations; with allowance for the influ-

tion and shape of the Si band in tfi11)A layers varies gnce of the corresponding molecular atomio flux densi-

substantially asy is varied. Thus, fory<20 the Si band is ties, and competition of Si adatoms with As and Ga adatoms
very wide, its half-width is around 150 meV, and its maxi- o, incorporation into surface sites.

. - A . .

mum |s_Iocated near 1.42 ey_. These para_mett_ers do not vary The probability R of incorporation of anA; adatom
greatly in the region of transitionagl values, i.e., in the range from the moleculatatomiq flux &, into aj-type site on the
from 20 to 30. However, the situation changes radically for wih surf during MBE ’?)i ted
y>30—40, wheren-type conductivity arises and grows. 9rOWth surface during can be represented as

is decreased in this range, there takes place a noticeable shift
of the maximum of thé8 band toward lowehv (see Fig. 3.

The above results are interpreted on the basis of the sub-
stantial growth of the silicon acceptor concentration and cor-
responding decrease of the silicon donor concentration with
decrease ofy.

Here an abrupt narrowing of the Si 'band is observed, its RﬁiNWij'Pj(ij,qDAk)qDAi- (1)
shape acquires the form of a sharp, intense resonance, and _ 3 _ .
the peak shifts toward largér, resulting in a spectral con- HereW; is the probability for the formation of a chemi-

vergence of thd and Si bands. Foy= 70 the half-width of ~cal bond between th&; adatom(in our case a silicon atom
the Si band no longer exceeds 30 mé\., it becomes five and the substrate atjaype site on its surface, where this
times narrower than fop<20) with its peak at 1.48 eV. The probability depends on the energyultiplicity) of the cor-
peak intensity becomes greater than for Biband. These responding dangling bondp, is the density of the flux
results demonstrate that the concentration of silicon acceptaiontaining theA; atoms;p;(W; ,(I)Ak) is the density of va-
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cantj-type surface sites foA; adatoms, which depends on in the (111)B layers, and also with the presence refype

the occupancy of these sites by competigadatoms. In  conductivity for all .

our case these are As atoms for the arsenic sites and Ga The arguments presented above in favor of the highest
atoms for the gallium sites. Accordingly, (W ,(I)Ak) de-  concentrations of silicon acceptors in Gafkl)A layers

pends on whether aA, adatom already formed a chemical are also naturally substantiated on the basis of a consider-
bond with the substrate surface gttype site. Thereforep; ation of the surface bonds. Indeed, the presence for this ori-
also depends on the density of the firx, that contains the ~entation of only single dangling bonds for the As adatoms
A, atoms. d_|m|n|shes,_|n comparison with other orientations, the eff|-
Let us begin the discussion with tk&00) orientation. In ~ ¢1€Ncy of dissociation of Asmolecules and makes the Si

this case the dangling double bonds appear on the surfa@atoms more competitive in comparison with the As
both for the Ga adatoms and the As adatoms. Formation tdatoms in populating the arsenic sites. _
double bonds ensures not only the incorporation into the lat-  FOr smally<15, by virtue of the lowering of the arsenic
tice of Ga adatoms, but also the effective dissociation of AdlUX density ®,,, the density of vacant arsenic sitpgs
molecules and subsequent incorporation into the lattice of A§hould increase for all orientations as should also the prob-
adatomg. The presence oh-type conductivity in silicon- ability of their being filled by silicon adatoms. At low arsenic
doped GaAgl00) layers is a direct indication that a large Pressures the formation of arsenic vacancies is also possible,
fraction of the Si atoms occupy gallium sites and are shallow-€., arsenic sites not occupied by Si atoms or As atoms. Such
donors. However, the presence of a saturation effect and subonditions can give rise to the formation of complexes of Si
sequent lowering of the electron concentration with increas@toms at arsenic sites with arsenic vacancies, which will alter
of the doping leveNg; above (4-6)x10®¥cm™2 indicates the shape and spectral position of the Si band. All this makes
that for largeNg; the fraction of silicon acceptors grows. it possible to explain the effects observed at smallthe
However, it is still unclear from the literature, in our opinion, growth of p-type conductivity in the(111)A layers and the
what the story is regarding the parameters of the silicon acdecrease ofi-type conductivity in thg100 and(111)B lay-
ceptor states; for example, it is not clear whether they are thers, the low-energy shifts of tH# band for all orientations,
same for different orientations or not. We have shasme the increase in the intensity of the Si band in {860 and

Fig. 1a that in (100) layers Si acceptors also show up at (L1DA layers, the appearance of the Si band in th#1)B
moderate concentrationdNg<10'" cm™3), but, as follows layers, and the modification of the shape and spectral posi-
from Fig. 1a, their number falls as the arsenic fixs, is  tion of the Si-band in all the layers.

increased. This circumstance, according to Bk, can be It should also be noted that according to the above re-
explained by the decrease in the density of arsenic sites fayults, the silicon acceptor states formed on surfaces of differ-
Si adatoms due to a growth in their occupancy by As atom<ENnt orientations during MBE are not identical. Thus, for ex-

The data presented demonstrate that ofl@0) surface a amPple, fory=70 the silicon acceptor level in layers with
Si= As bond is somewhat more favored than a=Sga (100 orientation is deeperH,=100 meV) than in layers

bond, although their energies probably do not differ by alwith (11DA orientation, where it is located roughly 28 meV

that much, as is indicated by the tendency toward equalizs220Ve the top of the valence band.
tion of the silicon donor and acceptor concentrations with
increase of the fluxbg; (Ref. 5.
In the case of th€l11)B orientation on the GaAs surface 1y, |, wang, E. E. Mendez, T. S. Kuan, and L. Esaki, Appl. Phys. 143tt.
dangling triple bonds appear on the surface for the As ada- 826 (1985.
toms and dangling single bonds for the Ga adat?)ﬁﬁbe 2F. Piazza, L. Pavesi, M. Henin, and D. Johnston, Semicond. Sci. Technol.
; , 1504(1992.
presence of trlple bo_n_ds ensure_s the_ lf_irgeSt energy and th’%. Chin, P. Martin, P. Ho, J. Ballingall, T. Yu, and J. Mazurowski, Appl.
most favorable conditions for dissociation of the,Awsol- Phys. Lett.59, 1899 (1991).
ecules and subsequent incorporation of the As adatoms int6Y. Okano, H. Seto, H. Katahama, S. Nishine, |. Fujimoto, and T. Suzuki,
the surface sites. In this regard, Si adatoms can here turn oygPn- J- Appl. Phys28, L151 (1989 _
to be the least competitive in comparison with As adatoms in 5’ Borghs, K. Bhattacharyya, K. Deneffe, P. Van Mieghem, and
- . p . P o R. Mertens, J. Appl. Phy$6, 4381(1989.
the filling of arsenic sites, and the probability for the forma- €3, Mmaguire, R. Murray, R. C. Newman, R. B. Beall, and J. J. Harris, Appl.
tion of silicon acceptor states should be the lowest. This is_Phys. Lett.50, 516(1987.

consistent with the absence of a Si bafior y>16) and - F-Mott, Adv. Phys16, 49 (1967.
with the highest values dfv for the maximum of thé8 band  Translated by Paul F. Schippnick
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Nonequilibrium, periodidin both space and timéemperature distributions in the electron and
phonon subsystems of a geometrically bounded semicond({tbenmal wavegsare

calculated self-consistently with the electron—phonon interaction taken into account. Modulated
laser radiation, which is converted into heat on the surface of the sample, serves as the
external source of energetic nonequilibrium. The dependence of the amplitude and phase of the
electron and phonon temperatures on the modulation frequency is analyzed for different
sample thicknesses and a number of characteristic parameters of the problem. It is shown that by
varying the modulation frequency over a wide ran@g® to frequencies of the
electron—phonon energy exchanges possible to generate thermal waves in the electron and
phonon subsystems separately. 1®98 American Institute of Physics.

[S1063-782808)00811-4

1. INTRODUCTION holes, and for their diffusion and recombination.
In the present work we focus our attention on the role of

The physics of thermal waves is continuing to developenergy exchange in the electron—phonon interaction in peri-
vigorously because of the successful development of its apydic heat transfer processes. It is well known that at tempera-
plications and, more importantly, because of the developtyres aboe 1 K scattering of electrons by acoustic phonons
ment of photothermal methods of studying various materialsis of a quasi-elastic character. Regarding radiative phenom-
in particular, semiconductor's® The constantly growing in-  enj this means that there is a characteristic diffusion length
terest in these methods is due to their relative simplicity anqls (the cooling length at which the excited electrons and
their unive_zrs_ality, which allows one to stgdy the most _diversephonons equalize their enerfyn steady-state thermal pro-
characteristics of matter—thermal, optical, mechanical, rézoqqes in monopolar semiconductors this leads to the appear-

laxational, etc. ance of two nonequilibrium temperatures—the electron tem-

All photothermal methods are based on the detection b?éeratureTe(x) and the phonon temperatufe(x) (Ref. 8,
one means or another of a transient temperature characteriz- . . . .
v¥herex is the spatial coordinate. In bulk semiconductors

ing the _thermal waves that arise_in Fhe sample as a result c(a>| wherea is the length of the samplehis difference
absorption of the energy of a periodically modulated electro-is magr;ifested at distances of the orderlpffrom the sur-
magnetic radiatior{as a rule, laser radiatipnwhich is con-

verted into heat in the bulk and on the surface of the samplerff’lces' which are the source of energetic nonequilibrium; in

The corresponding experimentally measured respons%Lme'Cron films, in which usuallg=<I_, mismatch of these

(acoustic, piezoelectric, efoenables one to obtain informa- emperatures occurs over the entire bulk of the sgﬁmles_
tion about the heat sources generating the thermal waves affdmMPpletely obvious that photothermal processes in semicon-
about characteristics of the medium in which they propagatuctors must, in general, be considered from the viewpoint
(thermal parameters, structural formations, inhomogeneitie®f the presence of two thermal-wave processes—an electron
etc). thermal-wave process and a phonon thermal-wave process,
Theoretical studies of phototherma| processes in SemieaCh of which is characterized by its own temperature distri-
conductors are similar in their goals: to find the transientoution: T¢(x,t) andT,(x,t), wheret is the time. These tem-
temperature distributions and responses to them, and to dgeratures are established self-consistently in accordance with
cide on how best to model the thermal sources. Thus, fothe nature of the electron—phonon heat tran§feernal heat
example, in Ref. 4 it was assumed that liberation of heagsource and the thermal boundary conditiofBC) (surface
takes place instantly and at the same point of the sampleeat sourcgs This question was first discussed for semi-
where the light is absorbed. A series of stutiiésonsiders infinite samples in Ref. 10. To find the temperature distribu-
intrinsic absorption of light in a bipolar semiconductor with tions and analyze them in geometrically bounded semicon-
allowance for the formation of nonequilibrium electrons andductor media is the aim of the present work.

1063-7826/98/32(11)/6/$15.00 1179 © 1998 American Institute of Physics
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2. ELECTRON AND PHONON THERMAL WAVES semiconductor, which govern heat transfer to the external
medium, are different. The boundary conditions for each of

For simplicity, we consider an isotropic, monopolar hese subsystems of quasiparticles should therefore be as-
semiconductor and we assume that it has the shape of a p%ri'gned separatefy.

allelepiped, one of whose sides=0) is illuminated by

g ' A . It follows from what has been said so far that the bound-
modulated high-frequency el_ectromagnetlc radiation W|thary conditions on Eqg) can be represented by the system
frequencyw. The surfacex=a is kept at the constant tem-

) X X of equations
peratureT,, and the lateral faces are adiabatically insulated.

In general, the absorption of light in a semiconductor is an Qe o(X1)|xeo=0Q0 +AQ, , et
extraordinarily complex process, which is accompanied by &P Ix=0""<ep ep= o
the generation of electron and hole excitations, heating of the Te,p(xvt)|x=a:TO-
charge-carrier gas with subsequent energy relaxation to the

crystalline lattice, recombination and thermal-diffusion pro-In Egs.(2) Qe are the electron and phonon heat flux den-
cesses, etc. With the aim of simplifying the problem, wesities, andQg , andAQ, , €'“* are their static and dynamic
restrict it to just surface absorption. Such a model can b&omponents. In the theory we are about to develop here, they
realized, in particular, if we cover the fage=0 with a good  enter as phenomenological, independent parameters.
radiation-absorbing film, e.g., a metallic film. In this case the ~ Without dwelling on the formalities of the solution of
semiconductor acquires energy from outside in the form ofystem of equationél), we write out the final form of the
heat. In addition, we assume that all of the conditions neceglesired dependences:

sary for a correct determination of the nonequilibrium elec-

tron and phonon temperatures are rfeete Ref. 8 k2 sinkk(a—x)

(2

e
If the electron—phonon coupling is taken into account,Te(X,t)=To+A(a—x)+ EB

coslka

the unknown electron and phonon temperatures can be deter-
mined self-consistently from the following system of equa- ot sinho;(a—X) sinho,(a—Xx)
tions of energy balanc¥: +e Cy coshv;a > Coshr,a |’ ()]

PTo(X,1) 1 aTo(x,1)

KT Ty 0] = ot T A KB g SITIK(2 )

e p(X,t)=To+A(a—x) 22 costka
PToxt) 1 dTp(x,b)
— 5 K Te(X,) = Tp(X, ) ]= — ———. . sinhory(a—x) sinho,(a—x)
ax ap dt +e'“ D, 2 . (@
coshria coshr,a
()
Herek’ ,=P/xep; P=kgnv? (Ref. 8 is a coefficient defin- Here
ing the intensity of electron—phonon energy exchanmgs, + 1
the electron concentrationy. is the energy relaxation fre- A= Qe Qp; B= _<%_ %);
guency of the electron—phonon interactidaq; is the Boltz- Xet Xp 4\ xe Xp
mann constantye ,= xe,p/(pC)e p are the electron and pho-
non thermal diffusivitiesye , pe p, @andce , are the thermal 1 -AQp , AQe ,
conductivity, density, and specific heat of the electron and C1= (o2— D) X ket (o3—0%)|;
phonon gases, respectively. In all of the calculations we ig- 1027 gL AP °
nore the temperature dependence of all the coefficients, as- )
suming that the intensity of the absorbed radiation is small _ 1 AQy , AQe , L, |
enough for that purpose. As a result, system of equatibns Co= (02— a?)| X Ket (01— 02)|;
is linear 72Tt AP ©
To assign the boundary conditions at the surfaeed ) )

we note that the carrier frequency of the incident radiationis 5 _ 912" %e. . 2 _ Plxen: Ke=K2+K2:
a priori much greater than all the characteristic energy fre- 12 K2 roTer ep: e’ o
guencies (the largest of these,vg, in semiconductors
amounts to 18- 10'° s 1, for example, a He—Ne laser used 1 1
in the experimental studyRef. 11, lasing at 633 niy so 015 (0e+ o) 5[ (05— op)*+akgkp]Y

that neither the electron temperature nor the phonon tem-
perature can track this rapidly varying perturbation. By self- .
averaging, it forms the static part of the thermal flux in the 2 _ 2 lw
. . L : ot =k +—.

sample while the dynamic part, which is time-dependent, is ep Tep
entirely determined by the modulated component of the in-
cident radiation. It follows from expressiong3) and (4) that the finite

In addition, it is necessary to bear in mind the fact thatenergy exchange between the electron and phonon sub-
the electron and phonon surface thermal conductivities of theystems has a substantial influence on the nature of the

aevp



Semiconductors 32 (11), November 1998 Gurevich et al. 1181

thermal-wave distribution. Indeed, in the case of an infini- § ot sinho,(a—Xx)
tesimally weak interactioh (P—0) there are two indepen- To(x,t)=¢e" GW (8)
dent temperature profiles in the sample:
0 is the dynamic component of the phonon temperature. Here
2 2_ 1,2, L2 .
Tep(X)=To+ eP (a—x) oi=o=kKetiwlae; or=iwlapy;
°P 1/ K AQ, AQ
AQ., sinhoep(a—x) | Fi=—| 55 ——2+——|;
+ et (5) Oe\ 05— 0g Xp Xe
TepXep COShrgpa
whereo? ;=iw/aey. B K2 AQ,
In the other limiting case — an unbounded strong FZ__U (02— a2) Xp |
electron-phonon interactiorP(— ) — both temperature dis- #2172 Te
tributions collapse into one: 1 AQ,
G=———.
QI+Qp T2 Xp
Te(X, 1) =Ty(X,1)=To+ a—x o
XD =Tp(x)=To XeT Xp ( ) It is important to note that now four thermal waves are

propagating in the electron subsystem, and two in the pho-

AQet Qp sinhor(a—x) get. ()  non subsystem. The reason for this is that @& x. the

(Xetxp)o  coshra energy in the “phonon thermal waveguide” varies only

where slightly due to the inflow of heat from the electron sub-
. system. On the other hand, the electron gas is subjected to an

2= o Xp E) intense periodic thermal perturbation coming from the pho-
Xet Xp\ap  ae non gas. In other words, the electron gas is heated by surface

Comparing expression8) and (4) with expressiong5) and volume heat sources, while the phonon gas is heated
and(6), we see that allowance for the finite electron—phonorPnly by surface sources. As a result, the dynamic part of the
energy exchange leads to a doubling of the number of theflectron temperature depends on the parameters of the elec-
mal waves in each of the quasiparticle subsystems. This {£0n and phonon subsystems; the dynamic part of the phonon
because in the given case mutually interrelated periodic inlemperature depends only on the characteristic features of the
flows and outflows of heat from the one subsystem to th&honon gas. _
other and vice versa arise in the semiconductor, i.e., each of Ve define the thermal wavelengths , and attenuation
these two subsystems is an internal periodic heat source rel€ngthsL. 2 by the following obvious formal relations:

tive to the other. Ny=27/Im 01:2\/§7T|8(\/W— 1)-v2
No=27/Im oy=2ma(wr) Y3 9
libiLiC;iON AND PHONON THERMAL WAVES L,=1/Re o= 21 (V1T (wr)2+1) 12
p e

_ _ —12
To further simplify the problem, let us consider semi- Lo=1/Reoy=a(on)

conductors in which the phonon thermal conductivity greatlyHerel, =k * is the electron cooling lengthr, =a%/2a,, is
exceeds the electron thermal conductivify® x.). Such a  the relaxation time of heat conduction in the phonon sub-
relationship between thermal conductivities is characteristisystem; andr, = 1/ack?.

of many nondegenerate semiconductdrn this case, ex- It is noteworthy first that the thermal wavelengths are
pressiong3) and (4) simplify substantially and take on the shorter than the attenuation lengths, and second, that they are
following form: defined, respectively, in terms of the imaginary and real parts

of the wave numbers; ,. In real wave processgg.g., in

=TS (x)+T¢ ) ) oI
Tep(XD)=Te p(X)+ Tep(x.0), the propagation of electromagnetic wayveserything is just

where the opposite. This is explained by the fact that in actual fact
Q.+Q Beo/Qe Q expressions3) and(4) are not wavelike. They were obtained

Tep(X)=To+ Pla—x)+ k’p(—— —p) not from a wave equation, but from a diffusion equation.

Xp e\ Xe Xp Relations(3) and (4) acquired their outer resemblance to

sinhko(a—X) wave motion because of the specific boundary condit{@ns
= From the physical point of view, the process under consid-
eration must be treated as periodic space and timeheat
are the electron and phonon static parts of the temperatutgansfer in the electron and phonon subsystems.
profiles, Be=1, Bp=(Ky/ke)?; It is easy to show that,=(3/2)7°, where0=1/? is
sinho(a—x) sinho,(a—x) the energy relaxation time of the electron—phonon interac-
2 (7)  tion.

coshra coshra Thus, the characteristic frequencies of a semiconductor

is the dynamic component of the electron temperature; for propagation of thermal waves are the frequencies

costk.a

Tdx. =€l F,
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v=7,1 and v,=7,', whose ratio is equal tov,/v,

=2apI§/aea2. Given the dimensions of the sample and the
cooling length, it depends on the ratio of the thermal diffu-
sivities and, conversely, givea, and «y, it is determined 10*
by the ratio of the indicated characteristic lengths. Numerical
estimates give, for example, for GaAs &t=300K:
v,~15x10' 51, 1,~22x10°% cm (Ref. 13, a.~70 10
cn?/s, a,=0.4 cnf/s (in what follows all numerical calcu-
lations are for GaAs for the indicated parameterBhis
means that the frequencies and v, can be commensurate
in samples having a length on the order of %3® * cm,
i.e., much less than the cooling length. Therefore, in bulk 107
semiconductors it is always the case thatv,, and in
submicron samples cases are possible for which v, and
alsov <v,.

The presence of the three independent parameters,
and 7, gives rise to a number of limiting cases, of which the
most interesting from the point of view of the problem at
hand are the following:

1. wr,=1, a>|, (bulk samples FIG. 1. Frequency dependence of wavelengths and attenuation lengths:

The dynamic parts of the temperatufEs and T9, de- 1M 2702 3Ly, 4L
fined by Eqs(7) and(8), turn out to be equal and are given
by the expression

ll:il'iicm

107"

L 1 L L o
17 10% 10* 10° 10° 107
w, Hz

4. FREQUENCY DEPENDENCE OF THE THERMAL-WAVE

PARAMETERS
AQ a sinhy2iwr(l—x/a) .
TI=To=—2— A e'“l. (10) The frequency dependence of the wavelengths and
Xp V2o cosh\2iwr, the attenuation lengthk, , is plotted in Fig. 1. It can be

_ clearly seen that for all modulation frequencles>\,. The
Note that temperature€l0) are determined solely by the re|ation between the corresponding attenuation lengths is dif-

parameters of the phonon subsystem. ferent for different frequency intervals. In the “low-
2. 07=1, 07,<1,a<l, (thin samples frequency” intervall < w;, wherew;=(2a,/ag) v, is the
Here these distributions are different: modulation frequency at whichL;=L, and w;=1.6

X 10°s 1] L,>L, and conversely, fob>w; L,<L;.ltis
characteristic that the attenuation lengithdepends weakly
on the frequency up to the highest valueswdfThus, the
recording of various forms of thermal waves over the entire
L AQ, d sinh\/Zi—an-r(l—x/a) _ bulk of the sample depends on its length and on the fre-
Td= gt (12) quencyw. In bulk superconductors, only the low-frequency
" Xp V2iwT, coshy2iwT, thermal wave with wavelengtih, can propagate. In thin
films at low frequencies the wave with wavelengthdomi-
The dynamic part of the phonon temperature is unchangedhates; at high frequencies it attenuates rapidly in contrast to
while the temperaturd@ g acquires a quasi-steady-state char-the wave with wavelength ,, which becomes predominant.
acter. Under experimental conditions the temperature response
3. w7, =1. is recorded, as a rule, on the surface of the sample by direct
In this limiting case both in bulk samples and in submi- measurement of the thermal radiation by the gas-microphone
cron (for w7,>1) samples, thermal waves propagate prefermethod or by using the mirage effécEigures 2 and 3 plot
ably by way of the electron gas and are governed exclusivelthe phase shifts and corresponding amplitudes of the electron

AQ.
Xe

X
1——
a

Td a glet, (12)

by its parameters. and phonon thermal waves as functions of the modulation

For a>1, the dynamic part of the temperature is phase{frequencyw on the surface=0. It is important to note that
shifted: these functional dependences are different for different

lengths of the sample angvith the exception of the ampli-
. AQe I, o _ tudes|.F2| andG and corresponding phase shifts and ¢5)
Te= ———— e!feXVi 0T gloT (13)  and different values of the parameter
Xe Vl+tiwrT,
_ AQ. Xp

and fora<l, andw7,>1 it is quasi-steady-state: Xe AQp’

This latter parameter determines the ratio of the magnitudes
of the electron and phonon temperature gradients in the skin
layer. In the present study we assign it phenomenologically

A
Ti= Qea
Xe

1——

i wt
a e't, (14
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FIG. 2. Frequency dependence of phase slhidtsand the corresponding w, Hz

amplitudes of the temperature wavés on the surfacex=0 for a=10"?

cm: 1—p,; (K=0.3),2—¢; (K=10),3—¢,, 4—p3 5—F,; (K=0.3),6— FIG. 3. Frequency dependence of phase slidfsand the corresponding

F, (K=10), 7—F,, 8—G. amplitudes of the temperature wav@s on the surfacex=0 for a=10"*
cm: 1—¢; (K=0.3),2—¢; (K=10),3—¢,, 4—¢3, 5—F; (K=0.3),6—
F; (K=10), 7—F,, 8—G.

with the aim of establishing systematic features of the inves-
tigated phenomena that show up upon variation of thidains its constant value up to a frequency of the order of
parameter. 10’ s 1. With further increase of the frequency the ampli-
In the bulk sample =102 cm), for example, at tude|G| decreases and its phase tends—ta/4. At a fre-
K=0.3 (Fig. 2 in the frequency regiomn<10° s! we  quency on the order of $0s™! the values of the amplitudes
have|F;|<|F,|=|G|. Thermal waves are generated in the|F;| and |G| equalize and with further increase of the fre-
electron and phonon subsystems, but depend only on thguency, the amplitudg-;| predominates. AK=10 the am-
parameters of the phonon subsystem. The phases of the qditude |F;| predominates in the entire frequency interval
cillations ¢, and ¢4 in this case are equal to 0. At frequen- under consideration. Its phase is of the order of 0 and has a
cies w=v, the amplitudesF,| and |G| undergo a rapid small minimum atw=10° s 1.
monotonic decrease, whilé,|, after reaching a minimum Note that as the length of the sample is increased, the
grows and atw>10° s'! predominates after passing given amplitudes increase almost linearly. It is also charac-
through a maximum. Aw>10° s ! the phasep;, which teristic that the extrema of the amplitudes and phases become
corresponds to the amplitud&,|, also increases, tending sharper as the length of the sample is increased.
toward a maximum, and the maxima of the phase and am- In summary, we may conclude that
plitude are observed at the same frequeney2x 10° s 2. 1) Allowance for the finite electron—phonon exchange
With further increase of the frequency the phasetends to  leads to the necessity of considering two thermal waves—an
—m/4. At K=10 for all frequencie$F|>|F,|, |G| and for  electron thermal wave and a phonon thermal wave.
0>10* s it becomes dominant. Ab= v, the amplitude 2) The character of these thermal waves depends sub-
|F,| decreases and the phase tends-t/4. stantially on the relative values of the modulation frequency
As the length of the sample is decreased t0“16m at  of the incident radiation, the relaxation frequency of heat
K =0.3(Fig. 3), at low frequencies¢<10* s 1) the behav- conduction in the phonon subsystem, and the energy relax-
ior of the amplitudes is analogous to the corresponding casation frequency of the electron—phonon interaction, and also
for bulk samples. Atw=10" s ! the amplitude|F,| de- on the relative valuegatio) of the length of the sample and
creases rapidly, and the amplitud®| dominates and main- the electron cooling length.
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Electron spin resonance and the Hall effect are investigatedFh, _,Sn Te:Gd crystals grown
from melt. It is found that there is no direct correlation between the free electron density
and the density of the Gd impurity in these crystals. The conclusion is drawn that the the
electron conductivity of Ph.,Sn Te:Gd crystals is not caused by the Gd impurity but

by intrinsic defects of the crystal lattice which have zero activation energy due to the Gd
impurities. © 1998 American Institute of PhysidsS1063-782@08)00911-9

1. Gadolinium, as an impurity in IV=VI crystals, has trical activity of the Gd impurity is lowest at the starting
attracted a great deal of attention in recent yéatdhis has  point of the bar, where the ratgq/n is maximum, and can
been due mainly to the efficiency of its influence on thereach values exceeding an order of magnitude. In the end
system of intrinsic defects of the crystals, in particular, theregion of the bar, where the Gd concentration falls off
possibility of varying over wide limits the free-charge-carrier abruptly, the free-electron concentration begins to exceed it.
concentrations, which is important from the point of view of — In Gd-doped samples the free-electron concentration
the practical utilization of the given semiconductors. Dopingin the region of impurity conductivity does not depend on the
with gadolinium lowers the hole concentration and leads tdemperature.
an inversion of the conductivity type of IV=VI crystals from — The less tin there is in the matrix of the doped crystal,
hole to electron conductivity; i.e., in the investigated materi-the higher will the electron concentration be, all else being
als Gd behaves as a dorfof. There is still no agreed-upon equal.
viewpoint regarding the reasons for the donor activity of Gd.  — In the investigated samples ESR spectra of gado-
Some authors link this effect with a direct donor activity of linium, which are characteristic of Gd ions (S=7/2) in a
the impurity, assuming that Gd enters into the lattice ofcrystal field of cubic symmetry, are observétg. 2).

IV-VI crystals in the relatively ionized state &d (Refs. 4, — The concentration of Gd ions forming the ESR

5, and 8. Others suggest that Gd in IV=VI crystals is an spectrum of the Pp.,Sn Te:Gd crystals is an order of mag-
electrically neutral impurity, but the electronic conductivity
of gadolinium-doped and undoped crystals is due to chalco-
gen vacancie$®

2. To elucidate this question of the mechanism of donor
activity of Gd impurity in IV-VI crystals, we have under-
taken a study of the Hall effect and also of electron spin
resonancéESR), and we have also carried out an electron-
probe microanalysis of-Pb, _,Sn,Te crystals with compo- 1% 130
sition 0<x=<0.25, Bridgman-grown and doped with Gd dur-
ing growth. The actual impurity concentration in the
investigated samples did not exceed 80?° cm™2. The con- g
ditions of growth and the procedure of the microanalysis and .70
the electrical measurements were similar to those describe =
in Refs. 3 and 6. The electron spin resonance was recorde
on a spectrometer with a sensitivity of #@pins at 9.4 GHz.

The problem is solved by searching for correlations betweer 70"
the actual Gd impurity concentratidfigy, the concentration
of G&®* ions, and the concentration of free electroria the
doped crystals.
1 1 1 1 i i

3. From the po!nt of view of the stated questlon the main 10"0 0.2 e 00 0.5 1.00
results of our studies reduce to the following. /L

— There is no direct correlation between the concentra-
tion of the Gd impurity and the free-electron concentration inFIG. 1. Distributior_l along a barl (is distance from the starting poin_t of
P, ,STe: Gd crystal. For a fixed composiion of the & f e bar s he veral et of e ol e o concentton
crystal matrix the ratio between these concentrations is difp/ng, (3) for a PbTe : Gd crystal grown from a starting mixture with Gd
ferent in different segments of the bdig. 1), and the elec- contentNg,=1.7x10?° cm™3.

T rrrenm

Proagy,

T 7 TTrrg

LB R |
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b the concentration of the free electrons due to gadolinium
doping on the composition of the matrix of the bar, and
within its limits, on the spatial coordinate. In PhSnTe
solid solutions the position of the maximum on the liquidus
curve depends on the percent Sn content. It is that much
more strongly shifted into the tellurium-enriched region rela-
tive to stoichiometry the larger is(Ref. 11). Therefore, ax

a is increased, it is necessary to have a larger amount of Gd in
order to shift this maximum into the region of compositions
enriched by metallic components, which is equivalent to de-
creasingn while keepingNg, fixed. The minimal donor ac-
tivity of Gd in the initial segments of doped bars grown from

1 L (] 1 1 ) 1 i 1 : H : : i H
0.26 0.28 0.30 0.32 0.3% 036 0.38 0.40 0.42 melt is explained by the action of tellurium, which in the

Magnetic field , T absence of doping separates out in such bars in the form of
precipitates. As is well known, tellurium always precipitates
FIG. 2. Room-temperature ESR spedgainV equal toa— 4x10°,b—  outin PQ _,SnTe crystals grown from melt, but the concen-

0.5x10%). @) Q-Pbee3 : Gd. Total Gd concentration from the microanalysis tration of such precipitates is maximum at the starting point
data 2.3 101,30'“ . Concentration of Gif ions from the BSR data  f the phargd'?14To a significant extent, this tellurium neu-
2.3x10Y cm 3. Free-electron concentration X90® cm™3. b) Sample trali the d tivity of Gd. It should b ted that thi
of ultramarine with calibrated spin content X%0", used as a reference _ra |zes_ e donor activi y_o | S °U_' € note _a_ IS
for determining the concentration of &d ions in the investigated IS @ typical phenomenon in the interaction of Te precipitates
Pb,_SnTe : Gd samples. and donor impurities in the investigated material&®
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Experimental data on luminescence in laser-modified InP crystals are compared with the theory
of radiative recombination of heavily doped, compensated semiconductors. It is established

that the band with maximum at 1.35eV observed at 77 K is due to radiative transitions through
the tails of the density of states which are formed as a result of the random distribution of
defects and impurities showing up after laser treatment. The effective depth of the tails of the
density of states is estimated to be equal to 67 meV.198 American Institute of
Physics[S1063-78208)01011-4

The authors of Ref. 1 have reported observation of a newhan deep states. The temperature dependence of the energy
bright band with energy position of the maximuhw,  position of the maximum here should be given by the for-
=1.35eV in the photoluminescence spectra of lasermula
modified InP crystals at 77 K. This band is due to radiative e 2+—2
transitions through the tails of the density of states which are hvm=Eq=Ma(2To/3)"T %, @
formed as a result of the random distribution of defects an®r
impurities after laser treatment. Radiative transitions through  , _g _  1-2 )

. . . . . m g 2 '
the tails of the density of states are possible in heavily doped,
compensated semiconductéDCS). This provides a basis WhereT,=850 K is the “freezing” temperature of the im-
for comparing experimental results with the theory of lumi- Purities in the InP latticeh is a quantity of the order of
nescence of heavily doped, compensated semiconddctors. Unity, anda,=\1,(2To/3)? is the temperature coefficient of

Since inversion of the type of conductivity fromto p
takes place in the modified near-surface layer and since the
carrier concentration is-10*° cm™2 (Ref. 3, the most prob-
able recombination channels, as in HDCS witlype con-
ductivity, are “tail-to—tail” transitions(TT transitions. We
have therefore performed a detailed comparison of the tem-
perature dependences of the parameters of the new emission 0.06F
band at 1.35eV with the theory of luminescence of heavily
doped, compensated semiconductdos the case of radia-
tive TT transitions.

According to the theory, in TT transitions the energy
position of the maximum varies nonmonotonically as the

temperatureT is increased and at some temperatdre %0'04_
reaches a minimum, as was also observed experimentally. ,)E

The temperature dependence of the energy position of <
the maximum of the photoluminescence band Ter T* is W

due to destruction of deep states of the “tail” of the
minority-carrier band and should be linear, while the tem-
perature coefficient of the energy position of the maximum 0.0zt
should be greater than the temperature coefficient of the
width of the band gafk, .

The experimental results give a linear temperature de-
pendence of the energy position of the maximuwwith tem-
perature coefficientr;=3.7xX10 * eV/K, which is greater

than the temperature coefficient foE; (ayg=3.6 0 ' g ! L
X 10~* eV/K), also indicating an agreement between theory 01 0.2 _20.3 “ 4 05
and experiment. T75, 107K

In the temperature regioli* <T<220 K radiative re- . .
. . . . . FIG. 1. Temperature dependence of the energy position of the maximum of
combination is governed by states in the tails near the edg&fe photoluminescence spectra of laser-modified crystals of InP in the tem-
of the allowed bands, and there are many more of these statps&rature interval 156 T<220 K.

1063-7826/98/32(11)/3/$15.00 1187 © 1998 American Institute of Physics
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FIG. 3. Short-wavelength falloff {v>hwv,) of the photoluminescence
band.
the energy position of the maximum. Thus the dependence of

Eq—hvy,on T2 should be a straight line, as was observed
experimentally(Fig. 1), and the temperature coefficient is Setting A=E,—hv and A= 27125 3’4(Na2)1’2, we
a,=2.6X10° eV-K?. Comparing the temperature coefficient \rite expressior(3) in the form
a5 in the regionT* <T<220 K with its theoretical expres- _ 5/4
sion, we estimated the ionization energy of a single acceptor ®(hv)=®o exp(A/KT—AA™). 4)
(Ia), which turns out to be equal to 8meV far=1. At Thus, in the coordinate§(A;—A,)/kT—In(P,/P,)] and
T>220 K the energy position of the maximum falls linearly [A?M—Agm]’ whered,, ®, andA,, A, correspond to two
asky. arbitrary photon energiedyv; and hv,, the dependence
The total intensity of the 1.35-eV band decreases expod (hv) should be a straight line.
nentially with increasing temperature, and its half-width var-
ies nonmonotonically. In the temperature region Z7T
<220 K it increases linearly, and it decreases at
T>220 K. This confirms the presence of various radiative
mechanisms. .
Consequently, luminescence of modified InP crystals in

the temperature regiomm <220 K is due to transitions 2k
through the tails of the density of stat€BT transitiong. In &
the high-temperature region>220 K the main recombina- N
tion channels are band-to-band transitions. 5
Thus, the temperature dependence of the main param- £

eters of the new emission band in the temperature region
77<T<220 K functionally coincides with that predicted by 1k
theory for the radiative TT transitions. This provides a basis
for comparing the shape of the spectrum of the new band at
1.35eV(Fig. 2) with its theoretically expected shape.

In the short-wavelength regiom¢>hw), according to
the theory? the falloff of the intensity® (hv) depends on the

temperature and should have the form 0 L ‘
7

(45-47), 107%(ev)*

P (hv)=dq exd (Eg—hv)/KT— 272
X(Eg—hv)5/4/5l 3/4(Na2)1’2]. 3) E|a?1d4 Long-wavelength falloff fv<hwv,) of the photoluminescence
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At 77 K, when the 1.35-eV band predominates, the fall-the potential in INnR(Ref. 4 and is explained by the forma-
off of ®(hv) in the short-wavelength region is satisfactorily tion of a large number of dislocations in the surface region of
approximated by expressidd) (Fig. 3. In the construction the crystaP
of the dependence in Fig. ®iv; was fixed andhv, was In summary, all of the experimental results are in satis-
varied. The coefficienf\, found from the slope of the line, factory agreement with the Levanyuk—Osipov theory of lu-
turned out to be equal to 238 e¥#, which corresponds to minescence of heavily doped, compensated semiconductors.
an ionization energy of a single donby=4.8 meV and is These results give us reason to conclude that radiative re-
close to the energy of a shallow donor in InP. combination in laser-modified InP crystals is due to transi-

In the long-wavelength regiorh¢<<hw,,), according to tions through the tails of the density of states.
the theory, the nature of the emission spectrum is determined
by the falloff of the density of states With penetration into the IN. G. Dzhumamukhambetov and A. G. Dmitriev, Fiz. Tekh. Poluprovodn
band gap(from above and can be written as 27, 641 (1993 [Semiconductor7, 3;56'(1993]. e ' '

D (hv) =D, exp—A2/252). (5) ZQHSS-.LS;ISEZ% ;;(dls\)/é ]\)/] Osipov, Usp. Fiz. Nad83 427(1981) [Sov.
In the coordinates I, /®,) and (AE_AE) the dependence 5N. G. Dzhumamukhambetov, iAbstracts of the Seventh International
®(hv) should be a straight line. The experimental depen- fgggere”iison Solid-State Radiation Physfgs Russiad (MGIEM,
dence confirms the theoretically predicted dependence and i, L.'é}osi Usp. Fiz. Nauki11, 451 (1973 [Sov. Phys. Usp16, 789
described by expressid) (Fig. 4). The effective depth of  (1973.
the tails of the density of stateg), found from the slope of ~°N. G. Dzhumamukhambetov, Fiz. Khim. Obrab. MatgPhysics and
the line at 77K, is 67 meV, which is almost twice the theo- CeMisty of Processing of Materigio. 2, 121(1997).

retically calculated value of the mean-square fluctuation offranslated by Paul F. Schippnick
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Study of the dynamical characteristics of an insulator—semiconductor interface
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A study of charge relaxation processes in metal—insulator—semiconductor structures containing
the rare-earth oxides G@; and Lu,O; as the insulator has been performed using the deep-

level transient spectroscogiPLTS) method in combination with a study of nonlinear oscillations
in the metal—insulator—semiconductor structure connected to an external inductive circuit.

On the basis of the DLTS results and the variation with temperature of the configuration of the
period multiplicity regions of the controlling parametétke amplitude and frequency of

the applied voltageit is shown that the generation of nonlinear oscillations in a
metal—insulator—semiconductor structure is governed by the properties of the
insulator—semiconductor interface, in particular, the density of surface states and the capture
cross sections. €1998 American Institute of Physids$S1063-7828)01111-9

One of the main directions of development of presentsilicon using deep-level transient spectroscof@LTS),
day solid-state electronics is the search for dynamic chargehich has allowed us to obtain a quantitative estimate of the
instabilities for use as information carriers. In metal— parameters of the surface stategy., the capture cross sec-
insulator—semiconductdMIS) structures the particular fea- tion) and to perform a qualitative analysis of charge-carrier
tures of the dynamic processes are attributable to the formaelaxation processes in the MIS structure in conjunction with
tion and resorption of a packet of charge carriers bound téhe results of a study of nonlinear oscillations.
holes and in the free state on the surface of the semiconduc-
tor. To utilize MIS structures in functional electronic devices
it is necessary to establish the influence of processes of ge

eration, accumulation, and recombination of charge carriers Wwe investigated samples containing rare-earth oxides
with participation of the surface states on the formation of(Lu,0, and Gg0;). The oxide films were fabricated by
current instabilities which are the reason for the appearancgiermal oxidation of metallic films of these elements in
of dynamical regimes in MIS systems. vacuum. Oxidation took place in a flux of dried oxygen or in
To understand the electronic processes at the insulatorair at a temperature of 500 °C for 15—20 min. Aluminum
semiconductor(S) interface, which complicate the current electrodes were prepared by thermal evaporation in vacuum.
dynamics in an MIS structure under nonequilibrium condi-The area of the electrodes ranged from>31® 3 to 5.0
tions, e.g., upon application of a variable voltage, it is nec-x 10 3cn?. An aluminum contact was deposited on the
essary that we combine a classical approach to the study @bck side of the wafefthe reverse side from the polished
electronic processes at the IS interface and an approagfide) by thermal evaporation. The main electrical parameters
based on the ideas and methods of nonlinear dynamics. Thg the films—the dielectric constant, effective surface
mechanism for the appearance of nonlinear oscillations in asharge, the dependence of the surface potential on the volt-
MIS structure is closely linked with phenomena and regulari-age across the field electrode, etc. were estimated from rf
ties of the occurrence of electronic processes on the surfaaapacitance—voltage characteristig®@vC) measured at a
of the semiconductor, which have been examined using clasrequency of 1 MHz.
sical methods of study. DLTS spectra were obtained on a DLS-82 measurement
In our study the goal was to establish an interrelationshicomplex having the following specifications. The sensitivity
between charge relaxation processes in an MIS structure amd determination of the capacitance wA€=2x10"° pF
the appearance of complex dynamical regimes in a simpléor the signal-to-noise ratio SNR 1. The frequency of the
electronic system—a nonautonomous series circuit with affilling pulse ranged from 2.5 to 2500 Hz, and its amplitude
MIS structure connected in series. We have carried out awasAU=0.1 V. The available software enabled us to carry
experimental study of the peculiarities of the relaxation ofout measurements in real time, identify errors, and analyze
electronic processes at the interface of rare-earth oxides artde data. The measurement technique and the technique used

I]1'- EXPERIMENTAL PROCEDURE

1063-7826/98/32(11)/6/$15.00 1190 © 1998 American Institute of Physics
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FIG. 1. Capacitance-voltage) and conductance—voltadgb, ¢) characteristics of GD; MIS-structures at different temperatures, Ki— 300,2 — 212,
3—166,4—77.

to process the spectra were chosen on the basis of an analy8iRESULTS AND DISCUSSION

of Refs. 1-3. To avoid difficulties associated with the pres-

ence of mobile charge in the oxide and recharging of electron The capacitance—voltage characteristics of the samples
capture centers in the insulator during tunneling, which carhad the form typical of MIS structurd&igs. 1a and 2aFor
contribute to the total signal for values of the surface potenthe samples with G@; films (Fig. 1a the presence of a
tial close to its enriching values, we subjected the samples tpositive built-in charge is characteristic, the voltage of the
a preliminary field treatment at a negative bias voltag§je flat bandsvy, varies from—2.6 to—1.8 V, the fixed charge
—4—6V for one hour, which allowed us to achieve anin the insulatorQ;=(3.2—3.8)x 10 8 C/cn?, the slope of
outflow of positive charge from the oxide to the metal. CVC (1/C)-dC/dV is equal to 0.50.6V 1, and the ca-
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FIG. 2. Capacitance—voltade) and conductance—voltadb, ¢) characteristics of LyO; MIS-structures at different temperatures, K:— 300, 2 — 140,
3—77.
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FIG. 3. DLTS spectra of G&D; MIS-structures for different values of the surface potentig) eV: a — 0.42b — 0.28§ c — 0.2.

pacitance overlap coefficient was 10—12. The dielectric conef the conductivity, which is evidence of nonequilibrium fill-
stante, determined from the rf CVC at 1 MHz was 10-12. ing of the surface states and an increase in the leakage of
In the voltage dependence of the active component of thelectrons through the insulator. It also leads to a decrease in
conductivity G,—V we observed a smooth growth of the enrichment on the silicon surface and consequently to a low-
conductivity in the transition from depletion to enrichment, ering of the capacitance and the conductivity.

with saturation in the inversion regidfig. 1b. For a num- In the DLTS spectra, features associated with the indi-
ber of samples, lowering the temperature led to a change afiduality of the interface formed by different insulators were
sign of the active component of the conductiviBig. 10 in also observed . Let us consider features of the spectra of MIS
the region of values of the surface potential corresponding tstructures with GglO;. Figure 3 shows a family of curves
the transition from inversion to surface depletion, and a segmeasured at different values of the surface potential. As the
ment of weak dependence Gf, onV on the depleting bends depleting voltage is lowered, the spectra shift smoothly to-
of the bands, changing over to growth of the conductivityward lower temperatures, which is characteristic of a con-
upon enrichment. Such a change in thg—V dependence tinuous energy distribution of the surface states. A character-
upon lowering the temperature is possible in the case ofstic feature of the spectra is the strong dependence of the
variation of the charge of the surface states upon intersectiosignal amplitude on the temperature. As was shown in Ref.
of the Fermi level and the the surface state level up to volt4, such a dependence of the signal amplitude in the structures
ages corresponding to surface inversion. The observed reonsidered there—p—n junction and a Schottky barrier—
charging effect is characteristic of surface states with smaltan be due to interaction of the charge carriers with the two
capture cross sections. The shift of the CVC toward positivaallowed bands. In this case, a temperature-dependent ampli-
voltages upon lowering of the temperature, the increase itude factor appears in the analytical expression for the DLTS
the capacitance of the structure, and the change in the slopectra:

of the characteristics on the depletion segment all confirm

the assumption that the negative charge of the surface states A;=e,/(e,+e€)

increases. _ _ _
MIS structures with LyO; are distinguished by flat- =1+ (CoN, /eaNe) - exp(— (Bp = Em)/KT)]
band voltages$/;, equal to—1.4 to —1.0 V (see Fig. 23 =1[1+\-b-exgAE/KT)],

and consequently by smaller values of the fixed charge in the

insulator Q¢=(8.2-9.5)x10"° C/cn?. The conductance— whereAE=E,—E,, b=N,/N., andA=c,/c,. It can be
voltage curvegFig. 2b are characterized by the presence ofseen that if the amplitude grows as the temperature is low-
a maximum at the flat-band voltage and a tendency towardred, then the level is located above the middle of the band
saturation in the region of voltages corresponding to invergap E,<Ep). An estimate of the capture cross section
sion. An estimate of the density of surface states from thérom the Arrhenius plots giveso,=2.8x10 20—1.2
magnitude of the peak in th&,—V curves gives the value x10 ?!cm 2 in the energy intervaE,=0.268-0.157 eV
~(1.8-2.8)x10"cm 2.eV 1. As the temperature is low- from the bottom of the conduction band, confirming the
ered, some decrease of the capacitance and conductivigbove-stated assumption.

takes place at voltages greater than the flat-band voltage. The MIS structures with LeO; (Fig. 4) exhibited higher-
capacitance—voltage characteristics are shifted in a paralléémperature peaks, which demonstrates the presence of deep
manner along the voltage axis, without significant change irsurface states with enerdy,,=0.45-0.4 eV. The ampli-
slope, and the shift of the flat-band voltad§®;,, is equal to  tudes of the peaks decrease somewhat as the temperature is
—0.2 to —0.25 V, which suggests a continuous distributionlowered, and at values of the surface potential corresponding
of surface states or their constant contribution to the capacio weak surface depletion remain essentially unchanged. The
tance at relatively low densities. Increasing the positive voltwidth of the peaks grows substantially as the surface poten-
age causes a falloff of the active and the reactive componental is decreased, which suggests that electrons fill the levels
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FIG. 4. DLTS spectra of LyO; MIS-structures for different values of the surface potentig) eV: a — 0.42b — 0.28 ¢ — 0.2.

which are found above the Fermi level. As a result of theperatures near room temperature, which suggests that deep
absence of technigues for processing spectra of such compBurface centers contribute to the total signal. On the basis of
cated makeup, we did not attempt a quantitative estimate ahe above data we may conclude that relaxation processes at
the capture cross sections. Efforts to separate the contribghe rare-earth-oxide—silicon interface take place as a result of
tion of the surface states above and below the Fermi level byhe interaction of surface states with both allowed bands, and
using a smaller amplitude of the filling pulseV=0.05V  that the Si—GglO; interface is characterized by the presence
did not yield a positive result. _ of surface states in the upper half of the band gap with small
A general feature of the spectra is the decrease of thg,nyre cross sections resulting in an increase in the negative
?‘mp"t“de of the peaks as the frquency of the filling pu.lse%harge of the surface states as the temperature is lowered and
is lowered from 2500 to 2.5 Hz, which reveals the contnbu—in the appearance of inversion at depleting values of the sur-

tion of the slow surface states. face potential. For structures with ,1@; deep surface cen-
An analysis of such characteristics of the spectra as the P ) 3 b

amplitude and peak width as functions of the temperaturéers near the middle of the band gap are detected at the in-

and surface potential reveals aspects of the interaction of thtgrface. These centers contribute substantially to the signal at

carriers with both bands and allows us to make an assum ligh temperature$ =310-340 K.

tion about the depth of the level and its position relative to A Study of the temperature dependence of excitation of
the middle of the band gap. Thus, the monotonic decrease gscillations in a series circuit with an MIS structure con-
the signal amplitude with growth of the temperature for MiSnected in series has shown that the topology of the regime
structures with GslO, (Fig. 4) is evidence of the presence of diagrams is configured chiefly by processes of recharging of
a continuous distribution of the surface states with a distrithe surface states. Figure 5 shows diagrams of oscillational
bution minimum near the middle of the silicon band gap. regimes for structures with G@s. It can be seen that as the
For MIS structures with LyO; the dependence of the temperature is lowered, the current dynamics in the system is
signal amplitude on the temperature has a nonmonotonicharacterized by a transition to oscillations with a smaller
character and the amplitude was found to increase at tenperiod nT,, n=2. Random oscillations do not arise below

1 i 1 1 1 1 1 )
400 600 800 1000 400 600 . 800](“ 1000 400 600 800 1000 1200
0+ KM2

FIG. 5. Diagrams of oscillatory regimes in a series circuit with g @dMIS-structure connected in series at different temperatures, & 300, b — 220,
¢ — 180. The figureg, 2, 3, 4, 6, 8ndicate the duration of the period of the oscillations as a multiple of the period of the external vijjtaGas the region
of generation of random oscillations.
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FIG. 6. Diagrams of oscillatory regimes in a circuit including &0y MIS-structure at different temperatures, &— 300, b — 180, ¢ — 77. The notation
is the same as in Fig. 5.

T=190-170 K anywhere in the entire range of frequencies  The absence of equilibrium filling of the surface states
and amplitudes of the applied voltage. This characteristiénay be assumed as the reason for the continued generation
feature of the temperature variations of the regime diagramef complex oscillations at low temperatures in samples with
can be attributed to the appearance of negatively chargddU,Os: if it were present, it would lead to the possibility of
surface states at these temperatures, which causes the el@gnamic redistribution of the carriers between the surface
trons to recombine with the minority carriers under inversionstates and the bands upon application of a variable external
conditions over the course of one period of the appliedvoltage. Thus, in the case of nonequilibrium filling of the
voltage. surface states, surface states from a wider interval of ener-
Figure 6 shows regime diagrams in the coordinates “amdgies, characterized by a wider interval of relaxation times,
plitude and frequency of the applied voltage” for an MIS are included in the exchange of carriers between bands. This
structure with LyO3. As can be seen, at all temperatures themakes it possible to observe oscillatory regimes at low tem-
region of chaotization divides into two “sleeves,” between peratures. Nonequilibrium filling of surface states is the rea-
which the periodic regimesT3, and 6T, are observed. As son for the substantial broadening of the peak of the DLTS
the temperature of the sample is lowered from 300 to 180 Ksignal as the temperature is lowered, consistent with the
the range of frequencies and amplitudes at which excitatiomeasured capacitance-voltage and conductivity—voltage
of nonlinear oscillations is possible broadens, but with fur-characteristics. Note the close match between the tempera-
ther lowering of the temperature the existence region of ranture interval T=160-220 K, in which broadening of the
dom oscillations is bounded from above by values of theDLTS peaks is observed, and the temperature intefval
amplitude of the applied voltagé,=25 V, and with growth ~ =150—220 K, where an increase in the range of frequencies
of the amplitude, the frequency range of existence of osciland amplitudes of the applied voltage is observed, at which

lations with periods Z,, 3Ty, 4T,, and 6T, narrows. nonlinear oscillations, including random oscillations, are
The change in the topology of the regime diagrams inéxcited.
the “amplitude—frequency” plane can be explained as fol- In summary, the results of measurements of the electri-

lows. As the temperature is lowered, surface states witlgal properties of a silicon—rare-earth-oxide interface, of its
lower energy are included into the relaxation process and thBLTS spectra, and of the current oscillations in a series cir-
amplitudes of the applied voltage needed to fill the levelcuit, with an MIS structure connected in series, have re-
decrease. The shift of the frequency range from 400—1100 teealed previously unknown connections between such pa-
600—1600 kHz confirms their inclusion in the surface-statgameters as the density of the surface states and their capture
relaxation process even with shorter relaxation times. Howeross sections, on the one hand, and the DLTS data and
ever, the substantial differences in the topology of the regime&onditions of generation of nonlinear oscillations, on the
diagrams for different insulators cannot be explained in theother. Such an approach opens up the totally new possibility
framework of a change in the equilibrium filling of the sur- of determining nonequilibrium properties of an interface by
face states with lowering of the temperature. It is possible tstudying electronic processes at the surface of the semicon-
explain the preservation of the variety of types of oscillationsductor.

at liquid-nitrogen temperatures in MIS structures with, Oy This work was carried out with the financial support of a
by taking into account deeper surface levels. The ejection ofirant for young scientists in the Goskomvuz system of the
carriers into the conduction band at low temperatures is inRussian Federation; the organization carrying out the com-
significant by virtue of its thermal-activation character. petition St. Petersburg State University.
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The effect of hydrogenatiofincorporation of atomic hydrogeron the properties ofi-GaAs and
the characteristics of Au—GaAs Schottky barrier contéitte ideality factor of the
current—voltage characteristic the barrier heightp,, and the reverse voltagé at a current of
10 nA) has been investigated. TimeGaAs surface was baré\{type samplesor was

protected by an ultrathit~50 A) layer of SiQ (B-type samplesduring hydrogenation. It was
shown that there was an optimal hydrogenation regime foAthge samplestemperature

range 156- 250 °C and duration 5 m)nfor which n andV, reached their minimum and maximum
values, respectively. For tHetype samplesn andV, improve starting from minimal

durations and temperatures of hydrogenation and remain constant or even improve over the
entire investigated range of temperatures (@00 °C) and duration$1—-50 min). The donor
impurity passivation processes are roughly the same foAtrend B-type samples.

© 1998 American Institute of PhysidS1063-782808)01211-3

INTRODUCTION surface properties of semiconductor materials makes this
treatment especially attractive for devices using surface-
The effect of treatment in hydrogen plasma on the propbarrier structures.
erties of semiconductor materials has been studied exten-
sively since the beginning of the 1980s. As a result, it has
been established that it is mainly due to the interaction of XPERIMENTAL PROCEDURE
atomic hydrogen with structural defects, deep and shallow Hydrogen plasma was created with the help of a reflec-
impurity centers located on the surface and in the volumetion arc discharge by a hollow cathode and an incandescent
into which atomic hydrogen penetrates as a result of diffuelement. We were the first to employ such a technique for
sion. A consequence of this interaction is passivat&up-  creating atomic hydrogen for treatment of semiconductors.
pression of activity of the indicated defects and centers, ac-The discharge heating voltage was 180—-200 V at a current of
companied by a substantial change in the electricap A.
characteristics and properties of the material: the concentra- The samples were treated in a chamber with an initial
tion of the majority charge carriers, their mobility, the life- vacuum of 4.%X10°® Torr. The flow rate of the hydrogen
time of the minority charge carriers, the photoluminescencded into it was maintained at 700 aten™/h. The hydrogen
intensity, homogeneity, efc? It should also be noted that pressure in the chamber was %.80“ Torr. Such a low
the interaction of atomic hydrogen with the surface of apressure substantially differentiates the conditions of hydro-
semiconductor leads to reduction of the surface oxifles  genation in this setup from those used earlier. Another im-
efficient surface cleaningand etching of the materit. portant feature of this setup is that the design of the atomic-
Such strong action as hydrogenation has on the propehydrogen generatdaismall emission opening in the cathode
ties of semiconductor materials is of great practical interestand significant distance from it of the target holding the
Studies that have been carried out so far have shown thaamples to be treatgghielded the samples from bombard-
passivation by atomic hydrogen can be used to protect thment by the high-energy particles of the plasma.
surface of silicok®® and gallium-arsenid® diodes, enhance The rate of cooling of the sample holder after termina-
the efficiency of silicon solar celfs;*2improve the forward tion of treatment was greater than 15 °C/s in the temperature
and reverse current—voltage characteristilSVC) of interval 400-250 °C. The treatment parameters which we
Schottky-barrier diodeS*** and substantially improvéin  were able to vary were the sample temperatifg.{) and
combination with other production processdise character- treatment time t;e,p -
istics of silicon field device&® At the same time, it must be Epitaxial layers of GaAs:Sn of thickness Qusn,
acknowledged that the number of such studies has been quiggown on ann*-GaAs: Te substrate witfil00] orientation
limited and it cannot be said that hydrogenation is used exwere subjected to hydrogen-plasma treatmehB treat-
tensively in the fabrication of semiconductor devices. meny. The charge-carrier concentration in the epitaxial
In our study the goal was to investigate the effect oflayer was (3-4.2)x10'%cm™3, and in the substrate,
treatment with atomic hydrogghydrogenationon the char- 2x10"%cm 3. Before commencement of treatment, an
acteristics of Schottky barrier metal-GaAs contacts. The facbhmic contact was created on the substrate by electrochemi-
that hydrogen has a beneficial effect on both the bulk andal deposition of GaNi- Au with subsequent annealing in a

1063-7826/98/32(11)/5/$15.00 1196 © 1998 American Institute of Physics
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nitrogen atmosphere at a temperature of 450 °C for 5min. B a N 47.3

After chemical cleaning, the epitaxial layers were treated B .
with a solution of NHOH: H,O= 1:5 to remove native 181 1 =
oxide, whose thickness was monitored with an ellipsometer B 0.9
and amounted to 7—-10 A after cleaning. Next, the epitaxial 76 ‘1 17.2
layers were protected with a thin~50 A) plasma- K 3

S

" N Py & -\

chemically deposited insulating lay€8i0O,). This was done >i 14
in order to avoid possible surface damage during AB treat- = i
ment, as reported in Refs. 17 and 18. Some of the semicon- 2r,
ductor wafers were subjected to treatment without the pro-
tective layer (it was removed with a buffered etchant 107 = 407 7]
immediately before treatmentThis made it possible to vi- 8 A oy 4 4 4 _J
sually assess the role of the protective layer. 0 100 200 300
The investigated Schottky-barrier structures were T ¢
formed by electrochemical deposition of a gold film of thick- treat?
ness 0.8um onto the windows of a photoresigin the wa- b
fers with unprotected surfacewith subsequent removal of &k
the photoresist, or onto windows in the insulating lagfer L =2
the protected wafeys The diameter of the windows was | e 3
325um. In what follows, we will call the samples 5L A4 o
(Schottky-barrier structur@prepared on unprotected wafers
A-type samples, and those prepared on protected wders, 4 o
type samples. Control samples were prepared together with
the test samples. The control samples were not subjected to
treatment in an atmosphere of atomic hydrogen. Results for
them are referred to in the figures as “untreated.” ﬁ?‘
The distribution of the ionized donor impurity concen- 2r *‘ﬁ?‘
tration N, with thickness of the epitaxial layéconcentration 3 ‘%, ¢
profile was deduced from measurements of the s
capacitance—voltage characteristi€s/C) at 1 MHz. Values T B e LSS L
of the barrier heightp, were determined from the current— 6 0.2 z 0,';' 0.6 0.8
voltage characteristics and the magnitude of the saturation 2
current. The ideality factor of the current—voltage characters|c. 1. variation of the parameters of Autn*-GaAs contacts A-type
istics was determined from the slope of a semi-log plot of thesamples as functions of the treatment temperaturensfn*-GaAs struc-

current—voltage characteristit. tures treated with atomic hydrogem(,); treatment time 5min. a—
dependence of the reverse bias voltage(1), barrier heighte, (2), and
ideality index of the current—voltage characteristi¢3) on the treatment

RESULTS AND DISCUSSION temperaturel,; the arrow indicates the parameter values of the untreated
samples. b—profiles of the distribution of ionized impurMy(x) for vari-

We were guided in our choice of the treatment temperaous values off e, °C: 1 — 100,2 — 200,3 — 250,4 — 300,5 — 350.
tures and times by the results of existing stutiédand by The empty square®) plot the distributionNy(x) in the untreated sample.
our preliminary results.

Figure 1a plots the dependence of the barrier height,
ideality factor of the current—voltage characteristic, and reis usually observed at treatment temperatur€gey
verse voltageV, (at a current of 1QwA) on the treatment >250 °C. In some experiments this effect was more pro-
temperature foA-type samples. The samples were preparedchounced. Its manifestation was strongly influenced, as we
from one wafer and were subjected to AB treatment indi-were able to determine, by the cooling rate of the samples
vidually. Treatment time was 5min. It can be seen that theafter treatment. The slower the cooling, the more pronounced
ideality factor varied only weakly over the entire interval of the effect. The reason for this is obvious: partial reactivation
treatment temperatures. The reverse voltage passes througbfathe impurity takes place during slow cooling. From our
maximum in the temperature interval 15@50 °C and stays estimates, at the cooling rate we were able to achibeter
above its values for the untreatézbntro) samples over the than 15 °C/sthe role of this effect was not large.
entire temperature interval. The barrier height undergoes Additional information about the nature and reasons for
substantial changes at low temperatures. changes in the CVC parameters of the current—voltage char-

Figure 1b plots concentration profiles corresponding toacteristics brought about by AB treatment of GaAs wafers
the above-indicated treatment regim@sg. 13. Note that can be obtained from the dependence on the treatment time
passivation of the dopant impurity is pronounced already afFigs. 2a and 2b Measurements of this dependence were
the minimum treatment temperature 100 °C. Further changamade at a treatment temperature of 150 °C, which is nearly
in the profile (at higher temperaturgsre insignificant. An  optimal (judging from the foregoing resultsAs it turned
increase in the impurity concentratigweaker passivation out, a treatment time of 5min is optimal from the point of

1.0

Ny,70 Bem™
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3 a . N goes forward at room temperature. Surface damage as a re-
18 a 173 sult of bombardment of the sample by high-energy ions from
3 7 d0.9 ) the plasma is improbable, taking into account the design of
16 the generator. With increase of the treatment temperature and
B time, oxides and organic contaminants are removed, “heal-
-l 404> 172 - .
="l B . ing” of |ntr|n_S|c defects occurs,_and.the surfgce _structure
NG approaches ideaf® Values of the ideality factor in this case
2, 2 o« 07 ' reach their minimum, and values of the reverse voltage reach
i 1+ their maximum.
nr J 06 Deterioration of the values ofi at high temperatures
8 -‘, . o, " i (greater than 200°C) observed for short treatment times
0 5 10 15 50 (2 min) and for long times ¥ 5 min), taking into account the
ft,.e,t,"ﬁ'n parallel falloff of the reverse voltages, can be linked with
growth of the density of defects on the surface and/or in the
B b skin layer. It can be assumed that under these conditions, a
r chemical reaction between the atomic hydrogen and the
= GaAs surface is possible, first of all with arsenic, accompa-
5 N nied by a breakdown of the surface stoichiometry since com-
i . . pounds of hydrogen with group-V elements are usually vola-
L tile. Such behavior is highly pronounced, for example, in InP
T 5 & (Ref. 18. It cannot be ruled out for GaAs, although it occurs
5 - fwoms muE Rngy 3. D8 in a significantly weaker forrft®
RQ 4~ esee ¢ *° °‘ LI 4 Although reasons for the behavior of the ideality factor
~ L 2 A AL 2 o of the current—voltage characteristics can in some measure
Q’a 3 ak wo‘7 also explain the variations of the reverse voltages, the de-
Ir v % = crease o/, can be linked with damag@lefects of another
B 4 ¢ vV °° - kind. It is noteworthy tha¥/, decreases under conditions of
2 5 q‘; g %v o °° s ¥ growth (albe_zit Wegk of the passivati_on level Wit_h increasing
R 6 Samgyans ® treatment time(Fig. 2_b), but remains above its untreated
o 4 444 a4 a1 value. Only for 50-min treatment does the reverse voltage

0 01 0.2 03 04 05 0.6 drop below its untreated valu&ig. 2a.
z,pum Still more complicated is the explanation of the varia-
tions of the barrier height, which can be influenced by the
FIG. 2. Variation of the parameters of Auf-n*-GaAs contacts as func- surface structure, the presence of oxides and contaminants,
tions of the treatment time af—n*-GaAs structures treated with atomic gnd structural and impurity defects. In any event, the barrier
hydrogen {rea) fOr Tyea=150°C (A-type samples a—dependence of the o0t £a)is 10 some degree as a result of AB processing, and
reverse bias voltag¥, (1), barrier heighte,, (2), and ideality index of the . .
current—voltage characteristic(3) on the treatment timéye,; b—profiles at temperatures above 200 °C and times greater than 5 min it
of the distribution of ionized impuritjN4(x): 1 — untreated sampl@—7 — varies insignificantly.
treatment timeye,, Min:2 —1/3,3— 1,4 —5,5— 15,6 — 50. The explanation suggested above finds qualitative sup-
port in the results of analogous studies onBagype samples
[i.e., in the presence of a protective insulating layer ($iO
view of obtaining the best CVC parameters: maximum valueon the surface of the GaAs wafers during AB procesking
of the reverse voltage, minimum value of the ideality factor,The thickness of the insulating layer was chosen on the basis
and stable value of the barrier height. Comparison of Figs. 1af an experiment, whose results are shown in Fig. 3. The
and 1b, and also Figs. 2a and 2b, indicates that variation cfamples were treated at 200 °C for 20 min. As can be seen,
the reverse voltageg, for Schottky-barrier structures cannot for thicknesses greater than 100 A the insulating layer be-
be explained just by passivation of the impurity. This is in-comes opaque to diffusion of atomic hydrogen. We chose a
dicated by the absence of a strict correlation between variahickness of about 50 A. Note that the observed changes in
tions of the values oV, and Ny. This conclusion is also the passivation level do not always correspond to the change
confirmed by other results, which are presented below. in the thickness of the insulating layer. In particular, the pas-
The above-described behavior of the Schottky-barriesivation level for the unprotected surface is usually some-
characteristics for thé\-type samples can be explained aswhat lower than for insulating layer thicknesses of 50—
follows. At low treatment temperatures and short treatmen.00 A. This behavior can be explained by the fact that on a
times surface damage is possili#ad with it a deterioration bare GaAs surface, adsorption and diffusion of atomic hy-
of the values of). This damage is attributable to selective drogen are accompanied by its removal in the form of vola-
etching(reduction of the surface oxides of GaAs in a stream tile hydrides (during etching of the surfageAt the same
of atomic hydrogen. As is well knowisee, for example, time, for a protected surface the latter effect is excluded.
Refs. 5 and B arsenic oxide is reduced by atomic hydrogen  Results of a study of the characteristic featureB-type
more effectively than gallium oxide, and this process alreadygamples are plotted in Figs. 4 and 5. As can be seen from
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FIG. 3. Effect of thickness of the protective insulating Si@yer during 7+ o2 g
treatment of n—n*-GaAs structures with atomic hydrogenT{a: i a3 - 4
=200 °C, tyea= 20 min) on the distribution profile of ionized donor impu- A
rity Ng(x). SiO, thickness, A1 — 45,2 — 110,3 — 215,4 — 1000,5 — sF &% *o
1470,6 — 0. | w5 n o,
| v§ ooV
these figures, in contrast to thietype samplegFigs. 1 and S Y s
2) in the given case abrupt changes in the values of the CV( QQ 4f ¢
ideality factor and the barrier height as functions of the treat: AN B e '%
ment temperature and time are absent. The reverse voltage < 3t % °
the Schottky barrier behaves quite characteristically and dif %o ° Qi%v
ferently from th(_a case of tha-type samples. It varies _hardly Al Ywyv “v - v
at all as a function of the treatment time after an initial jump %
(see the arrow in Fig.)5while passivation proceeds almost B
i i [ | 1 | S N . | ot 1 1
the same. As the treatment temperature is raised , the valu 0 7 02 0.3 0% 0.5 06

of V, remain the same and then even increase sligisie . pm

Fig. 4a. This happens despite the fact that the passivatiol. s

level of the dopant impurity decreases at 350 and 40(st@ FIG. 4. The same as in Fig. 1, but fBrtype samples. The numerals in the

Fig. 4b. These results, in our view, point to the very impor- legend inb correspond to the following values ey, °C: 1 — 100,2 —

tant role of the surface in the changes of the characteristics d60,3 — 200,4 — 250,5— 300,6 — 350, 7 — 400. The filled circle8)

the Schottky-barrier contacts taking place as a result of hyR'ot the distributionN(x) for the untreated sample.

drogenation. At the same time, it is possible to agree with the

authors of Ref. 14, who suggest that passivation of electri-

cally active, bulk defects can play a definite role in suchAs for the control samples, for them removal of the insulat-

behavior ofV, . It has been suggest@dhat their reactiva- ing layer and weak etchingo a depth of 0.Jum) of the

tion requires a higher-temperature treatm@ntannegl. The  mesa-sample results in an insignificant decredse 0.2—

diametrically opposite situation, in which the increase in the0.3V) followed by an insignificant increasgdy the same

reverse voltages is a result of the generation of new defec@moun} in V, . Deep etchindto a depth greater thandm)

that affect the mobility and hence the breakdown voltagejncreases the values ® by 4 or 5V.

cannot be ruled out. Judging from the above results, changes in the
The complex nature of the processes, which take plac8iO,—GaAs interface have a greater effect on the changes in

during hydrogenation and which exert an influence on thev, taking place during AB treatment than do changes in the

characteristics of the Schottky-barrier contacts, is indicate@pitaxial layer. It can be assumed that passivation of defects

by the following results. Removal of the protective insulatingat the interface leads simultaneously to a substantial decrease

layer from theB-samples using a buffered etchant leads to dn the fringing fields in Schottky-barrier structures, which is

significant decreasgy 3—-5V) in the reverse voltages. Sub- the reason for the growth 0¥, against a background of

sequent etching of the sample in the form of a mesa to partial reactivation of the impurityFig. 4a; Tyeae>300°C)

depth of 0.1um slightly alters the value o¥,, and only and its decrease after removal of the gi@yer. It is also

etching to a depth greater thanuin regains the initial val- conceivable that the effect is associated with changes in the

ues ofV, (before removal of the protective insulating layer insulating layer itself during treatment.
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16 170 1.3 ment of the characteristic&lecrease of the CVC ideality
-——— el ———R factor and increase of the reverse voltages of the Schottky
barriep is of a more reproducible and stable character. Pro-
14+ l d40.9 cesses taking place right at the $SidsaAs interface, as the

[ ]

results have shown, play a large role in this improvement.
o . e 2 . The first-of-its-kind comparative study of protected
[ ] —— .
structures subjected to hydrogen-plasma treatment reported

—0.8 > & : ; )

) here is of great importance for understanding the nature of
. the changes in the properties of semiconductors. It allows
1.1 one, to a significant degree, to differentiate the contribution
n 10.7 of surface and bulk effects to the observed changes and
? 3 i thereby to eliminate unfounded assumptions from the discus-

= sion of their relative rolg:*3142
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Switching and memory effects in the electrical conductance of layered structures based on
rare—earth fluorides are investigated. These investigations reveal the existence of high- and low-
resistance states in structures of metal—insulator—semiconductor type. It is shown that the
characteristics of the low-resistance state of such structures are described by a metal—tunneling
insulator—semiconductor model. @998 American Institute of Physics.

[S1063-782608)01311-9

The recent observation of electrical switching andwas 0.2—0.5.m. In making MIM structures, we first depos-
memory effects in the conductance of structures with thinited a thick layer of aluminum on a silicon or glass-ceramic

film insulators— suggests new ways of fabricating various substrate, then the insulating layer of rare-earth fluoride, and
kinds of switches, dc reprogrammable memory elementsinally contacts made of aluminum.

control elements, and other functional units. These structures Eg|ectron-diffraction studies showed that the rare-earth
exhibit a number of attractive characteristics, among them @yoride films grow in a textured way, with the texture axis
large difference in the resistances of the low-resistance a”ﬁointing perpendicular to the substrate plane. In this case the
high-resistance states, a nearly unlimited number of nondestrycture of the films varied as a function of the thickness of
structive switching cycles for an optimal choice of the the geposited layer. We first vacuum-sputtered an amorphous
switching regime, and small switching times and energieSiayer of rare-earth fluoride on the heated substrate, and then
Although the phenomgnor_w of condgct_ance svx_ntchmg exhlb't%olycrystalline layers with arbitrarily oriented crystallites.
some overall regularities in the majority of_t_hln-f|lm maten_- Although the final layers were textured, the presence of a
als and structures, at present these transitions from a higieterred orientation did not affect the structure of the lower

resistance state to a low-resistance state and conversely haye s \hich indicates that the texturing occurs during the
yet to be explained unambiguously. growth of the films obtained.

An analogous type of electrical conductance switching Figure 1 shows typical switching current-voltage V)

with memory effects is exhibited by thin-film structures characteristics of MIS structures grown on silicon substrates

based on rare-earth fluoride elemehts.However, the . . .
L : with n-type conductivity. Our studies showed that these
switching parameters of these structures, e.g., the high-to- e ) )
) o . 2 L structures can exist in two states with very different values of
low ratio of switching resistances (46 107), the switching

. . . . the resistance and current-voltage characteristics. The
time (fractions of microsecongisthe energy required for

switching (~ 108 J), and the device radiation hardness, ex_samples were in a state with a high resistance- 42

1 - .
ceed any other analogous structures by several orders 8?101  (Fig. 1, branchAB) when first prepared, and re-

magnitude. This makes it imperative to study the l‘undamen[nalnecj in that state as long as an applied voltage, whose

tal regularities of conductance switching with memory in polarity corresponds to depletion of the semiconductor sur-

these structures, their dependences on internal and exterr/@fe ©f majority carriers did not exceed a certain threshold
factors, and the properties of the high-resistance and low’/@lué Vi=5-200V. When this threshold voltage was ex-
resistance states. Hence, we have chosen as the goal of t§&eded, the resistance of the sample decreased abruptly as
paper the study of these properties in structures made with1® sample switched into a low-resistance state with resis-
thin-film cerium, dysprosium, and erbium fluorides. tance 16—10° Q (Fig. 1, branchCD). A structure in the

For these experimental studies, we prepared Samp|é'§itially high-resistance state was switched by a voltage with
with metal-insulator-semiconductor(MIS) and metal- Opposite polarity when the value of the current through the
insulator-metal(MIM) structures. The insulating rare-earth Sample reaches 100—6@®. In this case the voltage for
fluoride films were made by thermal sputtering of powderedswitching back was in the rangé,=3-20V for variouas
CeF;, DyF;, and Erk in vacuum. The substrates for the samples.
MIS structures were films of single-crystal in silicon with We were able to repeatediynore than 16 times and
and p-type conductivity, industrial brands KEF-811) or  reproducibly switch these structures from one state to an-
KDB-4.5 (100, respectively. The insulating films of rare- other and back using both dc and pulsed voltages. Both states
earth fluorides were made by thermal sputtering of the poweould be maintained for long periodsiore than 30 daysat
ered fluorides in a vacuum ef5x 10 * Pa from a molyb- room temperature when held at the switch-off voltage.
denum boat at a substrate temperature~800 °C on a The MIM structures also possessed switching properties
VUB-5 setup. The thickness of the rare-earth fluoride filmswith a high resistance of 10’ Q in their initial state. In the

1063-7826/98/32(11)/5/$15.00 1201 © 1998 American Institute of Physics
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FIG. 2. The 1-V characteristics of an Al-EsFSi MIS structure in the
high-resistance staté.— V>0; 2 — V<O0.
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verse current tends toward saturation with increasing voltage
(region a), but for a sufficiently large voltage the current
FIG. 1. The I-V characteristics of silicon MIS structures with rare-earththrough the structure increases abrugtlgionb). This re-
ﬂUorides.AB—high-reSiStanCe stat€ D— low-resistance state. glon Of abrupt Increase of the reverse current arlses from
avalanche multiplication of free carriers in the silicon, for
which the temperature coefficient of voltage breakdown is
low-resistance state, the resistances of the structures wereP@sitive. For both structures with this 1-V characteristic the
few ohms. MIM structures could be switched from a high-forward current in the low-resistance state was only weakly
resistance state to a low-resistance state and back by appliégpendent on temperature, and the temperature activation en-
voltages of either polarity; the only difference between theergy for the conductivity was 0.03— 0.1 eV at a forward bias
forward and backward switching was in the magnitudes off ~1V (Fig. 3, curve2).
the current and voltage required. Our studies of the electrical properties of MIM structures
Our studies showed that the magnitude of the CurrenWith rare-earth fluorides in the low-resistance state estab-
flowing through a MIS structure in the insulating state waslished that a conductivity channel forms in the rare-earth
~10""-10"12A at a voltage of 1 V. In this case the fluoride films in the low-resistance state with a positive tem-
current-voltage characteristics, which were nearly indepenperature coefficient of the resistance, along with a low resis-
dent of the polarity of the applied voltage, were well rectifiedtivity characteristic of the metal. This gives us grounds to
in InJ—\V coordinates, which are characteristic of theassume that the conducting channel is essentially in a metal-
Poole-Frenkel effect. Typical current-voltage characteristic$ic phase. Estimates of the radius of the conductivity channel
for a MIS structure with a film of erbium fluoride in the based on the value of the spreading resistance of the silicon
high-resistance state are shown in Fig. 2. For both polaritie§ubstrates yield typical values in the range of 1.
a satisfactory description of these characteristics is given by

J=eX[Xa\/V), (1)
wherea=2.5-3.5.
We found that the current through the structure in the -23F

insulating state increased exponentially with increasing tem-
perature. The temperature dependence of the current in this < -24
case was characterized by an activation energy~@.5 ~
—0.8 eV for the various fluorides in the temperature range z'-25

300-480 K. Curvel in Fig. 3 shows this dependence for ~

MIS structures with cerium fluoride. -26F
In the low-resistance state the |-V characteristics of MIS
structures are unipolar in form, with a rectification factor of -27t

24 26 28 30 32
T°1.10°, K7

10— 10*. Curve 1 in Fig. 4 shows the |-V characteristics . 2
with small rectification factors and large reverse currents. In
the opposite case, represented by Figcdrve 2), the |-V
characteristics are analogous to those of a Schottky diodgg. 3. Temperature dependence of the current through an Al-CiF
with a rectification factor~10*. In the latter case, the re- structure in the high-resistané#) and low-resistancé?) states.
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FIG. 4. The |-V characteristics of an Al-CgFnSi structure in the low-  V>¢3. ¢3, eV: 1— 05,2 —043,3 —0.38,4 — 0.17.
resistance state.

nant direct tunneling of majority carriers from the semicon-

. . ductor to the metal, and are described by the relation
We found that the primary factor that influenced the y

electrical characteristics of MIS structures in the low- J~B(V—¢2?, (€
resistance state was the presence of a layer of ultrathin inSWhereB is a constantFig. 5
lator at the boundary between the semiconductor and the | " o third region fc.)r\/.BZV the forward current is

metal conductivity channel. Our analysis of the eXpe”memabrimarily limited by the spreading resistance of the silicon

current-voltage characteristics of the MIS structures W'thsubstrate.

rare-earth fluorides showed that the magnitude of the current investigations showed that the capacitance-voltage

flowmg_through the s_tructure in the Iow-resstancg sFate WaRharacteristics of these structures in the high-resistance state
determined by the thickneskof the layer O.f ultra-thm_ Insu- correspond to typical rf capacitance-voltage dependences of
lator and the valu_e of the s_urface potentp% at the silicon MIS structures, with a characteristic saturation of the capaci-
substrate. For estimated thicknesses of the layer of uItrathlgjlnce in the regions of accumulation and inversion at the
insulator of order 10 A after switching into the conducting semiconductor surface, and exhibit hysteresis phenomena
state, the experimental reverse branch of the current—voltag@:ig_ 6. For structures with g-type silicon substrate this

chqractensﬂc IS descrlbgd by an exponential function with "’hysteresis is caused by the drift of ions in the insulator, while
region of current saturation.

Our studies showed that the forward branches of the |-V
characteristic exhibited three characteristic regions for an ini-
tial band bending ¢g corresponding to majority-carrier C,pF 2
depletion of the semiconductor surface. 1

The first region corresponds to limiting of the current 1001
through the structure by the semiconductor, when the voltage
applied to the structure/<<pg. In this case the current 80
through the structure is determined by above-barrier emis-
sion of majority carriers from the semiconductor into the
metal, with an exponential dependence of the current on ap-
plied voltage

J v 2
exg — =</, 2
whereq is the electron chargé,is the Boltzmann constarif,
is the absolute temperature, ands the nonideality factor. , . , . N
The second region comes from limiting of the current by 4 -3 -2 1 0 1 2 3 4
tunneling conductivity of the insulator in the voltage range v, v
O .
¢S<V<l'2 V. In this case the bands are flattened and %IG. 6. Capacitance-voltage characteristics of an Al-Py&i structure.

0 . . .
VOlt.age of V—-og is droppe_d across the '_nsmator- In th|sll—p—type Si substrat€—n-type Si substrate. The measurement frequency
region the |-V characteristics are determined by the domif=1 MHz.

60
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for samples with am-type silicon substrate it is due to trap- 8t
ping of carriers at surface states at the semiconductor-
insulator boundary. MIS structures based mtype silicon e 6k
store positive charge in the insulator, while fotype mate- & !
rial this charge is negative. The effective density of surface £ 2
states calculated from capacitance-voltage characteristics at " %[
flat-band voltages come to 2@0°cm 2 and 2.6 2 2
X 10 cm™ 2 for structures based on Dyfndn- andp-type =af
silicon, respectively. S
Switching the MIS structures into the low-resistance |
state changes their capacitance-voltage characteristics. The ¢ ey ay
values of the insulator capacitance, which are defined as the -§ 4 -3 -2 -1 0 1 I 4
capacitance of the structure in the range of positive voltages v,v

and which correspond to accumulation of charge at the SeM5 7. Experimental dependences 61C)? on voltage for a Al—Cef-Si
conductor surface, turn out to be smaller in the high-syycture. 1—n-Si—-CeR, 2—p-Si—CeR; S is the contact area,
resistance state than in the low-resistance state; however, the1 MHz.
value of the difference does not exceed 15 pF.

The capacitance in the accumulation regime for a MIS

structure in the high-resistance state has the form which is characteristic op—n junctions or Schottky barri-
ers, and that whel>—2 V, the C2—V characteristic devi-
:‘SogiS 4) ates from a straight line.
BCT dy In order to explain these curves we must above all take

into account the degree of electrical connection between the

wheree; is the dielectric constant of the rare-earth fluoride, metal and semiconductor, which is determined by the insu-
& Is the dielectric constant of vacuur@ijs the contact area, |ator thickness. Literature ddtandicates that for narrow
anddj is the thickness of the insulator between the contactsschottky barriers the high-frequency dependenc€ of on

In the low-resistance State, we should include an addl\/ is well approxima‘ted by a Straight line for all dep|etion
tional capacitance parallel ©gc: the capacitanc€; of the  values of voltages, because in this case the dependence of the
thin tunneling insulator layer in a region of the conductivity capacitance on bias in the region of nonequilibrium depletion
channel of area\;. Since S—Af)=S, the capacitance of s determined by the increase in the thickness of the space-
the structure in the low-resistance state can then be written i@harge region with V0|tage across the gate. In this case the
the form surface states are in equilibrium with the metal, and so the
occupation of surface traps does not change with bias volt-
age. However, for structures with thin tunneling insulators
the approximation of nonequilibrium depletion is not valid if
a layer of partial inversion is created at the semiconductor
wheree} is the dielectric constant of the ultrathin insulator surface’ In this case the surface states are in equilibrium
layer. Using the value&C;=1-15pF, we can estimate the with the semiconductor, and the slope of the funct®n?

_ g08i{(S—Ay) N eoei Ar

HC= dy d ~Cgct+Ci, 5

thickness of the thin tunneling insulator layer versusV is determined by the expression
-2 2 -1
sos* Af dC _ 2 / iq Nt dF; , @
Ci=Cuc=Coe=—4— (6) dV  qgsgN| Ci des

whereN is the concentration of donors or acceptd\s, is

Setting =4, r=3 um, and A;=7-r?=2.83 the concentration of hole or electron traps at the semiconduc-
X 10" m?, we obtaind=7x10""-10"°m=0.7-10 A, tor insulator surfaceF is their relative occupation at a volt-
while forr=5 um, Aj=7-r*>=7.85<10"* m* we obtain  ageV, C; is the capacitance of the insulator, apg is the
d=2x1019-2.8x10""m=2-28 A. These values ofl  surface band bending.
are comparable to those of MIS structures with thin tunnel-  For Schottky diodes, when the occupation of interface
ing insulators, in which the dielectric constarjt of the thin  states is determined completely by the Fermi level in the
tunneling layer is set equal to the dielectric constant 0f,SiO metal, the conditiomiF+/des=0 holds, and in this case we
Since the dielectric constant of rare-earth fluorides-i8  can find the concentration of impuritiésfrom Eq. (7). Con-
—15, substitution of this value into Ed6) indicates a versely, given a knowhl, we can determine the value of the
thicker insulator. diffusion potentialVpo. For metal-thin tunneling insulator-

Figure 7 shows experimental plots of the inverse squargemiconductor structures, when the occupation of interface
of the breakdown capacitance per unit area versus voltage fefates is determined by the Fermi level in the semiconductor,
MIS structures based on rare-earth fluorides in the lowthe slope is proportional toN*) %, where
resistance state for the example of a Al-Si—gefucture. 2N~ dF
From this figure it is clear that at sufficiently large reverse =N< 1iq T _T> (8)
biases there is a direct proportionality betwee@?1andV, Ci des
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In this case the point of intersection of tlie 2—V charac- thinner insulator layers~10-20 A have characteristics
teristics with the voltage axis does not give the value of theanalogous to those of narrow Schottly barriers ptn
diffusion potentialVp,. junctions.

Thus, the unipolar behavior of the |-V characteristics of
MIS structures with rare-earth fluorides in the low-resistance
;tate must be related not to the properties of thg channejsl R. Ovshinsky, Phys. Rev. Le@1, 1450(1968.
itself but rather to the contacts between the conducting chanz;j g Bosnell and C. B. Thomas, Solid-State Electt.665 (1972.
nel and the semiconductor. Our investigations show that théG. s. Nadkarni and V. S. Shirodrar, Thin Solid Filh85 115 (1983.
conducting channel in the rare-earth fluoride film is sepa-‘V:A- Rozhkov and M. B. Shalimova, Pis'ma Zh. Tekh. FI& 74 (1992
rat(_ad from the_ substrate by _a thin tunneling_ insulator IayersE/S.OX.. Licz?l.kz\?y;r'ldl_lla\jﬁﬁé.Sgk(lgﬁg?o]\./a, Fiz. Tekh. Poluprovo@7, 438
which determines the electrical characteristics of the MIS (1993 [Semiconductor7, 245 (1993].
structures in the low-resistance state. Analysis of our experi®V. A. Rozhkov and N. N. Romanenko, Pis'ma Zh. Tekh. Hig, 6 (1993
mental results shows that the thickness of this tunneling in-, [Tech. Phys. Lettl9, 135(1993].
sulating layer is 10-40 A in MIS structures made with rare- Vassilliki Bredimas, J. Appl. Phys5, 7622(1994.
earth fluorides in the low-resistance state. Structures withranslated by Frank J. Crowne
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This paper discusses two-dimensional excitons with spatially separated electrons and holes in
coupled quantum wells and vertically coupled quantum dots in a transverse magnetic

field for a wide range of two characteristic quantities of the problem—the distance between wells
or dotsd and the magnetic fielth. Dispersion relation&,,,(P) are calculated for coupled
quantum wells at various values dfandH (whereP, the magnetic momentum along the well, is
a conserved quantity in the magnetic fieldhe spectrum is calculated by numerically
diagonalizing the Hamiltonian in various bases—either a Coulomb or a Landau(tbessishoice

of basis is determined by the value of effective magnetic fieddymptotic energy
dependencegwith respect tad, H, P) are determined analytically. As the moment&m

increases, the exciton spectrum in a weak fikkdrosses over from Coulombic to magnetic, and
for large P consists of bands adjacent to the Landau levels. Also discussed is the problem

of an electron spatially separated from a charged impurity in coupled quantum well$998®
American Institute of Physic§S1063-78208)01411-7

1. INTRODUCTION These facts make a detailed investigation of an isolated

Recently, systems of real-space indirect excit¢ins.,  €xciton with spatially separated electrons and hédeseal-
excitons with spatially separated electrons and holas space indirect” excitonin a transverse magnetic field inter-
coupled guantum wells, and also in double and coupledsting. The problem of two-dimensional 2 excitons in
quantum dots, have been studied experimentally, notably istrong magnetic fields was discussed in Ref. 16 for direct
external transverse magnetic fieldee Refs. 1-13 excitons and in Refs. 14 and 15 for real-space indirect exci-

Analysis of the physical prolgerties of electron-hole sys-ons. However, in these papers the investigators usually
tems in coupled quantum wefté°especially in a transverse study only the asymptotic case of extremely high magnetic

in finlq6-21 ; ; ; ~
magnetic field, reveals very interesting collective prop fields, when the Coulomb interaction can be treated as a

erties and a number of different phases. Possible phenomena I turbati
such as the superfluidity of real-space indirect excitons pre§ma per urbation. o
In this paper we will discuss the general problem of

dicted in Ref. 14, which would manifest itself as a nonat-
tenuating electric current in each of the quantum wiesdkse spatially separated 2 excitons in an external transverse
also Refs. 15, 21, and 22, and the interesting quasi-JosephsBignetic field for a wide range of values of the magnetic
effects predicted in Refs. 23—25, would be particularly inter-field H and interwell distance. We will find the dispersion
esting, especially if observed directly. The possibility of ob-relationE,,(P) in coupled quantum wells for variowsand
serving these phases is determined by the ratio of the excitod (whereP is the magnetic momentum along the quantum
lifetime to the time needed to establish equilibridtie life-  well, which is conserved in a magnetic figlds the value of
time should be considerably Iongc_er tha_n th(_a relaxation)time the effective magnetic field increas@se belowthe energy
For an electron and hole localized in different quantumSpectrum changes from a hydrogenic spectrurhi at 0 to

wells, the overlap o.f.the wave functlo_n S ;mall, which Qe equidistant Landau levels. Note that the effective magnetic
creases the probability of mutual annihilation. The applica-. |, , . . . ;
. o . field is increased not only by increasing the external fteld
tion of an electric field perpendicular to the electron and hol : .

t also by increasing andP (for H#0).

layers also decreases the rate of recombination by decreasi H ; , ,
the overlap of the wave function. A magnetic field influences W€ Will also discuss the problem of spatially separated
the lifetime, the diffusion coefficierf;® and the photolumi- €XCitons in vertically coupled quantum dots with parabolic

nescence spectrum of the excitofsee Refs. 1-13 The  confining potentials.
observed effects are attributed to superfluidity of the real- For these calculations we will use diagonalization of the
space indirect excitons. exact Hamiltonian in various bases.

1063-7826/98/32(11)/8/$15.00 1206 © 1998 American Institute of Physics
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2. SPATIALLY SEPARATED 2 D EXCITONS IN A i yrP
TRANSVERSE MAGNETIC FIELD P(r)=>d(r— pgy)ex Tk
Consider a spatially separated electeand holeh in c
dlﬁereqt plar_1es in an external transverse magnetic f|eI*d. This Po= 2[H’P]' pP=T—py (5)
model is valid for narrow quantum wells such tHa&a*, eH

wherea* =#e/2m* e? is the radius of the two-dimensional
exciton in one plane in the absence of a fields the dielec-
tric constant) m* =m*m*/mZ +m? is the reduced mass,

the equation for relative motion of the electron and the hole
takes the form

andmg,, are effective masses of the electron and hole. In 52 ieh 2
light of the axial symmetry of the problem, we will use { — Vp+ yH[pV]+ H2p?
: : - m* 2m*c 8m* c?
A=Hr/2, i.e., a symmetric gauge for the vector potential.
The Schrdinger equation has the form o2 o2
- H2p2— ®(p)=ED(p).
1 e 12 1 e \2 sm*c2 ¥ e((p+po) +d?)2 P P
— | —j + - 4+ —| —j - —
Zm:( |ﬁVe CAe ZmF]‘( |fLVh CAh) (6)
) Let us introduce the following units of energy, length, cyclo-
_ N Y=Ey (1) tron frequency, and magnetic field:
e((re=rp)2+d?)1? ’ 4 2
2m*e fice
:—! r :—l
whered is the distance between electron and hole layiws O g2p2 O omre?
width of the barrier layer in the coupled quantum welind
ren are the coordinates of the electron and hole along the _2mre _2(m*)%e? 7
guantum well. The role of two-dimensional momentum of Wep ™ e2%3 07 423 ¢ @

the exciton in a magnetic field is played by a conserved _
quantity_the magnetic momentum, whose operator is (the units of measurement for energy and Iength Correspond
to binding energy and radius of a two-dimensional exgiton

. _ e e Making these equations dimensionless reduces them to the
P=—1AVe+ C(Ae=An)— C[H.re=rn] (2 form
) N i

andP commutes with the Hamiltoniafsee Refs. 16, 26, and AP—WwL%— 2P

27). The conservation law fd? is related to invariance of the
system with respect to simultaneous translatiore @nd h
and a gauge transformation. + (p+ P

Let us impose the change of coordinates that separates
the center of mass coordinate of the excitBs m,/m, Wherew =wc/2 is the Larmor frequency. In our units the

+myr e+ my/mg+m, 1y, from the coordinate of relative mo- magnetic length s, = y1/w, . . o
tion of the electron and hole=r—r,,. This equation can be solved numerically by expanding in

Then P= —~i#iV,— el2c[Hr]. The eigenfunctions of a suitable basis of functions that gives rapid convergence for
a given ratio of parameters of the problem. In an "effectively
weak" magnetic field, all the parameters4<or ), d, and
e R P (or pg)—are all small at the same time, i.e., the quantity
iP+ —[H,r]—) ] (1), o (d?+ p3+1) is small. In this case, a suitable basis will be
2c h a basis of hydrogenic functiorifor the 2D case, a basis for
A (3 two-dimensional hydrogen In an effectively strong mag-
Pip=Piy. netic field[for large values oH(w, ), ord, or py] a suitable
basis will be a basis of functions that coincide formally with
Introducing M =mg +m}; and y= mg —m3/mg +mj, we  wave functions for a charged particle in a magnetic field. In
can rewrite the equation for the relative motion of the elecreality this basis will be suitable for intermediate magnetic

2
+d?

12
+E

®(p)=0, ®

the operato are

l/’p(rerh): llfp(raR)ZEXP{

tron and hole in the form fields as well, and is especially good for efficient coupling.
In the limit of ultra-strong magnetic fields and fdr= 0, our
#2 et e? ) results coincide with the results of Ref. 16.
T Vr+ m?’H[f,Vf]ﬁL py— CZ[HJ] For weak magnetic fields a suitable basis will be a basis

of functions close to the eigenfunctions of the equation
2 2 2

e
+mTC[P,H]r—8(erZ)l/2+m ¢p(r)=E¢p. (4) AP+EOn

m+ ((P+po)2+d2)1/2 fnm(P)ZO, (9)

Using the transformatiofsee Refs. 16 and 27 Let us make the replacement
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fam(P) = Xnm(P+ Po) = Xnm(T)- (10
Starting from the symmetry of the problem, we s&f(r)
=eM0d  (r)A,m. Where

a2¢>nm+ 10D,

(9|'2 F or

2 1
+ Eonm_ r_2+ (r2+d2)1/2 q)anO_
(11)

For large interlayer distancels> 1 the problem reduces to an
oscillator problem. The eigenfunctions have the same form

as the magnetic functions:

w wg 12
cbnm<r>=AnmL'nm'(7“r2)eTzr'm;

Im[+1\ 1/2
A 1 n! wq|” 2 12
"\ (n+[mptl 20 ’ (12
wherewg= \Jw?+ 2/d3.
The energy eigenvalues are
|m|+1
EanZde n+ > —ymw_ —1/d. (13

N. E. Kaputkina and Yu. E. Lozovik

0.2

FIG. 1. Dispersion relatiofE(P) for the ground state of a magnetoexciton
for interlayer distanced=0.1, 10; the Larmor frequency for the magnetic
field o =0.1, y=0.

Numerical diagonalization of the Hamiltonian in a basis
of two-dimensional hydrogenic functions, which correspond
to the Coulomb interaction of an electron and hole, deter-
mines the excitonic energy spectrum to high accuracy in a

These results are correct not only for effectively weak magweak magnetic fieldH. The calculated results appear on the

netic fields(when w?<1/d® and wq~ \1/2d3), but also for
arbitrary magnetic fieldgin the approximationd>1; see

below).

left side (Fig. 1), which corresponds to values Bfthat are
moderately large.
With increasingd and fixedH the magnetic field be-

For smalld the field is no longer effectively weak. In our comes effectively stronggcompared to the interaction be-
computations we used an expansion in a basis of hydrogenteveene andh) and it is more convenient to use a basis for

functions.
The system of eigenfunctions is

D (1) = Come ™ VBT ((E,[)ImI+ 12 ¢ Iml
n—|m|

X X AlEo o, (14)
s=0 n

where Ap=1, A=Aq_12(S+|m|—n—1)/S(S+2|m|)
(S>0), andC,,, is a normalizing coefficient.
The energy eigenvalues are:

1 1
Eon__ 2:_ 21
4(S+|m|+1/2) 4(n+1/2)

(15

wheren=S+|m|=0,1,2 ... .
The energy depends on a single quantum numibes
+|m|.

Let us discuss the effects of a weak magnetic field, i.e.,
the Zeeman effect for al2 exciton. To first order in pertur-
bation theory, whenVgy=w?/4(r?+ p3—2rp,cod) we
have (00|V o 00) = (w/2)*2p,. For po=0 (P=0) the cor-

rection reduces to zero.

The first correction to a level with quantum numbers
=0, n=0 (n;=1) has a minimum with respect &, i.e.,
with respect to the magnetic momentémat p,=0 (a mini-

particles in a magnetic field. The magnetic field becomes
effectively stronger at large magnetic momerRép,) as
well, due to the increase in average distance afidh along

the layerpen~P.

For effectively strong magnetic fieldand also, as nu-
merical calculations show, in the case of intermediate mag-
netic fieldg a basis of eigenfunctions determined by the fol-
lowing equation is a suitable basis:

2

. dJ L 2
Ap+Eo,,mivorog = P Tan(p) =0, (16)

wherew, is the Larmor frequency.

The system of eigenfunctions has the form
0
Zp

Im|

) w “L
fam(p) = elm®L|r1ml(7Lp2) e 2

1 n! o, [m|+1\ 1/2
><(?<n+|ml>!<7) 47
The corresponding energy eigenvalues are
E, =2wL(n+M , (18)
nm 2
where n=0,1,2 ... m=0,x1,=2... (for y=1 they

mum atpy=0 will occur for the ground state in strong fields coincide with the Landau specjra

as wel). In weak magnetic fields the correction to the hydro-
genic energy levels ignm|Vonm)~a, w2+ a,Pu, i.e.,

The eigenfunctions of the problem coincide formally
with the wave functions of a single charged particle in the

for small momenta the energy is quadratic in the magnetienagnetic field. As for the energy levels, in contrast to the

field w., while for large momenta it is linear.

problem of a single particle these are sgift y#1) with
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respect to quantum numbaer. The unperturbed spectrum of
the systent,,, is completely discrete, but the energy levels
are degenerate with respectRdor pg).

For very strong effective magnetic fields, we can esti-
mate the energy spectrufand wave functionsby including
only transitions between levels with the same symmetry.
Then the energy levels are determined by the condition*
S o[ (Eo) nm— E]Snn + Vi, =0, where 20 -

lez_g\/ nin’! énE,(_.l.)iﬂ [ oy
" N (n+|m)(n’ +|m|)! =0 =0 ilj!

n+|m|\ [ n'+|m|
n—i

40

d=0.1

35

0 10 20 30 40 50

f e tititml
P
r_ 2 / 2\1/2
n J (d "'(\/E 2/"’L+90) ) FIG. 2. Dispersion relatiofe(P) for the lowest levels of the energy spec-

1/2 trum of a magnetoexciton for interlayer distanckes0.1, 0.5; the Larmor
( ( 4poV 2w \/E dt (19) frequency of the magnetic field, = 10, y=0.
d*+ (po+ V20 1) ’

and K,gx) is a complete e"'pF'C !ntegra.l of the ,f'.rSt kind. in a magnetic field obtained by numerical diagonalization of

_ Vi cOrresponds to excitations with transitions to levelse Hamiltonian in a strong magnetic fiekd for the corre-
with the same symmetry, i.e., with the same quantum NumMgponding basis. The spectrum consists of bands adjacent to
ber m. Note that we do not limit the analysis to the first e corresponding Landau levels, () that evolve as the
correction in perturbation theory for the Coulomb imerac'magnetic momentun® (the quantityp,) changes continu-
tion, although in the limit of superstrong fields the results Ofously. With increasingH, the energy increases, and with
calculations to first order in perturbation theory already givelncreasingd, it converts to Landau levels. With increasing
good accuracy for the results and the correct asymptotic dgsffective magnetic fieldli.e., increasingd and (or) d], these
pendencesfor d—0; see the results of Refs. 16 and)17 energy bands contract and are still more strongly separated
However, by not ignoring the transitions between levels Wergm one another, and the spectrum approaches the unper-
extend the region of applicabilities of our method to inter-,ped spectrunfi,, i.e., a system of Landau levefor the
mediate magnetic fields as well. degenerate levels see below

In general, transitions to levels with different symmetries  Eor the ground state with the corresponding quantum

m=m" will correspond to the matrix element numbers (=0, m=0) there is a single extremufa mini-
- mum) at po= 0. For energy levels that correspond to excited
/ n'n’! 1 . . .
(VAL = states otherlatera) extrema can also exist, in particular,
" (n+[mht(n"+|m’ )t ™

more minima. For nonzerd, as the effective magnetic field
) increases, i.e., as the ratiér ,=d+ w, increases, the lateral

n

N 1)t n+ " m O g .
x> > (=™ n+[mf) (n'+|m’| minima and maxima become progressively shallower, and
i=0 j= i

= it L on-i n'—j finally disappear. For the level with quantum numbers

o mem ) =0, m=1 the smoothing-out and disappearance of lateral
J'oofzw eftt|+1+ > dtel(mfm )(~)d®

V2| eoso|

L

X

0
d?+ pa+

t+2
oL Po

(20

Thus, numerical diagonalization of the Hamiltonian in a ba-
sis of the corresponding magnetic functidhng, can give us
energy spectra of spatially separated excitons over a wid
range of magnetic fieldd and distanced between the and

h layers.

Figure 1 shows the dependence of the energy of the
ground state on momentub (the dispersion relatigrfor a
weak magnetic fieldld=0.1 and variousl. As P increases,
the energy levels reduce to levels of Landau type in a mag 0 s 1 15 2 3 %
netic field[see Eq.(18)]. The same thing happens with in- p
creasing separatioth. Thus, increasingd, d, or P causes a ) ] ) ]
reconstruction of the spectrum from hydrogenic to magnetic'.zIG' 3. D|sper3|01_1 reIanoE(P) for the_energy of the first dt_agenerate state

. . . . of a magnetoexciton for interlayer distancés-0.1, 0.5, 1; the Larmor

Figure 2 shows the dispersion relatioB¢éP) for low-

g _ frequency of the magnetic fielé, =10, y=0. The disappearance of the
energy levels of the spectrum of spatially separated excitongoton” minimum with increasingd is apparent.
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FIG. 4. Dispersion relatioi(P) for the energy of the first degenerate state FIG. 5. Comparison of the dispersion relatidagP) for the energy of the

of a magnetoexciton for interlayer distande-0.5; the Larmor frequencies first degenerate state of a magnetoexciton for interlayer distalwe8s5 and

of the magnetic fieldv, =1.2, 10,y=0. The disappearance of the “roton” the Larmor frequency of the magnetic fieldf =1.2, y=0, obtained by

minimum with increasingo_ is apparent. perturbation theory with respect to the Coulomb interactmmve PT and
numerical diagonalization of the Hamiltonigourves HD.

minima with increasingl andH (and consequently with in-

creasing ratial/r) is shown in Figs. 3 and 4. - 1/p(2)+ dzrﬁ). The correction increases with increasing
The matrix elements corresponding to transitions withmagnetic field, but its relative value V88/E000

the same symmetry give the main contribution for smgll = 1/,/p2+d?r2(1— 1/p2+d?) decreases as? (i.e., as

and have extrema fgio=0 (P=0). Therefore, the disper- w,).

sion curves have extrema fpp=0 (P=0). . With increasingH, as with increasing® or d, the rela-
For large moment#®>1 (po>1) the correction to the tjve contribution of the Coulomb interaction falls off and,

energy Is accordingly, the levels become closer and closer to the
Eﬁln)F V'M(p.d) Landau levels.

However, when the “magnetic” terms il are small
compared to the Coulomb interaction, the picture is close to
' the Coulomb problem, i.e., the spectrum is close to that of

where the characteristic size of the wave function of athe two-d[nen_smnal Eydrogen atom.
For y=0, i.e.,me=m,

charged particle in a magnetic field(ig?),m~rZ=1/w, for
n andm that are moderately large. .
In strong magnetic fields the primary contribution to the ~ Eo, = & (2n+[m|+1)=w -k,
energy eigenvalues comes from levels with the same sym-
metry, since V™" <V™ m#m’. The corresponding Wherek=2n+|m/+1 k=1,2.... The energ¥, de-
matrix elements are pends only on the quantum numblerand thekth unper-
turbed level isk-fold degenerate. The Coulomb interaction
m Snn lifts this degeneracy for nonzero momentuR¥0 (pg
Vi =~ W for po#0 or d#0. #0). This results in the dispersion relati&{P).
0 The ground-state levai=0, |m|=0 (k=1) is nonde-
Here the role of a small parameter is played by the maggenerate, and higher levels are degenerate. The dispersion
netic length 1w =ry. relations forpy#0, taking into account the wave interac-
For the ground state=0, m=0 if p, or the interlayer  tjons, are shown in Figs. 5 and 6. In the unperturbed problem
distanced greatly exceed the magnetic length, then the  (neglecting the Coulomb interactiprihe level with k=2
correction to the Landau level energy iEg~Vos (n=0, m|=1) is doubly degenerate with respect to the
~— 1\p3+d?(1— Up3+d?rd). If, however, bothd and  quantum numbemn (m=+1). For ultrastrong magnetic
po<ry, then the correction to the energy E$O~v88 fields we can estimate the splitting by solving a secular equa-
~— w21k, . When py=0, d=0, the energy isE, tion. We find Ex-2=Eo,_,*E;_,, where

=Eoy, Voo= 0L~ V72V o

\/w_L (<P2>nm_2d2)wL/wL :
= Vo5 + 4 \F)

_ 01 .
Although the absolute value of the correction increases EOK:Z—Z‘*’L+V01(P0vd)v
with increasing field as\w (1/ry), its relative value o o
|Vol/Eq,, does not fall off like 14wy (ry). Ey,_,=—U(1/2),f5e 'tL\b((a/b)’~ 1)
For d#0 andpy# 0, starting with certain values of the % Pz,l,z(a/b/m)dt;

Larmor frequency for the magnetic field, such thatry
<max@,p), the matrix elementV3%~— 1/\p3+d?(1  hereP?,,(x) is the associated Legendre function.
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As the qguantum numben increases, we can estimate the
corresponding energy levels via the matrix elemerfs—
— Vo R(AN|m| — o d?/4m|*?) — — 1/{/]m]| as|m|—.

For an impurity with charg& # 1 we include a factor of
Z in all the expressions listed abovvhmn,IZﬂ:Vnmn/lz:l
-Z.

For rationaly= P/q, energy Ievelfonm andEon,m, will
coincide without including the Coulomb interaction if

2(n—=n")—|m’'|+|m| P
’ YT
m—m q

P=2(n—n’)+|m|—|m’|, g=m-m'.

These quasidegeneracies are accidental crossings of energy
levels and do not reflect any internal symmetry of the prob-

As the effective magnetic field increases, the splittinglem. Since our method allows us to include mixing of levels

decreases. Whe—o (pg—) or d—ow, the splitting
Elk:2—>0. Forpg<1 we have

a W
F1-" N2 16
N B S L8
d 2) ﬁ(5+de)d 2][)0.

d2w|_
(3+6d%w +d*w?)e 2

X erfc

with different quantum numbers, they likewise do not limit
its applicability (in contrast to the construction of first-order
perturbation theory in the Coulomb interaction, as was done
for example in Ref. 1p

Inclusion of the film thickness for sufficiently thin layers
in the case of strong magnetic fields changes the dispersion
relation somewhat quantitatively, but not qualitatively; with
increasing momentum, this change decredses also Refs.
26 and 28.

There is reasonable agreement between results calcu-

For higher levels the dispersion relation is shown in Fig. 6.|4teq by numerical diagonalization of the Hamiltonian in the

Consider the case of an infinitely heavy hoale=1(m

corresponding basis and experimental resisk® Refs. 4-6,

>m,). For P=0 the energy levels of the impurity and ex- 8, and 9.

citon states coincidéfor the spatially separated cade-0,
with impurity charge+e):
|m|—ym+1 1 |m-m
| Fedntot—5—].

Eonm: 2(1)|_ n+

3. REAL-SPACE INDIRECT EXCITONS IN COUPLED
QUANTUM WELLS

The energy Ievel§onm are infinitely degenerate. The Cou-

lomb interaction lifts the degenerady=0—py=0 Vnmnr{" Situations in which an exciton is localized in a quantum
=0 for m#m’, and the system of equations splits into sub-well®?° due to surface roughness of the boundary can be
systems. Transitions between levels with different symmetnexperimentally realized; this roughness generates “natural”
do not contribute to the energy. FBr=0 it is necessary to quantum dots. Also possible is localization of an exciton in
take into account only the interaction of levels with the samean artificial quantum dot or in vertically coupled quantum

symmetry. The matrix elements are Vg
= (w /2) M2 y(|m|,|m| +3/20%w,/2). The level with

dots. For this reason, we now discuss the energy spectrum of
a real-space indirect® exciton within the following model

n=n’=0 acquires a fine structure due to splitting with re-which describes the experimental situations mentioned

spect to|m|.
For effectively large distanced such thatd?w /2>1
(d>ry), the matrix element Vgy~— 1/d[1

— |m|+1/d?w,]. The level withn=0, i.e., the ground state,
shifts downward by an amountd,/and the fine structure of
the level increases upward with increas|ng equidistantly:
(= |m|/dPwy).

For effectively small distances such thatd?w, /2<1
(d<ry), we obtainViy~— Vo /2|m|—1/2/|m|! [|m|—1/2

above: an electroe and a holeh with effective massemy

and m; are located in two vertically coupled two-
dimensional quantum dots separated by a barrier of wddth
and described respectively by parabolic potentihts aeré

and U=ahrﬁ (wherer, andr,, are the two-dimensional ra-
dius vectors ok andh along the plane of the quantum dpts
(we will use units of the curvature parametey for the
confining potentialiag= Eolrg).

Making the coordinate substitutions that separate out the

— d?w /4]. The fine structure is bunched together frommotion of the center of masR= e+ uplp and r=re

above and below onto the unperturbed level.

—ry, we transform the Schdinger equation to the form
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2
wC

4

iyo.m d

2 96,

eipAr+ A, +E+ —| aetant+ —|R?

) 1
re+ (r2+d2)1/2

2
We

4

2
We

4

ah+

aet +/‘L§

(ut
2
w
_2<_°

7 (21)

$=0.

(Mh— e T+ Mhae—ueah) R

For simplicity we consider the Caae§/4 (h— o) + nae

— nean=0. This equation will hold, for example, when the
guantum dots are identical and.= . Then it is possible
to separate the motion of the center of mass of the excito
from the relative motion of the electron and hole. Setting
Py(R,r)=yr(R) & (r), we obtain the system of equations:

Ar+ —aR% =0, (22
e
2 1 _
A +E —ayr +(r2+—dz)1/2 4, =0, (23
i yo.m
E=Er+E, + y2° : (24)

where a1=ac+ an/pmepn + w§/4 and a,= ,u,ﬁae-i- /.Lgah
+ 0?/16.
Thus, Eq.(22) for the center of mass has the form of a

harmonic oscillator equation. Its solution gives for the center

of mass energ¥g and eigenfunctiongry :

Er, = 40&’2( n+ |m|T+1) , (25)
1/2
YR, = W(ar)lmﬂ)
X RIMe™VaR72 Iml( [ R?) e, (26)

The equation of relative motion Eq23) differs from the
equation for the center of mass H@2) by the inclusion of
the electron-electron interaction. In accordance with symm
try of the problem, the wave function of relative motion can
be written in the formy, (r) =f ,(r)expimé), wherem=0,

+1 ... ; the radial functiorf ,(r) satisfies the equation
Pt 1 of . X m? 0
—+—-—+ - +———|f=0.
gr2 ror r ol (I’2+d2)1/2 r2

(27)

Let us expand ,(r) in a basis of eigenfunctions of the
problem without the Coulomb interaction between the
electrons: fn=2nCamfnm: where fom=(nY/
(Im|+n)! alm+ 1Lz imlg=azrizy Ml [oor2) - By numeri-
cally diagonalizing the Hamiltonian in the basis of these
functions we find the solution to E27). The energy eigen-
values are determined from the equation

m
nn’

defV, + S (enm—Ep)}=0, (28)

where

e-
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5

[

FIG. 7. Dependence of the lowest energy le\ldor a spatially separated
exciton in coupled quantum dots on the confinement potential parameter
as.

m|+1
8nm=4'\/a'—2 I’]+| | , (29
nin'l 1/2
Vm _ n'!
nn’ ’
(n+|m)!(n’+|m])!

—1)"" I n+|m|
itjr | n—i

n’'+|m|
n—j

»d (
]=0

Xa(2|m|+i+j+l)/21“(i+j+|m|+1)d2(i+j+|m|+l/2)

XW(i+j+|m|+1i+j+|m|+3/2;\a,0?).
(30)

The dependences of the lowest energy leglon the
parametera, are shown in Fig. 7. The values of energy
levels increase monotonically with increasiag.

When «;, is sufficiently large(the case of a strong con-
fining potential or a large interlayer separadiathe electron-
electron interaction is small compared to other parameters

and the energies of relative motié asymptotically reduce

o

w

0.0 05 1.0 1.5 20

d

FIG. 8. Dependence of the lowest energy levels on the interlayer distance
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Ywe will assume identical dielectric constants for the layers with carrirs (
and h) and the barrier layer. In reality, the materials used to make real
semiconductor heterostructures have dielectric constants that are similar
but do not coincide.
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Time-dependent characteristics of electron resonant tunneling in quantum heterostructures based
on GaAs and AlAs are investigated using the two-valley model. Analysis of the phases of

the transmitted and reflected waves yields analytic expressions for tunneling and reflection times.
The solution to the problem incorporates the deca¥y-oand X- valley resonant states in

these heterostructures. Numerical solution of the nonstationary @obes equation is used to
demonstrate the tunneling of wave packets through double- barrier heterostructures.

© 1998 American Institute of PhysidsS1063-78208)01511-7

INTRODUCTION Iytic results, in turn, are simpler to analyze and lend them-
selves more readily to qualitative conclusions. Our calcula-
Resonant tunneling, which is observed in quantum-welkions show that the two-valley model gives a qualitatively
semiconductor structures, provides a physical basis for theorrect description of the transmission spectrum of electrons
development of high-speed devices. For this reason, it is impassing through GaAs/AlAs heterostructures and that quan-
portant to investigate its time-dependent characteriStits. ftitative discrepancies are not fundamental. In Ref. 16 Yumin
The overwhelming majority of theoretical treatments of thisand Hazhi used the envelope function method to numerically
problem have used envelope-function approximations base@vestigate the residence time of a wave packet within a
on a single-valley model of the semiconductor band strucGaAs quantum well, along with a simplified picture of the
ture, or have treated the case of a free particle incident on B— X interaction. However, their study did not systemati-
barrier. However, it is known that in the most widely usedcally treat all the time-dependent characteristics of resonant
structures based on semiconducting 1lI-V compounds theunneling in the presence ®f— X scattering.
single-valley description is often inadequate. Hence, a more
exact approach, which takes into account the multivalley

character of the energy spectrum, is required. MODEL
For structures based on GaAs/AIAB01) it has been
established experimentally and theoretically thatX inter- Assume that the electronic states and energy spectra of

valley scattering of electrons at the heterojunction is a verghe heterojunction components are well described by the
important feature of the quantum dynamics. Calculations detwo-valley model. With semiconductor materials like GaAs
scribed in a number of papéfs!® based on tight-binding and AlAs in mind, we will consider conduction-baid and
and pseudopotential methods have established that the s¥- valleys. Figure 1 shows the conduction band energy pro-
called three-valleyl';—X;— X35 model gives a very good files of thel- and X- valleys in the absence of an external
description of the spectra of electrons passing through GaAdield for a two-barrier heterostructure.
AlAs (001) heterostructures. Our studies of the characteristics of heterostructures will
In Refs. 14 and 15, Ting and McGill used the method offocus on the most interesting energy interval for an incident
Wannier functions and empirical tight binding to analyze electron waveE§,<E<Eg§xs.
time-dependent characteristics of the resonant tunneling of In this energy range th¥-electronic states see the AlAs
electrons in structures based on GaAs/AlAs. This type ofayers as quantum wells and the GaAs layers as barriers,
investigation is very laborious, and therefore many questionsvhile theI'-electronic states see the opposite. In the discus-
regarding the tunneling dynamics have still not been clarision that follows, the concepts of “barriers” and “wells”
fied. For this reason a simpler approach, which can incorpowill have their usual meanings for tHé- electronic states
rate multivalley structure into the band spectra of the heterofAlAs and GaAs, respectivelywhile for X-electronic states
junction components while retaining the advantages of theve will speak of anX-barrier(GaAs and anX-well (AlAs).
envelope function method, is required. Such an approackvhen an electron is within a layer, it can occupy eithdi-a
would allow us to discuss a larger number of different struc-or anX- valley; however, when it crosses the heterojunction,
tures, including structures in external fields. it can undergal’ — X scattering. Therefore, in order to de-
Although the three-valley model meets these requirescribe the electronic processes we will derive equations for
ments, in this paper we prefer to start by investigating thd'- and X-valley envelopes", FX within the framework of
simpler two-valley model, within which analytic techniques effective mass theory, and conditions for matching these en-
can be employed practically to the end of a calculation. Anavelopes at the heterojunction boundaries.

1063-7826/98/32(11)/8/$15.00 1214 © 1998 American Institute of Physics
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1 plitudes of waves movingattenuating from left to right, and
Eg B; and D; are amplitudes of waves movin@ttenuating
from right to left.

If only a I'-wave is incident on the barrier from the left,
L ___ and there is no wave incident on the barrier from the right,
we can seC;=B;=D3=0. In this case it follows from Eq.
(2) that

E}

1
GaAs AlAs Gahs AlAs GaAs - B1 3
3= 71 .1 1 M
Tz, 0 T 7, W Z, v 1.1 _ 14
4 ! ‘ a11B11~ Y1011

FIG. 1. Energy profile of thé'- andX- valleys in the conduction band of a The definition of the quantities entering into E®) is ex-
two-barrier heterostructure based on GaAs and AlAs. plained inAppendixl. For a two-barrier heterostructure with
identical barriers whose left-hand edges are separated by an
even number of molecular layers, the transfer matrix through
the second barrieM, is analogous to the transfer matrix
through the first barrieM;, and we need only replace the
coordinategz; andz, by z; andz,, respectively. The transfer

We will use the matching conditions discussed previ-
ously in Refs. 17-20; specifically,

mo @

r_pgr r_ 0 r B . . . .
Fa=Fg., @ T —,Fa=ao T o, et (= 1)"Fy, matrix through the two-barrier structure can be written in
A B block form:
my J b J _x 5 a; v
FA=Fg5, ao— —Fx=ap,— —Fa+(—1)"tF _ _( ] 'J) Lo
' X A 0 x B r» M=M,M,= , I, ]=1,2. 4
m) 9z m¥ 92 1M 5 By I 4

. @ The matrix M connects the coefficients of thHe- and
where labelA andB denote the different components of the x.\yaves on different sides of the two-barrier heterostructure.
heterojunctionmj , mg, mx, andmg are effective masses, By analogy with the previous case, settiGg=Ds=Bs=0,
is a dimensionles§ — X- mixing parameterm, is the mass e find
of the free electron, and, is the lattice constant. The inte-
gersn at the heterojunction boundaries differ by one if the _ B A )
region between them includes an odd number of molecular > apBi— yubn
layers, but if the distance between heterojunction layers in-
cludes an even number of molecular layers they are the sar%p
for both boundaries. This difference arises from the fact that
the|T") and|X) Bloch functions have different periods along
the [001] direction.

Expressions forej;, Bij, vij, and §; are given in
pendixll.

The squared moduli of the right sides of E(®. and(5)
without A; are transmission coefficients, and their phases
determine the transmission time.

Let us discuss the time-dependent characteristics. The
TRANSMISSION AND REFLECTION TIME, DECAY TIME FOR problem of defining a tunneling time for an electron through
A RESONANT STATE a potential barrier has caused more than a few arguments,
In each of the heterojunction layers solutions to thePecause time in quantum mechanics does not have the status

Schradinger equation for the envelopes of each valley can b@f @ dynamic variable. In this paper we use the standard
written in the form of superpositions of a wave movif@  Wave packe@ ana_ly3|s. o _
attenuating from left to right and a wave movin¢pr attenu- We can identify three characteristic processes associated
ating from right to left. Using the matching conditions Eq. with the tunneling of an electron wave through a heterostruc-
(1) at each boundary, we can construct a transfer mqyix ture: transmission, reflection, and trapping of the wave
through the boundary between thh andi+1th layers. within the heterostructure. Corresponding to these processes

By multiplying the transfer matrices through two succes-We can identify times for transmission, rgfle.ction, and life-
sive boundarieg=z;, z=z, we can obtain a transfer matrix time of a resonant statéf the energy of the incident electron
M,=Q;Q, through a single barrier. This matrix connects IS close to a resonance ley€eThe transmission and reflection
the envelope coefficients in the first layer with the envelopdimes are referenced to the motion of the wave packet
coefficients in the third layer. The equations that connect th&€rest-

incident, transmitted, and reflected waves have the form Then the transmissioftunneling time of an electron
wave is
Aq Az
b z'—73 1 0E
B B _ %01, _1oE
Ylamy| 2, @) TR e T e VST Gk ©®
Cy Cs

D D where® (k) is the phase accumulated by a wave with wave
1 3 numberk as it tunnels through the heterostructiie =z,

whereA;, B; andC;, D; are coefficients belonging to the for a single-barrier heterostructure, whebg(k) is derived

I'-wave and to theX-wave respectivelyA; and C; are am-  from Eq. (3), while z’' =z, for a two-barrier heterostructure,
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where® (k) is derived from Eq(5)]. The reflection timerg ~ These equations can be solved numerically by Newton's
of a wave packet from the heterostructure is defined as thmethod. The resulting energies are compl&x: Egx+iE;
difference between the time at which the maximum of the(E;<0), and the decay time of a resonant state is estimated
reflected wave packet appears at pairtz; and the arrival from the expressionpy=— #/2E;.

time of the incident wave packet maximum. Thus, In this paper, in addition to calculating the characteris-
tics of the tunneling process based on analysis of solutions to
TR:ﬁ& @) the time-independent Schiimger equation, we also simu-
JE "’ lated the tunneling of an electron through a two-barrier het-

. .. erostructure by solving the time-dependent Sdhrger
where®g(k) is the phase accumulated by the wave as it ISequation, taking into ac?:oum—x-scattzring at the he?gro—
reflelctedgl‘rorr; tk;g githerol.sftrgcture.f t state in th junction. In simulating the transmission of a wave packet, we
n order 1o in € lieime ot a resonam state In e ooy 5 forward grid method and a three-layer implicit and
heterostructure we must solve the problem of resonant Sta%?osolutely stable Dufour-Frankel algorithin T — X-
dec‘?;]’ Whr:Ch we wil c?ntﬂget: bt(;Iow. i th @ic}attering at the heterojunctions of the structure was taken
the st € ? ase accumulated by the wave as It passes througly, ,-count in accordance with the matching conditighs
€ structure 1s We simulated a region of length~28000 A, including a
O1=D,—kpa, (8) two-barrier heteros_tructure consisting of AlAs barriers 10
molecular layers thick and GaAs wells 24 molecular layers
where tan®, = — f3/f, for a single-barrier structure, and  thick. We chose a time stept= 0.001 fs and a spatial
_ coordinate step\x= 2.825 A. The half-width of the wave
7=, —ka(2a+d), ©) packet was chosen to h&z= 1000 A. In the energy range

where tand,=— P4/P, for a two-barrier structure. The We consideredg= 0.2-0.4 eV, the energyauncerta_inty of
form of the functionsf,, f; andP,, P is given inAppen-  the wave packet for a givesix was SE~10"" eV; this al-

dicesl| and II. lows us to speak of a tunneling time accuracy &f
The tunneling time of a-wave, e.g., through a two- = #/26E~ 300 fs. The time for spreading of the wave
barrier heterostructure, has the form packet was~mj, (8x)%/% ~ 5800 fs for GaAs, i.e., much
longer than the simulation time.
od, h [P P53 5 P, 10
TS p2+p2| 20E G OE] 10 RESULTS AND DISCUSSION

Let us consider the time for reflection of an electron Numerical calculations based on analyzing the solution
wave from the heterostructure. The coeffici@qtof the re-  of the steady-state Schdimger equation were carried out for
flected wave can be written in terms of elements of the transa number of single-barrier and two-barrier heterostructures,

fer matrix M as follows: along with solution of the time-dependent Satirger equa-
tion for several structures. In these calculations we used
5 = 1811~ ¥21011 N (1 the following parameters:mh=0.067n,, mg=0.13ny,
an1Bi1— Y11l mr=mg=1.2m,, Ep=1.0eV, Eg=02eV, Ex=0.4eV,
ag="5.65A.

Note tha_t the coeff|C|entA5, By hav_e the same denomi- Our computed transmission spectra corresponded to
nator, and differ only in the form of their numerators. Analy- well- known result3202L et us discuss the time-dependent
f5|s ?f the numeratoil OB&} shtpws t?at tlt IS an ”_“ag'”f‘;y characteristics. The tunneling time calculated according to
unction, consequently, the imes for lransmission an Eq. (10) for one- and two-barrier heterostructures as a func-
refl_ecthn 7r coincide. A”.the features exh|b|Fed t.)y the tun- tion of peak energy corresponded to peaks in the transmis-
neI|r|1_g tt|me are g(;so tek:(h'lt.)f't?q by tfh::‘hreflectlon t;mf't | sion coefficient. The presence ¥f andI'-resonant peaks in

et us consider the filetime of the resonant state. In gy, tunneling time was clearly apparent, along with a fine

two-barrier heterostructurd, - X mixing will cause anyl-  grcrure in theX-peak(see Figs. 2 and)3From these fig-
resonant states to be accompaniedXbyelectronic resonant ures it is clear thaf’ — X-scattering has a very strong effect
states. The lifetimes of these and other states can be found %¥1 the transmission time of an electron wave through the

solving the system of equatiori) for a single-barrier het-
erostructure. For a two-barrier heterostructure, the system
solve differs from Eq(2) by the replacements!;—M, Az
—Ag, and C3—Cs. Now, however, we must seé&;=C;

heterostructure. If the energy of an incident wave coincides
Rith an allowedX-energy level in AlAs, thed” — X-mixing

at the heterojunction will cause the electron to be trapped in
the X-state and localized in the barrier. Because of this cir-
cumstance, the time for transmission is markedly increased.

: : . .b_alculations show that the transmission times for peaks near
determines the poles of the corresponding scattering Malthe x-level differ by three orders of magnitude from results

fo(E)+ifs(E)=0 for a single-barrier structure, (12) in which the effect_oﬂ“—x-mixin_g is disregarded. _
Note that despite the complicated form of the electronic

P,(E)+iP3(E)=0 for a double-barrier structure. spectrum for transmission through the heterostrucfpeaks
(13 and zeroy the tunneling time exhibits no peculiarities in the
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TABLE |. Decay and transmission times, and 71 of an electron wave for

i a single-barrier heterostructure with(AlAs)= 10 and 11 molecular layers.
: !
@ 1000 A Peak mr, s ™, fs
k5 i : N (AlAs) =10
é " : X1 4500 2240
100 ' H . X2 900 540
% 0 X3 700 390
= ¢ : N (AlAs) =11
g ! X1 5000 2680
E 10 / X2 1500 700
X3 700 370

R P AL
0.20 . 0.30 0.35 0.40
Energy, eV

FIG. 2. Transmission time of an electron through a single-barrier structure; L€t us discuss the decay times of the resonant states. For
solid curve—AIAs(eight molecular layejs dotted curve—AlAsnine mo-  this we must solve Eq$12) and(13) for complex energy.
lecular layers These calculations indicate that the values of the real part of

E for the resonant states are to good accuracy the same as the

energies where thE- and X-peaks in the transmission coef-
neighborhood of these zeros. Features in the spectrum of thgient occur, while the imaginary components turn out quite
transmission coefficient and tunneling time when the energgmall. Comparing these times, we see that the transmission
of an incident electron is close to tkelevel are the same for time turns out to be rather close to twice the decay time of
both the two-barrier and one-barrier heterostructures. Thehe resonant statdsee Tables | and )i
presence of twd-levels in a two-barrier heterostructure is Varying theI'— X mixing parametett reveals that the
not manifested in any way at all. For a two-barrier hetero-gecay time for the resonant state increases as the parameter
structure, the situation changes when ¥evel is close in  decreases. The smaller the paramétéhe larger the local-
energy to al-resonant level of the well. In this case the jzation of theX- andI-levels is and the longer the lifetime.
degeneracy of th-level is lifted and it is split into two We simulated the tunneling process for GaAs/
levels, and this is observed both in the transmission spectrunA|As(10) / GaAg24) / AlAs(10) / GaAs heterostructures
and in the spectrum of the transmission lifetirtfer ex-  near theX- andI'-peaks of the transmission coefficient.
ample, in Fig. 3 we observe a group of tWelevels and one Figure 4 shows the scattering of a wave packet with
I'-level for energieS in the range 0.3 eV, while for the average energE: 0.2910 eV, which approximate|y corre-
two-barrier heterostructure with a well made up of 16 mono-sponds to the position of the- resonance. The left column
layers and the same barriers only oXgpeak is observed, of plots illustrates the motion of a wave packet as a whole,
because thé™- levels are located at other energies while the right side depicts the processes that occur in a

Equations(6) and (7) allow us to study the dependence two-barrier heterostructure in detail. Figure 4 shows clearly

of the tunneling time on th& —X-mixing parametet. With  how the wave packet fits itself to the heterostructure, how the
increasingt, the transmission peaks become wider and th@ransmission and reflection waves from the wave packet in-
tunneling time decreases, which obviously must happen. Thgxrfere, and how reflection and transmission take place. In
larger thel’—X-mixing, the easier it is for an electron to the more detailed scheme it is apparent how the electron
tunnel along thé’—X—I'—X~1I" channel and propagate al- wave penetrates the structure, and fhatates appear in the
most freely through each of the structure layers. well whose presence is due to tunneling dhe X-mixing,

and thatX- electronic states also appear in the barriers due to

10000 ¢
r TABLE Il. Decay and transmission times, and 71 of an electron wave for
- H a double-barrier heterostructure witd (AlAs)=8 and N (GaAs)=8,
*= 1000 i h: N (AlAs) =10 andN (GaAs)=24 molecular layers.
5 i I H
g : N F Peak 7, fs 75, fs
,§ 100¢ i N (AIAS) =8, N (GaAs)=8
b ,"-' . 1X 7500 3930
g ir 900 490
E N 2X 1300 700
= 3X 4500 2300
. i _ 1 . | ) | . | N (AlAs) :écl)og (GaAs)=24 16200
1X
0.20 0.25 tne rgo;?oev 0.35 0.40 ox 2400 1630
2r 2200 1280
FIG. 3. Transmission time of an electron through a two-barrier structure3X 5100 2530
solid line—AlAs (10) / GaAs (16) / AlAs (10), dashed line—AlAs(10) / 4X 1900 750

GaAs(24) / AlAs (10).
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0.0010 | _
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0.005 |
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0.003 |
0.0005 i
0.001
0 — 0 Ll oo
0.00%5 | 0.007¢
0.0012 | 0.005 |
! - c
0.0008 0.003 |
ol i
0.0004| p001
0 0 e
0.00151 0.006 | i
0.0005} 0.002} :f
0 0 1% d .v" "k
0.0075 | aow{
0.005 |
0.0010 _ - .
0.003 |
0.0005¢ i
/\ 0.001 | ¥
] 0 iR Vb

0 N 13§ K }
0 2000 4000 6000 8000 10000 4980- 5000 5020 5040 5060
Distance (molecular layers)

FIG. 4. Dynamics of tunneling and reflection of a wave packet outside and inside a two-barrier heterostructurE-emetgy level. Time, fsa — 0, b —
300, c — 410, d — 660, e — 900.

the same mixingI'-electronic states are concentrated in thethat oscillations take place in the electron density between
quantum well, whileX-electronic states are concentrated inthe barriergsee also Ref. 14

the X-wells. At the time the wave packet is reflected and  The narrowness of the peaks in the transmission coeffi-
moves to the left, the electron densities of theandX-states  cients of the heterostructure makes it very difficult to access
of the two-barrier heterostructure are maximal. As timethe maximum of a peak, and therefore the packet transmis-
passes, the wave packet leaves the limits of the simulatiosion through the heterostructure is small.

region, and the electron densities in Theand X-states of the An actual time-dependent characteristics is illustrated in
heterostructure slowly decay. It is clear from Figs. 4c—4eFig. 5, where we show the time dependence of the total elec-
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0.18 - COMPARISON OF ANALYTIC AND MODEL RESULTS
016 The simulation of tunneling processes of a wave packet
014 | through a two-barrier heterostructure gives much useful in-
>, 0.12 formation about the interaction of a wave packet with the
= structure, and about the effect Bf- X mixing of electronic
§ 010 - states at the heterojunction boundaries. Unfortunately, imple-
g 0081 mentation of the simulation algorithm takes up a great deal
?‘_’] 006 | of computer time; therefore, we are strongly motivated to
T determine how well the characteristics obtained from the
0.04 - simulation agree with the same characteristics obtained by
002 L analysis of the phase of the transmitted wave. It turns out
that for the example of a AlA40) / GaAg24) / AlAs(10)
0003 2000 2000 6000 8000 10000 heterostructure the data suggest that the characteristics are in
Time, fs good agreement with one another. This good agreement

_ , _ shows that the analytically derived times yield adequate
::ulr(.‘; 5. Time dependence of the electron density near a two-barrier Struc(']ualitative and reasonable quantitative description of the pro-
cess of tunneling of an electron through a quantum hetero-
structure. Both analytic and model calculations show the im-
) o portance of including the phenomenon Bf~X mixing,
tron density of thd- andX-states within the heterostructure. \\hich increases the transparency of the heterostructure and

Note that there is a certain time at which strong accumulag|sy the(overal) tunneling time of a wave through the latter.
tion of the probability density occurs within the heterostruc-

ture, while Igter the probability density decays according tOCONCLUSIONS
an exponential law.

We have defined the tunneling time for a wave packet as In this paper we have discussed the problem of resonant
the difference between times for escape of the maximum inunneling of electrons in quantum heterostructures based on
the wave packet that passes through the heterostructure ahAs and AlAs within the framework of a two-band
the arrival of the maximum of the wave packet incident oneffective-mass model. We discussed the influencé 6iX
the heterostructure. From this simulation it follows that thismixing, which increases the transparency of the heterostruc-
time is 7 ,og = 300 fs. Note that at the instant of escape ofture and leads to the appearance of new peaks and zeros in
the transmitted wave, the electron density in the heterostrughe transmission coefficient related X6 resonant states in
ture differs only slightly from its maximum value. Thus, the the heterostructure.
structure discharges slowly, which will decrease the speed of From analysis of the phases of the transmitted and re-
the heterostructure under discussion. flected waves we obtained analytic expressions for the tun-

Simulation of resonant tunneling of a wave packet atneling and reflection times. We have shown that for the sym-
energies that correspond to theenergy levels of the system metric heterostructures we have investigated these two times
reveals strong accumulation of the electron density in theoincide. We have solved the problem of decay of resonant
two- barrier structure, while th-electron density is ex- states which are present at quasilocalized levels of the het-
tremely large. Because of this circumstance, charging of therostructure. We have found that the peaks in the tunneling
heterostructure is slower. time correspond to resonances of the system, and that a con-

In conclusion, we note two favorable aspects from a desequence of including”— X mixing is the appearance of
vice standpoint. When a wave packet is scattered with atime peaks that correspond ¥ peaks in the transmission
energy corresponding tolaresonant state close toxareso-  coefficient. The narrower the peak in the transmission coef-
nant state, the electron density in thestates turns out to be ficient, the longer the tunneling time through the heterostruc-
comparable to the electron density in tlhe states. This ture.
probably hapens because for AIAS)/GaAd24)/ By numerically solving the time-dependent Sattirmer
AlAs(10) structures thd’-resonant level is surrounded by equation we simulated the process of tunneling of a wave
levels 2 and 3X; therefore, the role of — X mixing is large.  packet through a double-barrier heterostructure, taking into
A second advantageous fact, revealed by simulating the scaaccountl’ — X mixing. The simulation revealed th&t— X
tering of a wave packet with energies corresponding to thenixing increases the time for tunneling through the hetero-
4X energy level, is that no wave packet passes through thstructure, and also significantly slows the process of dis-
heterostructure—the electron density simply leaks awaygharging.
from the structure over time. Comparison of the time-dependent characteristics of tun-

Thus, our simulations of tunneling processesich al-  neling obtained analytically and by simulation clearly indi-
low us to include the discharging of the heterostructime  cate that the two methods are in good agreement with one
dicate that the effect of —X mixing greatly decreases the another.
speed of this type of heterostructure. The heterostructure is Because we used model representations in this paper, we
found to discharge more rapidly at energies corresponding toannot give precise recommendations for the design of de-
I" than at energies correspondingXdevels. vices based on heterostructures. However, our work reveals
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the need to include the influencelbf- X mixing on the time

G. F. Karavaev and A. A. Voronkov

where we have made use of the notateon z,— z; for the

(frequency characteristics of the heterostructure. Our resultghickness of the barrier, and
lead us to conclude that in order to improve the temporal

(frequency properties of resonant tunneling it is necessary to _ kA_mg _.

choose the dimensions of the quantum well and barrier so as e kBmA’ Yx=! q’

to avoid the appearance of-resonances close to the

resonance which provides the primary contribution to the t mf\ t my
current through the heterostructure. gr:aomo iky’ 9x=~ agmy o’

APPENDIX |
One-barrier structure

The transfer matriM, has the form

where

LB v, 85 are 2<2 matrices.

GeGt Or9x
all (azz) —qulkAa)[m_(_ )nXC Xt]

at,=(a3)* =exp(—ika(z1+22))

yro—1 n 9rdx
><[Gc Gt )XC—Xt]’

XcXt Orox
_( _ n
Bir=exp( - Ga)(xC Xt ( )GC Gt]

B3ia)=B1(—a),

Bio=B31 exp(20(2,+2,))

1
=3 explo(z1+25))) —

1-yy° Ordx ]

: Or
Y= (y2)* = — exp — 0zp)exp( — ikazy) %

y 1nGC+Gt Xc+ Xt
) Gc—-Gt  Xc—Xt|’

. 9r
Vi~ (v2)* = —explozp) expl —ikazy) 5

« nGchGt Yc+§t
( )Gc—Gt Xc—Xt|’

61,=(61,)* =exp(— azl)exqikAzz)%

y Gc+ Gt 1 an+Xt
Gc—-Gt ) Xc—Xt|’

1 (5 *=—exp — (rzl)exp(ikAzz)%

Gcec+Gt Yc+§t
(-1)" -
Gc—Gt  Xc—Xt|’

_( n
Xc— Xt ( )Gc—Gt’

Gec=1+iBr cothe, Gt=1+ipr tanhe,

q
=1+—
Xc=1 Ucotqb,

Xt=1— % tanp, Xc=2—Xc, Xt=2-Xt,

. kBm£
Br==iy'= 5. ¢=keal2, ¢=qai2,

where ka=V2myE/#?, ikg=\2mL(E—EL)/A% q
=2m3(E—EZ)/#?, and io= \2mX(E—EX)/#? are the
wave numbers for thE- wave in GaAs]'- wave in AlAs, X-
wave in AlAs, andX- wave in GaAs, respectively.

The functionsf, andf; can be written in the form

(o XcXt H |gr|gx Xc+ Xt
2= Yo xt SO P 55 %t SN 2
1-BF XeXt . ~ lgrlox

3= 28, Xo—xtonh 2e——

Xc+ Xt lar|gx
—( — ng = 2
X Xomxi 60sh 22— (- D™ 55X

sinh 20 |.

APPENDIX I
Double-barrier structure

The transfer matrix through the two-barrier structure is
M=MM,.

The coefficients of the matrikl required to calculate the
transmission coefficient and temporal characteristics are:

a1= o105+ ag,05+ Y1185+ Y1a051,
2= @505+ a5,05+ V51051 + V3,051,
yu= a1y ¥Yint ada¥art viBit voBor,
Yo1= a5yVart a¥o1t 3Bt vaaBae,
811= 811051+ 81,051+ B11071+ B1aS51,

B11= S11Yir+ 81550t BLBT1t BLoBS:.-

The functions?,, P,, P3; were obtained by the following
process:

P1=p11, P2= Re(ay1811— v11619),
P3= Im (11811~ 11019
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This paper discusses the photoluminescence spectra of 500-nm-thick layers, afnl@nted

with Si ions at doses of 1:610'6, 4x 10'¢, and 1.6<10'” cm~2 and then annealed in

the steady-state regidi830 min) and pulsed regimél s and 20 ms Structural changes were
monitored by high-resolution electron microscopy and Raman scattering. It was found that when
the ion dose was decreased from 20'® cm™2 to 1.6x 10'® cm™2, generation of centers

that luminesce weakly in the visible ceased. Moreover, subsequent anneals no longer led to the
formation of silicon nanocrystallites or centers that luminesce strongly in the infrared.

Annealing after heavy ion doses affected the photoluminescence spectrum in the following ways,
depending on the anneal temperature: groh to ~700 °Q, quenchingat 800—-900 °(,

and the appearance of a very intense photoluminescence band near 820>800 °Q. The last

stage corresponds to the appearance of Si nanocrystallites. The dose dependence is explained
by a loss of stability brought on by segregation of Si from S#Dd interactions between

the excess Si atoms, which form percolation clusters. At low heating levels, the distinctive features
of the anneals originate predominantly with the percolation Si clusters; ab@é °C

these clusters are converted into amorphous Si-phase nanoprecipitates, which emit no
photoluminescence. At temperatures above 900 °C the Si nanocrystallites that form emit in a strong
luminescence band because of the quantum-well effect. The difference between the rates of
percolation and conversion of the clusters into nanoprecipitates allows the precipitation of Si to be
controlled by combinations of these annealings. 1@98 American Institute of Physics.
[S1063-78208)01611-1

INTRODUCTION of light emission upon heating, and an enhancement of light
emission upon implantation of ions of inert gases, and its
Interest in fabricating light-emitting elements based ondependence on the anneal conditiéfi$?2°In Refs. 6 and 7
silicon is motivated by the requirements of integrated micro-we argued that the variations in intensity and wavelength of
electronic circuits. For a number of physical reasons, radiathe emission as a function of how the implanted layers were
tive recombination in Si is strongly hindered, which signifi- processed are associated not with defects but rather with dis-
cantly limits its usefulness for making optical elements andinctive features of the excess Si liberated from SiDhe
circuits. Only in recent years has a real path opened up techeme we proposed for the evolution of the overall emis-
solving this problem—the use of quantum-well effects insion process explained the available experimental data. How-
silicon nanostructures. Starting with porous silicon, and lateever, in order to deepen our understanding, it is necessary to
using layers of SiQ with excess Si, researchers have suc-investigate the dependence of the luminescence on the ion
ceeded in producing efficient radiative recombination atdose and annealing regimes. This is the subject of the present
room temperature in the visibleor near-infraregl regions.  paper.
Especially promising is the possibility of creating similar
nanostructures by ion implantatioisee Refs. 1-9 How- THOD
ever, because the reasons for the appearance of intense emis-
sion are still not completely understood, the nature of the  Si* ions with energies of 200 and 100 keV were embed-
radiative recombination centers remains a controversialed in 500-nm-thick, thermally grown layers of SiOf'wo
subjectt®!! Researchers commonly assert that the alternativémplantation energies were used to obtain a layer with a rela-
sources of emission are imperfections in the SiSuch as- tively uniform distribution of excess Si. Calculations using
sertions are not without justification, since more than oneghe program TRIM indicated that such a distribution would
researcher has observed the appearance of bands of luminessult if the ratio of doses at large and small energies was
cence without additional annealing, decreases in the intensitghosen to be 1:0.6. We used three total doses<105’,

1063-7826/98/32(11)/7/$15.00 1222 © 1998 American Institute of Physics
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RESULTS

Decreasing the total dose of Si ions within a single order
of magnitude affected the photoluminescence in square-root
fashion. The “high” dose led to considerable emission even
after minimal annealing over the entire spectral range of in-
terest(Fig. 1). For the “medium” and “small” doses the
signal was at background level. Increasing the anneal tem-
peratureT, led to significantly different results. After the
high dose, three stages of evolution in the PL were clearly
seen with increasing@, . Up to 700 °C it increased for all the
wavelengths while maintaining an overall maximum near
A= 800 nm. In the rang& ,=800— 900 °C the emission fell
almost to zero. Increasing, to 1000 and 1150 °C caused a
repeatable and very sharp increase in the PL with the forma-
tion of intense and well-defined bands in the infrared region
(A max= 820 nn). After the medium dose, the first two stages

§
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=
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S

PL intensity , orb. units

100

o . A A : were practically undetectable, and up Tg=1000 °C the
600 700 800 900 600 700 800 900 emission was very weak. The spectra afigr= 600—900 °C
Wavelength , nm were close to the spectra 1 shown in Fig. 1b. Generation of

FIG. 1. Change in the PL spectrum with increasingafter implantation of very intense bands was_ observed Onl_y whep was in-
large (a) and medium(b) doses of Si ions. The temperatures of 30-min Creased to 1150 °C. As is clear from Fig. 1, the compound
annealingT,, °C: @ 1 — 600,2 — 700,3 — 800,4 — 900,5 — 1000,  nature of the spectrum was revealed in much clearer form
6 — 1150; b 1 — 400, 2 — 1000,3 — 1150. For the dashed curves the than after a high dose. In contrast to the latter, the intensity
ordinates are increased by a factor of 3. of the short-wavelength eddgéor example, at\= 700 nm)
increased, while the long-wavelength edge- 900 nm) de-
creased. After the small dose we found that intense emission
4% 10', and 1.6< 10" cm ?— and in what follows we will  could not be created by any annealing. The only noticeable
refer to them as high, medium, and low respectively. Postehange was a certain increase in the yellow-orange emission
implantation anneals were carried out both sequentially in after a 1000 °C anneal; however, this also disappeared at
furnace for 30 min in the temperature randg=400 T, = 1150 °C(see Fig. 2&
—1150 °C and under a pulsed lamp with heating durations  Previously’® we observed that nanocrystallites of Si
of 1 s and 20 ms. Photoluminescen@l) spectra in the form rapidly during annealing under conditions where the
wavelength rangen= 550—950 nm were taken under the ordinary diffusion length of Si atoms in Sj3s insufficient
same detection conditions at 20 °C with fixed-power excitato transport them to growth-center “sinks.” Therefore, we
tion by an argon lase(\= 480 nm). These systems were were interested in identifying whether or not nanocrystallites
also studied by high-resolution electron microscopy using a&ould be formed by pulsed heating if the implantation dose
JEM-4000EX microscope. was decreased. It turned out that an intense infrared band

140

§

FIG. 2. Change in the PL spectrum with increas-
ing T, after implantation of largéa), medium(b),
and small (c) doses of Si ions and high-
temperature pulsed annealingg.imitial heating

to 1200 °C, 1 s(1), then annealings for the fol-
lowing temperaturd’, , °C: 2—700,3—800,4—
900, 5—1000, 6—1150. b initial heating to
120 1200 °C, 1 g(1), then annealing fof,, °C: 2—
900, 3—1000, 4—1150. The ordinates for the
4 dashed curves are increased by a factor of)3. c
1—before annealing, and also after annealing at
1350 °C for 20 ms or aftef,=1150 °C, 30 min-
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2 1350 °C, 20 ms, theii,=1000 °C, 30 min.
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formed under the action of weak thermal pulses only after 10°F
the high dose(Fig. 2). After the small and medium doses [
annealing produced no such bands, either for 20 ms or 1 s
anneal times. A post-impulse re-annealing of the samples in -
a furnace gave the following results. In the case of implan- -
tation with a small dose, the first thermal pulse, which does
not in itself lead to any change in the PL spectr(fig. 2c,
curvel), was capable of generating PL centers, in particular, f
in the orange region, after a furnace re-annealing at 1000 °C
(Fig. 2c, compare curve® and4). Of course, this emission
was weak, and disappeared when the temperature of the re-
annealing was increased to 1150 (Kig. 2c, curve3). After

a moderate dose, a 30-min re-annealing led to the appearance
of a distinct PL band near 800 n(Rig. 2b). Its intensity was

high but nevertheless lower than the result of a single anneal
in the furnace at 1150 °C. On the other hand, preliminary
pulsed heating obviously could make it appear earlier. As is
clear from a comparison of Figs. 1b and 2b, one furnace
anneal aff ;<1000 °C in fact gave nothing. However, when
preliminary pulsed heating was used, the band began to form
even after aT,=900 °C anneal, while after a 1000 °C
anneal it was already quite intense.

The results of post-implant re-annealing of samples im-
planted by a high dose are shown in Figs. 2a and 3. In these  10°
samples the centers of intense PL were formedr dfte at
1200 °C and after 20 ms at 1350 °C. Subsequent annealing in
a fumace af comparatvely low tempertures. resuted IE5.5, Shans s he nadiue L ey i o anesiae,
quen_Chmg O_f the PL, and betwedn =800 and 900 °C it in the 0\?en.3—initial heating to 1350 0?;, 20 ms, tHen ’annealing in thge
practically disappeared. Only foF, values of 900 °C and furnace.
above did a sharp growth in intensity take place, which even-
tually saturated. For comparison, Fig. 3 also shows how the
PL intensity of the samples changes with annealing whemuenched af ;=800 °C(Fig. 3), the same anneal was used
these samples do not undergo preliminary pulsed heating. Asn samples implanted with a high dose of Si and subjected to
T, increases to 700 °C, it exhibits some growth, but then theulsed heating. These samples had previously developed sili-
same quenching stage can be seen, followed by a stror@pn nanocrystallites and achieved intense PL. Raman scatter-
increase. ing spectra are shown in Fig. 5. Embedding of Si ions led to

According to the high-resolution electron microscopy additional scattering near 480 ¢ caused by Si—Si bonds
data(Fig. 4), nanocrystallites of Si form in SiQonly after  in noncrystalline silicon. This signal was significantly weak-
high-temperature processing, and only after large and mesned after pulsed heating, and a shoulder appeared on the left
dium doses. For small doses nanocrystallites were not otside of the 520-cm! peak, which comes from the silicon
served even after the maximum anneals. These data are anystalline substrate. Such a signal could have come from Si
agreement with the conditions for the appearance of an inerystals with sizes about 3 nm, as observed in Ref. 6. If,
tense band in the near-IR region. For ordinary annealing in &owever, the samples were further heated in a furnace at
furnace at 1150 °C for 30 min, a high dose gave a highT,=800 °C after high-temperature pulsed heating, the
concentration of nanocrystallites with sizes about 3(fig.  shoulder on the 520-cit peak disappeared and the scatter-
4). For medium doses there were fewer nanocrystallitesing in the neighborhood of 480 c¢m, which is characteristic
which were accompanied by dark noncrystalline regions withof noncrystalline Si, appeared once more. In comparison
nanometer dimensions. Preliminary pulsed heating affectedith the initial situation, it even increased. The disappear-
the structural conversion in the layers. Evidence for this wasnce of Si nanocrystallites after annealing at 800 °C for 30
enlargement of the Si crystals after a high dose from 2—3 tonin was directly confirmed by microscopy.

3-5 nm. From Fig. 4c it is clear that a considerable number

of these crystals Iln.k up Wlth each other, in cpntras_t to theDISCUSSION OF RESULTS

results of moderate implantation doses, for which no increase

in the size or number of crystallites was apparent. At small  Varying the dose of Si ions over a comparatively narrow
doses nanocrystallites did not form at all. interval of (1.6—16x 10 cm™2 turns out to have an ex-

A comparison of the PL and microscopy data shows ariremely strong influence on the formation of PL centers, and
undoubted correlation between the appearance of the intensige dose dependences clearly have a threshold character. In
band in the near-IR region and the formation of Si nanocrysthis interval of doses, the calculated mean distance between
tallites. In order to reveal the reasons why the PL isexcess Si atoms decreasesrto 1 nm. At the same time,
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FIG. 4. High-resolution electron microscopy images of samples. L@gend mediumb) doses, annealings at 1150 °C, 30 min; c—large dose, annealing at
1200 °C, 1 s, then at 1150 °C, 30 min.
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increased PL intensity in the visible and IR regions was ob-
served by us folf ;<700 °C, when(see Ref. 1ythe diffu-
sion length of Si in Si@ should be less than 0.1 nm. There-
fore, at the initial stages of formation of PL centers a
decisive role is obviously played not by the diffusion flux of
excess Si to centers of precipitation, but rather the possibility
of direct interaction of Si atoms among themselves. The tran-
sition fromr~ 1 nm (medium dosgto r~ 1.4 nm(small
dose turns out to be critical. This rather small increase in
in fact eliminates the possibility of achieving intense PL due
to further annealings. Consequently, both the formation at
moderate heating levels of centers of weak visible emission,
and the formation of nanocrystallites as a result of high-
temperature processing with the appearance of distinct IR
bands, are consequences of the interaction of closely spaced
excess Si atoms. The probability of such interactions de-
pends very strongly on and the process itself occurs at sites
of random clustering of Si atoms and ceases in the absence
of very close nearest-neighbor atoms, i.e., it will have a per-
colative character. We assume that the appearance at the ini-
tial stages of the anneal of a set of centers for PL over the
entire spectral range we investigatéelg. 1) is due to the
formation of percolation chains and branching clusters of
various sizes and shapes. Such precipitation is not phase seg- ) . \
regation since there are no phase boundaries. -480 - 440 -400

Our studies show that the formation of PL centers during Reman shift , cm™’
annealing takes place in several stagéigs. 1-3. Our in- FIG. 5. Raman scattering spectfia—initial SiO, layer; 2—after implanta-

t_erpretation of the ﬁr_St SFage up o= 7_00 _OC with no pre-  ion of a high dose of Si ions3 and 4—after a crystallizing anneals at
liminary pulsed heating is obvious. With increasifig, the  1200°C, 1s and 1350 °C, 20 ms, respectivé&yand 6— -samples 3 and 4

segregation of excess Si from Si@ enhanced with the after an additional anneal at 800 °C, 30 min.
formation of percolation clusters. At this stage, the diffusion

of Si atoms to sinks is very limited; therefore, the number,

size, and shapes of the PL centers will be determined by

fast-acting i pgrcolatlon. Wha_t happens &, =1000 ume and surface free energies. Due to the destabilizing effect
—1159 °C, in light of the PL, microscopy, and Raman scat-

. : ) . of the surface, the melting temperature of these crystallites is
tering data, can also be easily explained. Silicon nanocrys-

9-22 \\fith i ; .
tallites form in the SiQ layers. These nanocrystallites are greatly lowered:"** With increasing temperature, the bal

capable, because of quantum confinement, of intense lumfnce shifts in favor of the volume energy and the crystallin_e
nescence in the near-IR. A= 1150 °C, the silicon in SiQ state becomes more favorable. In the case of pulsed heating
already possesses a rather large diffusion coefficient equal thiS also fixed by tempering. Recall that in contrast to crys-
~2x10 % cni/s. Despite this fact, after a small dose, whentalline porous Si, amorphous silicon does not give intense
the concentration of Si reaches 1 at. %, no increase in Si  red PL??*#4caused by the presence of dangling bonds and
nanocrystallites is observed at all. Consequently, in order foother centers of nonradiative recombination. Incidentally, at
these nanocrystallites to form, we need both sufficient moT,=800 °C segregation of Si from SjQakes place, which
bility of the Si atoms and stable nucl&inks. The condi-  also explains the increase in the signal in the neighborhood
tions for formation of nuclei are satisfied when we move t0of 480 cmi * (Fig. 5). In light of all this, we naturally con-
medium doses, where it becomes possible for percolatiofect the observed quenching of PL over the entire spectral
processes to develop. Thus, percolation causes homogeneqsye we studied in the course of a simple furnace anneal at
nucleat|on. as the sypersatqrated SO'““,OT] of Si in,3ie- temperatures of ;= 800— 900 °C with transformation of the
cays. An increase in the size of precipitatesTgt= 1000 . L .

R - . B .percolating clusters and chains into nanoprecipitates of the
—1150 °C takes place due to diffusion sinks of individual S'amor hous Si phasig. 3. The collapse of formless non-
atoms, and is a consequence of coalesc&hce. P X ) P i 9. 9. . : P e

phase inclusions into phase inclusions has a diffusive char-

During the intermediate stages 700<C,<1000 °C, ) i i
the processes can be understood from considerations of tster, and requires a longer time than percolation. For further

experiments with re-annealing at,=800 °C of samples increases inl,, when there are enough diffusive Si sinks,
where the nanocrystallites were already formed by pulsed1® nanoprecipitates reach sizes at which crystallites are
heating at 1200 or 1350 °C. Here, probably, amorphizatiorstable, estimated to bee 2 nm. Particles of smaller size
(melting of the nanocrystallites occurs. It is known that the cannot be nanocrystallite. Probably we can associate the ob-
stability of fine crystals is determined by a balance of vol-served weak PL afteif,=1000 °C in the orange-yellow

ne-Si
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range with them, and also the emission in the range<B00 sion is significant, although increasing the temperature en-
<700 nm observed by many authors after high-temperaturables the atomic level displacements and development of
annealing of Si@ with excess silicof:®>%1t is noteworthy  percolation clusters. The expulsion of excess Si from,SiO
that in normal amorphous silicon the concentration of dandominates up td,=700 °C with the appearance of clusters
gling bonds does not exceed 220cm™2 and in principle of various sizes and shapes, giving a broad weak PL spec-
small volumes could be free of them, especially after antrum. Subsequent quenching of the PLTg=800—-900 °C
nealing. is a consequence of a slower process—the conversion of
The approach we have discussed also allows us to exion-phase Si inclusionfercolation clusters, chains, etc.
plain the effect of high-temperature pulsed heating on subsento nanoprecipitates of the amorphous Si phase, containing
guent annealing in the furnace. High temperatures ensureenters of nonradiative recombination. AT,=1000
displacements on the atomic scale and are capable of increas-1150 °C, because of diffusion sinks of Si atoms and coa-
ing the percolating clusters. For higher doses, dense clustelsscence, the nanoprecipitates of Si reach dimensions where
are then able to convert into nanocrystallites. Because percaoranocrystallites are stable. Because of the quantum-well ef-
lation does not require long periods of time, after moderatdect, the nanocrystallites give a strong emission in the visible
doses the dimensions of the percolating clusters subjected &mnd IR regions X ,,.x~820 nm. The Si inclusions that do not
pulsed heating also increase, but they turn out to be lesgach the stability size after high-temperature annealing
dense. Transformation of a formless clugtgith small frac- (=2 nm) are probably responsible for the observed weak and
tal dimensionginto a single nanocrystallite will be hindered. shorter-wavelength emission. By exploiting the competition
Preliminary simulation on a computer shows that it can everbetween rapid percolation processes and relatively slow col-
decay into several parts. We assume that the appearancelapse of clusters into phase nanoprecipitates, we can control
dark regiong(Fig. 4) after moderate doses is a consequencehe formation of silicon inclusions by using combination an-
of the formation of large but formless noncrystalline precipi-nealings.
tates. Finally, at small doses the large-scale formation of This work was carried out with the partial support of a
large-scale percolation clusters becomes impossible even ugrant from the Science Ministry as part of the program
der the action of high-temperature pulses. Nevertheless, tH#hysics of Solid-State Nanostructures” No. 3-011/4.
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The linear optical absorption of an ensemble of semiconductor quantum dots randomly
positioned in an insulating matrix is studied theoretically and experimentally for the CdTe/glass
system. The calculation of the effective dielectric function of the system, whose imaginary

part determines the absorption, is based on a modified Maxwell-Garnett formalism using a
diagram technique to calculate the average renormalized polarizability of spherical quantum

dots. This approach takes into account both the fluctuations of the polarization interaction due to
the random positions of the spheres and their size dispersion. A comparison of the theoretical
and experimental spectra permits determination of the mean quantum dot size and concentration.
The dependence of these parameters on the postgrowth annealing time of the samples is

not consistent with the existing theories on the spinodal decomposition of solid solutionE29®
American Institute of Physic§S1063-78208)01711-9

INTRODUCTION dielectric fluctuations associated with the random positioning
of the QD’s. The formulas obtained are used to simulate the
Semiconductor microcrystal§quantum dots grown  experimental linear optical absorption spectra of Si@atri-
within an insulating matrix are of interest from the stand-ces with CdTe microcrystals grown from a melt of a boro-
point of nonlinear optical effects. The possibility of control- silicate glass with additions of CdO and Te by a series of
ling the energy spectrum by altering the size of quantum dotsuccessive anneals.
(QD’s) and the large density of states for the corresponding
energy values make such systems promising from the stanch_"EORY
point of creating lasers as well.
Composite materials containing semiconductor QD’sEffective dielectric function of a composite
can be produced by using various technologiédut none

of them makes it possible to eliminate the size dispersion ofynqomly positioned spherical inclusions that are isolated
the semiconductor microcrystals. from one another. In the effective-medium approximation its

‘The size dispersion of QD’s causes the discrete lineagjig|ectric functione* is related to therenormalizedl polar-
optical absorption peaks at frequencies corresponding t&ability «* of the spheres by the Maxwell—Garnett equa-
transitions between quantum-well hole and electron states tg

broaden dramatically. This effect is usually taken into ac- on:

count by performing averaging using the absorption spec- €* —ey 4 .

trum of a single QD and a certain size distribution o6 zmae, @
function~® which is suitable only for obtaining an estimate. h

Such an approach is valid in the limiting case of a very smalWhereey, is the dielectric function of the matrix, anis the
volume fraction of the semiconductof--0), since it disre- ~ concentration of the spheres. df* is set equal to the ordi-
gards: ) the polarization interaction of the QD'’s with one nary polarizability of an insulating sphere of radiag with
another and Pthe variation of the refractive index with the the constant dielectric functioes in a homogeneous me-

Let us consider an isotropic insulating matrix containing

optical frequency in the absorption region. dium, i.e., if
In this paper we propose a scheme based on a modified €— €
Maxwell-Garnett formalism for calculating the effective di- a(ag)= . 126 a3, (2
s h

electric function of a composite consisting of isolated semi-
conductor QD’s in an insulating matrix. The proposed ap-then(1) gives the familiar Clausius—Mossotti formula.
proach takes into account both the size dispersion and the The general equation far* has the form

1063-7826/98/32(11)/5/$15.00 1229 © 1998 American Institute of Physics
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a*=<a; VH51>, 3
where

VoV =178,

V7i=178;—aAT™y;,

AT =T —(T7). (4)
In Eq. (4)

) 1
THij :eilq(RiiRj)(l_ 5”)V|VJR—

is the dipole-dipole interaction tensor;’1is a unit tensor,

Rij=|Ri—Rj|, i and] label the spheres, and the angle brack-

Vasilevskil et al.

47e?

€= €, 1+ (7)

P

2( 1 1
+
w,~0 w,tw

14

e AMw’VT
HereV is the volumem, is the free-electron masp,, is the
matrix element of the momentum operator between quan-
tized states of the conduction ban&.] and the valence
band E;), and

w,=| Eg+Ef+E,

e?
—1.8—)/ﬁ, (8

€0dex,

whereE, is the gap width of the semiconducter, and €,
are its high-frequency and static dielectric constants,aisd
the set of quantum numbers which label the dipole-active
electron-hole pair states. The last term@ is a correlation
correctiont® anda,, is the Bohr radius of a bulk exciton.

In the effective-mass approximation and under the as-

ets denote averaglng over the ensemble of spheres. The esumption of an infinitely high potential barrier between the

pansion ofV™; Yin (3) in powers ofAV™;; leads to an
equation resembhng the Dyson equatidtin which the av-

semiconductor and the insulator, the electron energy levels
are specified by the quantum numbarand! and are given

eraging over the realizations of disorder in the positioning ofby the formula!

the spheres can be performed using the diagram technique

described in Ref. 7.

Apart from the topological disorder, there is also disor-

c h2K3, ©
¢ 2mga?’

der associated with the size dispersion of the spheres. Both

averaging operations can be performed in a certain approxt”

mation (which is similar to the average® matrix approxi-
mation in the theory of alloys and the following result can
be obtained:

1-.1-46
a*=f day @(ag)——57—F(ao), 5
where
8 a(a)
0=—7rna(ao)f da )3F(a) (6)

andF(a) is the distribution function of the sphere radiais
Equations(1), (5), and (6) thus relate the effective di-

electric function of a composite material to the dielectric
functions of the matrix and the inclusions. The linear optical

hereK,  is thenth root of thelth spherical Bessel function,
andm, is the electron effective mass.

The pattern of hole energy levels is more complicated
due to the mixing of states corresponding to different sub-
bands of the valence band of semiconductors with a diamond
or sphalerite structure; it was examined in Refs. 12—-15. The
hole states are classified according to the values of the prin-
cipal quantum numbar and the total momentua. For each
value of F there are two different statggn even and an
odd), but there is degeneracy with respect to the projection of
the total angular momentui.

In the limiting case of strong spin-orbit splittifgh—0)
the hole ground state isSk, in the notation used in Ref. 15.

Its energy is given by the formula

h2K2

th ha.2

absorption coefficient is defined in the usual manner in terms

of €*;

2Kw

YT

k=[(|e*|—Ree*)/2]*.

It is not difficult to show that in the limif —0
a*%ng da a(a)F(a);

y~ e/’ Ima.

€*~en(1+3fa);

Dielectric function of a microcrystal

whereK, is specified by the equatiéh

Jr+ 1A KnBY) je_ 2 Kp)

6F—3
+oEralF-adK 0B ik 1A Kn) =0 v
with F=3/2 and B=my,/myy.
light- and heavy-hole masses.
The same equation specifies the even hole states
2555,3S5, ... [the second, third, and ensuing roots of
(11), respectively, should be takgrto which transitions of
an electron from the 3, state are possible.
Transitions of an electron from theP], state to the P},
[Kn=8"2¢1, whereg] is the first root of the first spherical
Bessel function, should be used(it0)], 1P, (the equation

Here m,, and my,, are the

The dielectric function of a microcrystal in the region of for odd states was written out in Ref.)14 P}, [K}, is speci-

interband optical transitions has the fofgee, for example,
Ref. 9

fied by (11) with F=5/2], and ensuing hole states are pos-
sible.
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All the electron-hole pair states just enumerated are de-
generate with respect thl and the projection of the total 40
electron angular momentum.=s+1. The ground state
(1S.,1S;9) is thus eightfold degenerate, but ondy =4
combinations of the projections of the electron and hole an-
gular momenta correspond to states that are radiation-active g

,vm"

k) B
in the dipole approximation. B 2
The square of the matrix element(if) can be written as E
=
2 -
P?%g, f VW, dr|,

. B 0 A — S W | 1 I 1 L .
whereP? is determined by the symmetry of the Bloch am- 300 400 500 600 700
plitudes(the Kane angular momentum matrix element Wavelength,nm

q’e:(ZWz)l/ZaiS/Zj olmr/a)Yo, FIG. 1. Experimental absorption spectra of CdTe/glass samples of the
VCS37 series immediately after cooling of the m@lt and after annealing
\I’h=Cha‘3’2 Ro(r)Yoo+ Rz(r)Z Y2M ’ at 560 °C for 22(2) and 32 min(3).
M
Ro(r)=Jo(Knr/a)=jo(Kp), the VCS37 series, which were cut from a single original

matrix and subjected to heat treatment at 560 °C. The best
results (from the standpoint of the quantum-well effects

make a contribution to the matrix element under consider!Veré produced by two-stage annealing. The VCS39 samples
ation; thereforeR,(r) has not been written out. F@—0 (Fig. 2 were obtained by annealing first at 460_°C over the
we haveC,=6.044 andK,=5.76 (Ref. 15, and the calcu- CoUrse oft;=270 h and then at 540 °Ghe duration of the
lation of the square of the integral gives=0.874. second anneal is indicated in Fhe captlon of Fig. Phe _

If the variation ofP2 for different electron-hole states is SPectra of these samples exhibit a series of features associ-
ated with transitions between quantum-well states, while the
VCS37 samples clearly display only a transition associated

4e?p? g,0,l, with the ground state of the electron-hole pair§{11S;,).
€= € 1+ ; : (12) S Its of investigations of similar samples b
e 12023 (0,—16,)2— o ome results o estigations of similar samples by
other methods were previously published in Ref. 16.

In (12) we have introduced the natural width of the spectral
line #6,, andg, and |, are analogous in meaning
andl .

and the spherical harmonicg,, are orthonormalized. The
part of the hole wave function containirf@,(r) does not

ignored, Eq.(7) can be rewritten in the form

SIMULATION RESULTS AND DISCUSSION

The first step in calculating the theoretical spectra was to
determine the best-fit values of the parameters of the optical
absorption band of the glass without QD’s using the spectra

Glasses are known to absorb in the ultraviolet region off samples not subjected to annealing. Thereafter, only the
the spectrum. In order to take into account this circumstanceyscillator strength in(13) was varied for the annealed

the dielectric constard;, should be equated with the imagi- samples.
nary part, whose frequency dependence can be described by
a Gaussian function:

Dielectric function of the matrix

2 220¢
h Poro ZFS , 1805
where pg, wg, and I’y are parameters. The contribution to ‘-‘E 11;05
Ree;, corresponding to(13) can be calculated from the St
Kramers—Kronig relation. |,
3
EXPERIMENT = 60
Samples of glasses with CdTe microcrystals were grown 03
by fusing SiQ, B,03;, NaO, ZnO, and the dopant€dO DF L . e
and metallic T¢in a proportion equal te-1 wt % (Ref. 3. 300 400 500 500 700
The melt was then rapidly cooled in a stainless-steel vessel. Wavelength nm

Semiconductor microcrystals were grown within the glass

matrix in successive anneals. The annealing regimes Wel\F(;lCSZSQ series obtained by two-stage annealing. The durgjiof the sec-

varied. . ond (high-temperatureanneal at 540 °C, mirt — 60, 2 — 150,3 — 300,
Figure 1 shows the absorption spectra of two samples of — 420.

G. 2. Experimental absorption spectra of CdTe/glass samples of the
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TABLE I. Transitions responsible for absorption in the optical region of the o0k
spectrum for the VCS39420 sample.
No. Transition E,evV A, nm g, 1,/gd, - L
!
1 18;,—18, 2.02 613 1 §
2 283,—18, 2.29 541 0.8 5
3 1P,,—~1P, 2.57 482 22 s
4 38,18, 2.70 459 0.5 g
5 1PL,—1P, 2.85 435 1 S
6 1855518, 2.93 423 12 = F
7 183,—1D, 3.17 391 3
8 1P ,—1P, 3.36 369 12 s
9 1Dyp—1D, 3.42 362 L L L ; L L b :
10 1Pg—1P, 3.42 358 78 300 400 500 600 700
1 183528, 3.47 357 Wavelength , nm
Note: The values of the energy E (the wavelength \) presented were calcu- FIG. 4. Same as in Fig. 3, but for a VCS39 sample annealed for 300 min.

lated for a=28 A using Egs. (8)-(10). The best-fit values of the relative
oscillator strengths of the transitions (the last column) were determined. The

value of 7.8 refers to the last three transitions taken together. culation of the contribution of the interband transitions for
bulk CdTe gavee,,=6, which corresponds to the value for

. . hw<<E, indicated above.
1 g
The spectra of the samples with QD’s were simulated on The theoretical spectra were fit to the experimental spec-

the basis of the fundamental absorption peak. The mean Q{?a using the Gaussian size distribution functibmo param-

radius a, which provides the correct position of the peak, gers, viz., the QD concentration and the variance of the ra-
was determined, and the energy was calculated from Eqgiys were variedand the Lifshitz—Slezov size distribution
(8)—(10). The following values of the parameters of CdTe nction'’ (only the concentration was variedrhe simula-
were used in the procesB=7x10"8 eV-cm, Eg=1.49eV  {ion results are shown in Figs. 3-5.
(T=300 K), mjp=me=0.09my, and Ass=0.977 eV. We As a whole, the agreement between theory and experi-
note that diverse data have been given in the literature fogent is good. The transition frequencies, calculated with
My, (from 0.4mg to 0.7m,), and that they correspond to gjiowance for the mixing of light- and heavy-hole states cor-
different values oK, for the 1§31/2 state. The root of Eq11)  respond to the experimentally observed values, as can be
varies almost linearly with3™*, and the value which we geen, for example, from Fig. 3. We used the same value of
adoptedmp,=0.5my, corresponds t&,=3.91. _#.8 for all the transitions. Up to 20 meV, this parameter has
In addition to the ground state, the electron-hole pairscarcely any influence on the form of the spectrum. In prin-
states listed in Table | were taken into accountin Their  ¢jpje, the inhomogeneous broadening associated with distor-
energies were calculated as a function of the QD radius, agyns of the shape of the QD’s can also make a contribution
described above. The bestfit values of the oscillatokg 4 5. This contribution should be larger for transitions with
strengths of the transitions corresponding to their recombmqarger energies and can lead to further smoothing of the cor-

tion were determined. _ _ . responding peaks, in accordance with the experimental
We also note that., in (7) is the value of the dielectric spectra.

constant forh o> Eg., which naturally differs from the value The first absorption peak for the VCS39 samples is ap-
of 7.8 known from infrared spectroscopy for CdTe. Our cal-proximated more closely by the Lifshitz—Slezov size distri-

bution function than by the symmetric Gaussian distribution

150
L 25 —
5‘700 B 20t
5§ | ot
A Y
£ < 5t
< S0 ] t
a.
X § 01
= o
0 L L i L I 1 5 =
300 400 500 600 700
Wavslength,nm i
0 1 1 1 I Foh, 4
FIG. 3. Experimental absorption spectra of a VCS39 sample annealed fc 400 500 500 700
420 min(solid line) and calculated spectra obtained with consideration of Wavelength,nm

the electron-hole transitions from Table | using the GausgiBnand
Lifshitz—Slezov(2) size distribution functions. FIG. 5. Same as in Fig. 3, but for a VCS37 sample annealed for 22 min.
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TABLE II. Best-fit values of the parameters determined during the simula- In summary, we have proposed a scheme for taking into

tion of the spectra of the VCS39 samples using the Lifshitz—Slezov SizeaCCOUnt the fluctuation polarization interaction between

distribution function. . I . .
semiconductor nanocrystals grown within an insulating ma-

ty, h 25 5 7 trix and the(arbitrary statistical distribution of their size in

the calculation of the linear optical absorption of such sys-
n, 10 cm? 2.683 1.885 2.205 tems. The scheme has been tested on CdTe-doped glasses.
a A 23.6 26.7 28.0

The mean radius and concentration of the QD’s have been
determined by comparing the calculated and experimental
spectra. It has been shown that the size distribution function
] o ] is asymmetric for samples obtained by two-stage annealing
(see Figs. 3 and)4The Lifshitz—Slezov theory’| which, as  ang falls off in the direction of QD radii exceeding the ex-
we know, describes the late stage of phase formation in SO"Bectation value. A very weak dependence of the latter on
solutions(the growth of large grains as a result of the disso-gnnealing time, which is not consistent with the existing
lution of small graing predicts growth of the mean grain (heqries on spinodal decomposition, has been discovered.
radius according to an~t"® law and a corresponding de- This work was supported by the Russian Fund for Fun-
cline in their number with time. The latter is inconsistent damental ReseardGrant 96-02-18852 CNPQ, and JNICT.
with the values ofn determined during the simulatioisee

Table 1. The hypothesis that the decomposition of the solid

solution in the samples investigated was interrupted in the'A. I. Ekimov aEd A A Qnus(,:chenko, Fiz. Tekh. Poluprovod#, 1215
early stage of groyvth of_the grains of Fhe §em|conductor2(81_9§_3g§t(t’;’; zngsj.ﬁngfn?nmo%;?gs;?l]ﬁhgs, 1219(1990.

phase also runs into difficulty. The diffusion-controlled z;" A" wvedeiros Neto. L. C. Barbosa, C. L. Cesar, O. L. Alves, and
growth of grains from a supersaturated solid solution should F. Galenbeck, Appl. Phys. Le9, 2715(1992.

be characterized by a dependence of the mean radius on tini@®. G. Potter, J. H. Simmons, P. Kumar, and C. J. Stanton, J. Appl. Phys.
of the forma~t°5, which is faster than the one following s. coo0 (1994
, 9 sw.v.wu, J. N. Shulman, T. Y. Hsu, and U. Efron, Appl. Phys. Lbtt,
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the growth of grains during the low-temperature anneal W. H"("yes and R. LoudorBcattering of Light by Crystalshiley, New
. . ) York (1978.

The spectra of _the samples obtained by a single a_nnea_l &t E. Brus, J. Chem. PhyS0, 4403(1984).
560 °C are approximated more closely by the Gaussian siZ@Al. L. Efros and A. L. Eros, Fiz. Tekh. Poluprovodrl6, 1209 (1982
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The influence of oxygen on the photoluminesce(fek) of erbium(at 1.54um) in erbium-doped
hydrogenated amorphous silicoo-Gi(Er)) is investigated. Tha-Si:H(Er) films studied

are fabricated by cosputtering Si and Er targets using the technology of dc silane decomposition
in a magnetic field. The oxygen concentration is varied frof? i10** cm™2 by increasing

the partial pressure of oxygen in the chamber. It is shown that, as in the case of erbium-doped
crystalline silicon ¢-Si(Er)), oxygen has an effect on the intensity of the 164
photoluminescence ia-Si:H(Er) films. The values of the erbium and oxygen concentrations at
which the maximum Er PL intensity is observed are two orders of magnitude higher than

in crystalline silicon. The increase in the Er PL intensity at room temperature and the weaker
temperature dependence of the Er PL in comparisart 8XEr,O) attest to the prospect

of usinga- Si:H(Enfilms in optoelectronic applications. @998 American Institute of Physics.
[S1063-782608)01811-7

1. INTRODUCTION in Er-doped hydrogenated amorphous silicerSi:H(Er)).

Under identical measurement conditions the Er PL intensity

The photoluminescencéPl) and electroluminescence at room temperature ia-Si:H(Er) films is more than two
(EL) of rare-earth(RE) ions in semiconductor materials have orders of magnitude greater than that for samples of c-Si
recently been studied extensively. The interest in such eroped with Er and O and annealed to obtain Optima| photo_
search is dictated by the possibility of utilizing the electronjyminescence.
pumping of RE ions to create electroluminescent light |n this paper we present the results of experimental stud-
sources with a wavelength that can be used in photonic comes of the influence of the oxygen concentration on the pho-
munication systems. The largest number of studies has beesluminescence intensity of Er ia-Si:H(Er) films.
performed on erbium-doped crystalline silicatr §i( Er)) in
connection with the prospect of producing electrolumines-
cent emission at 1.54m, which corresponds to the loss
minimum in a quartz optical fiber.

The 1.54um emission is assigned to thegy,— | 15/, tran- The a-Si:H(Er) films used in our investigations were
sition in the 4 subshell of the Bf" ions. Since the coref4  fabricated by cosputtering Si and Er targets using the tech-
subshell is shielded by the outes two electronsand 5  nology of dc silane decomposition in a magnetic field. A
(six electrong subshells, the wavelength at which PL is ob- standard reactor intended for magnetron sputtering was used,
served does not depend on the matrix in which the Er ion i$ut an argon-oxygen-silane mixture was employed instead of
implanted or on temperature. It has been established duringn argon-hydrogen mixturémagnetron-assisted silane de-
the investigation of the PL of Er io-SiEr) that ) the EF*  composition or MASI).
emission observed in-SiEr) has a weak intensity at room In the present work the parameters of the film sputtering
temperature due to pronounced thermal quenctfiagd that  process were as follows: gas, 25%%iH75% Ar; magnetic
2) oxygen doping increases the erbium photoluminescencield, 20-100 mT; anode voltage, 20600 V; discharge
intensity at room temperatufé. We recently discovered that power density W=0.1-1.0 W/cn?; gas pressureP= (2.5
efficient PL* and EL° can be observed at room temperature— 7.0)x 103 Torr. The films were sputtered onto crystalline

2. EXPERIMENT

1063-7826/98/32(11)/5/$15.00 1234 © 1998 American Institute of Physics
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7025 - 250x250 raster, and a region with a diameter of @@ was
analyzed. The intensities were converted into concentrations
1022- 3 using standard implanted samples.
The determination of the Er and O concentrations for the
ah— 2 high-resistivity samplegwith a large oxygen concentration,
0°r No>10?° cm 3) by SIMS was difficult. In such cases the
o 7 Er and O concentrations were determined using nuclear-
‘g 071 physical methods: Rutherford backscatter(RBS) and the
S 180(a@r, )10 nuclear resonance reactiéNRR). RBS and
= 0" the NRR were observed when Si:H(Er) films were irradi-
ated by accelerated particles, whose initial energy was
10/8_ 3.1 MeV. In estimating the oxygen concentration, SiO
served as a calibration sample. The hydrogen content in the
7017 Ly . Gy samples, which was determined by infrar@R) spectros-

0.2 0.4 0:5 0_'3 1 1.2 14 copy (by integrating the absorption band at 630 ¢t was
d, microns equal to 2-9 at. %.
Photothermal deflection spectrosca®DS was used to

FIG. 1. Typical distributions of Ef1), O (2), and H(3) obtained by SIMS determine the concentratioth of defects (dangling Sj
for an a-Si:H(Er,0) film with Ng=2X10? cm™3, No=1.5x10?* cm™3, bonds

andN,=8x 10 cm™3. . .
The photoluminescence was excited by an Ar laser

(A=514 nm. The emission was recorded by a double mono-
chromator and detected by a nitrogen-cooled Ge detector.

silicon (c-Si) and fused quartz substrates. The substrate tem|=he PL excitation power was 50 mW in all cases

peratureTg was in the range 250-350 °C.
The concentrations of implanted Er and O, as well as
. . PR . . 3. RESULTS AND DISCUSSION
their concentration distribution profiles, were determined by
secondary ion mass spectrometfIMS) on a Cameca In order to observe the 1.54m photoluminescence in
IMS-4f spectrometer. The sputtering was effected by a foc-Si(Er) at room temperature, Er and O are coimplanted in
cused beam of?0, ions with an energy of 5.5 keV. The c-Si samples. In addition, high-temperature anneals are

primary current was 0.2A, the beam was directed onto a needed to optimize the Er PL. The experimental results show
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FIG. 3. PL spectrumT=77 K) for an a-Si:H(Er,0) film with Ng,=5x10'"° cm~2 andNg=10* cm™3.

that the maximum value of the 1.54m photoluminescence of 0.35 eV. The PL line at 0.9 eV appears as a result of the
is observed at an oxygen concentration of16m~2 (which  tunneling of electrons from the conduction-band tail into
is equal to the solubility of oxygen in silicdy i.e., at a neutral(paramagneticdangling bond®? followed by radia-
concentration approximately an order of magnitude highetive recombination with holes self-trapped in states in the
than the concentration of Er iofis. valence-band tail. The doping of pure a-Si:H supplements

In the case of hydrogenated amorphous siliai8i:H and modifies the states in the mobility gap.
the fabrication of samples doped with Er and O is simpler:  Our investigations showed that the doping of a-Si:H with
High concentrations of Er and O can be introduced duringerbium and oxygen leads to an increase in the defect density
cosputtering, and additional high-temperature anneals are nbdl, . The defect concentration, which was determined, as in-
needed to obtain high values of the Er PL intensity. Wedicated above, by PDS, varied from*ao 10°° cm 2 as
achieved a homogeneous distribution of Er up to concentrathe level of doping of a-Si:H with erbium and oxygen was
tions of 1&* cm ! in a-Si:H films, whose thicknesses were increased. Naturally, the defect PL peak is observed at such a
equal to 0.8—1.2um. Typical distribution profiles of Er and defect density, but the intrinsic PL peak of a-Si:H is not
O obtained using SIMS and RBS are presented in Figs. bbserved.
and 2. Figure 4 shows the variation of the Er PL intenstlye

The PL spectra were investigated over a broad spectral
range from 0.7 to 1.6 e\Fig. 3). Both the PL peak of Er
(0.804 eV} and PL peaks of hydrogenated amorphous sili-
con, viz., defect0.9 eV) and intrinsic(1.35 eV} PL peaks,
can be observed in this spectral range. Figure 3 shows a
typical PL spectrum =77 K) for a-Si:H(Er,O).

As follows from Fig. 3, the PL spectra contain the PL
peak of Er(0.804 eV} and the defect PL peak.9 eV) in the

100

1, ,arb.units
8

F..r..,.....

spectral range just indicated, but do not contain the intrinsic

PL peak of a-Si:H1.35 e\). This is because one intrinsic PL A

band at 1.35 eV with a width of 0.3 eV is usually observed in ittt e N
10 0% 10

the spectra of puréundopedl a-Si:H with a defect density _
Np<10'® cm 3. The luminescence at 1.35 eV is almost al- A,em
ways assigned to transitions between states in the band tails; , Dependence of the Er PL intensitiie 1.54um band at T—300 K

Samples of a-Si:H with a defect concentratidiy~10" o, the erbium concentratiolNg, at a constant oxygen concentration
cm* typically display the defect PL at 0.9 eV with a width No=2x10% cm 2.

3
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FIG. 5. PL spectra o&-Si:H(Er,0) (T=300 K) at a constant erbium concentratibig,=6x 10?° cm™2 and various values of the oxygen concentrafity,
cm 3 K 13 — 2.5<10%, K 15 — 8.2 10%°, K 16 — 2.0< 10°%

peak at 1.54um, 0.804 eV as a function of the Er concen- The investigations of the local environment of Er per-
tration in a-Si:H(Er,0). The oxygen concentration in the formed by Mmsbauer spectroscopy in Ref. 9 showed that
films was constant and equal tox1.0?° cm™3. The PL in-  some of the Er ions have an environment of Si atdqars
tensity reaches its maximum value Mg,=1x107° cm™3, environment similar to Er$j and some have an environ-
and a further increase in the Er concentration leads to a denent of oxygen atoms$an environment similar to E©;).
crease in the PL intensity. This can be attributed tothE ~ Wherever there are more of the latter, a higher Er PL inten-
formation of clusters at high Er concentrations grad in-  sity is observed.
sufficient oxygen concentration if oxygen plays the same im- It is noteworthy that increasing the oxygen concentration
portant role in amorphous silicon as in crystalline silicon. by an order of magnitude, i.e., from o 10*' cm™3, leads

In order to test these hypotheses, we investigated the
influence of the oxygen concentration in the range frort? 10
to 107 cm™2 on the Er PL intensity. The oxygen concentra-
tion in the samples was varied by varying the partial pressure
of oxygen in the chamber from>810~° to 5x 10~ * Torr.

Figure 5 shows the PL spectra of EF£300 K) for
samples with various oxygen concentrations. As follows
from Fig. 5, the intensity of the 1.54m photoluminescence
increases with increasing oxygen concentration, and the&l 700
maximum Er PL intensity is achieved whe¥y/Ng~ 10 §
(Fig. 6); the values of the concentrations themselves are twCg 50
orders of magnitude higher than in crystalline silicon. N

~
The investigations performed point out the important

units
P
(=1

Y, arb

rtrrrr+rrve7IrrroryrrreroTrt

role of oxygen in the optical activation of Er ions in the LW el Lo
amorphous matrix o&-Si:H(Er) as well. In all likelihood, it 10 700 7000
can be stated that in the caseafSi:H(Er) a considerable No/Nex

portion of the oxygen is bound in Er-O complexes and jus IG. 6. Variation of the Er PL intensityT(= 300 K) plotted as a function of

this Er, which is ?Urrounded by oxygen, is Optica”}/_ actiVe the ratio between the oxygen and erbium concentrations- 8i:H(Er,O)
and acts as a luminescent center forlthg— | 15/, transition.  films.
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FIG. 7. Temperature dependence of the Er PL intensita-i8i:H(Er,O)
samples with various values of the oxygen concentraign N 10 — 2.5
x10Pcm 3, N8 — 3.5x10° cm 3, N 7 — 1x 10 cm™3.

to displacement of the Er PL band by 0.001 eV. Figufede
the inset shows the Er PL spectra at=300 K, which were
measured with a high resolution, farSi:H(Er) films with

Kudoyarova et al.

tically active centers and with a decrease in the lifetime of
the excited state of the emitting cenfetn the case of
a-Si:H(Er,0), the performance of additional investigations is
needed to attribute the increase in the Er PL intensity with
increasing oxygen concentration to one of the factors just
indicated.

4. CONCLUSIONS

The investigations performed have shown that, as in the
case ofc-Si(Er), oxygen has an effect of the intensity of the
1.54 um photoluminescence ia-Si:H(Er) films. The maxi-
mum PL intensity is achieved wheéMiy/Ng~10 (i.e., when
a local environment of the erbium ions similar to the local
environment of the erbium ions in the structure of®y is
realized. The values of the erbium and oxygen concentra-
tions at which the maximum PL intensity is observed are two
orders of magnitude higher than in crystalline silicon due to
the higher solubility of Er and oxygen in the amorphous
matrix than in crystalline silicon. The increase in the Er PL
intensity at room temperature and its weaker temperature de-

various oxygen concentrations. Distinct differences betweependence in comparison o SiEr,0) attest to the prospect
the positions of the peaks in the samples, which show thasf usinga-Si:H(Er) films in optoelectronic applications.
the presence of additional oxygen alters the local environ-  This work was supported in part by Volkswagen-
ment of the Er ions, are observed. Such displacement of thgtiftung (Grant No. 1/71 64% the Russian Fund for Funda-
Er PL band due to the addition of oxygen is observed inmental ResearctGrant No. 96-02-16931)aand a Ministry
c-StH(ER) (Ref. 10 anda-Si:H with implanted Er and O - of Science GrantGrant No. 1591.11F030
ions:
In c-Si erbium behaves as a microscopic getter for
oxygen® and the effective solubility of Er in the context of
the formation of an optically active complex with oxygen is
completely determined by the oxygen content. Since thelp. N. Favennec, H. L. Haridon, D. Moutonnet, M. Salvi, and M. Gaunean,
solubility of oxygen in c-Si is~10'® cm™2 [the solubility Jpn. J. Appl. Phys29, L524 (1990.
limit of oxygen in c-Siis 1.5¢ 10Y7— 2% 108 cm~3 at 1000— 2P. N. Michel, J L. Benton, R. F Ferrante, D. C. Jacobson, _D. J._ Eagle-
1400 °C (Ref. 7], the excess Er, which has not formed an ZZ%T’PE:;E 'tzzg;’;"’zlldég\;)'_""' Xie, J. M. Poate, and L. C. Kimerling, J.
Er-O complex, can form precipitates. It has been shown thats coffa, G. F;'anzo, F. Priolo, A. Polman, and R. Serna, Phys. Rd9, B
Er precipitates having the form of disks with a diameter of 16 313(1994.
~300 A and a thickness of 10 A form in c-Si above the 4M. S. Bresler, O. B. Gusev, V Kh. Kudoyarova, A. N. Kuznetsov, P. I.
concentration Ng,= 1.3X _1Q18 cmf3 at To=900°C. The zagtfrm' nglj.kg\r%/;. ':ét:g;’s'gggg (’13'9;_' Zakharchenya, W. Fuhs, and
structure of these precipitates is similar to that of ErSi so. B. Gusev, A. N. Kuznetsov, E. I. Terukov, M. S. Bresler, V. Kh.
(Ref. 12. Kudoyarova, I. N. Yassievich, B. P. Zakharchenya, and W. Fuhs, Appl.
Apparently, the gettering of oxygen by erbium takes Phys. Lett.70, 240(1997.

. . ; : . . V. Marakhonov, N. Rogachev, J. Ishkalov, J. Makakhonov, E. Terukov,
place ina- Si:H(Er,0), just as inc-SKEr,0). The only differ- and V. Chelnokov, J. Non-Cryst. Solid$7/138 817 (1991,
ence is that the solubility of Er and O &Si:H is higher, and  7yLs| TechnologyS. M. Sze[Ed] (McGraw-Hill, New York, 1983; Mir,
the formation of Er precipitates, which is observed in Moscow, 1986, Vol. 1b, p. 286
c-SiEr), can be observed ia-Si:H(Er) at concentrations 8A. Polman, G. N. van den Hoven, J. S. Custer, J. H. Shin, R. Serna, and

! ) . . . P. F. A. Alkemade, J. Appl. Phy37, 1256(1995.
approxmately two orders of magthde hlgher than in c-Si 9V. F. Masterov, F. S. Nasredinov, P. P. Seregin, V. Kh. Kudoyarova,
(Er).

A. N. Kuznetsov, and E. I. Terukov, Pis'ma Zh. Tekh. F2(23), 25

The investigations of the influence of the oxygen con- (1996 [Tech. Phys. Lett22(12), 960(1996].

i i19F. Priolo, G. Franzo, S. Coffa, A. Polman, S. Libertino, R. Barklie, and

centration on the temperature dependence of the PL of Er N e 3 Aol Phuds 38741995, , ,

. . . . . Carey, J. Appl. Physr8, .
a'SI'H<Er'O> showed that, as in the case @ijI(FTr'O% in- 113, H. Shin, R. Serna, van den Hoven, A. Polman, W. G. H. M. van Sark,
creasing the oxygen content leads to a rise in the Er PL and A. M. Vredenberg, Appl. Phys. Le88, 997 (1996.
intensity at room temperature and to a weaker temperatur€D. J. Eaglesham, J. Michel, E. A. Fitzgerald, D. C. Jacobson, J. M. Poate,
dependencéFig. 7). It is assumed that the increase in the i t&- 5Bge';t?$§£g§§'ma”‘ Y.-H. Xie, and L. C. Kimerling, Appl. Phys.
Er PL intensity at room temperature o+Si(Er,0) can be et-58 ’

associated both with an increase in the concentration of opfranslated by P. Shelnitz
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The refractive index and extinction coefficient in the range 0.6—2.0 eV of amorphous silicon

films deposited by electron-beam evaporation with variation of the substrate temperature,
deposition rate, and anneal temperature in an air atmosphere are presented. The results are
discussed in terms of variation of the Penn energy gap as a function of the deposition and treatment
conditions. © 1998 American Institute of Physid$$1063-782¢08)01911-5

The interest in hydrogenated amorphous silicon 2. If the voids are very smalless than 1 nm they can
(a-Si:H) is due mainly to the prospects of using it to fabri- be treated as accessible elements of a uniform network. Then
cate inexpensive film solar cells of large ate&t the same the overall influence of the voids is confined to decreases in
time, researchers have been focusing increasingly greater ahe mean interatomic bonding force and the plasma fre-
tention on “hydrogen-free” amorphous silicora{Si) as a quency of the material, and the optical properties can be
promising material with a large refractive index for near- calculated within the Penn model. According to Ref. 8, the
infrared fiber-optic passive interference elemérits. static refractive index, is related to the plasma frequency

Figure 1 shows typical spectral curves of the refractivew, and the Penn energy gdgw, in the following manner:
indexn and the extinction coefficietof a-Si films obtained
by electron-beam evaporation in vacugior the technologi- ng=1+(2/3)(w)/ w}). 2
cal details, see, for example, Ref. Xhe optical constants
were determined according to the method in Ref. 5. As in thén this case the value dfwg coincides to within good accu-
case of most of the literature d&tén our caselcurvel) the  racy with the maximum of th&(w) spectrum, and
values and dispersion of the refractive index of #8i films
are greater than those of crystalline silican$i) anda-Si:H w§= (4me?/m)(pLa/A)N, , 3)
in the frequency range investigated. This finding can be ex-
plained if it is recalled that amorphous silicon has not only awheree andm are the charge and mass of an electyiis
loss of long-range order, but also a high concentration ofhe density of the materiady is the molecular weight, anid,
matrix defects: dangling bonds, voids, extrinsic impurities,is Avogadro’s number. Fot-Sin,=4.
etc. In this communication we examine the influence of  The quantity/ wg is called the plasmon energy. A plas-
voids on the optical properties afSi films obtained at vari- mon is a collective excitation of the electron gas that is lo-
ous substrate temperature$, and deposition ratesV)  calized mainly in dense regions of the random network and

and subjected to annealing in air. penetrates only slightly into the voids, which, in turn, create
Two cases can be considered, depending on the voithe density deficit ina-Si. Thus, the plasmon energy can
size. serve as a measure of the microscopic density of the amor-

1. If the voids are fairly large compared to the inter- phous semiconductor.
atomic distance and slightly exceed or are comparable to the According to the data in Ref. @:Si films typically have
light wavelength, the electromagnetic light wave undergoeyoids with diameters no greater than 0.5 nm. A void can then
repeated scattering, and the optical properties of the materie regarded as a cluster of atoms separated from the fully
can be described within the effective-medium theory. Ac-coordinated structure, and the expressigncan be written
cording to Ref. 7, if there are only voids in the material, it as?
satisfies the equality

n=1+(2/3)(wjl ) (plp®)**, (4)

(1-x,)[em(@w)—e(w)]/[em(w)+2e(w)] wheref=d In C/d In p is the fraction of cluster bonds on the
+%,[8,(@) — 8(@)/[&m(®)+28(w)]=0, 1) void surface,C is the mean coordination number, and the
superscript 0 denotes the parameter for the completely coor-
_ _ _ . . dinated material. The value df varies from 0 to 1 as a
wherex, is the relative void volumes ,(w) ande,(w) are  function of the void diameter. In the case of small voidss
the complex dielectric constants of the medium and thehan 2-3 coordination spherg$>0.25, and the value af
voids, ande(w) is the effective complex dielectric constant for such a medium will be greater than the value for the
of the system. completely coordinated material.

1063-7826/98/32(11)/3/$15.00 1239 © 1998 American Institute of Physics
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FIG. 1. Spectral curves of the refractive index1, 2) and the extinction FIG. 3. Spectral curves of the refractive indexX1—4) and the extinction

coefficientk (1, 2') of a-Si films obtained by electron-beam evaporation at C0€fficientk (1'=4") of a-Si films deposited aT;=250 °C and annealed in
the substrate temperaturBs=250 (1. 1) and 20 °C(2, 2'). air for 1 h at 20(1, 1'), 100(2, 2'), 150(3, 3') and 250 °C(4, 4').

On the basis of these arguments, it can be assumed théictive index scarcely depends on the deposition conditions
in our case the-Si films obtained by electron-beam evapo- indicated.
ration atT,=250°C (Fig. 1) have voids, whose diameter is Inspection of the spectral curves of the extinction coef-
comparable to the first or second coordination radius andicient (Figs. 1 and 2, curves’ and2’) reveals that varia-
accordingly, are characterized by a large refractive index. tionsinTsandV; influence the behavior df(w) differently.
Variation of the deposition conditions, or, more specifi- FOr example, a decrease in the substrate temperajuf&g.
cally, a decrease in the substrate temperafyrieom 250 to 1) leads to displacement of the absorption edge toward
20 °C and the deposition raté, by a factor of roughly 2 longer wavelengths, while a decreaseMp (Fig. 2 causes
(Figs. 1 and 2 leads to qualitatively identical variation of ~ displacement of the absorption edge of amorphous silicon
for the films, i.e., to lowering of its value near the absorptiontoward higher energies. This finding allows us to assume that
edge. The refractive index dispersion also decreases undfte mechanisms for the decreases in the refractive index in
these conditions. As a result, the difference in the behavior ofésponse to the lowering dfs andV; are different.
curvesl and2 in both figures is very significant in the short- ~ Lowering T clearly leads to an increase in the diameters
wavelength region. For example, while the difference be©f the voids ina-Si. This, in turn, leads to lowering af,
tween the refractive indices for a photon energy,  bringing it closer to the values far-Si, and for very large
~1.9eV is ~1 (Fig. 1), the difference forhw=1.0 ev  Voids (~50-100 nm) it leads to refractive index values that
amounts to~0.4. Whenz«<0.8 eV, the value of the re- are smaller than in crystalline silicon. Since the width of the
Penn gap also decreases in that case, the maximum on the
k(w) curve and, therefore, the absorption edge shift toward
Sr 50.25 longer wavelengths, as we observe on the experimental
o 9 curves presenteFig. 1). The decrease ifiwg in this case is
go” attributed to a decrease in the mean coordination number.
“r a’ 1020 A decrease in the deposition rate should lead to a de-
crease in the film porosity, and in this case, accordingttp
there should be an increase in the refractive index. On the
other hand, at low deposition rates a large quantity of extrin-
" sic impurities, such as oxygen, hydrogen, carbon, etc., enters
0.10 the film. If we follow Shevchik and Paliland assume that
the diameter of the voids in the originalSi is ~0.5 nm, it
is difficult to imagine a further decrease in their diameter as
0.05 the deposition rate is lowered. Thus, an influence of lowering
the deposition rate on the optical characteristicsaei
: . , , ) , . i) through a decrease in the void diameter is unlikely.
0.5 07 09 11 13 15 17 19 In order to reveal the influence of extrinsic impurities, it
hw,ev would be useful to jointly examine the influences of the
FIG. 2. Influence of the deposition rate on the spectral curve of the refracg_eposmon rate and_ the SUbse_qu_ent_ annge_lllng_-ﬁf In a, :
tive indexn (1, 2) and the extinction coefficierkt (1', 2') of a-Si films. since the penetration of extrinsic impurities into the film
Film deposition rat&/s, nm/s: 1, 1’ — 0.53;2, 2" — 0.30. from the atmosphere should be expected in the latter case.
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According to the experimental data, anneal@®®i in air, IA. Madan and M. P. Shawihe Physics and Applications of Amorphous
like a decrease in the deposition rgégs. 2 and 3 leads to SemiconductorgAcademic Press, Boston, 1988; Mir, Moscow, 1891
a decrease in the refractive index and displacement of theP- 670.
absorption edge toward higher energies 2K. Hamada, M. Wada, H. Shimizu, M. Kume, F. Susa, T. Shibutani,
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Si—O bond is energetically stronger than a Si—Si bond, the 2632(1970.
Penn gapfwy increases and the maximum on théw) ’D. R. Penn, Phys. ReW.28 2093(1962.
curve shifts toward shorter Wavelengths. On the other hand?The Physics of Hydrogenated Amorphous Silicon, Vol. 2: Electronic and
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A systematic investigation of the influence of internal mechanical stresses on the characteristics
of gallium arsenide light-emitting diodd&ED’s) is performed. The LED structures are

grown by liquid-phase epitaxy from a confined volume of a melt based on a solution of GaAs in
Ga. The melt is doped with silicon or with silicon and tin. It is shown that the magnitude

and sign of the internal mechanical stresses in the epitaxial layer are determined by the impurity
concentration in the melt. The LED’s fabricated from epitaxial structures with the smallest
internal mechanical stresses have the greatest quantum efficiency and the slowest rate of
degradation of their parameters. A model of the reorganization of the defect structure of

gallium arsenide, which describes the observed phenomena, is proposd@98cAmerican

Institute of Physicg.S1063-782808)02011-7

INTRODUCTION with Sn or Te. The thickness of the substrates was 300—350

Internal mechanical stresses appear in a solid as a resuf{™ and the thlcknegses of than(_jp regions in thg epitax-
of local strains of interatomic bonds, which are assigned b jal layer were appro_>§|mately identical and varied in the range
the doping level and the conditions under which the solid iﬁrom 2|0 t0 60um. St|I|ct(_)n v_\/atshadIQeQJO Lhe melt as a_d(()jpfant.
formed. For just this reason, internal mechanical stresses afa'€ Sicon concentration in the liquid phase was varied from

: ) . 0 i -
an inherent component of any solid and, accordingly, o '1_t° 1'f1 \,':’,t . _In trf:e I?as'z thdOUble d(r)]pllr:jg, the concen
every solid-state device. tration of silicon in the liquid phase was held constant at a

The local strains of interatomic bonds cause local varia¥a/ue of 1.1 wt %, while the concentration of tin was varied

tion of the band structure of a solid, which can be manifested’ the range fr_om 110 8 wt %. .

as broad variation of its electrical properties, i.e., as variation 1 ne following parameters of each experimental sample
of the parameters of semiconductor devices. The magnitud¥€reé measured: the radius of curvaté®) of the epitaxial
and distribution of the internal mechanical stresses in thtructure(which was determined by x-ray methodthe mi-
bulk of a semiconductor device are determined to a significrohardnesgH) and the dislocation densitNg) on a frag-

cant extent by the rates of performance of the productioﬁ“ent of the structure in the electroluminescence generation

operations. The presence of uncompensated internal m&€9ion. which is located in thp layer of the structure at a

. . . 1 _
chanical stress gradients in a semiconductor device rendefiStance of 3—15um from thep—n junction; the concen

its structure fundamentally unstable and predetermines varfration of deep levelsN,) in the p—n junction; the external

ous degradation effects, which are a consequence of the rglectroluminescence quantum efficienge) and its depen-

laxation of internal mechanical stresses during storage df€Nce on the operating time of the LED; and the internal-
operation of the device. friction spectrum at a frequency of 6 Hz.

In this paper we present the results of an experimental The measured parameters of the epitaxial structures and

study of the effect of internal mechanical stresses on th&ED'S are presented in Figs. 1 and 2 as functions of the

efficiency and service life of GaAs light-emitting diodes silicon or tin concentration in the liquid phase. Figure 3
(LED’s). shows typical internal-friction spectra for some of the struc-

tures investigated.
As can be seen in Fig. 3, the epitaxial layers investigated
are composite materials based on gallium arsenide. In fact,
The samples investigated were GaAs epitaxpat n the sharp absorption peaks at the melting points of gallium
structures. The structures were grown in a single liquid-and tin attest to the presence of microinclusions of the me-
phase epitaxy cycle from a confined volume of a melt basethllic phase of these elements in the bulk of the ldy€he
on a solution of GaAs in Ga of100) GaAs substrates doped amount of gallium trapped in microinclusions by the grow-

EXPERIMENTAL METHOD AND RESULTS
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FIG. 1. Parameters of LED structures as a function of the silicon concentration in the melt. Cooling rate of the melt: solid curves — 0.5 °C/min, dashed
curves — 7 °C/mina — Curvatureb — concentration of deep levels — mechanica) factor, d — microhardnesse — dislocation densityf — external
quantum efficiencyg — concentration of metallic galliunh — variation of the external quantum efficiency in accelerated tests.

ing epitaxial layer increases as the silicon concentration, asending of the structures toward the epitaxial layer. As the

well as the cooling rate of the melt, are increasew. 19. silicon concentration is increased, the curvature of the struc-
The negative curvature of the epitaxial structures withture changes sign at a certain critical value, which is deter-

small silicon concentrationé~ig. 13 correspond to convex mined by the cooling rate of the melt. This finding is a re-
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°\° basis to regard th® factor of the oscillator circuit at 470 K
i (when the internal friction is measured at 6)H®B a charac-
21.0F teristic specifying the level of internal mechanical stresses in
; the sample.
S 0.51
DISCUSSION OF RESULTS AND MODEL
1 A 1 " REPRESENTATIONS
0 2 4 6 8 10 . S o
Ngp 5 Yo in malt When gallium arsenide is grown from a nonstoichiomet-

ric silicon-doped melt, the defect structure of the epitaxial
FIG. 2. Parameters of LED structures with various tin concentrations in thdayer is shaped by several processgsha arsenic deficiency
melt and a silicon concentration equal to 1.1 wt &— curvature; b — i the melt leads to the formation of excess vacancies in the
mechanicalQ factor, c — concentration of metallic galliund — concen- . . N . .
tration of metallic tin. arsenic sublattice\(,s), whose equilibrium concentration is

determined by the temperature of the procegshé growing

layer traps excess gallium to a greater extent, the higher is
flection of structural reorganization in the crystal lattice. As athe cooling rate of the melt;)camphoteric doping of the
result of this restructuring, the magnitude of the internal me-epitaxial layer by silicon takes place.
chanical stresses in the epitaxial layer drops dramatically, Silicon can occupy vacancies in both sublattices in gal-
and, as can be seen from Figs. 1e, 1d, 1f, and 1h, the melhum arsenide, creating §j defects(donorg and Sj¢ defects
sured value ofNgy, H, Bex, and Be /B,y reach their extre- (acceptors At the same time, silicon always lends prefer-
mum values. ence to vacancies in the gallium sublattice, where its concen-

It is noteworthy that the intensity of the absorption bandtration is significantly higher even itype crystals,i.e., the

observed in the internal-friction spectra at 470(Kig. 3 acceptor levels in silicon-doped gallium arsenide, which de-
clearly correlates with the magnitude of the mechanicatermine the hole conductivity of the crystal, are formed not
stresses in the epitaxial layer. Tkifactor of the oscillator just by simple Sis defects.
circuit including the sample being measured reaches a maxi- Table | presents the structural characteristics of the ele-
mum (Fig. 10 at the silicon concentration corresponding to ments, which we need in order to analyze the defect-
zero curvature of the structut€ig. 13. This provides some formation processes in the GaAs layers investigated. The lat-
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TABLE |. Structural characteristics of elements. Thus, it can be presumed that at small silicon concentrations
Element Atomic weight, X-ray Atomic volume, It.he eg_ceTs g?jlhtl;m _tllfappefd bylthET grO\.ng layer aggathe gal-
g/mol density, glcrh o ium displaced by silicon from lattice sites occupy;@#er-
stitial positions for the most part. The large positive incre-
ga. can 69.72 456%08 12168 ment of this defec(Table 1)) specifies convex bending of the
ain S - . . . . . .
As 74.92 5 77 12.98 structure tqwgrd the epitaxial lay€Fig. 15?. As thg Si con- .
As in GaAs _ 6.15 122 centration is increased, the excess Ga increasingly occupies
Si 28.08 2.332 12.04 antistructure Gg positions, where the lattice strain pro-
a-Sn 118.7 5.77 20.5 duced is smaller. The concentration of,Sdefects, whose

formation also diminishes the internal mechanical stresses in
the lattice(Table 1I), increases simultaneously. The decrease

) ) _ ) in the magnitude of the local strain caused by the formation
tice strain appearing upon the formation of a defect can bgg Sica defects is greater, the closer an antistructurg Ga

characterized by the local change in the atomic volume upoQefect and a Si acceptor atom are to the i defect®
the introduction of the defect, i.e., by the increméAt))  Therefore, the antistructure @adefects and Si, acceptors
(Table 1l). In Table Il the increments are listed without al- ghould be located in the first coordination sphere neaga Si
lowance for relaxation of the lattice. The sign of the incre-gonor atom with a high probability. In other words, the gen-
ment indicates the type of strain: a minus sign corresponds tgrg| condition that the system tend to the energy minimum
compression, and a plus sign corresponds to expansion. - spoyld be satisfied, i.e., defects with negative and positive
The interactions of the defects in a growing epitaxialincrements should be near one other and form an elastic su-
layer can be described by a system of quasichemical reagier|attice in the crystdl.Instead of the single cluster for an

tions, among which the principal reactions are ideal crystal, viz., GaAg5a;,, the structural clusters formed
Ga = Ga,, (1) in the GaAs lattice in this case can have different forms,
depending on the silicon concentration. For example, they
Ga+ Va2 Gaps, (2 can be
Si= Sk, @ Ge VasAs:]Gaz, @
Sis+ Gas = Siga+e+Ga, (4) SiadVacAss]Gar, ®)
Sig+Vas= Sias+ h, 5 ,
SR © Sicd VasGansAs,1Gays, ©
Sigat Sias= (Siga™ Sias), (6) SiIV..Si. GaAs|G (10
i i s ,
where the subscripts and s refer to the liquid and solid od VasShasCanAisIGa,
phasesgis an electronh is a hole, and the subscriptabels Sicd VasSiasGansAs](Sica) ,Gay, (11
an interstitial site.
Under the conditions of an arsenic deficiency and, ac-  Sicd VasSias(Gaas)2](Sica)3G&. 12

cordingly, the generation of excess vacancies in the arsen
sublattice, the excess gallium and the dop@i} not only
form Ga and S, defects[Eq. (4)], but also tend to occupy
arsenic vacancies, creating dreaction(2)] and Sj de-
fects[reaction(5)], to ensure mechanical stability of the lat-

tice. According to reactior(2), the concentration of anti- .
structure Gg, defects is directly proportional to the can be seen from formulad)—(12), these clusters contain
not only 2-5 silicon atoms, but also 11-13 gallium atoms

concentration of interstitial gallium, i.e., if the cooling rate of th tetrahedral bond hich t ch teristic of qal
the melt is held constant, an increase in the silicon conce V_—V' etranedral bonds, which aré not characteristic of gal-

tration in the GaAs lattice should lead to an increase in the °™" Therefore, when the local strains are large, these clus-

concentration of antistructure defe¢teactions(4) and(2)]. ters bgcome ;tructurglly unstable and. can c_ollaps_e with the
formation of tiny precipitates of metallic gallium. Since the

atomic volume of gallium is significantly smaller in the me-
TABLE Il. Local changes in the atomic volum@crementy upon the in- tallic phase than in the GaAS l_ajttl((é—aple ), a collapsed
troduction of defects in GaA@without allowance for relaxation of the lat- Cluster absorbs several interstitial gallium atoms from the
tice). local environment. In this case the lattice strain can change
sign from positive to negative. This process is shown sche-
matically in Fig. 4 in the example of clustét2) with six
interstitial gallium atoms positioned near it. Upon collapse,
Vea —-15.0 Ska —2.96 the total increment of the cluster under consideration, to-

Bue to the large negative increments, which are equal to
—-12.2 (7), —15.16(8), —12.36(9), —12.52(10), —18.44

(11), and —18.6 (12), respectively, these clusters create a
compressive strain in the lattice, which partially compensates
for the expansion caused by interstitial gallium atoms. As

Defect Increment Defect Increment
AQ, cn? AQ, cn?

XAS *122-82 SSJ'\S 1%156 gether with the interstitial gallium atoms, changes frex.2
Sga —2. ta . h . . . L
N i28 S +8.3 in the initial statgl) to +1.2 in the final statélll ) in the case

Ga 138 of the absorption of four interstitial gallium atoms by the
metallic phase or to-6.8 in the case of the absorption of
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FIG. 4. Scheme of the formation of precipitates in a G@3slattice.

three gallium atoms. As follows from the diagram, the col-plex, whose concentration, like the concentration of deep
lapse of clusters can also lead to the formation of silicorlevels, is proportional to the square of the silicon concentra-
precipitates. tion in the melt(Fig. 1b.

The phenomenon described apparently takes place over At silicon concentrations greater than 0.8% the structure
the entire range of silicon concentrations investigated, as folef the epitaxial layers deteriorates sharply: the mean disloca-
lows from the internal-friction spectr@ig. 3) and the varia- tion density increases, the distribution of dislocations in the
tion of the curvature of the epitaxial structures as a functiorlayers becomes significantly nonuniform, and they assemble
of the silicon concentration and the cooling rate of the meltn bunches with a density of 16 168 cm™2. In addition,
(Fig. 138. In fact, the gallium trapped during growth of the impregnations of silicon precipitates app€@ig. 4, statdll ).
epitaxial layer from the melt introduces interstitial defects of At the same time, the mechanical inequivalence of the bonds
two types into the gallium arsenide lattice: pointlike;Gan-  increases. The intensity of the band at 470 K in the internal-
ters and tiny metallic precipitates of Ga. At high cooling stress spectrum increases, i.e., the mechafidattor of the
rates the quantity of gallium trapped by the lattice beingsample decreaséfig. 10.
formed riseqFig. 1g). This reflects a general principle in the It would be natural to expect that the introduction of an
evolution of systems away from thermodynamic equilibrium:impurity with a large atomic volume into the melt would
The transition to the equilibrium state takes place through #ead to effective compensation of the mechanical stresses in
series of intermediate states, and the residence time of thle epitaxial layers. One example of such an impurity is tin
system in each of them is proportional to the depth of thgsee Table), and 4 wt % of it in the mel{according to a
corresponding potential well, and it decreases with decreasalculatior) should provide for compensation of the internal
ing depth of the welf. In addition, for the same reason, at mechanical stresses in structures grown at the maximum sili-
high cooling rates a larger quantity of silicon is trapped bycon concentration, which is equal to 1.1 wt %. As the experi-
vacancies in the arsenic sublattizgeaction(5)], displacing mental results showed, when the concentration of tin is
the formation of collapsed clusters toward larger silicon con4 wt %, there is no bending of the epitaxial structu(es.
centrations in the melt. 23a), the amount of gallium trapped by the growing epitaxial

Thus, a superstructure of local regions of expansion byayer decreases by a factor of 2 oflB&g. 29, and the me-
interstitial defects and compression by collapsed clustershanical perfection of the structure increases shatply.
forms in the crystal lattice of the epitaxial layer. At certain 2b). In addition, the layers contain no silicon precipitates, the
optimum silicon concentrations, at which there is no bendinglislocation density decreases by two orders of magnitude,
of the epitaxial structure, these local regions mutually bal-and the microhardness increases by 10%, on the average.
ance one another, reducing the gradients of internal mechani¥hile the emission wavelength characteristic of a silicon
cal stresses in the structures to a minimum. This situation isoncentration of 1.1 wt %1 um) is conserved, the external
conducive to maximum relative perfection of the crystalquantum efficiency of the LED’s increases by 20—100%, and
structure of the epitaxial layers, i.e., the mechan@diactor  the degradation time increases by an order of magnitude.
of the samples reaches its maximum at these silicon concen-
trations(Fig. 19. It is also reflected in the maximum value of
the microhardnesgFig. 1d and the minimum dislocation
density(Fig. 1e. This investigation has shown that one of the main rea-

The features of the defect structure formed in the epitaxsons for the existence of an optimum doping level for obtain-
ial layers also determine the properties of the LED’s fabri-ing GaAg$Si) LED structures with the highest consumer
cated from them. At the optimum silicon concentrations thecharacteristics is the compensation of the internal mechanical
external quantum efficiencys,, of the LED’s reaches a stresses in these structures.
maximum(Fig. 1f), and the LED’s exhibit the slowest rate of This work was supported by the Federal Special-Purpose
degradation of this parametéfig. 1h. It is noteworthy that Program *“Integration”(Project No. 7%.
the deep levels responsible for nonradiative recombination in
L.ED’S (the actwaﬂ_on energEt:EU-{_Q'dA eV, and the trap- V. L. Korolev and V. G. Sidorov, Fiz. Tekh. Poluprovoda2, 1827
ping cross section for the majority charge carriers (19gg [Sov. Phys. Semicon®2, 1155(1988].
oy=10"1" cn? at 300 K) can belong to the §j— Sixs com- 2N. D. Vasilenko, O. K. Gorodnichenko, I. E. Maronchuk, and [

CONCLUSIONS
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Appearance of negative resistance in  p—n junction structures in a microwave field
D. A. Usanov, A. V. Skripal’, and N. V. Ugryumova

Saratov State University, 410026 Saratov, Russia
(Submitted September 15, 1997; accepted for publication May 28,) 1998
Fiz. Tekh. Poluprovodn32, 1399—-1402ZNovember 1998

The results of theoretical and experimental investigations of the appearance of negative
differential resistance ip—n junction diode structures in the presence of a high level of
microwave power are presented. The theoretical analysis of the influence of a high level of
microwave power on the form of the current-voltage characteristic of a diode takes into

account the variation of the constant component of the current flowing through-thestructure

due to the heating of the free charge carriers and the rectifier effecl9@ American

Institute of Physicg.S1063-78208)02111-3

INTRODUCTION A microwave diode was connected in parallel to a mi-
Strong microwave fields have a significant effect on the;?dbzn?ngi?;?fos;%n :Ir?ecm?a;V::\iﬁérigeszaggﬁ;gg din
current-transfer characteristics pf-n junction structures. ) ! !

For example, the stationary current-voltage characteristic efs. 3 and 4 here the equtnc—ﬁeId vector of the microwave
(IVC's) of diodes change significantly under the effect of a.'eld was oriented perpendicularly to the plane of firen
high level of microwave power due to the appearance of a
considerable thermocurrent of hot charge carriers through t
p—n junction?

The comparison of the experimental data with the result
of calculations of IVC’s with allowance for the appearance
of a thermocurrent of hot charge carriers ip&an junction
in Ref. 1 showed that the agreement is fairly good only for

germanium p—n junctions. A generation-recombination iode f . | f the input sianal (
model of current transfer in the space-charge layer has be ode for various values of the input signal powRy (curves

used along with allowance for the thermocurrent of hot; —4). As follows from the experimental results, when the

charge carriers to account for the “anomalously” large cur-Input pOWer 1s m)creased tp 150 mW, a region of NDR ap-
rents in silicon p—n junctions in a strong microwave pears on the IVC's of the diodes. The magnitude of the NDR

field 24 increases with increasing input signal power in the range of

It has been shown in the presently known experimentaYalues from 150 to 500 mw. When the mqu S|gna_l POWEr1s
studied® that the application of a strong microwave field can at the 500 mW level, the negative differential resistance on

also lead to qualitative alteration of the IVC’s pf-n junc- the descending portion of the IVC reaches a value of

. : .20 (), and low-frequency oscillations with a frequency of
. F le, th f ) o
tion diodes. For example, the appearance of segments wit 00— 200 kHz appear in the power-supply circuit

negative differential resistan¢BlDR) on the IVC's of short-
base siliconp—i—n diodes for the microwave range with a
fairly perfect structuréand on the IVC's of siliconp—n
junction diodes with a large number of deep levelg|as = MODEL USED IN THE CALCULATION
observed under the action of a high level of microwave
power. No theoretical description of this phenomenon Wa?ate
presented.

rough a controllable attenuator to the microwave diode.
he microwave power level in the input signal was moni-
éored by a power meter. To minimize the influence of the
thermal heating of the diode structure at forward bias volt-
ages, the IVC’s were measured using an IVC plotter with a
scanning frequency of 100 Hz.

Figure 1 shows the experimental IVC’s of a microwave

The equivalent circuit shown in Fig. 2 was used to simu-
the behavior of a microwave diode connected in parallel

in s paper we present e resuts o theoretaland? 8 TIETG, tnemissn e, T siments o e
experimental investigations of the appearance of NDR on th&¥

o . . in the form of a nonlinear resistanéeand a capacitancé
current-voltage characteristics of microwave diode structures P

based on silicorp—n junctions under the action of a high c?nnecizfi n geérallel.dTPhe dl(_)debbo%yl_ls s_|mglatelzdt bgbthe
level of microwave power. elementd_, andC,, and the microband line is simulated by

the input conductivityY in the junction plane of the diode.
It was assumed that the resistance of the base layer of
the diode structure does not depend on the value of the cur-
The influence of a high level of microwave power on therent and is considerably smaller than the nonlinear resistance
form of the stationary IVC's of type 2A604 silicon micro- R of the space-charge layer at bias voltagehkat are smaller
wave p—n junction diodes was investigated in the experi-than the contact potential differen¥g. At V>V, the value
ments. of R was assumed to be constant and was defined as

EXPERIMENT
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processes in the space-charge layer, which are manifested in
the nonideality coefficienn (Ref. 2, and the heating of the
free charge carriers:

_1]

| = annpOSI exp{ qVk /Tn_TO) qV
D, | InkTo\ T, nkT,

qDpProS| p[ qVi /Tp—To) qVv ]
+ ex -1,
JDp7, | LNkTol T nkT,

whereD,, Dy, 7,, 7, Ty, @andT are the electron and hole
diffusion coefficients, lifetimes, and temperatures, respec-

L 1.2 LS tively, andT, is the lattice temperature.
=300 0 300 600 900 Since a signal from the low-frequency portion of the
Vd,mV microwave rangé1000 MH2 was used in the experiments,

FIG. 1. Experimental1-4) and theoretical1'—4’) current-voltage charac- the e_ffECtS associated Wl_th th_e finite values of the energy ffmd
teristics| (Vy) of a microwave diode for various values of the input-signal quasimomentum relaxation times of the free charge carriers
powerPy, mW: 1, 1' — 0; 2, 2" — 150;3, 3' — 350; 4, 4 — 500. could be disregarded in the calculatidils.
The capacitance of the semiconductor struct@g Was
determined by the sum of the barrieZ{) and diffuse Cy)

R=pl/S, wherep, |, andSare the resistivity, thickness, and capacitances:

area of the base layer of the diode structure. C=Cp+Cy.

‘The nonlinear resistandg was defined as the average The barrier and diffuse capacitances were determined as the
resistance of th@—n junction for the first harmonic of the ayerages for the first harmonic of the microwave current

microwave current: using the relatiorfs’

V-

R=—, where |_=\A2+B? Co—g+/—_ 284Nk
- * TN 2(V=V)(n+p)

A2 f "I(V)sin wt d di

=7 . (V)sin wt dt, Cd%Td_V'

B EJTI (V)cos ot dt wheren andp are the electron and hole concentrations in the

TJo ' n andp regions of thep—n junction, respectivelyr is the

effective lifetime of the minority charge carriers, which is
determined in short-base structures by the diffusion time of

Here V, and V™ are the value of the constant voltage carriers through the base layer and the carrier recombination
and the amplitude of the variable voltage on the microwaveate at the contacf ¢ is the relative dielectric constant; is
diode, | is the current flowing through the active resistancethe permittivity of free spaceSis the area of the structure;
R, andT=2x/w is the period of the microwave oscillations. andV, is the contact potential difference.

The passage of current through the diode was simulated The current-voltage characteristic of the diode was cal-
using an expression for the current-voltage characteristic oleulated with consideration of the rectifier effect using the
tained with consideration of the generation-recombinationrelation! .= f}1(V) dt. It was taken into account in the cal-
culations that a constant low resistarigewas connected in
series to the microwave diode in the power-supply circuit.
The current-voltage characteristiqV,) was determined
from the solution of the equation

V=Vy+V7sin wt.

mined from the value of the microwave poweabsorbed by
the diode from the relation

P=(V7)%/2R.
R The microwave power absorbed was calculated using the
expressioht
P=Po(1=|N[?=|T[?),
where P, is the microwave power impinging on the diode,

FIG. 2. Equivalent circuit of a microband transmission line with a parallel N= — Y/(Z_Y+Yo) is the ref|eCtiVit)_’ of the diOdef fo_r the mi-
microwave diode. crowave signalT=2Y,/(Y+2Y,) is the transmission coef-

gb Va=Vo+ IR

k

Ya ['] Cy []y The amplitude of the microwave voltaye™ was deter-
—— 0

12
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FIG. 3. Plots of the constant bias voltayg (1) andV, (2) on thep—n yd,mv

junction and the series resistance, respectively, as well as of the amplitude ) ) o
of the variable voltag&/~ (3) on the microwave diode, plotted as functions FIG- 4. Dependence of the squares of the moduli of the reflection coefficient
of the applied voltage/, . N (1), the transition coefficieri (2), and the absorption coefficiebt(3) on

the fixed biasVy for various values of the incident microwave power:
P,=100 (solid lineg, 300 (dashed lines and 500 mW(dotted lines.

ficient for the microwave signal, andf=jwCy+[]jwLy
+(jwC+1/R) 1] is the complex conductivity of the di-

ode. At large positive biases the value of the absorbed power
becomes insignificant, and the IVC of the diode takes the
CALCULATION RESULTS form which it has in the absence of a microwave signal.

The calculations performed using the model described
above showed that when a microwave signal is supplied to a
diode at negative and small positive bias voltages, a consids=ONCLUSIONS

erable portion of the power is absorbed. i ,
We have shown, therefore, that a theoretical explanation

Current passes through the—n junction due to the for th ; v d 4 ; e dif
heating of the charge carriers and the rectification effect or the experimentally detected appearance of negative dif-

which creates a voltage drop across the series resisRnce ferential resistance on the IVC’s of diode structures under

that displaces th@—n junction in the reverse direction. As the action of a high level of microyvave power is ppssible
the forward biasVy is increased, the biag, on the diode when the heating of the charge carriers and the rectifier effect

increasesFig. 3, curvel), while the voltage dropy, on the '€ taken into account.
series resistandg, remains almost constaffig. 3, curve?).
The current through the diode increases monotonically
in this range of bias voltages. Its value is determined by theta, |. vemnger, A. G. Paritski E. A. Akopyan, and N. A. Dadamirzaev,
injection current under the conditions of heating of the elec- Fiz. Tekh. Poluprovodn9, 216 (1979 [Sov. Phys. Semicond, 144
tron gas by the microwave field and by the amplitude of thezggzaéah R, N. Noyse, and W, Shockley, Proc. IR6: 1228(1657
rectified S|gnal.'We note that conS|derat|pn of the hgatlng ofsy A Ablyazimova, A. I. Vénger, and V. S. Pitanov, Fiz. Tekh. Polupro-
the charge carriers leads to a decrease in the additional convodn. 22, 2001(1988 [Sov. Phys. Semicon®2, 1267 (1989].
stant current component caused by the microwave signal as &\. A. Ablyazimova, A. I. Vénger, and V. S. Pitanov, Fiz. Tekh. Polupro-
; ; e ; vodn. 26, 1041(1992 [Sov. Phys. Semicon@6, 583 (1992].
result Ofr;[hi decre;&;.e in the ?m%I.ItL:;le (.)f the reCtlflid SC;gnals\/. G. Vinenko, S. V. Krasovskj and D. A. Usanov, EEktron. Tekh., Ser.
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In memory of Yuli T Ivanovich Ukhanov
Fiz. Tekh. Poluprovodr32, 1404—-1405November 1998

[S1063-782698)02211-X]

which he performed research on the modulation of infrared
radiation in germanium as a result of the injection of minor-

ity carriers. He defended his Candidate’s dissertation on this
subject in 1957. This work was carried out in close contact
with the semiconductor laboratories of the A. F. loffe Physi-

cotechnical Institute.

Beginning in 1964, Yuli Ukhanov was successively a
lecturer, professor, chairman of the department of experi-
mental physics, deputy rector for scientific work, and dean of
the faculty of physics and mechanics of the Polytechnic In-
stitute. There he also ran a laboratory and guided extensive
research on the magneto-optical properties of semiconduc-
tors. When he still worked at the Academy of Communica-
tion, he built the first system for investigating the Faraday
effect in semiconductors in the Soviet Union. A scientific
seminar was regularly held in his laboratory in the Leningrad
Polytechnic Institute under his tutelage. The research was
carried out jointly with scientists from the semiconductor
laboratories of the A. F. loffe Physicotechnical Institute and
the Institute of Semiconductors of the Academy of Sciences
of the USSR.

Ukhanov’s most important work was his research on the
band structure of semiconductor compounds by magneto-
optical methods. This work formed the basis of his doctoral

Man of Science and Technology of the Russian Federatioffissertation entitled “Experimental investigation of optical
and a degree of Doctor of Physical and Mathematical Sci@nd magneto-optical phenomena in semiconductors,” which

ences, died on March 2, 1998. he defended in 1966. _
A disciple of the “St. Petersburg School of Physics” In the nineteen-seventies the department of experimental

founded by A. F. Ioffe, Yuli Ukhanov devoted more than 40 physics of the Leningrad Polytechnic Institute was trans-
years of his life to the service of science and higher educaformed into a major scientific and methodical center under
tion. His name is associated with the development of semithe guidance of Yulilvanovich Ukhanov. Two conferences
conductor optics. His research and the work of his studentére organized by the department: the All-Union Conference
are widely known. on the Physics of 11I-V Compounds and the All-Union Sym-

Yulit Ivanovich Ukhanov was born on October 22, 1925P0sium on the Spectroscopy of Crystals Activated by lons of
to the family of a surveyor in the city of Krashitholm. In ~ Transition and Rare-Earth Metals. In 1975-1978 a new
1942, after graduating high school, he started working as &ourse of general physics was developed in the department,
mechanic and signal man at the Krasi¢holm Railroad and the laboratory manual was updated. The laboratory
Station of the Yaroslavl' Railroad. In January 1943 he wasnmanual became one of the best in the Soviet Union, for
drafted into the Red Army. He began his army service as avhich it was awarded a First-Class Certificate at the Exhibi-
private and was discharged in June 1946 as an officer.  tion of Achievements in the National Economy of the USSR

In 1946 he enrolled in the department of physics andn 1979.
mechanics of the Polytechnic Institute in Leningrad, from  Along with his main activity, Yuli Ukhanov performed
which he graduated with honors in 1952. In that year heconsiderable scientific administrative work. He participated
started working in the Military-Engineering Academy of in the organization, development, and coordination of sci-
Communication, where he became chairman of the deparence and education in institutions of higher learning. As a
ment of physics in 1959. He set up a scientific laboratory, irmember of several specialized councils of the Supreme Cer-

The renowned physicist and teacher Professor 1Yuli
Ivanovich Ukhanov, who held the title of a Distinguished

1063-7826/98/32(11)/2/$15.00 1251 © 1998 American Institute of Physics
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tification Commission, he actively participated in the trainingto the ideals of science and education until the end of his life.
of highly qualified scientific personnel. Everyone who was associated with him saw in him a bearer

Yulif Ukhanov was the author of more than 150 pub-of the finest traditions of the Russian intelligentsia, a wise
lished papers and the monograp@ptical Properties of teacher of young people, a kind and sensitive human being,
Semiconductorgin Russiai (Nauka, Moscow, 19797and  4nq a faithful and reliable friend, who was always ready to
Magneto-optical Faraday and Voigt Effects as Applied 10 ide assistance to anyone needing it. Although he held

Semiconductortin Russiad (Naukova Dumka, Kiev, 1999 high positions, Yuli Ukhanov always had an unassuming

the latter being coauthored by F. F. Sizov. He was the authoarmd accessible demeanor. He treated his colleagues with

of ten scientific textbooks. During the 16 years when he th q ¢ Yolukh ined h
chaired the department, eight of his coworkers defended do&YMpathy and respect. anov remamned such a com-

toral dissertations. He trained more than three decades 5@endab|e person until his final days. He will be remembered

candidates of Science. as such by all who knew him.

Yulit Ukhanov's interests were not confined to science _ _
and teaching. A frequent visitor to art exhibitions in the Her- Zh. 1. Alferov, Yu. S. Vasil'ev, A. G. Zabrodski
mitage Museum in St. Petersburg and the Russian Museum, B. P. Zakharchenya, V. I. Ivanov-Omigki P. Ipatova,
he himself was no stranger to artistic creativity. Both wood F. P. Kesamanly, and V. F. Masterov
?nddstone were transformed into works of art in his skilled Editorial Board of Fizika i Tekhnika Poluprovodnikov

ands.

Yulii Ukhanov exemplified selfless and devoted serviceTranslated by P. Shelnitz
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the Romanian Academy of Sciences and a holder of honor-
ary doctoral degrees from several universities, Serge
Radautsan was also the founder of the foremost scientific
school in the field of complex semiconductors. The team of
scientists which he headed was awarded the State Prize of
the USSR in 1983 for their work on the synthesis, investiga-
tion, and application of binary semiconductor materials.
Sergé Radautsan was a member of the Bureau of the Scien-
tific Council of the Academy of Sciences of the USSR for
Physicochemical Problems in Semiconductor Materials Sci-
ence and chairman of the Scientific Council of the Moldovan
Academy of Sciences for the Physics and Chemistry of
Semiconductors. The five All-Union Conferences on Com-
plex Semiconductors organized by Sdrgeadautsan in
Kishinev were widely acknowledged forums for this field of
science. For many years Setdgadautsan was a member of
the organizing committee of the International Conferences
on Multicomponent Compounds, and the 8th International
Conference, which was held in Kishinev in 19¢dhd was
the only one held on the territory of the USBRttested to
the international recognition of the contribution of
Radautsan’s school to the science of complex semiconduc-
tors.

The main area of SergdRadautsan’s scientific activity
was the comprehensive investigation of the physicochemical

We have suffered a heavy loss. The outstanding physiand physical properties of binary and ternary semiconductor
cist and member of the Moldovan Academy of Sciencesgompounds and solid solutions based on them. S$erge
Sergé Ivanovich Radautsan, passed away unexpectedly oRadautsan was the author of ten monographs and the scien-
March 6, 1998. tific editor of 25 collections of articles on this subject.

Sergé Radautsan was born on June 17, 1926 in KishinevAmong the most important scientific accomplishments of
and graduated from Kishinev State University in 1955. HeSergé Radautsan and his C|ose|y knit team, the fo||owing
studied at the Leningrad Physicotechnical Institute undegan pe singled out.
Prof. N. A. Goryunova. In 1958 SergRadautsan defended « Technologies for growing bulk crystals, films, and

his Candidate’s dissertation “Investigation of several Sondmultilayer structures based on InP and other binary com-

solutions_based on ir_1dium z;_lrsenide,” gnd_ in 1965 he deIoounds were developed, and the features of the energy band
fended his doctoral dissertation “Investigation of diamond-

. X structure and physical properties of these materials were
like semiconductors.” In 1970 he was elected a correspond- Py prop

ing member and in 1973 a full member of the Moldovanswdled' : - .
: * New technologies for obtaining ternary II-IV-V semi-
Academy of Sciences.

From 1959 SergeRadautsan worked in the Institute of conductors were developed, thin films of these compounds

Applied Physics of the Moldovan Academy of Sciences,Were obtained, their opti(?al spegtra and the features of their

where he set up a laboratory for semiconductor compound?.and structure were studied, exciton states were detected, the

He was the founder and first rectd964—1973of the Kish- phenomena of electrical switching and photoelectric memory

inev Polytechnic Institute, where he organized the Scientificwere discovered, and the influence of nonstoichiometric de-

Research Laboratory of Microelectronics. In 1990—1995fects and dopants on the electrical and magnetic properties of

Sergé Radautsan was vice president of the Moldovan Acadthese materials was studied.

emy of Sciences and director of the Center for Semiconduc- * Schottky diodesp—n junctions, and heterojunctions

tor Materials Science of the Moldovan Academy of Scienceswere fabricated on the basis of binary and ternary semicon-
A member of the Moldovan Academy of Sciences andductors.

1063-7826/98/32(11)/2/$15.00 1253 © 1998 American Institute of Physics
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Having been trained as a scientist at the A. F. loffe Len-eration. His earnest good will and intelligence, constant
ingrad Physicotechnical Institute, Setgeadautsan honor- readiness to help, and professional sophistication, as well as
ably exemplified its best traditions during his life and alwayshis vigor and creative genius, gave him a unique personality.
maintained scientific and cordial ties with the Institute. He  There were many triumphant moments in his life, and
wrote an excellent book entitlethe Wizard of Diamond-like there were difficult times, which he endured with rare dig-
Semiconductorgin Russiad (1987 about his mentor, Prof. nity. Still, the respect and love of his associates and col-
Nina Aleksandrovna Goryunova. leagues were probably most important to him.

Sergé Radautsan’s energy, determination, and skill in A benevolent and decent human being, talented scientist,
selecting the points for applying scientific effects, as well asand brilliant administrator, Sergévanovich Radautsan will
his personal scientific achievements, promoted the developemain in the hearts of all who knew him.
ment of semiconductor materials science in the USSR to a

great extent. His appearance at any scientific center or sym- Zh. 1. Alferov, Yu. V. Gulyaev, L. M. Keldysh,
posium, either in Kiev or Minsk or in Strasbourg or Rome, F. A. Kuznetsov, A. M. Prokhorov, V. I. Perel’,
instantly made him the focus of attention of colleagues, V. G. Veselago, A. G. Gurevich, V. D. Prochukhan,
prompted fruitful discussions, and initiated joint scientific K. G. Nikiforov, and V. I. Ivanov-Omgski
projects.

) ) ) Editorial Board of Fizika i Tekhnika Poluprovodnikov
For his many colleagues, students, and friends, working

with Sergé Radautsan was the highest form of human coop-Translated by P. Shelnitz
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Erratum: Radiation emitted by quantum-well InGaAs structures
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I. Spontaneous emission spectra
P. G. Eliseev

Temporary Address: Center of High-Technology Materials, University of New Mexico, Albuquerque,

New Mexico, USA
I. V. Akimova

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia
Fiz. Tekh. Poluprovodr32, 1408 (November 1998
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The correct figures for this article should read as follows:
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FIG. 1. Relative spectral densify of the radiation of an InGaAs quantum FIG. 2. Relative spectral densify of the radiation of an InGaAs quantum

well at 286 K. Pump currert mA:1—1,2—2,3—5,4—10,5— 50,

well at 4.2 K. Pump curren, mA: 1 —1,2—2,3— 10,4 — 20,5 —

6 — 100,7 — 150, 8 — 200. The spectra 3 and 4 were obtained in the 100,6 — 150,7 — 200. The spectra 1 and 4 were obtained in the direct

direct-current regime.
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current regime.
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Erratum: Study of GaN thin layers subjected to high-temperature rapid thermal
annealing [Semiconductors 32, No. 10, 1048 (October 1998 )]

N. I. Katsavets
ZAO “Semiconductor Devices,” 192281 St. Petersburg, Russia

G. M. Laws, |. Harrison, E. C. Larkins, and T. M. Benson

Department of Electrical and Electronic Engineering, University of Nottingham, Nottingham NG7 2RD,
England

T. S. Cheng and C. T. Foxon
Department of Physics, University of Nottingham, Nottingham NG7 2RD, England
[S1063-78208)02511-3

The Editorial Board of “Fizika i Tekhnika Poluprovodnikov” informs of the correction that should be made in this article.
On page 1048, Section 2, the first sentence of the second paragraph, should read as follows:
“RHTA was performed in a quartz reactor at a temperature of 1000 C for 30 s in a streamarfAt.”

1063-7826/98/32(11)/1/$15.00 1256 © 1998 American Institute of Physics
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