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Numerous experimental data on cosmic rays sensitive to the spectrum of primary cosmic rays were analyzed
in the energy range E > 1 TeV. They proved to be incompatible with the pure power-law spectrum of primary
particles. The spectral index of the proton spectrum is derived from the data considered. It was found to be
0.4 ± 0.1 greater than for the nuclei with Z ≥ 2. Therefore, the flux of galactic cosmic rays consisting of protons
and nuclei with Z ≥ 2 cannot be described by a unified power law in the energy range 0.1–103 TeV. © 2001
MAIK “Nauka/Interperiodica”.

PACS numbers: 98.70.Sa; 95.85.Ry; 96.40.De
In his report at the 26th International Cosmic Ray
Conference, S. Yoshida formulated the basic character-
istics of the energy spectrum of galactic cosmic rays
(GCRs) as follows: “Energy spectrum of cosmic rays is
well described by three-knee power-law dependence.
The first knee is observed for energies ~3 × 1015 eV,
where the spectral index changes from ~2.7 to ~3.
… At present, it is reliably (underlined by us) estab-
lished that all spectral components obey the power law
without knees, and no tendency toward sharpening is
observed at least below 10 TeV” [1]. In quantitative
terms, this definition of the GCR spectrum reads,

I0(E) ~ , and all components are described by the
same law at least up to E ~ 103 TeV.

The spectrum characteristic presented in [1] is based
on the all-particle spectrum observed in [2], from which
it follows that β0 = 2.65 ± 0.05 and that all nuclei with
Z ≥ 2 have the same index at least up to E = 10–20 TeV.
The proton spectrum is well known up to E ≅  1 TeV. For
higher energies, only two works are known [3, 4] which
are consistent with each other in the energy range E =
20–30 TeV [5]. There is no consensus on the proton
spectrum in the range 1–20 TeV.

Let us consider the experimental results which are
sensitive to the spectrum of primary particles.

(i) For E ≥ 10 TeV, the ratio of proton flux to helium
nucleus flux is Ip/IHe = 1.02 ± 0.35 [6] and 0.77 ± 0.35
[7]; i.e., the mean value is 0.9 ± 0.25. For E < 1 TeV,
Ip/IHe = 2.15 ± 0.1. If the spectral index is the same for
all components, then the ratio Ip/IHe = const = 2.15 can-
not be equal to 0.9 for E > 10 TeV.

(ii) Direct measurements of the proton spectrum for
E ≥ 20 TeV give spectral indices βp = 3.05 ± 0.19 [3]

E
β0–
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and 3.17 ± 0.19 [4]. The mean value is βp = 3.11 ± 0.14.
For the spectral index β0 = 2.65 ± 0.05 of all particle
fluxes in galactic cosmic rays in the interval 0.1 ≤ E ≤
103 TeV, βp = 3.11 is impossible.

(iii) The GCR all-particle spectrum has a spectral
index β0 = 2.65 ± 0.05 in the ranges E < 1 TeV and E >
5 TeV. In the range 1 < E < 5 TeV, β0 = 2.89 [8], 2.79
[9], and 2.81 [10], with the mean value β0 = 2.83 ± 0.03.
For β0 = const in the range 0.1–103 TeV, β0 cannot
change by 0.18 in a narrow energy.

(iv) The quantity E2.6I0, where I0 is the flux of all par-
ticles with energy E, changes from 0.256 m–2 s–1 sr–1 TeV1.6

in the range E < 1 TeV to (0.149 ± 0.003) m–2 s–1 sr–1 TeV1.6

in the range E ≥ 10 TeV [9, 11]; i.e., a step is observed
in the all-particle spectrum. No such step can occur if
β0 = const in the interval 0.1–103 TeV.

(v) At mountain altitudes, the spectral index is βs =
3.38 ± 0.08 [12–14] for single hadrons and βh = 2.95 ±
0.05 for all hadrons; i.e., βs – βh = 0.43 ± 0.1. This is
impossible if β0 = const, which is equivalent to the iden-
tical spectral indices of all components, βs – βh = 0.

(vi) At a depth of 60 g/cm2 of the residual atmo-
sphere, the spectrum of gamma-ray quanta with ener-
gies Eγ > 3 TeV has a spectral index βγ = 2.9 ± 0.09 [15].
This value is inconsistent with the spectral index β0 =
2.65 ± 0.05 of GCRs.

(vii) The vertical muon flux for Eµ > 1 TeV has a
spectral index 3.75 [16]. This contradicts the value β0 =
2.65.

The above-listed characteristics of cosmic rays con-
tradict the GCR spectrum with β0 = const in the range
0.1 < E < 103 TeV. To eliminate these discrepancies, we
001 MAIK “Nauka/Interperiodica”
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assume that the GCR flux consists of two components.
The first component consists of the nuclei with Z ≥ 2
and has a constant spectral index βZ = 2.65 ± 0.05 over
the entire interval 0.1 ≤ E ≤ 103 TeV. The second com-
ponent consists of protons, whose spectral index βp in
the range E ≥ 1 TeV will be determined independently
for each of the above-listed items. As a result, it will be
established whether the entire proton spectrum can be
assigned a unique βp value that describes all the phe-
nomena considered.

First of all, we note that, within one order of magni-
tude (the usual accuracy in measuring the cosmic ray
spectrum), the sum of two power-law spectra with indi-
ces β1 and β2 is well approximated by one exponential
function with index β = (Aβ1 + Bβ2)/(A + B), where A
and B are the intensities of the respective components
at the minimal energy Em in the spectrum of interest.

(i) Let Ip(E) = C  and IHe(E) = D  in the

range E ≥ 0.4 TeV; then Ip/IHe = (C/D) . Taking
this ratio at E = 0.4 and 10 TeV, we obtain (2.15 ±
0.1)/(0.9 ± 0.25) = (10/0.4 , from which one has
βp = 2.92 ± 0.10.

(ii) In this case, direct measurements give βp =
3.11 ± 0.14.

(iii) Direct measurements of the all-particles spec-
trum gave β0 = 2.83 ± 0.03 and 2.65 ± 0.05 in and
beyond the interval 0.4 < E < 4 TeV, respectively.
Therefore, 2.83 ± 0.03 = β0Ip/I0 + βZIZ/I0, where Ip/I0
and IZ/I0 are, respectively, the fractions of protons and
nuclei with Z ≥ 2 in the total GCR flux immediately
below the step. In our case, IZ/I0 = (0.149 ±
0.003)/0.256 = 0.58 ± 0.01 and Ip/I0 = 0.42 ± 0.01.
Therefore, βp = 3.07 ± 0.10.

(iv) If I0(E) = A and B for E < E1 and E > E2,
respectively, and I0(E) ~ E–β in the interval E1 ≤ E ≤ E2,
then the minimal β value is

In our case, A = 0.256, B = 0.149, E2/E1 = 10, and β0 =
2.65 ± 0.05, so that βmin = 2.89 ± 0.05.

The spectrum I0(E) is formed by two fluxes: the pro-

ton flux with spectral index βp and intensity (A – B)

E
βp–

E
βZ–

E
βp βZ–( )–

)
βp βZ–

E
β0

βmin
I0 E1( )/I0 E2( )( )ln

E2/E1( )ln
------------------------------------------- β0

A/B( )ln
E2/E1( )ln

------------------------.+= =

E1
βp–

Table 1

Em, TeV 1 3 5 10 15 Minimum βp value

βp 2.79 2.79 2.79 2.80 2.80 2.79

βp – 3.04 3.08 3.24 – 3.04 ± 0.17
at E1 and the nuclear flux with spectral index βZ and

intensity B  at E1. Therefore,

Since E1 = 1 TeV, one has

so that βp = 3.27 ± 0.21.
(v) The spectrum of single hadrons in the atmo-

sphere at a depth of X g/cm2 is predominantly formed
by the primary protons passing through the atmosphere
without interaction. Therefore, the spectral index of this
spectrum is βs = βp + kX/λ0 if the cross section for
inelastic interaction of protons has the form σin =
σ0[1 + kln(E/E0)]. The spectral index of all hadrons is
βh = β0 + kX/L0, where λ0 and L0 are, respectively, the
mean free paths for interaction and absorption in the
atmosphere at E = E0. In our case, βs = 3.38 ± 0.08,
βh = 2.95 ± 0.05, X = 670 g/cm2, λ0 ~ 80 g/cm2, and
L0 ~ 110 g/cm2. It follows from the difference βs – βh =
(βp – β0) + (βh – β0)(L0/λ0 – 1) that βp = β0 + (β01 – βh) –
(βh – β0)(L0/λ0 – 1). Substituting the values of βs, βh, β0,
and L0/λ0, we obtain βp = 2.98 ± 0.1.

(vi) and (vii) If the spectra of secondary particles
(muons with Eµ > 1 TeV and gamma-ray quanta with
Eγ > 3 TeV) are not distorted by the secondary interac-
tions, they have the power-law form, similar to the
power law for the primary particles. Because muons
and gamma-ray quanta are produced by protons with

spectrum Ip(E) =  and intranuclear neutrons with

spectrum In(E) = , the spectrum of secondary

particles has the form Isc(E) = K(  + ) ~ E–β.

In our case,

(1)

where C =  = 0.35. The β value is taken from the
experimental data and βp is determined from Eq. (1) for
different Em values. In the experiments with muons and
gamma-ray quanta, β = 2.75 and 2.9 ± 0.09, respec-
tively. Table 1 presents the βp values obtained for differ-
ent Em with β = (upper row) 2.75 and (lower row)
2.9 ± 0.09.

Thus, the resulting seven βp values extracted from
more than 12 different experiments, carried out by dif-
ferent methods and by different authors with approxi-
mately the same error ~ 0.1, can be averaged. The cor-
responding mean value is 〈βp〉  = 3.03 ± 0.06 and σ =

E1
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WHAT SHOULD BE THE SPECTRUM 131
0.1; i.e., σ is close to the error of individual determina-
tion of βp.

Thus, we obtain the following answer to the ques-
tion formulated above: the proton spectrum in energy
range E > 1 TeV must have the spectral index βp ≅  3,
which differs considerably from βp = 2.65 in the range
E < 1 TeV. Only in this case can many experimental
results be explained. In other words, the predicted pro-
ton spectrum must have a knee in the range !10 TeV,
where the spectral index changes from 2.65 to 3.

We now analyze what information about the proton
spectra in the range E > 1 TeV can be extracted from the
available balloon and satellite measurements.

All proton spectra that have already been reported
for the energy range E ≥ 5 TeV can be represented as

Ip(E) = C . Table 2 presents the corresponding βpE
βp–

Table 2

Authors Year of
publication βp

Emin,
TeV N0

Ya. Kawamura et al. 
[17]

1989 2.88 5 90*

N.L. Grigorov [7] 1990 3.11 ± 0.15 4 90

I. Ivanenko et al. [18] 1993 2.85 ± 0.14 5 160*

V. Zatsepin et al. [3] 1994 3.14 ± 0.08 10 602

M.L. Cherry et al. [4] 1997 2.80 6 656

* Estimated from the data in the cited reference.

Proton spectrum (open circles) from direct measurements
and (closed circles) as the difference between the fluxes of
all particles and nuclei with Z ≥ 2 [11].

E (TeV)
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values. N0 is the total number of protons used to obtain
the spectrum in this work and Emin is the minimal pro-
ton energy after which the spectrum presented in this
work is applicable.

The mean spectral index in Table 2 is βp = 2.96 ±
0.07. The mean value weighted with N0 is βp = 2.96 ±
0.03. For the data reported before 1995, the mean value
is βp = 3.00 ± 0.08. Thus, the direct measurements give
a value of βp ≅  3.0 for the proton spectral index in the
range E ≥ 5 TeV, which corroborates the above predic-
tion. The figure shows the similar spectrum obtained in
the direct measurements covering the energy range
0.1−10 TeV [8, 11].

Therefore, the GCR spectrum, being the sum of a
power-law spectrum of nuclei and the proton spectrum
with a knee at E ≅  1 TeV, cannot be described by a pure
power-law dependence and, hence, cannot be approxi-
mated by the exponential function with a single index
β0 = 2.65.

Note that the form of proton spectrum could be pre-
dicted even 10–15 years ago, because many experimen-
tal data used for this prediction were available before
1985–1990. If this prediction had been made
10−15 years ago, the spectrum shown in the figure
would be received as obvious and not as a foreign phe-
nomenon breaking the “harmonious” pattern of identi-
cal spectra of all cosmic ray components.
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The probability W of e+e–-pair production in vacuum by an intense time-varying electric field created by optical
or X-ray laser is calculated. Two characteristic regions γ ! 1 and γ @ 1 of adiabaticity parameter γ are consid-
ered. With an increase in γ and on passing from monochromatic radiation to a finite laser pulse, the probability W
increases sharply (for the same field intensity). The dependence of the probability W and the electron and
positron momentum spectrum on the pulse shape is discussed (the dynamic Schwinger effect). © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 12.20.Ds
1. Quantum electrodynamics predicts that a strong
electric field can induce electron–positron pair produc-
tion in vacuum [1]. Being first considered for a static
field, this nonlinear effect was also explored theoreti-
cally for time-varying electric fields. In particular, the
spatially uniform field

(1)

was studied for ϕ(t) = cost [2–6]. Here, t ' and t are the
time and the dimensionless time, respectively; F and ω
are the amplitude and characteristic frequency of the
electric field; and the function ϕ(t) specifies the shape
of a laser pulse. Such a field can occur in an antinode of
a standing light wave arising upon the superposition of
two coherent laser beams [4, 7]. In what follows, we
will assume that ϕ is an analytic function of t2 and
|ϕ(t)| ≤ ϕ(0) = 1 for real t values; i.e., the field is maxi-
mal at t = 0, when an electron and a positron emerge
from under a barrier [3].

This process, the so-called Schwinger pair-produc-
tion mechanism, is of fundamental importance for QED
and quantum field theory in general.1 However, esti-
mates [4, 11, 12] showed that this process could not be
observed experimentally with lasers available at that
time. For this reason, studies [1–6] were regarded as
being of pure theoretical interest for QED. At present,
the situation is changing because the powers of optical
and infrared lasers increased by many orders of magni-
tude [13, 14], and the projects of developing free-elec-
tron X-ray lasers at the DESY electron–positron linear
collider TESLA (and at SLAC) were proposed to obtain

1 Processes similar to the Schwinger pair production occur, e.g., in
the theory of quantum evaporation of black holes [8, 9], in con-
sideration of the early stages of universe evolution, in the theory
of multiphoton ionization of semiconductors [10], etc.

%%%% t '( ) Fϕ t( ) 0 0, ,{ } , B t( ) 0, t ωt ',= = =
0021-3640/01/7403- $21.00 © 20133
coherent photon beams with energies of about several
kiloelectronvolts [7, 15]. In light of these circumstances
and new experimental possibilities, it is necessary to
examine in more detail the theory of the Schwinger
effect, to which recent Ringwald’s work [7] was devoted.

In this paper, I continue to discuss these problems.
The following notation is used: e = F/Fcr is the reduced
electric field, Fcr = m2c3/e" ≈ 1.32 × 1016 V/cm is the
critical or Schwinger field in QED [1], α = e2/"c =
1/137, K0 = 2mc2/"ω = λ/πÂe is the multiphoton param-
eter, λ is the laser wavelength, Âe = "/mc = 386 fm, and
further, as a rule, " = c = 1.

2. Let us first consider a monochromatic laser field
with ϕ(t) = cost. Using the imaginary time method for
the description of the subbarrier motion of a relativistic
electron [3, 4], one can show that the probability of pro-
duction of a pair with e± momenta ±p in vacuum, to a
preexponential factor, is

(2)

where the adiabaticity parameter γ is

(3)

ωt is the electron tunneling frequency through the 2mc2

gap between the lower and upper continua. The func-

tion  and the coefficients (γ) of the pulse spec-
trum depend strongly on the pulse shape at γ * 1. The
tilde functions refer to the pair production and differ
from the analogous functions g and b1, 2 appearing in
the theory of multiphoton ionization of atoms [16],

w p( ) d
3
W /d

3
p= ∝

π
e
---– g̃ γ( ) b̃1 γ( )

p||
2

m
2

------ b̃2 γ( )
p⊥

2

m
2

------++
 
 
 

,exp∝

γ ω/ωt mcω/eF 2/K0e,= = =

g̃ γ( ) b̃1 2,
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134 POPOV
because the dispersion relations E(p) for a subbarrier
electron and, in addition, the orders of magnitude of the
parameter γ, are different in these two cases. The total
probability W per the invariant Compton 4-volume

/c = m–4 ≈ 7.25 × 10–53 cm3 s is determined by inte-
grating Eq. (2) with respect to d3p with the inclusion of
energy conservation law in n-photon absorption. The
resulting formulas (which are rather unwieldy) are pre-
sented in [4] and require numerical calculations.

The formulas are considerably simplified for γ ! 1
and γ @ 1.2 In the first case (adiabatic region: low fre-
quency ω and strong electric field), the nω spectrum is
virtually continuous and

(4)

(4')

Assuming that the maximum electric field F is attained
upon focusing laser radiation to the volume ∆V = λ3

(diffraction limit) and that the pulse duration is T, one
finds the following expression for the total number of
e+e– pairs produced in vacuum:

(5)

where N ' = ωT/2π is the number of field periods in the
laser pulse.

In the other limiting case γ @ 1, one has

and the pair-production probability is represented as the
following sum of the probabilities of n-photon pro-
cesses:

(6)

2 See Eqs. (20), (21), and (A.12) in [4] for γ ! 1 and γ @ 1, respec-
tively. The formulas used by Ringwald {see Eq. (18) in [7]} coin-
cide with Eq. (4) for γ ! 1 and, in the case of γ @ 1, differ from

Eq. (7) only in the numerical factor  ≈ 1.13, which is imma-
terial for further estimates.

Âe
4

2/ π
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2
3/2π4

--------------e
5/2 π

e
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,exp=

g̃ γ( ) 1
1
8
---γ2 3
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2 K0e( )2
-------------------–

 
 
 

N ',exp=

g̃ γ( ) 4
πγ
------ γln 0.386 γln
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W wn, wn
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π3
-----m

4
K0

–5/2 e
4γ
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2n

q n K0–( ),= =
where n > K0 = 2m/ω and

(6')

In this case, the probabilities wn rapidly decrease with
an increase in n and Eq. (6) yields the estimates

(7)

The comparison of Eq. (4) with Eq. (7) indicates that
the pair-production probability for γ @ 1 exceeds that in
the adiabatic region (for the same electric field F) by
many orders of magnitude.3 

Figure 1 shows the values of a reduced electric field
corresponding to the production of one electron–
positron pair in the volume λ3 for several pulse dura-
tions from T = 2π/ω (one field period) to T = 1 s. These
fields are rather close to each other for optical lasers,
but the difference between them increases with fre-
quency ω if "ω * 1 keV (dashed curve corresponds to
γ = 1).

Figures 2 and 3 show the total number of pairs pro-
duced in the volume λ3 as functions of, respectively, the
reduced electric field e and electric field F for different
pulse durations T. The curve numbers in Fig. 2 corre-
spond to the photon energies given in the table. The
solid curves are for an ultrashort pulse with T = 2π/ω
(one period) and the dashed curves correspond to the
pulse duration T = 1 ps. The latter value is chosen
because the maximal fields are attained in experiments
with pulsed lasers and T & 1 ps [13, 14]. As the field F
increases, the number of pairs increases so rapidly
(especially for λ * 1 µm) that this process can be treated
as a laser vacuum breakdown. For a fixed field F, the
number N of pairs also increases with wavelength λ.
This is explained by the fact that N is proportional to the
volume of the focusing region. Because of the exponen-
tial field dependence of N, an increase in the pulse dura-
tion by many orders of magnitude from one period to
even 1 s leads (Fig. 3) to a comparatively small shift of
the N = N(e, ω) curves toward weaker fields (for optical
lasers). A decrease in the lowest required field is more
pronounced for X-ray lasers.

The table presents the Schwinger effect threshold,
i.e., the field Fth necessary for producing one electron–
positron pair in one field period. For optical lasers, this
threshold is attained at F = (0.7–1.0) × 1015 V/cm,
which is smaller than the critical field Fcr by one and a
half orders of magnitude (for F * Fcr , the back action
of the produced particles on the external field should be

3 The same relationship takes place for the multiphoton ionization
of atoms [10] and, in general, for particle tunneling through a bar-
rier oscillating with frequency ω @ ωt.

q x( ) 1
2
---e

–2x
e

t
t

–1/2
dt 2x, x 0

8x( )–1/2, x ∞.






≈
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2x
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4

2
3/2π3

-------------- ω
m
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4γ/e( )
–2K0,≈

N T( ) 2πK0
3/2

2K0 4γ/e( )ln–{ } N '.exp≈
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SCHWINGER MECHANISM 135
taken into account, but this effect is negligible in the
field range under investigation).

For γ @ 1, the dependence of  on the field

amplitude has the power-law,  ∝  , rather than

the exponential character, which corresponds to the
perturbation theory of high order (K0) in an external
field. In this case, Eq. (7) gives the values that exceed
the extrapolation by adiabatic Eq. (5) by many orders of
magnitude. The ratio of the corresponding values is ρ ~

(K0e exp(π/e), which yields ρ ~ 4 × 1010 for K0 = 5
and e = 0.1, ρ ~ 1021 for K0 = 10 and e = 0.05, ρ ~ 1035

for K0 = 10 and e = 0.03, etc. Therefore, it is easier to
observe the Schwinger effect in the region γ * 1 (for a
given F value), which is understood from the physical

N
e

+
e

–

N
e

+
e

– F
2K0

)
2K0

Fig. 1. The reduced electric field e = F/Fcr necessary for the

production of one electron–positron pair in the volume λ3 in
time T = (1) 2π/ω (one field period), (2) 10–12, (3) 10–10,
(4) 10–8, and (5) 1 s. Curve 6 is for ∆V = 1 cm3 and T = 1 s;
it corresponds to e ≈ 0.0297. The adiabaticity region is
above the dashed curve for which γ = 1.
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considerations: in this case, an external field Fcosωt '
reverses its direction many times during the tunneling,
resulting in a decrease in the effective barrier width and,
therefore, a sharp increase in the barrier transmittivity
(this is clearly seen in the imaginary time method [3]).

Unfortunately, the γ @ 1 regime is realized only in
weak fields, where the probability W is extremely low.
As in the case of multiphoton ionization of atoms, the
values K0 ≤ 10–15 are necessary in this case, which cor-
responds to "ω * 100 keV. The fabrication of such
γ lasers is possible only in the far distant future.

Recently, considerable efforts have gone into the
design of free electron lasers (see, e.g., [15, 18]). Ring-
wald [7] pointed out that, if these lasers can operate in
X-ray range and their radiation can be focused to a vol-
ume of about λ3, the minimal laser power P necessary
for observing the Schwinger effect will decrease con-
siderably. In particular, the power Pmin ≈ 4 × 1016 W is

Fig. 2. The number of e+e– pairs produced in the volume λ3

in (solid curves) one field period and (dashed curves) 1 ps.
The curve numbers correspond to the energies from the
table.
The parameters of some lasers

No. λ "ω K0 Fth Laser type

1 10.6 µm 0.117 eV 8.74(6) 0.74 CO2 laser [17]

2 1.064 µm 1.165 eV 8.77(5) 0.87 YAG:Nd [17]

3 0.785 µm 1.58 eV 6.47(5) 0.90 Ti:sapphire

4 0.69 µm 1.8 eV 5.69(5) 0.91 Ruby

5 109 nm 11.4 eV 8.98(4) 1.07 Free electron laser

6 25 nm 50 eV 2.04(4) 1.26 –

7 1.24 nm 1 keV 1.02(3) 1.89 X-ray laser [7, 15]

8 0.1 nm 12.4 keV 82.4 3.15 "

λ is the wavelength, K0 is the multiphoton parameter, and Fth is the threshold electric field in 1015 V/cm; a(b) ≡ a × 10b.
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required to produce one e+e– pair at λ = 0.1 nm and
pulse duration T = 0.1 ps. Such powers have long been
achieved in laser technology in the optical range [14],
but the possibilities of constructing lasers with "ω ~
10 keV and focusing a beam in X-ray optics are still
under study [7].

3. Optical electromagnetic fields of highest intensi-
ties are created by compressing a laser pulse whose
duration is comparable with the optical period and
shape is far from an ideal sinusoid [13, 16, 19]. The
same is likely true for X-ray lasers as well. For this rea-
son, we consider the influence of pulse shortening on
the probability of the Schwinger effect.

The momentum spectrum of e± produced in vacuum
by electric field (1) is determined by Eq. (2), where

(8)

and the function χ(u) is completely determined by the
pulse shape and has the same form as in the theory of
multiphoton ionization of atoms [16]. In particular,
χ(u) = (1 + u2)–1/2 for monochromatic radiation, χ(u) =

1/(1 + u2) for the solitonlike pulse ϕ(t) = 1/ , etc.

Using Eq. (8), I calculated the function  and the

coefficients  of the momentum spectrum for sev-
eral pulsed fields. In all cases, the function 
decreases monotonically with an increase in the adiaba-
ticity parameter (Fig. 4), and the probability W increases
drastically for a given field amplitude F (because e ! 1)

g̃ γ( ) 4
π
--- χ γu( ) 1 u2–( )1/2

u, b̃1 γ( )d

0

1

∫ γb̃2' γ( ),–= =

b̃2 γ( ) 2
π
--- χ γu( ) 1 u2–( ) 1/2–

u,d

0

1

∫=

tcosh
2

g̃ γ( )
b̃1 2, γ( )

g̃ γ( )

Fig. 3. The field dependence of the number of electron–
position pairs produced by the CO2-laser pulse of duration
T = 2π/ω = (from right to left) 0.035, 0.01, 1, 100 ps, 10 ns,
and 1 s.

F, 1014 V/cm
and starts to depend on the pulse shape ϕ(t). It is natural
to refer to this phenomenon, arising at frequencies ω *
ωt, as the dynamic Schwinger effect.

Let us consider a modulated electromagnetic pulse
with the Gaussian envelope

(9)

In this case, the function χ(u) is determined numeri-
cally from the equations

, (9')

where τ is a parameter (0 ≤ τ < ∞). As σ decreases, the
pulse shortens; its amplitude decreases by a factor of
δ ≈ exp(–2π2/σ2) in one period. As is seen from Fig. 5,
the decrease in the function  entering the exponent
begins to be noticeable for σ ~ 5 and is substantial for
σ = 1. The σ dependence of the coefficients b1, 2(γ) is
negligible for σ ≥ 3, but the momentum spectrum
broadens noticeably at σ ~ 1. The probability W for σ *
3 can be calculated by the formulas for monochromatic
radiation (as it was done above).

The indicated effects are manifested in full measure
in the region γ * 1, whereas the dependence on the
pulse shape for γ ! 1 has a universal form

(10)

where  =  and a2 = –ϕ''(0) is the curvature of the

pulse near its peak. In this case, p⊥  ~ ∆p⊥  ~  =

m  and ∆p|| ~ γ–1∆p⊥  ~ mK0e
3/2. The transverse e±

momentum remains nonrelativistic, but the longitudi-

nal momentum is p|| ~ 1/γ * m if  ! e ! 1.

Figure 4 demonstrates that, on passing from the
monochromatic radiation (curve 1) to variously shaped
pulsed fields concentrated in a finite time interval, the
function  decreases substantially if γ * 1. There-
fore, pulse shortening facilitates experimental observa-
tion of the Schwinger effect.

4. For some cases, the quantities appearing in
Eq. (2) can be calculated analytically by Eq. (8). In par-
ticular, for

(11)

one obtains

(12)

ϕ t( ) t2/2σ2–( ) t.cosexp=

χ  = 
τ2/2σ2–( )exp

τcosh
---------------------------------, u = t2/2σ2( ) tcoshexp td

0

τ

∫

g̃ γ( )

w p( ) π
e
--- 1

1
8
--- γ̃2– 

  1
eF
------ γ̃2 p||

2 p⊥
2+( )+–

 
 
 

,exp≈

γ̃ a2γ

eF

e

K0
3/2–

g̃ γ( )

χ u( ) 1 u2+( ) a–
, a 0,>=

g̃ γ( ) F 1/2 a; 2; γ2–,( ),=

b̃1 γ( ) aγ2F 3/2 a 1; 2; γ2–+,( ),=

b̃2 γ( ) F 1/2 a; 1; γ2–,( ),=
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where F(…) ≡2 F1(…) is the Gauss hypergeometric
function. The parameters a = 1/2, 1, and 3/2 correspond

to the field shapes ϕ(t) = cost, 1/ , and (1 + t2)–3/2,
respectively. In the general case,

(13)

and

(13')

for t  ∞. Expressing the complete elliptic integrals
through the hypergeometric function, one can easily
find that Eq. (12) for a = 1/2 is consistent with the for-
mulas previously obtained for monochromatic light
[2, 3]. For a = 1, i.e., for

(14)

the functions  and others have a highly simple form

(15)

At the same time, the Dirac and Klein–Gordon
equations can be solved exactly for a solitonlike

tcosh
2

ϕ t( ) 1 at2–
1
6
--- 7a2 3a–( )t4 …, t 0+ +=

ϕ t( ) 2 a 1–( )t[ ] a/ a 1–( )– , a 1>
4 2t–( ), aexp 1=




≈

ϕ t( ) 1/ t,cosh
2

=

g̃

g̃ γ( ) 2

1 1 γ2++
---------------------------, b̃1 γ( ) γ2

1 γ2+( )3/2
------------------------,= =

b̃2 γ( ) 1

1 γ2+
------------------.=

Fig. 4. Dynamic Schwinger effect: the function  for
different values of the adiabaticity parameter γ. Electric-

field shape ϕ(t) = (1) cost, (2) exp(–t2), (3) 1/ , and

(4) 1/(1 + t2).

g̃ γ( )

tcosh
2
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pulse (14),4 and the probability of producing the e+e–

pair in the quantum state (p, σ) is [20, 21]

(16)

where s = 1/2 is the spin, E± = ,
ν = q/2ω, and q = 2eF/ω is the momentum transfer to an
electron in time from t = –∞ to t = +∞. In the quasiclas-
sical limit, one has ν± @ 1 and ν+ + ν– @ 2ν @ |ν+ – ν–|;
under these conditions, Eq. (16) differs from quasiclas-
sical Eqs. (2) and (15) only in the preexponential factor

(17)

which is unity within the exponential accuracy if γ !
πK0 (this condition is practically always satisfied). This
demonstrates that the accuracy of the quasiclassical
imaginary time method [3, 4] is quite satisfactory in the
problem under consideration.

5. At present, QED is in excellent agreement with
experimental results. For the most crucial case of
anomalous magnetic moments of e– and µ–, the accu-
racy achieves 10–12, which corroborates the high-order
perturbative calculations up to (α/π)4 (see, e.g., [23]).
The experimental confirmation of the Schwinger pair-
production mechanism in vacuum would mean the ver-
ification of the Dirac equation and QED for ultrastrong
external fields beyond the perturbation theory. Indeed,

4 See [20]. As was shown in [21], the determination of the pair-pro-
duction probability in a uniform electric field reduces to the prob-
lem of quantum oscillator with variable frequency. For pulse (14),
this is equivalent to the calculation of the coefficient of over-bar-
rier reflection in the Eckart potential [22].

wpσ
2πνcosh π ν+ ν––( )cosh–
π ν+ ν––( )cosh 2πνcosh–

-----------------------------------------------------------------, ν±
E±

ω
------,= =

m2 p⊥
2 p|| q/2±( )2+ +

P 1 2πν–( )exp–[ ] 2 1 2 πK0/γ–( ),exp–≈=

Fig. 5. The same as in Fig. 4, but for the modulated pulse
shape (9) with the parameter σ = (from bottom to top) 1, 2,
3, 5, and ∞.
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the exponential decrease of probability (4) for e  0
is closely connected with the factorial-like increase of
higher perturbation orders and the divergence of pertur-
bation series in QED (so-called Dyson phenomenon
[24]). This nonperturbative effect cannot be obtained
by summing any finite number of terms of the perturba-
tion series and, therefore, its observation is of funda-
mental interest for QED (and quantum field theory).
The above calculations demonstrate that, most likely,
the Schwinger effect will be discovered with a further
increase in power of infrared or optical lasers.
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remarks, to M.I. Vysotskiœ, V.D. Mur, V.A. Novikov,
S.V. Popruzhenko, and Yu.A. Simonov for stimulating
discussions, to S.V. Bulanov, A.B. Kaœdalov, and partic-
ipants in the ITEP theoretical seminar for discussion of
the results, to S.G. Pozdnyakov for continuous assis-
tance in numerical calculations, and to V.A. Gani for
help in manuscript preparation. This study was sup-
ported in part by the Russian Foundation for Basic
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Oscillations of the Dirac neutrinos of three generations in vacuum are considered with allowance made for the
effect of the CP-violating leptonic phase (analogue of the quark CP phase) in the lepton mixing matrix. The
general formulas for the probabilities of neutrino transition from one sort to another in oscillations are obtained
as functions of three mixing angles and the CP phase. It is found that the leptonic CP phase can, in principle,
be reconstructed by measuring the oscillation-averaged probabilities of neutrino transition from one sort to
another. The manifestation of the CP phase as a deviation of the probabilities of direct processes from those of
inverse processes is an effect that is practically unobservable as yet. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 14.60.Pq; 11.30.Er
Rapidly growing interest in neutrino physics has
recently been stimulated by new data from facilities at
Kamiokande [1], Super-Kamiokande [2], LSND [3],
CHOOZ [4], and some others [5, 6]. These data are
indicative, directly or indirectly, of the Pontecorvo
(vacuum) oscillations [7] of neutrinos of three types, νe,
νµ, and ντ. The frequency of these oscillations, i.e., of
the νi  νk transitions in oscillations, is proportional

to sin2 , where pν is the ultrarelativistic neu-

trino momentum and t = L/c is the time it takes for a
neutrino to run from source to detector (the distance L
is called the “base length”). In what follows, we set c =
1 for convenience.

The presence of vacuum oscillations means that

(i) similar to quarks, neutrinos produced in decays
or collisions have no definite mass [7] but are the super-
positions of neutrinos , , and , which have
small (mi ~ 10–2–10–4 eV) though definite masses [8, 9]:

(1)

(ii) neutrinos of different generations have different

masses; i.e.,  –  ≠ 0.

It is assumed in Eq. (1) that neutrinos  move with

ultrarelativistic energy Ei =  . |pν| + /2pν

m3
2 m2

2–
4 pν

------------------t 
 

ν1° ν2° ν3°

να x t,( ) V̂α i
l ν i° x t,( ),

i 1=

3

∑=

α e µ τ ; i, , 1 2 3;, ,= =

mi
2 mk

2

ν i°

pν
2 mi

2+ mi
2

0021-3640/01/7403- $21.00 © 20139
in a beam along the X axis of their momentum. There-
fore, at the detection time t0 = L we have

(2)

The Maki–Nagava–Sakata (MNS) mixing matrix 
of Dirac neutrinos [9] has the same form as the SKM
mixing matrix of quarks [10], but with its own mixing
angles ϑ12, ϑ13, and ϑ23 and its own CP-violating
phase δl:

(3)

where sik = sinϑ ik and cik = cosϑ ik. Like , the

matrix  is unitary; i.e.,  = 1.

Previous analysis of experimental data [1–6] gave
the following mixing angles [8, 9, 11]

(4)

ν i x t,( ) ν i L t0,( ) ipνx( ) iEit–( )ν i° 0( )expexp= =

. i
mi

2

2 pν
---------t– 

  ν i° 0( )exp iϕ it–( )ν i° 0( ),exp=

ϕ i

mi
2

2 pν
---------.=

V̂α i
l

V̂
l

=  

c12c13 s12c13 s13e
iδl–

s12c13– c12s23s13e
iδl– c12c23 s12s23s13e

iδl– s23c13

s12s23 c12c23s13e
iδl– c12s23– s12c23s13e

iδl– c23c13

,

V̂SKM

V̂
l

V̂
l
V̂

l+

ϑ 12 42.1 6.9±( )°, ϑ 13 2.3 0.6±( )°,= =

ϑ 23 43.6 3.1±( )°=
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for δl = 0 and

(5)

Here, the mean error in the mixing angles and the
masses is taken from figures and tables in [8, 9, 11],
where the CHOOZ data [4] from ground-based νe

sources were taken into account.1 

Below, we will consider the possibility of determin-
ing the leptonic CP phase δl from the data obtained in
current experiments of the type [1–6], where oscilla-
tions were not observed directly but only the oscilla-
tion-averaged probabilities P(νανβ) of να  νβ transi-
tions were measured.

The action of matrix (3) on the column vector 
gives [see Eq. (1)]

i.e.,

(6)

1 Unfortunately, results (4) and (5) obtained in [8, 9, 11] using the
data reported in [1–6] are insufficiently reliable, especially those
based on the data for solar and, partly, atmospheric electron neu-
trinos νe, whose interaction with matter within the Sun or Earth
can invert their spin and transform (νe)L to the sterile, i.e., nonin-
teracting, state (νe)R. This so-called MSW effect [12] does not
occur in an analysis of the data from ground-based νe sources,
e.g., CHOOZ data [4], whose processing yields very small angles
ϑ13 ~ 2°–3° [see Eq. (4)].

m3 0.058 0.025±( ) eV,=

m2 0.0060 0.0035±( ) eV, m1 ! m2.=

ν i°

νe

νµ

ντ
 
 
 
 

t

V̂ l

ν1°

ν2°

ν3° 
 
 
 
 

,=

νe t( ) c12c13ν1° 0( ) s12c13ν2° 0( )e
iϕ21–

+[=

+ s13ν3° 0( )e
iϕ31 iδl––

] i
m1

2

2 pν
---------t– 

  ,exp

νµ t( ) s12c13 c12s23s13e
iδl+( )ν1° 0( )–[=

+ c12c23 s12s23s13e
iδl–( )ν2° 0( )e

iϕ21–

+ c13s23ν3° 0( )e
iϕ31–

] i
m1

2

2 pν
---------t– 

  ,exp

ντ t( ) s12s23 c12c23– s13e
iδl( )ν1° 0( )[=

– c12s23 s12c23s13e
iδl+( )ν2° 0( )e

iϕ21–

+ c13c23ν3° 0( )e
iϕ31–

] i
m1

2

2 pν
---------t– 

  ,exp
where, taking into account the dependence (2) of neu-
trino states on time t = L, one has

(7)

with Eν . pν being the neutrino energy in a beam, Eν @

m3 > m2 > m1. Because the neutrino states (0) are

orthonormalized, i.e.,  = δik,
2 one has for the

amplitudes Aα → β = ( να(0)) and probabilities

P(νανβ) =  of να(0)  νβ(t) transi-
tions in vacuum

(8)

and

(9)

2 For the Majorana neutrinos, whose fields (0) with definite

mass are real, the requirement that fields νe, νµ, and ντ (6) pro-
duced in the weak interaction be real even at t = 0 would mean
that real matrix (3) is orthogonal, i.e., δl = δ13 = π or 0. This is
also true for the phases δ12 and δ23, which are omitted in Eqs. (3)
and (6) because they lead to vanishingly small probabilities of the
νi   transitions with amplitudes ~mν/E ~ 10–6–10–9. How-

ever, besides simplicity and aesthetics, there are no other reasons
for requiring that fields (6) be real and CP phase be zero. We intend
to consider the Majorana neutrino oscillations elsewhere [13].
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Averaging these probabilities over oscillations, i.e.,
over phases ϕij [by setting 〈sin2ϕij 〉  = 〈cos2ϕij 〉  = 1/2
and 〈cos(ϕij ± δl)〉  = 〈cosϕij 〉  = 0 in Eqs. (8) and (9)], we
obtain the following energy-independent probabilities,
which were only measured to date [1–6]:

(10)

where

(11)
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Note that the obvious relationships

are satisfied, and P(νβνα) = . Using the

general formulas for oscillation probabilities from the
Appendix, we obtain the following expressions for the
differences between the probabilities of forward–back-
ward neutrino transitions:

(12)

where a0 = c13sin2ϑ12sin2ϑ13sin2ϑ23 . 0.07. Unfor-

tunately, the phases ϕik appearing in these relationships
depend on the neutrino energy in a beam; therefore, to
determine the sinδl value from Eq. (12), neutrinos να
and νβ should have the same energy E in an experiment.
Modern beams include only continuous-spectrum neu-
trinos, and the effect reflected in Eq. (12) vanishes after
averaging over the phases ϕik.

However, the CP phase can be obtained in a differ-
ent way by using Eqs. (10) and (11) and the experimen-
tal data similar to those obtained in [1–6] but having a
higher accuracy in order to compensate the smallness
of angle ϑ13. For clarity, let us introduce the coefficients
bik = Bik/Aik and cik = Cik/Aik in Eqs. (10) and (11).
Because of the smallness of s13 = sinϑ13 . 0.07, almost
all of these coefficients are very small and are on the
order of a fraction of a percent:

(13)
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4+( )s13
4 c13
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4+ + s12

4+{ } ]sin
2

,

Bµτ
1
8
--- 1 s13

2+( )s13 4ϑ 12( ) 4ϑ 23( ),sinsin=

Cµτ
1
4
---s13

2 2ϑ 12( ) 2ϑ 23( ).sin
2

sin
2

–=

1 P νανα( )–  = P νανβ( ) P νανγ( ), α β γ, ,+  = e µ τ ,, ,

P νανβ( )[ ] δl δl–→

P νµνe( ) P νeνµ( )–

=  a0 ϕ21sin ϕ32sin ϕ31sin–+( ) δl,sin

P ντνe( ) P νeντ( )–

=  a0 ϕ21sin ϕ32sin ϕ31sin–+( ) δl,sin–

P ντνµ( ) P νµντ( )–

=  a0 ϕ21 2
ϕ21

2
-------

ϕ31 ϕ32+( )
2

--------------------------cossin–sin 
  δl,sin

1
2
---

Aee 0.499;=

Aµµ 0.636, bµµ 0.0058, cµµ 0.0038;–= = =

Aττ 0.613, bττ 0.0055, cττ 0.0040;–= = =

Aeµ 0.261, beµ 0.014;= =
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For this reason, the ratio of the number of produced νµ
to that of ντ in the primary νe beam at large distances L
(about 300–500 km) will weakly decrease with increas-
ing δl from 0 to π:

(14)

where beµ – beτ . 2beµ . 2.8% and Aeµ/Aeτ . 1.04.
Therefore, if the experimentally measured ratio (14)
differs from 1.04 + 0.03 = 1.07 by more than 1–3%, this
would indicate that cosδl < 1; i.e., δl ≠ 0.

If s13 = sinϑ13 > 0.07, i.e., if s13 is larger than the
value used in this work, then the CP phase will be man-
ifested more strongly. In particular, for ϑ13 = 14°, we
have /  . 1.07(1 + 0.08cosδl), and the coeffi-
cient a0 in Eq. (12) is a0 . 0.23.
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APPENDIX

The probabilities of all neutrino transitions in vac-
uum (in the Pontecorvo oscillations with allowance
made for the CP phase δl) are determined by the follow-
ing general algebraic formulas:

(A1)
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Simple atomic models (1/2  1/2 and 1/2  3/2 transitions) were taken as an example to consider, in the
sub-Doppler cooling approximation, influence of the spatial rotation of a polarization plane on the radiative
friction force at arbitrary field configurations of dimensionality D > 1. Spatial gradients of the angles determin-
ing this rotation additionally contribute to the friction force. This contribution is comparable in magnitude with
other forces if the detuning δ is on the order of the radiative relaxation constant γ. For the j  j + 1 transitions,
the contribution promotes sub-Doppler cooling at δ < 0, whereas for the j  j transitions (half-integer j) it
induces anisotropic heating and cooling processes. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 32.80.Lg; 42.50.Vk
1. The kinetics of atomic ensembles in light fields
with polarization gradients is governed by the correla-
tion of the atomic translational and internal degrees of
freedom; the processes of atomic optical orientation
and momentum transfer from the field to atoms through
the spontaneous and induced radiation give rise, in
combination with the translational motion of atoms, to
new kinetic phenomena such as sub-Doppler cooling
and formation of light-induced atomic gratings. The
major mechanisms of sub-Doppler cooling are consid-
ered in [1] using simple one-dimensional field configu-
rations lin ⊥  lin [with only the spatial gradient of field
ellipticity ε(r)] and σ+-σ– [with only the spatial gradient
of the rotation angle φ(r) of the polarization ellipse] as
an example. Some other kinetic aspects of one-dimen-
sional field configurations with the spatial gradients of
several field parameters [ellipticity, ellipse rotation
angle, field amplitude %(r), and field phase Φ(r)] are
considered in [2]. However, in addition to these gradi-
ents, gradients caused by the spatial rotation of field
polarization plane appear in the field configurations of
higher dimensionality. As is known, such configura-
tions are used intensively in the experiments on grating
formation. In this work, a simple two-level model of
atoms with the total angular momentum jg = 1/2 in the
ground state is taken in an arbitrary non-one-dimen-
sional field configuration to analyze the contribution to
the cooling kinetics from new gradients, which are
absent in the one-dimensional configurations and have
not been considered so far.

2. Field configuration of dimensionality D > 1 is
formed by s ≥ 3 noncollinear (at least one pair of wave
vectors is such that [kn × kn'] ≠ 0, and  = 0)knn 1=

s∑

0021-3640/01/7403- $21.00 © 0144
coherent monochromatic plane waves with identical
frequency ω and can be represented, in the general
case, as

(1)

where (…)* stands for the complex conjugation, and
E(r) = |% |eiΦe and E*(r) are the negative- and positive-
frequency field components, respectively. Here, e is the
unit polarization vector. Let us consider a small varia-
tion of these components upon passing to r + δr. For
example, the variation δE = E(r + δr) – E(r) is
expressed through the field gradients as follows:

(2)

where l = cos2ε (domain of variability 0 ≤ l ≤ 1) and
! = sin2ε (domain of variability –1 ≤ ! ≤ 1) are con-
nected with the degrees of linear L = l2 and circular A =
!2 field polarizations [3] (A + L = 1 for the coherent
fields), and vector e0 = –i[e × e*]/! is perpendicular to
the local polarization plane. The last contribution in
Eq. (2) describes small spatial rotation of the E vector
out of the initial polarization plane. It is inevitably
present in the field configurations with D > 1. The
angles of rotation α and β of the principal axes of the
polarization ellipse in the directions perpendicular to

E r t,( ) e
iωt– iknr+

En c.c+( )
n 1=

s

∑=

=  e iωt– E r( ) eiωtE* r( )+( ),

δE δr
— %

%
----------- i—Φ l—ε i—φ–

!
------------------------+ +⋅ 

  E r( )=

+ δr
il—φ —ε–

!
------------------------⋅ 

  e2iΦE* r( ) e0 δr —⋅( )E⋅( )e0,+
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the initial plane are chosen as parameters of this rotation
(Fig. 1). The unit vectors specifying the positions of the
principal axes are defined in an invariant fashion as

(3)

It should be noted that the constant phase is chosen for
e and e* so that (e · e) = (e* · e*) = l, which corresponds
to the total field phase e4iΦ = (E(r) · E(r))/(E*(r) ·
E*(r)). For the field configurations with D > 1, the
problem of determining the directions of ea, eb, and e0
in the regions with linear polarization is solved by pass-
ing to the limit l  1, because the dimensionality of
these regions is no higher than D – 1. In this case, ea

specifies the position of the major axis, eb specifies the
position of the minor axis of the polarization ellipse,
and the gradients of angles α and β are defined as

(4)

Hereafter, the differentiated quantities are underlined.

3. Let us consider the influence of gradient (4) on
the processes of optical orientation taking, as an exam-
ple, a simple model of two-level atoms with the ground-
state total angular momentum jg = 1/2 in the standard
conditions of sub-Doppler cooling. Specifically, the
saturation of the resonant dipolar transition is small, S =
|Ω|2/(γ2/4 + δ2) ! 1, where Ω = d |%|eiΦ/" (d is the
reduced dipole transition moment) is the Rabi fre-
quency, γ is the radiative spontaneous decay constant in
the excited state, and δ = ω – ω0 is the detuning from
the resonance; the atoms are slow, kv  ! γS, where k =
|kn |; and the interatomic collisions are ignored. Under
these conditions, the problem of optical pumping
reduces to the analysis of the ground-state density

matrix . In the representation of the eigenstates of
the angular momentum operator Jm, the diagonal com-

ponents  specify the populations of Zeeman sub-
levels, while the nondiagonal components correspond
to the coherence in these sublevels. In the irreducible

tensor representation,  are the multipole moments
of rank 0 ≤ κ ≤ 2jg. For the states with jg = 1/2, the
anisotropy is described only by the first-rank moment

, and, to the zero order in the recoil parameter "k/∆p
and first order in the field intensity, the closed equation

for the evolution of  is equivalent to the equation for

the optical orientation vector J = "  [4]:

(5)

ea e e*+( )/ 2 1 l+( );=

eb i e e*–( )/ 2 1 l–( ).–=

—α — ea e0⋅( ); —β — eb e0⋅( ).= =

ρ̂g

ρ̂µµ'
g

ρ̂κq
g

ρ̂1
g

ρ̂g

2ρ̂1
g

∂t v+ —⋅( )J γS/9Ne( )=

× 2"!e0 2J 1 l+( ) ea J⋅( )ea––(

– 1 l–( ) eb J⋅( )eb 1–( )
Ne/2

6δ̃! J e0×[ ] ) .+
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Hereafter, the notation  = δ/γ and Ne = 2je + 1 is intro-
duced. The total angular momentum of the excited state
can be either je = 1/2 or je = 3/2, depending on the type
of transition.

Let us use the approximation of slow atoms kv  ! γS
and consider the steady-state pumping regime (∂tJ = 0).
For the quiescent atoms, the well-known result J(0) =
"!e0 is straightforward, indicating that the ground-
state Zeeman sublevels µ = ±1/2 are differently popu-
lated in the local basis with the quantization axis
directed along e0; the J projection onto this axis is pro-
portional to the difference in the populations of these

sublevels, (J · e0) = "Π = "(  – ); it is independent
of the field intensity and determined only by the
! value. The remaining projections are proportional to

the coherence elements  and  and vanish in this
approximation. The next order in small parameter
kv /γS < 1, J(1), is linear in atomic velocity and has all
three nonzero projections in the local basis {e0, ea , eb}:

(6)

(7)

δ̃

ρ̂+
g ρ̂–

g

ρ̂+–
g ρ̂– +

g

(0 e0 J 1( )⋅( ) 9Ne 2γS( ) 1–
" v —⋅( )!–= =

=  9– Ne γS( ) 1–
"l v —⋅( )ε;

(a ea J 1( )⋅( ) 9Ne NγS( ) 1–
"!= =

× 3 l–( ) v —⋅( )α 1–( )
Ne/2

6δ̃! v —⋅( )β–( );

Fig. 1. Spatial rotation of the polarization plane from posi-
tion I to position II; φ is the rotation angle of the polarization
ellipse in the initial plane I; α and β are the rotation angles
of the major and minor axes a and b from the initial plane to
the final positions a' and b'.
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(8)

where N = 9 – l2 + 36( !)2. Note that Eqs. (6)–(8) are
completely unusable in the region of field nodes |% | =
0, where the condition kv /γS < 1 breaks for any velocity
v  ≠ 0. We leave aside this issue, because it is of no
importance for our further consideration.

The  = (0e0 component accounts for the retarda-
tion effect in optical pumping. This effect results in a
population difference transfer if the local quantization
axis is chosen along e0. With this choice, the other com-

ponent  = (aea + (beb is nonzero only in the field
configurations with D > 1, where it describes the coher-
ence in the Zeeman sublevels –1/2 and +1/2. It is com-
parable with (6) at small detunings |δ| ≤ γ and decreases

as  at large detunings. Let us estimate the contribu-
tion of this component to the radiative force acting on
atoms.

4. In the approximation of sub-Doppler cooling, the
light-induced force is written, according to [5], as

(9)

where  is the reduced (dimensionless) operator of

dipolar interaction and  is its Hermitian conjugate.

The density matrix  of the quiescent atoms allows
one to determine the light-pressure force and the gradi-
ent force [5] acting on the atom in the fields with polar-

ization gradients, while the correction , linear in
velocity, contributes to the radiative friction force and
the force of the Lorentzian type. For jg = 1/2, this con-
tribution can be represented as [4]

(10)

Note that force (10) includes basically different contri-

butions. The component  corresponds to the contri-
bution

(11)

from the gradients of ellipticity ε, amplitude |% |, total
phase Φ, and angle of rotation φ of the polarization
ellipse.

The contribution

(12)
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from the component  is due only to gradients (4).

The dimensionless coefficients  in Eq. (12) are:

for je = 1/2 and

for je = 3/2.
Let us consider the properties of force (12)
5. At large detunings |δ| @ γ, the terms with nondi-

agonal components Fαβ ≈ –Fβα ≈ !/2 become domi-
nant in Eq. (12), so that the asymptotic expression for

the force has the Lorentzian form  ≈ [v × Beff], with
Beff = ("!/2)[—β × —α]. Analysis of the more complex
transitions shows that this property is independent of
the transition type and that for the so-called “bleach-
ing” transitions j  j – 1 and j  j (integer j) the

force  always has the Lorentzian form. Evidently,
at large detunings the dynamics of slow atoms is prop-
erly described in the adiabatic approximation. In this
case, Lorentzian-type forces are induced by the spatial
gradients of the internal (adiabatic) atomic state [6].

In the remaining cases, the coefficients F for the
1/2  1/2 and 1/2  3/2 transitions are cardinally
different. Let us consider the diagonal components Fββ
and Fαα in Eq. (12) and the symmetric component
Fβα + Fαβ, which contribute to the radiative friction
tensor [4] governing the anisotropic atom heating and
cooling kinetics in the field configurations with D > 1.
It is worth noting that the diagonal components do not
change their sign and are even functions over the entire
range of the ellipticity parameter –π/4 ≤ ε ≤ π/4, whereas
Fβα + Fαβ is an asymmetric function of ε. When esti-

mating the integral effect of the  force through
averaging over a certain spatial period of field (1), the
latter contribution can be ignored, while the remaining
contributions induce the cooling (heating) effect accu-
mulating with time. However, the coefficients Fαα and
Fββ for the 1/2  1/2 transition differ in sign. This
signifies, e.g., that the α gradient induces cooling while
the β gradient induces heating at δ < 0. For the
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1/2  3/2 transition, the coefficients Fαα and Fββ
have the same sign. It should be emphasized that these

coefficients are similar to Fεε = 6  [see Eq. (11)] in
that their signs are identical and constant over the entire
ellipticity range –π/4 ≤ ε ≤ π/4 and all of them are odd
functions of detuning δ. In other words, for the detun-
ings δ < 0 corresponding to cooling by the Sisyphean
mechanism [1], the α and β gradients favor this pro-
cess.

Fαα, Fββ, and Fεε are odd functions of δ, have the
same sign, and do not change it over the entire range of
ε values also for the more complex transitions of the
j  j + 1 type (Fig. 2), whereas no such behavior is
observed for the j  j (half-integer j) transitions.
A comparison of the contribution from the cooling due
to the α and β gradients with the known forces indicates
that Fαα and Fββ reach their maxima at small detunings
|δ| ~ γ/2, whereupon they slowly decrease with increas-
ing |δ|, and are usually an order of magnitude smaller
than, e.g., Fεε or F%ε. Nevertheless, the role of these
gradients in the sub-Doppler cooling kinetics may be
substantial. One can see in Fig. 2 that Fαα and Fββ are
finite in the regions of circularly polarized field, |ε| =
π/4 (l = 0), whereas the remaining forces in Eq. (11)
disappear in these regions. These regions are of partic-
ular importance because they correspond to the minima
of light-induced potentials [1, 5], where particles are,
most likely, accumulated in the course of formation of

optical atomic gratings; i.e., the action of the force 
on the trapped atoms may become comparable with the

action of .

6. Let us consider the reasons for such different

manifestations of the  force in the j  j (half-inte-
ger j) and j  j + 1 transitions. To this end, let us sep-
arate the terms corresponding to the corrections to the

gradient force  ~ iδ—(J(1) · [E × E*]) and to the light-

pressure force  ~ γ—(J(1) · ([E × E*] – [E × E*]))
from the initial force definition (10) and take into
account that [E × E*] = i!|% |2e0. Then the correction
to the gradient force takes the form

(13)

where "∆S = –(–1 "δS!/3Ne is the dynamic Stark
shift (written to a constant) of the µ = +1/2 sublevel
(quantization axis along e0). For the µ = –1/2 sublevel,
it is equal to –"∆S. Since the projection (0 = "Π(1)

appears as a correction to the population difference of
sublevels, the force FS, being equal to the contribution
from the ellipticity and amplitude gradients in Eq. (11),
is responsible for the known Sisyphean cooling mecha-
nism [1], which is based on the influence of the retarda-
tion in the ground-state optical pumping on the
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motional dynamics of atoms in the light-induced poten-
tials caused by the induced photon emission and
absorption processes. In this case, the cooling by the
FS force occurs at δ < 0 for the 1/2  3/2 transition
and at δ > 0 for the 1/2  1/2 transition [7], because
the optical shifts for these transitions have different
signs. The new force Fad, 1 = –∆S((a—α + (b—β) in
Eq. (13) is also due to the retardation effect, which,
however, manifests itself not in the spatial population
difference transfer but in the appearance of a coherence
(proportional to (a and (b) in the ground-state sublev-
els as a result of changing spatial position of the quan-
tization axis e0. When averaged over the field period,
this force induces cooling under the same conditions as
the force FS, but its direction in space is determined not
by the gradient of light-induced potential "∆S, but by
the gradient of geometric potential associated with the
internal (adiabatic) atomic state [6].

The correction to the light-pressure force can be rep-
resented as the sum

(14)

where Fsp =  +  = F+Π(1) is the correction
to the averaged light-pressure force. Here, F+ = –F– =

(–1 "γS(!—Φ + —φ)/3Ne is the light-pressure force
acting on the atom in the µ = +1/2 (µ = –1/2) state and
caused by the recoil effect accompanying the photon
absorption and its spontaneous emission by the excited

atom [8];  and  are the corrections to the sub-
level populations. This force appears in Eq. (11) as a
contribution from the —Φ and —φ gradients. For the
models with jg = 1/2, it is independent of the field
detuning; its possible influence on the atom cooling is
considered in [2]. Contrary to Fsp, the new force Fad, 2 =

γS(–1 ((1 + l)(b—α – (1 – l)(a—β)/6Ne in Eq. (14)

Fp
1( ) Fsp Fad 2, ,+=

F+ρ̂+
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Fig. 2. (solid lines) Fαα(ε) and (dashed lines) Fββ(ε) func-
tions for the transitions (a) 1/2  3/2, (b) 1  2, and
(c) 3/2  5/2 at the detunings |δ| = γ.

F
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depends on the detuning; the component that does not
disappear upon averaging over the spatial period of the
light field is an odd function of δ and identical for both
types of transition:

This component contributes to the cooling at δ < 0
analogously to the well-known Doppler cooling mech-
anism [8].

Therefore, the α and β gradients introduce correc-
tions to both gradient and light-pressure forces, thereby
contributing to the anisotropic atom heating and cool-
ing processes. However, the effect of the Fad, 1 correc-
tion depends on the sign of optical shift ∆S, whereas the
Fad, 2 correction always leads to cooling at δ < 0. For
this reason, these corrections act in parallel with each
other and with the Sisyphean cooling mechanism for
the j  j + 1 transitions, whereas, for the j  j tran-
sitions (half-integer j), the contribution to cooling from
one correction is accompanied by a comparable contri-
bution to heating from the other correction.

The following important aspects of influence of the
α and β gradients on the kinetics of atomic ensemble
are also noteworthy: the space symmetry of vector field

 differs from that of  (an example is given in

Fad 2d, 9"δ!2
1 l+( ) v —⋅( )α—α(=

+ 1 l–( ) v —⋅( )β—β )/γN .

F⊥
1( ) F||

1( )
[4]); the contribution from the  fluctuations to the
diffusivity tensor in momentum space may be compa-
rable with the contributions from the other field gradi-
ents at detunings |δ| ~ γ.
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The reflection of femto- and attosecond soft and hard X-ray pulses from multilayer structures (MSs) was inves-
tigated. The conditions are formulated under which the pulse shape and duration barely change upon reflection.
The MSs are optimized for the reflection of extremely short pulses, and the possibility of compressing chirped
pulses is considered. It is shown that the power reflection coefficient can be appreciably larger than unity. The
aperiodic MSs capable of effectively reflecting pulses containing no more than three wave periods are calcu-
lated. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 41.50.+h; 07.85.Fv
In recent years, interest has been growing in the gen-
eration of femto- and attosecond X-ray pulses. These
pulses can be generated upon the resonant interaction
of laser and counter propagating relativistic ion beams
[1]. The idea was proposed that the subfemtosecond
(~0.1 fs) soft X-ray pulses can be obtained through the
coherent generation of high laser harmonics, and
numerical simulation of this process was accomplished
in [2]. Recently, the high-harmonic generation effi-
ciency of femtosecond laser was enhanced substan-
tially (~1 nJ per pulse, "ω ~ 45–50 eV), and the femto-
second soft X-ray pulses (1.8 fs) were obtained [3–5].

Multilayer structures (MSs) are among the most
efficient elements of X-ray optics, because they effec-
tively reflect the soft X-ray radiation at normal inci-
dence and the hard X-ray radiation at not-too-small
angles of grazing incidence. In this work, we consider
the reflection of atto- and femtosecond X-ray pulses
from an MS and place particular emphasis on the reflec-
tion of extremely short pulses including no more than a
few wave periods. The following two points should be
taken into account in this respect.

First, the minimal relative width of the pulse spec-
trum is approximately equal to the ratio of wave period
to pulse duration δωp/ω0 ~ T/τ (ω0 is the carrier fre-
quency, δωp is the spectral width, T is the wave period,
and τ is the pulse duration). For instance, the spectral
width of a few-cycle pulse is comparable to the carrier
frequency. Since the reflection from periodic MSs dis-
plays resonance dependence on frequency (∆ω/ω0 ~
0.05–0.01), the efficient reflection is possible only for
pulses containing no less than several tens of wave peri-
ods. For the reflection of extremely short X-ray pulses,
0021-3640/01/7403- $21.00 © 20149
MSs with a broad reflectivity spectrum should be used;
this becomes possible with the class of aperiodic MSs
[6–8]. One such MS with the reflectivity band at 125–
250 Å was calculated, synthesized, and tested in a
recent work [9].

Second, the reflection of different spectral compo-
nents of a signal occurs, so to speak, at different
MS depths. This causes pulse delay and a change in the
temporal pulse shape upon reflection. In other words,
the group delay tg causes the reflected pulse delay rela-
tive to the incident pulse, while its dispersion distorts
and lengthens the reflected pulse. At the same time, this
fact can be utilized to shorten chirped pulses and
increase their power with the help of a broadband ape-
riodic MS of special type.

Let us consider the reflection of a comparatively
long, bandwidth-limited pulse with carrier frequency ω0
and spectral width δωp much narrower than the
MS reflectivity band, δωp ~ 2π/τ ! ∆ω. Let r(ω) =
|r(ω)|exp[iΦ(ω)] be the complex amplitude reflection
coefficient of any (not necessarily periodic) MS and
Φ(ω) be its phase. Then the reflected pulse delay rela-
tive to the incident pulse is tg = dΦ(ω)/d , and

the “spreading” in time is determined by the dispersion
of group delay and its spectral width: ~(dtg/dω)δωp.
The pulse spreading may be particularly large for the
broadband mirrors unless the requirement that the
group delay be constant is imposed when solving the
inverse problem of multilayer optics. The time tg can be
expressed through the effective depth Leff at which the
reflection occurs, tg = mNeffT/2, where Neff is the mono-
layer number corresponding to Leff and m is the order of

ω ω ω0=
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reflection, usually equal to unity. The requirement that
the number of MS layers be less than Neff is dictated by
the efficiency loss and cannot be regarded as the cardi-
nal solution of the problem.

The purpose of this work is to study the reflection of
atto- and femtosecond pulses from MSs by numerical
methods. The ways of overcoming restrictions on the
reflection of extremely short signals will be considered.
The key idea consists in a search for aperiodic MSs pos-
sessing simultaneously a broad (∆ω/ω ~ 1/2) reflectiv-
ity spectrum and the appropriate dependence of group
delay on frequency. Such a statement of the problem
corresponds to the inverse problem of multilayer optics
which takes into account the modulus and phase of r(ω).

The computing method is partially described in [7].
It is assumed that the MS consist of N alternating layers
of materials A and B. The simulation of pulse reflection
from a given MS includes the following principal steps:

Calculation of the complex amplitude reflection
coefficient r(ω) as a function of frequency by the recur-
rent relation method [10]. The complex dielectric con-
stants are expressed through the atomic scattering fac-
tors f1, 2 [11];

Spectral decomposition of the incident pulse field
E0(t), multiplying each Fourier component E0(ω) by
r(ω), and inverse Fourier transform with the object of
determining the reflected pulse field E(t):

(1)

(2)

Here, E0(ω) and E(ω) are the Fourier transforms of the
incident and reflected field. The index “0” refers to the
incident pulse. To determine the modulus and phase of
each Fourier component for the reflected signal, both
the modulus and the phase of r(ω) were used. The
reflected pulse field obtained by procedure (1) and (2)
carries information about a change in the amplitude and
shape of the reflected pulse and about its time delay rel-
ative to the incident pulse.

The incident pulses were assumed to be Gaussian
with parameters τ0, ω0, and b:

(3)
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where b is the chirp parameter. By the pulse duration τ
is meant the effective width of intensity envelope :

The pulse reflection coefficient is defined as the
reflected-to-incident pulse energy ratio,

The power reflection coefficient, defined as RP =
R(τ0/τ), virtually coincides with the peak intensity ratio
Imax/I0max and plays an important role.

Below, the periodic MSs are considered by the
examples of two normal-incidence Mo/Si mirrors opti-
mized to maximal |r(ω0)|2 for photons with energy
"ω0 = 77.6 eV (wave period T = 0.053 fs) (Table 1) and
two grazing-incidence Ni/C and Os/C mirrors for "ω0 =
20 keV (Table 2); τmin = T(ω0/∆ω) is the expected min-
imal duration of a pulse reflected without sizable loss of
efficiency, as compared to the reflection of a narrow-
band pulse.

Figure 1 shows the intensity envelopes of the
reflected pulses for unchirped (b = 0) pulses (3) inci-
dent on MS-1. Zero time corresponds to the maximal
intensity of incident pulse.

In Fig. 2, the energy reflection coefficients of MS
are shown as functions of the reflected pulse duration.
The pulses longer than 1 fs are reflected from MS-1
practically like the infinitely long ones. For a pulse
duration shorter than ~0.9 fs, the pulse spectrum
becomes broader than the MS reflectivity spectrum,
and the reflection coefficient starts to decrease. If one
specifies a certain minimal allowable reflection coeffi-
cient, i.e., 0.2, then the duration of the shortest reflected
pulse will be τ = 0.38 fs. The duration of the corre-
sponding initial pulse is τ0 = 0.12 fs, and the loss of
power is ~16 (Rp = 0.06).

For the MS-2, |r(ω0)|2 is several times smaller, but
the reflectivity spectrum is 2.5 times broader. Because
of this, the MS-2 becomes more efficient for the pulses
with τ < 0.4 fs than MS-1, and it can reflect pulses of
duration up to τ = 0.25 fs without noticeable efficiency
loss. For the reflected pulse of duration τ = 0.25 fs, Rp =
0.14 and |r(ω0)|2 = 0.19 (τ0 = 0.18 fs).

Let us now consider the reflection of hard X-ray
pulses (Table 2). In this case, the relative reflectivity
bands of the periodic grazing-incidence MSs lie in the
range 0.01–0.04. Because of this, the duration of the
shortest pulses reflected from the mirrors is equal to
several tens of light periods. Figure 3 shows the energy
reflection coefficients of periodic MSs for the photon

Ĩ t( )

τ Ĩ t( ) t/Imax.d
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∞
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energy "ω0 = 20 keV (T = 0.21 as) and a grazing angle
of 0.01 rad.

Although possessing smaller |r(ω0)|2, the MS based
on Os/C better reflects the pulses shorter than 60 as, but
its efficiency decreases drastically for the pulses shorter
than 10 as. Thus, the periodic MSs are unsuitable for
the durations shorter than ~1/∆ω.

The aperiodic MSs offer new possibilities. For
them, the spectral width ceases to be the major con-
straint. The pulses lengthen upon the reflection from the
aperiodic MSs primarily because of a large difference
in the group delays ∆tg ~ (d2Φ/dω2)∆ω. The higher the
frequency, the longer the path traversed by radiation,
which results in pulse smearing.

However, this effect can be used for shortening the
chirped pulses with higher frequency at their leading
edge. (The transformations of this type have been
employed in the visible region over the last several
years [12]). It was shown, both theoretically [6–8] and
experimentally [9], that aperiodic MSs can have a
broad and uniform reflectivity band. The band broaden-

Fig. 1. Envelopes of the pulses reflected from the periodic
MS-1. In order of increasing duration of the incident pulse:
τ0 = 0.1, 0.2, 0.3, 0.5, 0.7, 1, and 2 fs.
JETP LETTERS      Vol. 74      No. 3      2001
ing leads to a considerable increase in the integral
reflectivity

In particular, we calculated the aperiodic grazing-inci-
dence MS (Mo/Si) with the uniform reflectivity
|r(ω)|2 = 0.23 in the range 65–95 eV. Figure 4 shows the
|r(ω)|2 and Φ(ω) functions for this aperiodic MS. The
ratio ω0/∆ω ≈ 2.5 corresponds to the minimal pulse
duration on the order of 2.5T ≈ 0.13 fs, provided that
the spectral components of the reflected pulse are com-
pletely phased. The behavior of the Φ(ω) phase in the
vicinity of ω0 resembles the function

(4)

The resulting group delay dΦ/dω = c1 + 2c2(ω – ω0)
depends linearly on the difference ω – ω0. One can thus
expect that the simple linear chirp of form (3) with b =
1/4c2 will provide a good pulse compression upon the
reflection from the indicated aperiodic MS (Fig. 4).
Figure 5 shows the envelopes of the incident and (dot-

( r ω( ) 2 ω.d∫=

Φ ω( ) c0 c1 ω ω0–( ) c2 ω ω0–( )2.+ +=

Fig. 2. Energy reflection coefficient of the periodic MS as a
function of the reflected pulse duration: (1) MS-1 and
(2) MS- 2.
Table 1.  Characteristics of periodic normal-incidence Mo/Si MSs (\ω0 = 77.6 eV)

Number of
layers N Period d, Å Mo fraction, γ |r(ω0)|2 ω0/∆ω (Neff) τmin, fs

MS-1 80 82.6 0.32 0.65 16(13) 0.9

MS-2 10 85.6 0.50 0.25 6(5) 0.3

Table 2.  Characteristics of periodic grazing-incidence MSs (\ω0 = 20 keV)

Number of
layers N Period d, Å Ni(Os) fraction, γ |r(ω0)|2 ω0/∆ω (Neff) τmin, as

Ni/C 800 31.4 0.16 0.967 85(76) 18

Os/C 140 31.5 0.24 0.898 27(30) 6
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ted line) reflected pulses for the optimal chirp parame-
ter. The effective duration of the reflected pulse is
0.21 fs. Therefore, the aperiodic MS provides seven-
fold compression of a pulse ~1.5 fs in duration with
power reflection coefficient of 1.3.

Let us now require that, along with the uniform
reflectivity in the range 65–95 eV, the phase Φ(ω) of the
aperiodic MS be approximated by function (4) over the
entire range. The aperiodic MS thus obtained possesses
slightly lower reflectivity |r(ω)|2 = 18.5%. The effective
duration of the reflected pulse (solid line in Fig. 5) is
equal to 0.15 fs (three wave periods), signifying that the
fundamental duration limit corresponding to the reflec-
tivity band of aperiodic MS is achieved.

As a rule, Neff in the MSs designed for the operation
in the hard X-ray region is appreciably larger than in the
structures for the soft X-ray region. This is precisely the

Fig. 3. Energy reflection coefficient of the periodic MS
(Table 2) as a function of the reflected pulse duration:
(1) Ni/C and (2) Os/C.

Fig. 5. Envelopes of the incident chirped pulse  and
the pulses reflected from aperiodic MSs optimized to max-
imal uniform reflectivity in the range 65–95 eV (solid line)
with and (dotted line) without taking into account the phase
of the complex reflection coefficient.

Ĩ0 t( )
reason why the aperiodic MSs for the hard X-ray region
should be capable of compressing many fold the
chirped pulses. Figure 6 shows the reflectivity and the
phase of an aperiodic MS (Ni/C; 800 monolayers) opti-
mized to the maximum uniform reflectivity in the range
15–25 keV for a grazing incidence angle of 0.01 rad.
The optimal chirp parameter was found to be b =
8.84 as–2, allowing the pulse with τ0 = 50 as to be com-
pressed to 4.3 as with a power reflection coefficient of
2.45 and energy reflection coefficient of 21%. The
reflectivity of the aperiodic Ni/C MS optimized simul-
taneously for the reflectivity and phase Φ(ω) of
form (4) is lower and equal to 17.4%. Nevertheless, this
MS provides much better compression of the chirped
pulse and a power reflection coefficient greater than 6.3
(Fig. 7). The duration of the initial pulse is 25 as, while
the duration of the reflected pulse is 0.69 as (28-fold
compression). The duration of the reflected pulse is

Fig. 4. Reflectivity |r(ω)|2 and phase Φ(ω) of an aperiodic
MS optimized to maximal uniform reflectivity in the range
65–95 eV. The dotted line is the reflectivity of the periodic
MS-1.

Fig. 6. Reflectivity and phase of the aperiodic MS (Ni/C,
800 layers) optimized to the maximal uniform reflectivity in
the range 15–25 keV for a grazing incidence angle of
0.01 rad. The dotted line is the reflectivity of a periodic MS
(Table 2).
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equal to three wave periods, which is close to the fun-
damental limit for this MS.

Thus, for the MSs commonly used in the soft X-ray
region, a decrease in the pulse reflection coefficient and
pulse shape distortion are observed for the pulses of
femtosecond duration and shorter. However, one can
construct special aperiodic MSs that are capable of
reflecting pulses containing only three wave periods
(0.15 fs in the soft X-ray region and less than 1 as in the
hard X-ray region). The chirped pulses can be strongly
compressed, and the corresponding power reflection
coefficients can be higher than unity. The optimal ape-
riodic MSs can be calculated by solving the inverse
problem of multilayer X-ray optics with account taken

Fig. 7. Envelopes of the incident chirped pulse and the pulse
reflected from the aperiodic MS optimized to maximal uni-
form reflectivity in the range 15–25 eV, as calculated with
allowance made for the phase of the complex reflection
coefficient.
JETP LETTERS      Vol. 74      No. 3      2001
of the amplitude and phase of the complex reflection
coefficient.
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It is shown that the velocity component transverse to the radiation propagation direction can arise in the light-
induced ion drift (LIID) after applying an external magnetic field to a weakly ionized gas. It is predicted that
the projection of the ion drift velocity onto the radiation direction changes its sign with an increase in the mag-
netic field, resulting in the anomalous LIID. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 32.80.Lg; 42.50.Vk
Among the known radiation effects on the transla-
tional motion of particles, light-induced drift (LID) is
one of the strongest [1, 2]. The essence of this effect is
that the macroscopic motion of particles absorbing
radiation in a mixture with buffer particles becomes
directed. Let us recall the origin of this phenomenon.
Due to the Doppler effect, the light action on the
absorbing particles is velocity-selective, resulting in the
oppositely directed effective “beams” of particles in the
excited and ground states. In the buffer gas atmosphere,
these beams experience different drags because of the
difference in the transport collision frequencies of the
excited and unexcited particles. As a result, gas of
absorbing particles, as a whole, acquires directed
motion. The drift velocity is proportional to the relative
difference (νn – νm)/νn in the transport frequencies of
the ground-state (νn) and excited- state (νm) resonant
particles in their collisions with the buffer particles.

Under optimum conditions, the LID effect can sur-
pass the well- known light-pressure effect by several
orders of magnitude. Theoretically, the LID velocity
can reach a value of thermal velocity upon laser excita-
tion [3]. It has been demonstrated experimentally that,
under the action of LID, the atoms can drift with veloci-
ties on the order of several tens of meters per second [4].

The vast majority of theoretical and experimental
works on LID were devoted to studying the drift of
atoms and molecules in gaseous media (see, e.g.,
[3−11] and bibliography cited therein). The theoretical
description of the LID of neutral atoms applies equally
to the ions in a weakly ionized gas in the absence of
external electric and magnetic fields [12].

It is easy to understand from simple physical consid-
erations that the external magnetic field can strongly
affect the LID of atoms, molecules, and ions. Two
aspects of this influence can be distinguished: spectral
and force. The spectral aspect of the influence of a mag-
0021-3640/01/7403- $21.00 © 0154
netic field on the LID is caused by the Zeeman splitting
of the absorption line; it is relevant to arbitrary (neutral
or charged) particles. The force effect of a magnetic
field on the LID occurs only for ions; it is caused by the
Lorentz force acting on the drifting ions in a magnetic
field.

Until now, the influence of a magnetic field on the
LID has been poorly understood. The studies on this
problem are limited to works [13–15]. The spectral
aspect of the influence of a magnetic field on the LID
was demonstrated in experimental work [13], where
neutral atoms were spatially localized and accumulated
using the LID effect. The force aspect of the influence
of a magnetic field on the light-induced ion drift (LIID)
was theoretically investigated in [14, 15]. Unfortu-
nately, the results of these works cannot lay claim to
reliability because the influence of a magnetic field on
the LIID was incorrectly taken into account in the equa-
tions used therein.

Thus, in fact, no correct analysis of the force aspect
of the effect of a magnetic field on the LIID has been
carried out so far. It is the purpose of this work to par-
tially fill this gap and explore theoretically the force
aspect of the influence of a magnetic field on the LIID.
It was found that the magnetic field cardinally modifies
the pattern of the LIID effect.

Let us consider a three-component weakly ionized
gas subjected to a static uniform magnetic field B and
consisting of electrons, singly charged positive ions of
the same sort, and neutral atoms. The collisions
between the charged particles in a weakly ionized gas
are immaterial because the collision frequencies of
electrons and ions with neutrals are considerably higher
than the collision frequencies between the charged par-
ticles (at a temperature of ~0.1 eV, this condition
implies that the degree of gas ionization is &10–4 [16]).
Let the radiation in the form of a traveling monochro-
2001 MAIK “Nauka/Interperiodica”
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matic wave be resonantly absorbed at the m – n transi-
tion between the ground n and the first excited m ion
levels. In what follows, I focus only on the force action
of a magnetic field on the ion drift, so I will restrict
myself to the consideration of the simplest situation
where the Zeeman splitting of an absorption line can be
ignored. For example, the line remains unsplit in the
case of the normal Zeeman effect (the Landé g factors
of the combining m and n states are identical) if the
propagation direction of the radiation linearly polarized
along magnetic field B is transverse to B.

Under these conditions, the interaction of radiation
with two-level particles (ions) is governed by the fol-
lowing equations for the density matrix [5, 17]:

(1)

where

(2)

Here, ρi(v)) is the ion velocity distribution for the ith
(i = m and n) level; N is the total concentration of ions;
Sm(v), Sn(v), and Smn(v) are the collision integrals; ω, λ,
and k are the radiation frequency, wavelength, and
wave vector, respectively; Γm is the spontaneous decay
rate in the excited state m; ωmn is the m–n transition fre-
quency; Bnm is the second Einstein coefficient for the
m−n transition; I is the radiation intensity; P(v) is the
number of absorption events in unit time for the ion
with velocity v in the unit velocity interval; ωc is the ion
cyclotron frequency; B is the magnetic field; e is the
elementary electric (positive) charge; and M is the ion
mass.

Equations (1) do not take into account the internal
electric field E in the medium. This field can arise if the
ions, as a whole, execute directed motion due to the
LID effect, and it can safely be ignored if the concen-
tration of charged particles is not high enough for the
ionized gas to exhibit plasma properties (the Debye
radius rd characterizing the spatial separation of
charged particles is considerably larger than the charac-

d
dt
----- Γm+ ρm v( ) Sm v( )= NP v( ),+

d
dt
-----ρn v( ) Sn v( )= Γmρm v( ) NP v( ),–+

d
dt
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2
------ i Ω kv–( )–+ ρmn v( )

=  Smn v( ) iG ρn v( ) ρm v( )–[ ] ,+

d
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----- ∂

∂t
-----≡ v

∂
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----- ωc vh[ ] ∂
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------,+ +

NP v( ) 2Re iG*ρmn v( )[ ] ,–=
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--------, h

B
B
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2π

-----------,= =
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λ2Γm

4"ω
------------, Ω ω ωmn.–= =
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teristic size L of the system). In plasma (rd ! L), the
directed motion of ions induces directed motion of
electrons because of the quasi-neutrality requirement.
This gives rise to the internal electric field E, which
compensates the friction force between the electrons
and buffer particles (neutral atoms). An analysis shows
that electrons under plasma conditions have no effect
on the LIID [i.e., the field E can be ignored in Eqs. (1)]

if the magnetic field is so weak that  ! νnνem/M,
where νn and νe are the average transport frequencies of
the ions and electrons in their collisions with the buffer
particles, and m is electron mass.

In cases where the particle velocity distribution
functions differ only slightly from the Maxwellian dis-
tribution, kinetic Eq. (1) can adequately be solved by
the Grad method (moments method) [16, 18]. In this
work, these equations are solved using the simplest
approximation of the Grad method, according to which
the dependence of density matrix elements on the
velocity is represented in Eqs. (1) as the sum of equilib-
rium distribution NiW(v) and the antisymmetric correc-
tion:

(3)

where

(4)

Here, Nm and Nn are the ion concentrations in the states
m and n, respectively; jm and jn are the ion flows in the

states m and n, respectively;  =  is the most
probable ion velocity; T is temperature; and kB is the
Boltzmann constant. Representation (3) is valid if the
ion interaction with radiation is low-velocity-selective,
i.e., if the absorption line is homogeneously broadened,
Γ @ k , where Γ is the homogeneous halfwidth of the
ion absorption line and k  is its Doppler width.1 

The expression for the nondiagonal collision inte-
gral Smn(v) in Eq. (1) will be taken in the form that is
often used in nonlinear spectroscopy [5, 17]:

(5)

which means that the phase of the oscillating dipole
moment is completely lost upon collisions.

The inelastic collisions (ionization, recombination,
etc.) are immaterial for the problem of interest (the
effective ionization and recombination frequencies are
small compared to the frequency of elastic collisions),
so that only the elastic ion collisions with buffer parti-

1 In the case of a broadband radiation with a smooth spectral shape
within the width of an absorption line, approximation (3) is valid
for an arbitrary ratio of Γ to k .
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cles (neutral atoms) will be taken into account in what
follows. For elastic collisions, the diagonal collision

integrals in Eq. (1) obey the relationship (v)dv = 0,

which implies the conservation of the total number of
particles (ions in the state m or n).

For the first moment of diagonal collision integrals,
the following relationship is valid in approximation (3)
(see, e.g., [2]):

(6)

where νi is the effective (average) transport collision
frequency related to the diffusion coefficient Di of ions

in the state i by the simple formula Di = /2νi.

Under stationary and spatially homogeneous condi-
tions, one finds from the solution to the system of equa-
tions for the first and second moments of Eqs. (1) that,
in the case of the radiation propagation direction per-
pendicular to the magnetic field (k ⊥  B), the ion drift
velocity is equal to the sum of two mutually perpendic-
ular components u|| and u⊥ :

(7)

where the component u|| is parallel to the wave vector k,
while the component u⊥  is perpendicular to k and B:

(8)

For an arbitrary radiation intensity, the formulas for the
projections u|| and u⊥  of drift velocity are rather cum-
bersome, but they are greatly simplified in the limit of
weak radiation intensity I ! 2π"ωΓ/λ2. In this limit,
the formulas, to small terms on the order of (k /Γ)2 !
1, take the form

(9)
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,

where

(11)

and P ≡  is the number of absorption events in

unit time. In the absence of magnetic field (ωc = 0),
Eqs. (9)–(11), as expected, give the known expression
for the LID velocity in the case of a homogeneously
broadened absorption line [1, 2].

The projections u|| and u⊥  of drift velocity calculated
using Eqs. (9) and (10) are presented in Fig. 1. The
quantity

(12)

is taken as a velocity unit. It is equal to the maximal (at

|Ω| = Γ/ ) value of ion drift velocity in the absence of
a magnetic field.

One can see from Fig. 1 that the projection u|| of drift
velocity u onto the radiation direction changes sign
with increasing the magnetic field. It is seen from
Eq. (9) that this occurs in the range of cyclotron fre-

quencies ωc ~ .

The physical reasons for changing the direction of
ion drift velocity with increasing magnetic field can be
understood from the following qualitative consider-
ations. In the absence of a magnetic field, the drift
velocity u|| is proportional to the difference νn – νm in
the transport collision frequencies of ions in the ground
and excited states. In the presence of a magnetic field, the
field-transverse diffusion coefficient DiB of ions in the state

i is DiB = /2νiB, where the quantity νiB = νi + /νi has
a meaning of the effective transport collision frequency
of ions in the state i colliding with the buffer particles
in the presence of magnetic field [16]. Consequently, if
a magnetic field is perpendicular to the direction of
radiation propagation, one can expect that (estima-

tively) u|| ∝  νnB – νmB ∝  (νm – νn)(  – νmνn). From this
it follows that the projection of ion drift velocity onto
the radiation direction changes sign with increasing
magnetic field. A change in the drift direction is caused
by the fact that the difference νnB – νmB in the effective
transport collision frequencies of ions changes its sign
with increasing magnetic field.
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Curves 1 and 3 in Fig. 1 correspond to the normal
LIID effect with the characteristic dispersion-like fre-
quency dependence of the drift velocity u||(Ω) (to a
sign, derivative of the absorption line contour with
respect to frequency) and one zero at zero value of
detuning Ω from the radiation frequency. Curve 2 in
Fig. 1a with three zeros corresponds to the so-called
anomalous LID2 [9–11] with the sharp deviation of the
frequency dependence of drift velocity u||(Ω) from the
dispersion-like curve. The anomalous LID arises at ion

cyclotron frequencies where ωc ~ . An
analysis shows that the interval ∆ωc of cyclotron fre-
quencies where the anomalous LID is observed equals
∆ωc ≈ 0.2νn.

As was realized in a number of works (see, e.g., [19]
and the bibliography cited therein), the anomalous LID
in the absence of external fields is fully caused by the
dependence of transport collision frequencies on the
velocity v  of resonant particles, and the anomaly can
arise only if the difference in the transport collision fre-
quencies for the combining (i.e., involved in the radia-
tion absorption) levels as a function of v  changes sign.
The results of this work demonstrate that the anoma-
lous LIID in an external field can arise even if the trans-
port collision frequencies are independent of velocity.

Plots of the projection u⊥  of drift velocity u onto the
direction transverse to the wave vector k vs. the fre-
quency detuning are shown in Fig. 1b for different mag-
netic fields. The absolute (with respect to Ω and ωc)
maximum of velocity u⊥  occurs at ωc ~ νn/2; it is close
to the absolute maximum of velocity u||, which is
achieved at ωc  0 [it is seen from the comparison of
curves 1 in Figs. 1a and 1b that |(u⊥ )max| ≈ 0.7|(u||)max|.
The anomalous LIID in the direction transverse to the
wave vector k arises at ωc * 3νn (curve 2 in Fig. 1b).

Note that Eqs. (9) and (10), although derived for the
ion drift under the influence of a traveling monochro-
matic light wave, can naturally be extended to the
broadband radiation with an arbitrary spectral intensity
I(ω). To do this, it will suffice to replace the radiation
intensity I entering the |G|2 factor in the expression for
P in Eq. (11) by the frequency-dependent spectral
intensity I(ω) and then integrate modified formulas (9)
and (10) for the drift velocity u(ω) over ω in infinite
limits. The resulting formulas are also valid for the
Doppler-broadened (k  @ Γ) absorption line if the
spectrum of the broadband radiation is smooth within
the absorption line width (see footnote 1).

2 In 1992, a sharp deviation of the frequency dependence of drift
velocity from the dispersion-like curve was unexpectedly
observed in the LID of C2H4 molecules in a buffer Kr gas [9]; an
anomalous profile with three zeros was observed for the LID
velocity, instead of one zero, as might be expected according to
the previous LID theory with velocity-independent transport col-
lision frequencies. The deviation from the predictions of the the-
ory was so strong that the effect was called the “anomalous” LID.

νn Γm νm+( )

v
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Note also that the formulas deduced in this work for
the drift velocity u can be applied (in compliance with
the results of work [3]) to the particular case of broad-
band radiation with Lorentzian spectrum through the
substitution Γ  Γ + δ, where δ is the halfwidth of the
radiation spectrum. In this case, the frequency detuning
Ω in Eqs. (9) and (10) is the difference between the cen-
ter of the Lorentzian radiation curve and the transition
frequency ωmn. The condition Γ > k  for the validity of
Eqs. (9) and (10) then transforms to Γ + δ > k ; the lat-
ter can be satisfied for gas pressures as low as one likes
if the radiation line halfwidth δ > k . This fact is used
below to estimate the magnitude of the magnetic field
necessary for the experimental observation of some of
the characteristic features of ion drift that are described
in this work.

To observe a change in the drift direction along k
and the anomalous (along k) LIID, a magnetic field

v
v

v

Fig. 1. Plots of projections u|| and u⊥  of ion drift velocity u
vs. radiation frequency detuning Ω for different values of
ion cyclotron frequency. The values of ratio ωc/νn are indi-
cated near the curves.
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must provide cyclotron frequency ωc ~ .
For transitions in the visible region, one has Γm ~ 108 s–1,
and, for the transport collision frequency of ions νm ~
νn ~ 106 s–1 (this corresponds to a gas pressure of
~0.1 torr), one obtains the estimate ωc ~ 107 s–1. With
the ion mass M ~ 20 amu, this cyclotron frequency is
achieved in magnetic fields B ~ 2 × 104 G.

I am grateful to A.M. Shalagin for discussion and
valuable remarks and to F.Kh. Gel’mukhanov and
L.V. Il’ichev for discussion and attention to the work.
This work was supported by the Russian Foundation
for Basic Research, project no. 01-02-17433.
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Linear Nonreciprocal Dichroism in Boracite Co3B7O13I
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Linear nonreciprocal dichroism that is odd in magnetic field B was observed in the transverse geometry and
studied for cubic (symmetry class Td) phase of boracite Co3B7O13I. Nonreciprocal dichroism was observed in
the range of absorption bands corresponding to the transitions of the Co2+ ion in the energy range ∆E = 1.2–3.2 eV.
The sign and magnitude of nonreciprocal dichroism depend on the mutual orientation of the magnetic field and
crystallographic axes. Nonreciprocal dichroism refers to the phenomena of magnetically induced spatial dis-
persion, and its anisotropy is typical for the manifestation of the second-order magnetoelectric susceptibility in
the optical range. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.80.+q; 78.20.Ls; 33.55.-b
1. It was shown in theoretical studies [1, 2] that the
terms of the γijklBkkl type in the expansion of the dielec-
tric constant tensor eij(ω, k, B) of noncentrosymmetric
crystals are responsible for the linear nonreciprocal
birefringence (NB) whose magnitude is proportional to
the magnetic field B. The NB was experimentally stud-
ied in dielectrics and semiconductors [3–8]. It was
recently observed in boracite single crystals Co3B7O13I,
Cu3B7O13Br, and Ni3B7O13Br, both in the transparent
region [9, 10] and in the region of absorption bands [9].
These studies showed that the NB exhibits a pro-
nounced resonant behavior near the strong absorption
band due to the Co2 + 4A2(4F)  4E(4P) transition in
Co3B7O13I [9]. The NB anisotropy in different boracites
is approximately the same and is described by the rela-
tionship A ≈ 2g between the parameters A and g of the
γijkl tensor [10]. Theoretical consideration showed that
this relationship between the parameters is precisely
that which is typical for the manifestation of the sec-
ond-order magnetoelectric (ME) susceptibility Gijk at
optical frequencies in crystals of symmetry Td [9]. This
susceptibility relates the alternating magnetic moment
δMω (electric polarization δPω) to the electric eω (mag-
netic hω) field of a light wave in crystal. Note that, gen-
erally, the NB can also be governed by the quadrupole
mechanism, for which the relationship between the
parameters A and g can be arbitrary.

Up to now, studies of the optical phenomena of
magnetically induced spatial dispersion (MISD) in
paramagnetic crystals were restricted to the NB and
carried out by the laser polarimetric methods at certain
wavelengths or in the frequency range corresponding to
tunable lasers [6, 7, 9, 10]. This range proves to be
insufficient if one intends to study the MISD phenom-
ena in the range of certain optical transitions.

The purpose of this work was to develop methods
for studying the energy dependences for the optical
0021-3640/01/7403- $21.00 © 20159
phenomenon associated with the manifestation of
MISD in light absorption, namely, for the phenomenon
of linear nonreciprocal dichroism (ND), and to study
this phenomenon in the range of electronic transitions
in boracite Co3B7O13I.

Interest in these studies is due to the fact that the
MISD phenomena can be caused by various mecha-
nisms, e.g., by the manifestations of the second-order
ME effect in the optical range and/or of the quadrupole
mechanism. Certain conclusions about the contribu-
tions of these mechanisms to the local optical transi-
tions can be drawn on the basis of the character of
anisotropy of these phenomena. Note also that the man-
ifestations of the ME effect and the quadrupole mecha-
nism are due, respectively, to the interference of the
electric dipole transition moment dab and the magnetic
dipole mab (through the matrix elements of the type

) and the quadrupole  ( )
moments, where a and b stand for the ground and
excited state, respectively. By contrast, in the case of
electric dipole transitions, the light absorption and the
magnetooptic phenomena associated with the circular
light polarization [Faraday effect or magnetic circular
dichroism (MCD)] are determined by the electric

dipole moment components of the  and

 types [11, 12]. Therefore, the comparison of
the absorption, MCD, and ND spectra can be used for
estimating relative magnitudes of various moments
(electric, magnetic, and quadrupole) for the individual
optical transitions.

2. Experimental procedure and samples. The
block diagram of a setup for measuring ND is shown in
Fig. 1. The light from incandescent lamp 1 passed
through monochromator 3 and polarizer 4 which polar-
ized light at an angle of 45° to the vertical axis Y of the

Redab
i mba

j Qab
jk ~Imdab

i Qba
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i dba

j

Imdab
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laboratory frame (E+45), and then the polarization state
was modulated by elastooptical modulator 5 with fre-
quency Ω = 33 kHz. The time-varying light polariza-
tion is schematically shown in Fig. 1. The driving volt-
age of the modulator was chosen equal to the half-wave
voltage Uλ/2, so that the light polarization changed four
times from E+45 to E–45 during one period. Thus, if the
difference ∆α in the absorption coefficients of the E+45-
and E–45-polarized lights was nonzero, this modulation
was converted into the modulation of light intensity at
the second harmonic 2Ω of the driving voltage. If crys-
tal 9 displayed a circular dichroism, i.e., if the differ-
ence in the absorption coefficients of the clockwise and
anticlockwise polarized lights was nonzero, it was con-
verted into the modulation of light intensity at the first
Ω and third 3Ω harmonics. This fact was used to attain
maximal accuracy in orienting magnetic field B, cre-
ated by electromagnet 8, perpendicularly to the wave
vector k so as to eliminate the undesirable effects asso-
ciated with the possible manifestation of the MCD or
Faraday effect. On the other hand, this made it possible
to perform MCD measurements at small deviations
(~2°) from the B ⊥  k orientation.

For the second harmonic of driving voltage, the out-
put voltage of photodetector 10 has the form U2Ω =

Fig. 1. Block scheme of a setup for measuring ND:
(1) incandescent lamp (KGM-300); (2) lens; (3) monochro-
mator (MDR-23); (4) polarizer; (5) elastooptical modulator;
(6) compensator; (7) polarizer for calibration; (8) electro-
magnet; (9) sample; and (10) photodetector (FÉU-79). XYZ
is the laboratory frame with the vertical Y axis. Variations in
light polarization during one period of the modulating volt-
age are schematically shown below.
SR∆α dexp(–αd), where  is the intensity of inci-
dent light; R is the reflectivity; α is the absorption coef-
ficient; d is the crystal thickness; and S is the parameter
allowing for the photodetector sensitivity, preamplifier
gain, and reflection losses in the elements of an optical
scheme. To eliminate the parameters , R, S, and
exp(–αd), polarizer 7 crossed with polarizer 3 was
included into the optical scheme ahead of the sample.
The ∆α d value was determined by the formula

(1)

where T is the transmittance of polarizer 7,  is the
second harmonic amplitude without polarizer 7, and

 is the same with polarizer 7. Polarizer 7 was also
used in measuring the energy dependence of the
absorption coefficient.

To eliminate spurious signals caused by the reflec-
tion from the elements of the scheme, compensator 6;
shaped like a thin (~100 µm) glass plate and forming
angles ±45° with the Z axis was used it could rotate
about the axes lying in the ZY plane. The use of the

compensator allowed one to nullify  in the absence
of a magnetic field for any crystal azimuth and any light

wavelength and to measure the (B) dependences
within the amplifier sensitivity limits. To enhance sen-
sitivity, a meander modulation with amplitude Bmax =
±1 T and a period of 40 s was applied to the magnetic
field. The response time of the selective amplifier was

3 s. The  value was averaged over three modulation
periods of the magnetic field. This allowed the sensitivity
of ND measurements to be brought to ∆α ≈ 0.01 cm–1.
The crystal could rotate in the magnet gap in the range
from 0° to 360° with an accuracy of ~1°. Measurements
were carried out over the energy range ∆E = 1.2–3.2 eV
with a resolution of ~0.01 eV.

Single crystals of Co3B7O13I were cut as plates with
an area of ~2 × 2 mm2 and a thickness d = 93 and 32 µm
in the plane of the (110) type. The samples were ori-
ented using X-ray radiography and by crystal faceting.

3. Experimental. In the range of absorption bands
of Co3B7O13I, the field dependence of ∆α = α(E–45) –
α(E+45) is linear, with the magnitude and sign depend-
ing on the mutual orientation of magnetic field B and
the crystallographic axes. Figure 2 shows the depen-
dences of ∆α/B on the angle θ between the magnetic
field and the crystallographic direction of type [001] for
different photon energies E. A change in θ by 180°
results in changing the sign of ∆α/B, and the angular
dependences of ND are described by a combination of
the first-order (cosθ) and third-order (cos3θ) harmon-

I° I°

I°

∆αd T
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ics. Note that the anisotropy of ∆α/B weakly depends
on the photon energy in the energy range studied.

Figure 3 shows the energy dependence of ∆α/B for
θ = 60°. For comparison, the absorption spectrum of
Co3B7O13I, similar to that obtained previously in
[13, 14], is shown in the lower panel. The ND is
observed in the absorption range and manifests itself as
resonant bell-shaped bands. The ND magnitude is max-
imal near the E = 2.1 eV transition, where it equals
∆α = 0.37 cm–1 T–1. In the energy range studied, the
sign of ∆α does not change at a fixed angle θ. The ratios
of ND maxima near the bands at E = 2.10, 2.30, and
2.78 eV differ appreciably from those in the absorption
spectrum. Contrary to the ND spectrum, in the MCD
spectrum of Co3B7O13I these ratios are virtually the
same as in the absorption spectrum.

4. Discussion. In the absorption range, the terms of
the γijklBkkl type can contribute to the anti-Hermitian
symmetric part of the eij(ω, B, k) tensor. In this range,

the γijkl =  + , where  describes the nonre-

ciprocal birefringence while  describes the linear
nonreciprocal dichroism. Since these tensors have iden-
tical transformation properties and are connected by the
Kramers–Kronig relation, all conclusions of the phe-
nomenological theory applied in [7] to the NB in crys-
tals of symmetry Td are also valid for the ND. In partic-
ular, the ND magnitude and anisotropy are determined
by the independent parameters A" and g", which
describe the contributions of the Bkkl terms, respec-
tively, to the diagonal and nondiagonal components of

. The principal directions in the ND rotate with a
average angular velocity half as high as the rotation
velocity of the magnetic field, and the NB and ND
anisotropy in the plane of the (110) type is described by
the first-order and third-order harmonics. The basic dis-
tinction between the NB and ND is that, at a given pho-
ton energy E, the NB is determined by the entire spec-
trum of optical transitions with energies higher than E,
whereas the ND is due only to those transitions which
contribute to the light absorption at the same energy.
The NB anisotropy can, generally, differ from that of
ND, excepting those cases where both phenomena are
due to the same optical transition or where both are due
to the manifestation of the second-order ME suscepti-
bility and where the relationships A' = 2g' and A'' = 2g''
hold true. It seems likely that both these cases apply to
Co3B7O13I. The ND anisotropy in the range of the E =
2.1 eV transition virtually coincides with the NB
anisotropy obtained in [9] in the E45B geometry. Note
that this geometry was used in [9] to measure the differ-
ence in the refraction indices of lights polarized at
angles ±45° to the direction of the magnetic field. An
analogous type of ND anisotropy is observed for other
E values, e.g., near the E = 2.3 and 2.78 eV transitions
(Fig. 2).

γijkl' iγijkl'' γijkl'

γijkl''

γijkl''

eij''
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The NB and ND dispersions are different near the
E = 2.1 eV transition. Whereas the NB is characterized
by S-like dispersion, i.e., has different signs above and
below the resonance energy [9], the ND is bell-shaped
and can be described by Lorentzian curves. Assuming
that the NB and ND are due only to the above-men-
tioned transition and that the difference in complex
reflection indices can be written as

(2)

where Eab is the resonance energy, Γab is the damping
parameter, and Dab is the parameter depending on the

∆n±45* ∆n' i∆n''+=

=  BDab

Eab
2 E2– iΓabEab+

Eab
2 E2–( )2 Γab

2 Eab
2–

-------------------------------------------------,

Fig. 2. Angular dependences of ∆α/B in Co3B7O13I for dif-
ferent photon energies E. θ is the angle between the mag-
netic field and the crystallographic direction of the
[001] type.
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transition matrix elements and temperature, one can
compare the NB and ND magnitudes. Taking the ND
magnitude equal to ~4 deg/(cm T) at E = 2.05 eV [9],
one can readily arrive at a value of ~0.4 cm–1 T– 1 for the
maximal ND magnitude at E = 2.1 eV, in agreement
with the experimental value 0.37 cm–1 T–1. The absorp-
tion coefficient at E = 2.1 eV is α ~ 1400 cm–1 and the
fractional ND magnitude in the field B = 1 T is ∆α/α ~
2.6 × 10–4.

In the energy range studied, the energy dependence
of the absorption coefficient and the ND spectrum can
be approximated by the sum of three Lorentzian curves.
The resonance energies E1 = 2.10 eV, E2 = 2.30 eV, and
E3 = 2.78 eV and the damping parameters Γ1 = 0.16 eV,

Fig. 3. Energy dependence of ∆α/B for θ = 60°. The absorp-
tion spectrum of Co3B7O13I is shown in the lower panel.
Solid lines correspond to the contributions of individual
Lorentzian curves.

The D2/Di ratios derived from the absorption and ND spectra

Absorption ND

D2/D1 0.12 0.25

D3/D1 1.2 0.48
Γ2 = 0.08 eV, and Γ3 = 0.17 eV are close in the absorp-
tion and ND spectra, while the ratios between the
parameters Di are noticeably different. The relative val-
ues Di/D1 (i = 2, 3) obtained from the absorption and
ND spectra are given in the table. Whereas the parame-
ters D1 and D3 for the 4A2(4F)  4E(4P) transition at
E = 2.1 eV and the 4A2(4F)  4A2(4P) transition at E =
2.78 eV are close in the absorption spectra, the param-
eter D2 in the ND spectrum is smaller than D1 by
approximately a factor of four. At the same time, the
ratio of parameter D2 to parameter D1 in the ND spec-
trum is approximately twice as large as in the absorp-
tion spectrum.

The fact that the ND anisotropy does not change
upon the transition from one absorption band to the
other and that it is characterized by the relationship
A'' ≈ 2g'' lends support to the conclusion that the
ME mechanism is dominant in the MISD phenomena
in boracites. In this case, the expression for the param-
eters A" and g" can be written as

(3)

where x, y, and z are the local axes of a paramagnetic
ion, the z axis being aligned with the crystal axis Z(S4),
while the x and y axes turned through an angle of f about
the X and Y axes, respectively; ρa is the population of
the ground level a, which is split into sublevels in a

magnetic field; Z '' = ΓabE/[  – E2)2 + E2]; Γab is
the damping parameter; ⊃  stands for the cyclic permu-
tation of the x, y, and z indices; S = 32cos2f(n2 +
1)/3E ∆V; n is the refraction index; and ∆V is the unit
cell volume. The ND magnitude is determined by the

matrix elements of the  type, which are non-
zero if the environment of paramagnetic ion is noncen-
trosymmetric. One can see from Eq. (3) that the bell-
shaped (Lorentzian) ND dispersion can be obtained if
the magnetic-field dependence is taken into account for
the population ρa(B) and for the transition matrix ele-
ments dab and mab. The latter mechanism implies the
mixing of different electronic states of the Co2+ ion in a
magnetic field [12].

It is known that the absorption coefficient in the case
of electric dipole transitions is determined by the

matrix elements of the  type, while the mag-
netic circular dichroism is described by the matrix ele-

ments of the  type. A comparison of the
absorption and MCD spectra of Co3B7O13I indicates
that the electric dipole transition moments for E = 2.1
and 2.78 eV are close in magnitude. Moreover, the
Redd-to-Imdd ratios for the transitions at E = 2.1, 2.3,
and 2.78 eV are approximately identical. By contrast,
the ND spectrum gives evidence that the magnetic
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dipole moments for these transitions can differ substan-
tially from each other.

5. The main result of this work is that the linear non-
reciprocal dichroism caused by the magnetically
induced spatial dispersion was observed and studied in
the range of absorption bands corresponding to the
optical transitions of the paramagnetic ion in
Co3B7O13I. The method developed opens up new possi-
bilities for studying the electronic 3d and 4f states of the
ions in noncentrosymmetric crystals with the use of
magnetoelectric spectroscopy.
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studies, to A.Yu. Zyuzin for helpful discussions, and to
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was supported by the Russian Foundation for Basic
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JETP Letters, Vol. 74, No. 3, 2001, pp. 164–167. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 74, No. 3, 2001, pp. 182–185.
Original Russian Text Copyright © 2001 by Bykov, Bakarov, Goran, Latyshev, Toropov.

                                      
Anisotropy of Magnetic Transport and Self-Organization
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The anisotropy of the longitudinal magnetoresistance has been found for a two-dimensional electron gas with
a high mobility and concentration in GaAs quantum wells grown by molecular beam epitaxy on GaAs(100)
substrates. The experimental data obtained are explained by the self-organization of spatially modulated het-
erointerfaces and are in agreement with the results of studying growth surfaces by atomic force microscopy. ©
2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.23.-b; 73.21.Fg
One of the physical reasons for the anisotropy of
magnetic transport in a highly mobile two-dimensional
electron gas (2DEG) in selectively doped structures is
scattering from heteroboundary roughnesses. This
mechanism is most pronounced in GaAs/AlGaAs het-
erojunctions grown by molecular beam epitaxy (MBE)
on high-index GaAs substrate surfaces. As the concen-
tration in these surfaces increases, the anisotropic scat-
tering of charge carriers due to the morphology of het-
erointerfaces becomes dominant [1].

The scattering of 2DEG from heteroboundary
roughnesses in conventional GaAs/AlGaAs hetero-
junctions grown on GaAs(100) substrates is insignifi-
cant compared to the scattering from the random poten-
tial of doping impurity. This fact is associated with the
method that suppresses scattering from a random
potential based on an increase in the distance between
the conducting channel and the doping impurity. When
this method is used, a high mobility of a 2DEG can be
obtained only at a relatively low concentration of the
order 3 × 1011 cm–2 and lower. For such concentrations,
the effect of the morphology of heterointerfaces on
2DEG transport is small. At high concentrations, when
scattering from roughnesses becomes significant, the
scattering from a random potential also increases and
remains dominating.

Recently, a new concept for the suppression of scat-
tering from the random potential of a remote doping
impurity has been proposed. Within this concept, both
a high mobility and a high concentration of 2DEG can
be obtained simultaneously [2]. In the proposed MBE
structure, the 2DEG is located in a GaAs quantum well
with AlAs/GaAs superlattice barriers. The X electrons
arising in short-period AlAs/GaAs superlattice barriers
0021-3640/01/7403- $21.00 © 20164
smooth out the fluctuation potential of the doping impu-
rity. As a result, the concentration of 2DEG in a GaAs
quantum well with AlAs/GaAs superlattice barriers can
be considerably increased without decreasing the mobil-
ity as compared to conventional GaAs/AlGaAs hetero-
junctions.

In this work, it is shown that the magnetoresistance
of a 2DEG with high mobility and concentration exhib-
its an anisotropy due to the roughness of heterointer-
faces in such MBE structures even when these struc-
tures are grown on GaAs(100) substrates. It is found
that the reason for the anisotropy of magnetic transport
in this case is the spatial modulation of heterointerfaces
arising in the process of self-organization of growth
surfaces [3].

The structures under study were grown on semiinsu-
lating GaAs(100) substrates by the MBE technique.
The active part of the structures represented a GaAs
quantum well with a thickness of 10 nm. The quantum
well was restricted on both sides by short-period super-
lattices composed of alternating AlAs and GaAs layers
with a thickness of 1.1 and 2.3 nm, respectively. Two
δ layers of Si with a concentration of 2.5 × 1012 cm–2

served as the sources of charge carriers. These layers
were located in GaAs plates at a distance of 9 and
12.5 nm from the walls of the quantum well. The lower
superlattice was separated from the substrate and the
smoothing GaAs layer by an Al0.3Ga0.7As layer with a
thickness of 0.2 µm. The growth of GaAs was carried
out under conditions characterized by the occurrence of
As-stabilized surface (2 × 4) reconstruction, and the
growth of Al0.3Ga0.7As was characterized by (3 × 1)
reconstruction.
001 MAIK “Nauka/Interperiodica”
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Fig. 1. AFM view of (a) “smooth” and (b) “corrugated” MBE structures.
The growth surfaces of MBE structures were ana-
lyzed by atomic force microscopy (AFM). An AFM
view of an MBE structure is shown in Fig. 1a. The sur-
face of this structure is characterized by the best
smoothness that we managed to obtain. A typical view
of an MBE structure with the corrugated surface is
shown in Fig. 1b. The undulate character of the surface
is manifested well. The ridges are predominantly ori-

ented along the  direction. Figure 2 displays
AFM profiles for “smooth” and “corrugated” surfaces

in the [110] and  directions. These profiles dem-
onstrate that spatial modulation is small in the first case
and hardly distinguishable in the second case. Its period
depends on the direction.

Based on the grown structures, Hall-effect bridges

oriented along the  and [110] directions with a
length of 100 µm and a width of 50 µm were manufac-
tured by optical lithography and liquid etching. Mag-
netic transport measurements were performed at T =
4.2 K in magnetic fields of up to 2 T that were parallel
and perpendicular to the substrate. The transport prop-
erties of the 2DEG in quantum wells were studied for
various averaged heights h of the spatial modulation of
heterointerfaces. Its value was varied from 0.5 to
15 nm, depending on the growth conditions. The lateral
period of spatial modulation d in the MBE structures
under study was 0.5–1.5 µm in the [110] direction. The
2DEG concentration in the initial structures was within
the range (1.1–1.8) × 1012 cm–2, and the mobility was
(1–5) × 105 cm2 V–1 s–1, depending on the orientation of
the measuring current and on the d and h values.

The magnetic field dependence of the longitudinal

resistance Rxx along the  and [110] directions in
a magnetic field B perpendicular to the substrate is dis-
played in Fig. 3. It is evident that the values of Rxx in a

110[ ]

110[ ]

110[ ]

110[ ]
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zero magnetic field for a sweeping current oriented
along various directions are different for both “smooth”
and spatially modulated MBE structures. The anisot-
ropy of conductivity increased with the increasing
height of the spatial modulations of growth surfaces.
However, we did not manage to obtain an anisotropy

Fig. 2. AFM profiles in the [110] and  directions for
(a) “smooth” and (b) “corrugated” MBE structures.
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less than that shown in Fig. 3a for a conventionally
“smooth” MBE structure. A typical negative magne-
toresistance (MR) is observed for the MBE structure
with the highest MR anisotropy in magnetic fields from
0 to 1 T ([110] direction, Fig. 3b). A negative MR was
observed previously in MBE structures grown on high-
index GaAs substrates [1] and on GaAs substrates with
a relief formed in advance [4, 5].

The magnetic field dependence of Rxx in a magnetic
field B parallel to the substrate and to the direction of
the measuring current is shown in Fig. 4a. It is evident
in the figure that the MR of an MBE structure with
“smooth” heterointerfaces remains constant within
experimental accuracy over the entire range of mag-
netic fields. However, an anisotropic positive MR is
observed in a “corrugated” structure. The value of this
MR depended on the spatial modulation of heterointer-
faces: the larger the value of h, the greater the MR, all
other things being equal.

The well pronounced anisotropy of the longitudinal
resistance Rxx in a perpendicular magnetic field allows
the conclusion that the MBE structures under study are
characterized by the mechanism of scattering from
roughnesses of heterointerfaces. The reason for the
manifestation of this mechanism is associated with the
fact that the surface of heterointerfaces of GaAs quan-
tum wells forms as steps. Similar structures form in het-
erojunctions grown on high-index GaAs substrates [1].

Fig. 3. Longitudinal resistance of a 2DEG in orthogonal
directions in a perpendicular magnetic field for
(a) “smooth” and (b) “corrugated” MBE structures.
This conclusion is in agreement with AFM profiles. It
is evident that the scattering from steps will be lower in
the direction in which the spatial modulation of hetero-
interfaces is virtually absent, because it proceeds pre-
dominantly when charge carriers “overcome ridges,”
that is, when the carriers move perpendicular to the
steps.

The spatial modulation of heterointerfaces of GaAs
quantum wells (in accordance with AFM profiles)
means that the motion of charge carriers along such
boundaries proceeds under periodically varying condi-
tions. We believe that the geometrical parameters of
steps and facets that form the corrugated surface also
vary periodically in accordance with the spatial modu-
lation of heterointerfaces. Such a simplified consider-
ation allows the conclusion that the “large” negative
MR in the MBE structures in hand is of a classical
nature and is associated with the commensurable
motion of charge carriers in the periodic lattice of scat-
terers [6]. Within this suggestion, the scatterers are
steps and facets rather than antidots, as distinct from
[6]. The absence of commensurable maxima in the
magnetic field dependences in this case is due to the
larger dispersion of the period of scatterers [7].

Fig. 4. (a) Longitudinal resistance of a 2DEG in orthogonal
directions in a parallel magnetic field for (1, 2) “corrugated”
and (3, 4) “smooth” MBE structures; (b) profiles of the
effective magnetic field in orthogonal directions for the
2DEG in a “corrugated” MBE structure.
JETP LETTERS      Vol. 74      No. 3      2001



        

ANISOTROPY OF MAGNETIC TRANSPORT 167

                                                                
The direct evidence of the spatial modulation of the
2DEG in the samples under study is provided by the
fact that a positive MR is observed in an external uni-
form magnetic field B parallel to the substrate [4, 8, 9].
In this case, charge carriers move in the effective non-
uniform magnetic field Beff either along the lines of the
constant magnetic field Beff = Bconst or by overcoming
magnetic barriers [10, 11]. The profiles of Beff calcu-
lated from AFM profiles for two mutually perpendicu-
lar directions of the parallel field B are presented in
Fig. 4b. It is evident in the figure that the periods of the
spatial modulation of Beff and, correspondingly, that the
number of magnetic barriers for B directed perpendicu-
lar and parallel to the ridges of “waves” differ by a fac-
tor of approximately five. This is the reason for the
anisotropy of the positive MR.

Thus, it is shown experimentally that the 2DEG in
GaAs wells with self-organized corrugated heterointer-
faces is spatially modulated. Its magnetic transport
properties in a perpendicular magnetic field are due to
the motion of charge carriers in the anisotropic disor-
dered lattice of scatterers, and those in a parallel mag-
netic field are due to the motion of charge carriers in the
effective magnetic field whose spatial modulation may
reach 20% of the external uniform parallel magnetic
field.

The authors are grateful to G.M. Gusev for fruitful
discussions of the results of this work.
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Dynamic Mixed State in Micron-size Bridges
Based on Bi2Sr2CaCu2Ox Whiskers
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Measurements of the current–voltage characteristics of micron-size bridges made of Bi2Sr2CaCu2Ox single-
crystal whiskers are carried out. It is found that, at temperatures below the superconducting transition temper-
ature, the current–voltage characteristics exhibit quasi-periodic voltage jumps with segments of constant differ-
ential resistance whose value is proportional to the jump number. For the narrowest bridges (0.5–1 µm), up to
ten voltage jumps are observed. The result of the experiment is explained by the formation of vortex lines under
the current effect. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.25.Fy; 74.72.Hs
In superconductors, the process of superconductiv-
ity destruction under the effect of electric current is
characterized by a spatial inhomogeneity and can be
accompanied by interesting effects such as the forma-
tion of vortex lines [1, 2], hot spots [3–5], and phase-
slip centers [6]. The dynamic mixed state that occurs in
these cases (in the absence of a magnetic field) mani-
fests itself in the current–voltage characteristics as
quasi-periodic (in current) voltage jumps with seg-
ments of constant differential resistance. The effect was
observed for superconducting bridges made from low-
Tc superconductors [2, 3, 6]. The study of these bridges
made it possible to determine the characteristic relax-
ation times, the viscosity coefficient, the velocity of the
vortex motion, the pinning force, and other parameters.
However, in homogeneous samples of high-Tc super-
conductors, multistep current–voltage characteristics
have never been observed in the plane of superconduct-
ing layers.

This paper describes the study of the superconduc-
tivity destruction by current in BSCCO (2212) single-
crystal whiskers and bridges made on their basis with
the dimensions of about the effective magnetic penetra-
tion depth λ⊥ . The experimental curves showed a set of
regular voltage jumps with varying current.

The BSCCO (2212) whiskers grown by the method
described in [7] had the form of homogeneous, almost
defect-free, single crystals [8], which is a necessary
condition for the formation of vortex lines [1]. To
obtain the maximal current density, bridge structures
were prepared on the basis of these whiskers. The
length l and width w of the bridges were both approxi-
mately equal to 0.5–5 µm, and their thickness d was
0.1–0.3 µm. In [1], it was shown that, in the case ξ !
d ! l ! w ! λ⊥ , where ξ is the coherence length and
λ⊥  = λ2/d (λ is the magnetic penetration depth), a coher-
0021-3640/01/7403- $21.00 © 0168
ent single-line vortex motion is possible. For BSCCO,
λ ≈ 0.3 µm, and for our samples we obtain λ⊥  ~ 1 µm;
i.e., ξ ! d ! l ~ w ≤ λ⊥ . Hence, we deal with the bound-
ary region and can expect the formation of vortex lines,
in qualitative accordance with [1].

The bridges were fabricated by microetching using
a pulsed (10 ns) focused scanning laser beam with a
wavelength of 0.53 µm. The technique used for mount-
ing the crystals on a substrate and making gold contacts
by laser spraying of gold in vacuum is described in [7].
Figure 1a shows the arrangement of contacts on a wide
whisker, and Fig. 1b shows a short micron-size bridge
formed by etching in a part of the wide whisker. One
side of the bridge is a natural face of the whisker.

To measure the current–voltage characteristics V(I)
and the temperature dependence of the resistance R(T),
we used the five-probe method. The measurements
were simultaneously performed for two parts of the sin-
gle crystal: one part with the bridge and the other with-
out it. As a rule, the dependences R(T)/R(300 K)
obtained for the bridge and for the crystal part without
the bridge coincided, which testified to the unperturb-
ing effect of the laser microetching. We also studied the
destruction of the superconducting state in long narrow
(~ 1 µm) whiskers, one of which is shown in Fig. 1c.
Figure 1d presents the temperature dependences of the
resistance for four samples: two bridges 0.5 and 3 µm
wide and two whiskers 1.5 and 10 µm wide. One can
see that the curves are almost coincident. The samples
have a small residual resistance [which was obtained by
the linear extrapolation of R(T) observed for T > 100 K
to T = 0 and reached ~ 10% of R(300 K)] and represent
single-phase crystals (Tc determined by the end of the
transition, R = 0, was equal to 73–76 K). The transition
width is 3–5 K, and the resistivity at room temperature
2001 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Five-probe measuring structure; (b) part of a whisker with a bridge; (c) 1-µm-wide whisker. The distance between the
adjacent probes is 30 µm in all micrographs. (d) Temperature dependences of the resistance for a 10-µm-wide whisker, a 3-µm-wide
bridge, a 0.5-µm-wide bridge, and a 1.5-µm-wide whisker. The dashed line shows the extrapolation of Rn(T) to T = 0; ρ(300 K) ≈
300 µΩ cm.
is ρ(300 K) ≈ 300 µΩ cm. All this testifies to the high
quality of the crystals and bridges under consideration.

The measurements below Tc show that, for bridges
whose width is w < 4 µm, voltage jumps appear in the
current–voltage characteristics as the temperature
decreases. For smaller w, the jumps are more regular
and their number is greater. At w = 0.5 µm, the current–
voltage characteristics exhibit up to ten voltage jumps.

Figure 2 shows the current–voltage characteristics
of one of the bridges (with Tc = 73.5 K) at different tem-
peratures. When T ≥ Tc, the current–voltage character-
istic follows the same power law V ∝  Iα as was
observed earlier for wide samples [9, 10]: at T > Tc, the
exponent is α = 1, and at T = Tc (curve 6), it increases
to α = 3. However, as the temperature decreases below
Tc, periodic bends appear in the curves, and at T =
63.4 K (curve 9), the current–voltage characteristic
exhibits about ten pronounced voltage jumps (see the
inset in Fig. 2). We note that the current–voltage char-
acteristics do not depend on the direction of the current
sweep, i.e., no current hysteresis is observed.

Figure 3 presents curve 9 from Fig. 2 on a linear
scale. In the region I > 1.5 mA, the current–voltage
characteristic exhibits voltage jumps that are quasi-
periodic in current and are separated by segments with
a constant differential resistance Rd. From Fig. 3, one
can see that the extrapolation of the linear portions of
the current–voltage characteristic to V = 0 yields
approximately the same current Ip = 1.2 mA.
JETP LETTERS      Vol. 74      No. 3      2001
Figure 4 shows the dependence of Rd on N, where
N is the order number of the linear portion of the cur-
rent–voltage characteristic. The dependence Rd(N) is
almost linear; i.e., as N increases by unity, Rd increases
by a constant value Rd0: RdN = Rd0N, where RdN is the

Fig. 2. Current–voltage characteristic of a bridge with
dimensions d = 0.22 µm, w = 0.5 µm, and l = 1 µm (Tc =
73.5 K) at the temperatures: (1) 77.4, (2) 76.5, (3) 76.2,
(4) 76.0, (5) 74.8, (6) 73.5, (7) 71.0, (8) 68.8, and
(9) 63.4 K. The inset shows the part of the plot enclosed in
the rectangle on an enlarged scale.
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differential resistance of the Nth segment. A similar
dependence is presented for the total resistance R = V/I.

Before analyzing the experimental results, we note
that, in appearance, the dependence shown in Fig. 3 is
similar to the current–voltage characteristics of long
narrow bridges made from low-Tc superconductors
with the transverse dimensions smaller than ξ. In this
case, the stepped form of the current–voltage character-
istics is explained by the formation of the phase-slip
centers [6]. However, the width and thickness of our
bridges considerably exceed the coherence length (for
BSCCO, ξ ~ 50–100 Å). In [11], the voltage jumps
observed for wide granular YBCO films were explained
by the fact that the bridges were highly inhomogeneous
and the condition of the phase-slip center formation
could be satisfied in some of their parts. In our case, the
bridge is made of a 2212 BSCCO single crystal. The
form of R(T) and the high critical currents of the
bridges (>105 A/cm2),which are as high as in perfect
single crystals [7], testify to the homogeneity of our
bridges. Thus, the steps observed by us in the current–
voltage characteristics cannot be explained by the for-
mation of phase-slip centers.

For wide films (w, l > λ), the resistive state is deter-
mined by the nucleation of rows of vortices at the edge.
The current–voltage characteristics of such films are
determined by a viscous vortex motion [12]. Under suf-
ficiently strong currents, the formation of a flux-flow
instability accompanied by thermal effects is possible,
which results in the appearance of one or several voltage
jumps in the current–voltage characteristic [3, 5, 12]. In
this case, each jump corresponds to the formation of a
resistive region (domain) with the dimensions of
approximately the thermal length (for YBCO, this value

Fig. 3. Current–voltage characteristic of a bridge with
dimensions 1 × 0.5 × 0.22 µm (curve 9 in Fig. 2). The inset
shows the current–voltage characteristic of a whisker with
dimensions 30 × 1 × 0.13 µm (T = 54 K). In both cases, one
can see a regular stepped structure.

1.0 2.0
is ~ 1 µm [5]). Our bridge can contain no more than one
such domain. Besides, a local superheating is always
accompanied by a hysteresis in the current–voltage
characteristic. For our microbridges, this explanation
also fails, because we observed multistep current–volt-
age characteristics without any hysteresis.

Several jumps in the current–voltage characteristic
can appear in the case of an inhomogeneous distribu-
tion of the pinning force in the film [12], and, in princi-
ple, such an inhomogeneity can be introduced by laser
radiation. However, this assumption is inconsistent
with the observation of voltage jumps in the current–
voltage characteristic of a narrow (w ≈ 1 µm) homoge-
neous whisker (see the inset in Fig. 3).

As noted above, we have d, w, l ≤ λ⊥  for our micro-
bridge, and, according to [1], the dynamic resistive
state can be determined by the vortex motion in one or
several lines [2]. The distinctive feature of this kind of
resistive state is the quadratic dependence V ∝  I2 in the
initial part of the current–voltage characteristic, when
the line begins to be filled with vortices [1]. Such a
dependence is observed in the experiment: as the tem-
perature decreases, the exponent, after an increase to
three in the small current region, decreases to two
(curve 8 in Fig. 2). This is accompanied by the appear-
ance of bends in the current–voltage characteristic,
which precede the appearance of steps (the inset in
Fig. 2).

As the current increases, the formation of the second
and subsequent lines of vortices becomes possible. This
must lead to periodic changes in the differential resis-
tance Rd, which were observed earlier on tin bridges
[2]. In our case, as seen from Figs. 3 and 4, the current–
voltage characteristics exhibit an increase in the differ-
ential resistance Rd with current with periodic steps of
equal height Rd0 ≈ 0.68 Ω . These steps can be caused by
the appearance of identical lines of vortices, so that
each jump in Rd corresponds to the formation of a new
vortex line.

From Fig. 3, one can see that the linear portions of
the current–voltage characteristic are extrapolated to
the same current value I = Ip corresponding to V = 0.
With allowance made for the pinning, the equation
describing the viscous vortex motion takes the form

(1)

where u is the velocity of vortices, η is the viscosity
coefficient, φ0 is the magnetic flux quantum, and jp is
the current density at which the vortices begin to sepa-
rate from the pinning centers (see, e.g., [12]). If we
assume that, in our case, we have jp ≈ Ip/S, where S is
the cross-sectional area of the bridge, then, because
V ∝  u, condition (1) means that V ∝  (I – Ip), which cor-
responds to the linear portions of the current–voltage
characteristic (Fig. 3). From Eq. (1), using the fact that
the mean velocity of vortices in the lines is u = Vξ/Nφ0
(on the assumption that the distance between vortices in

u η 1– φ0 j j p–( ),=
JETP LETTERS      Vol. 74      No. 3      2001
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a line is about ξ and the voltage drop at each line is V/N)
and that ξ(65 K) ≈ 100 Å, we obtain the viscosity coef-

ficient for BSCCO: η = ( j – jp)/Vξ = /Rd0ξS =
6 × 10–9 H s/m2. It should be noted that the estimate of
η for YBCO single crystals near Tc, which can be
obtained from the observation [13] of the vortex lattice
motion in a spatially inhomogeneous potential of the
pinning centers, yields a value that is an order of mag-
nitude greater: η(89 K, 1.7 T) = 6.3 × 10–8 H s/m2. For
low-temperature superconductors, the viscosity is still
greater: for, e.g., NbSe2, η(3.2 K) = 1.4 × 10–7 H s/m2

[14]. Nevertheless, the value of η obtained from our
experiment seems to be reasonable, because the esti-
mate of the normal resistivity ρn by the Bardeen–Stefan
formula η = Hc2φ0/ρn [15], where Hc2 = φ0/2πξ2 is the
upper critical field, yields the value ρn(65 K) ≈ 100 µΩ cm,
which is fairly close to the value obtained by the linear
extrapolation of R(T) (the dashed line in Fig. 1d).

When the bridge is filled with vortex lines, their
maximal number should be equal to Nmax = 0.4l/ξ [2].
In this case, the resistance of the bridge should be close
to the normal-state resistance Rn. Therefore, Nmax can
be estimated as Rn/R0, where R0 is the contribution of
each line to the bridge resistance. From Fig. 4, one can
see that the curve R(N) is close to a straight line, and
from its slope we determine R0 ~ 0.3 Ω . Knowing the
length of the bridge l ≈ 1 µm and the resistance Rn ≈
10 Ω at a given temperature, we obtain ξ = 0.4l/Nmax =
0.4lR0/Rn ≈ 100 Å, which agrees well with the value of
ξ(65 K) for BSCCO. An equally good agreement of the
estimates was obtained for all samples studied in our
experiment.

Knowing the value of the resistance step R0, one
could expect that the normal state would be reached as
a result of approximately 40 resistance jumps. How-
ever, our experiment showed that, approximately after
the tenth step, the resistance exhibits a sharp increase,
which can be related to the nonmonotonic dependence
η(u) [16]. If the vortex velocity exceeds a characteristic
value u*, the viscosity begins to decrease and the cur-
rent–voltage characteristic breaks. Estimating u* =
V*ξ/Nφ0 (N = 9, Fig. 3), where V* is the voltage corre-
sponding to the break of the characteristic, we obtain
u* ≈ 5 × 105 cm/s, which corresponds to the value of u*
in BSCCO films [17].

Thus, the whole set of data suggests that the appear-
ance of regular steps in the current–voltage characteris-
tics of BSCCO microbridges of width w ≤ λ is associ-
ated with the sequential formation of individual vortex
lines under the effect of current. It should be noted that
the periodic increase in Rd by the value Rd0 correspond-
ing to the formation of a single line was never observed
before. The study of multistep current–voltage charac-
teristics of high-Tc microbridges offers new possibili-
ties for investigating the motion of vortices in lines and
their interaction.

φ0
2
N φ0

2
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In closing, we note two more facts. As seen from
Fig. 3, the current–voltage characteristic of a long
(30 µm) whisker has a stepped structure similar to that
observed in the current–voltage characteristics of short
bridges of the same width. This means that, for the for-
mation of vortex lines, the bridge must not necessarily
be short (see [1]): the fundamental requirement is that
the bridge width is ~λ⊥ . In addition, we can conclude
that a long-range interaction occurs between the vortex
lines: the first line suppresses the formation of others,
and only when the current increases by a certain value,
does the appearance of the second, third, and following
lines become possible.

As seen from Fig. 2, the nucleation of lines of three-
dimensional vortices in quasi-two-dimensional high-Tc

superconductors can lead to a deviation of the current–
voltage characteristic from the power law typical of the
Berezinski–Kosterlitz–Thouless transition, which is
observed in BSCCO single crystals [9] and, specifi-
cally, in whiskers [10]. Presumably, the nucleation of
three-dimensional vortex lines is responsible for the
wavy form of the current–voltage characteristics,
which is almost always observed in layered high-Tc

superconductors (see, e.g., [18]).

We are grateful to A.M. Nikitina for synthesizing
the samples, to V.N. Timofeev for studying the bridge
structures using an electron microscope, and to
S.N. Artemenko and V.N. Gubankov for discussing the
results.
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Fig. 4. Dependences of the differential resistance Rd (deter-
mined from the slope of the linear portions of the current–
voltage characteristics) and the total resistance R (deter-
mined from the beginning of the voltage jumps) on the step
number. The first step is assumed to be doubled.
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Control of the Electron Spectrum of a Quasi-One-Dimensional 
Conductor K0.3MoO3 with the Use of a Microcontact
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When an electric field is applied to a Peierls quasi-one-dimensional conductor K0.3MoO3, a change in conduc-
tivity is observed in the vicinity of the point contact. This change is due to a strong local distortion of the charge
density wave in the pinned state. In this case, the chemical potential can be varied over a wide range by changing
the conductivity from the n type to the p type. The local position of the chemical potential can be determined
by the method proposed; in particular, the low-temperature anomaly of conductivity is explained. © 2001 MAIK
“Nauka/Interperiodica”.

PACS numbers: 72.15.Nj; 71.45.Lr; 73.20.Mf; 73.40.Ns
Electrons in quasi-one-dimensional conductors at
temperatures below the Peierls transition temperature
TP condense to a charge density wave (CDW) [1]. In the
region of voltages below the threshold value VT for the
beginning of CDW motion, the electronic properties of
quasi-one-dimensional conductors are adequately
described by the semiconductor CDW model ([2] and ref-
erences therein). The essence of the model is that the trans-
port properties in the case of a static CDW are determined
by electron and hole excitations through the Peierls gap
2∆, and the charge of quasiparticles p – n changes as the

CDW wave vector q changes: q – q(T = 0) = (p – n). The

temperature dependence of the conductivity, the ther-
mal emf, and the Hall coefficient, as well as the hyster-
esis of these values associated with a CDW distortion,
can be explained within the framework of this model
[2]. This distortion δq, that is, the deviation of q from
an equilibrium value can be caused by the temperature
prehistory and by an electric field. The hysteresis is due
to the fact that, in order to change the wave vector, the
CDW must break at a weak point for one period of the
CDW to be created or annihilated, that is, for a phase
slip (PS) to occur. For this purpose, it is necessary to
stretch or compress the CDW to a critical value, which
can be conveniently characterized by a shift of the
chemical potential ζ. As a rule, the critical shift of the
chemical potential comprises a value in the range of
several millielectron-volts, that is, considerably smaller
than kT (k is the Boltzmann constant): at larger distor-
tions a CDW PS (that is, relaxation of the metastable
state) occurs. Correspondingly, the hysteresis of the
resistance δR/R & 50% is observed.

1
π
---
0021-3640/01/7403- $21.00 © 20173
When an electric field &ET is applied to a sample of
a Peierls conductor, a distortion of the CDW occurs in
the vicinity of the contacts with the input lead; as the
field further increases, PS centers form in the vicinity of
the contacts, and CDW motion starts. As was men-
tioned above, in the case when the contact area is large,
the shift of the chemical potential in the vicinity of the
contacts is insignificant (<kT). A different situation
may occur in the vicinity of a microcontact. Let us
make a crude estimate. Assume that the size of the
microcontact is a ~ 100 Å. Hence, the length of the
CDW distortion region can be of the same order of
magnitude, because the electric field is localized in a
region with the characteristic size ~a [3]. In the case
when a PS occurs, the change in q can be estimated at
δq = 2π/a, and the corresponding δζ2π can be readily
evaluated if the temperature dependence of the resis-
tance R(T) is known: δζ2π ≈ δq(δζ/dq) ≈
kT(δq/q)(R(T)/R(300 K)) [4]. This value for typical
Peierls conductors like K0.3MoO3 is many times higher
than kT at all temperatures, except for the region in the
vicinity of TP . Thus, even a single PS event shifts the
chemical potential by a large value.1 This means that a
PS does not occur before the shift of the chemical
potential reaches even a half of δζ2π. A CDW distortion
opposite in sign and even larger in magnitude would
arise otherwise. Hence, it may be suggested that a very
large CDW distortion and a shift of the chemical poten-
tial can be obtained for the static CDW in the vicinity

1 The shift of the chemical potential would be somewhat smaller if
the PS occurred as a climb of a dislocation loop in the CDW.
However, when the size of the contact is ~ 100 Å, the number of
CDW chains that fall within the contact is of order 10, so that it
makes no sense to speak about a dislocation.
001 MAIK “Nauka/Interperiodica”
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of a point contact of a sufficiently small area. The char-
acteristics of point Cu–K0.3MoO3 contacts were studied
in [5]. The asymmetric voltage dependence of the dif-
ferential resistance obtained in [5] actually pointed to a
CDW distortion in the vicinity of the contact. However,
because the diameter of the contacts studied was too
large and corresponded to the differential resistance
Rd(0) & 103 Ω , a PS occurred even at low voltages. This
was manifested in the Rd(V) curves as a sharp decrease
in resistance and an increase in noise.

In this work, an effort was made to study high-resis-
tance point contacts of a normal metal (Cu) with single
crystals of the blue bronze K0.3MoO3, with the aim of
comprehensively studying the local CDW distortion
and experimentally verifying the applicability of the
model [2]. The blue bronze K0.3MoO3 is a typical quasi-
one-dimensional CDW conductor, in which the Peierls
transition occurs at TP = 180 K. As compared with other
quasi-one-dimensional conductors, blue bronze crys-
tals are distinguished by relatively large sizes. This fact
facilitates the preparation of point contacts to these
samples, including those for passing a current along
chains. Electrochemically sharpened copper wires 50
and 75 µm in diameter were used in this work as normal
electrodes. The rounded radius of the needles did not

Fig. 1. Resistance of several Cu–K0.3MoO3 microcontacts
as a function of the voltage applied to a microcontact. Points
correspond to experiment, and solid lines are approxima-
tions by Eq. (1).
exceed 1 µm. The point contacts were formed directly
at a low temperature with the use of a high-precision
mechanical transmission system. The contact diameter a
was estimated by its resistance R using the Sharvin
equation [6]: R ≈ ρl/a2, where ρ = 0.2 Ω cm is the resis-
tivity of K0.3MoO3 at T = 77 K, and l = 10 nm is the
mean free path [1]. Contacts with the resistance up to
several hundreds of kiloohms, that is, d & 100 Å, were
obtained and studied at T = 78 K. Unfortunately, obtain-
ing temperature characteristics for these contacts
turned out to be very difficult because of their low sta-
bility especially under variations of temperature.

Several typical dependences of resistance R ≡ V/I on
the voltage V applied to various point contacts at T =
78 K are displayed in Fig. 1. The contacts were created
at the sample end; that is, the current passed along the
conducting chains. As distinct from the contacts studied
in [5], the resistance R(V) (Fig. 1) varies smoothly; that
is, the CDW remains static in the entire range of applied
voltages. A maximum of the resistance is observed in
all the curves at V = V0 > 0. Under variations of the con-
tact diameter and temperature, V0 oscillated within the
range 60–110 meV. We observed no systematic varia-
tions of V0(T) in the range 77–84 K. Curves similar to
those shown in Fig. 1 were obtained only when the cur-
rent in the contact passed strictly along the chains, that
is, when the contact was created at a sample cleavage
strictly perpendicular to the chains.

In order to reveal how the observed conductivity is
related to the bulk crystal properties, we measured the
temperature dependence of the volume resistance of a
K0.3MoO3 sample from the same lot. The dependence
Rv (T) for a bulk crystal from the same lot is shown in
Fig. 2 in a solid line, and the dark circles correspond to
R(0) for a stable microcontact for which it has been
possible to perform measurements at several tempera-
tures. The resistance of the microcontact has been mul-
tiplied by 3.1 × 10–3. It is evident that the results virtu-
ally coincide with each other. This means that the con-
ductivity of the microcontact at V = 0 reflects the bulk
properties of the crystal, and the contact shift of the
chemical potential is of minor importance. Both depen-
dences below 100 K exhibit a departure from the acti-
vation law corresponding to ∆/k = 590 K (dashed line).
The dependence RM(T) is shown in the same figure
(light circles), where RM at each temperature corre-
sponds to a maximum of R(V) (Fig. 1). It is evident that
the dependence RM(T) hardly deviates from the activa-
tion law down to the lowest temperatures, and the acti-
vation energy corresponding to the temperature T =
590 K is close to the known value ∆ [7, 8]. Note that a
deviation of the dependence R(T) from the activation
law at low temperatures is typical for all CDW materi-
als [1].

The following qualitative picture stems from these
results: a CDW distortion δq leads to partial screening
of the electric field in the vicinity of the contact. This
JETP LETTERS      Vol. 74      No. 3      2001
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results in a shift of the chemical potential δζ ≈
δq(dζ/dq) and in a change in resistance. A maximum of
the resistance corresponds to the position of the chem-
ical potential in the effective midgap (µnn = µpp, where
µn and µp are the mobilities of electron and hole excita-
tions, respectively), that is, to a transition from electron
to hole conductivity. It is known from measurements of
the thermal emf and the Hall effect [9] that blue bronze
possesses n-type conductivity. A schematic diagram of
energy bands in the vicinity of a point contact is shown
in Fig. 3. The positive sign of V0 corresponds to a down-
ward shift of the chemical potential (assume that δζ >
0, which corresponds to a stretch of the CDW, δq < 0).
Actually, it is evident in Fig. 3 that the CDW distortion
in the vicinity of the contact is characterized by the
property that the electric field determined by the gradi-
ent of the electrostatic potential (dashed curve in Fig. 3)
decreases near the contact. At V > 0, the chemical
potential in the vicinity of the contact drops down,2 and
can drop below the midgap in the case of a sufficiently
large CDW distortion. Such a significant shift of the
chemical potential of quasiparticles has not been
observed previously. The departure of the temperature
dependences of Rv and R(0) from the activation law
(Fig. 2) finds its natural explanation within the frame-
work of the semiconductor model: as the temperature
decreases, the average shift of the chemical potential in
reference to the midgap becomes *kT in an equilib-
rium.

In order to describe R(V) quantitatively (Fig. 1),
note that the change in the resistance of the near-contact
region is nonuniform (Fig. 3). For simplicity, represent
R as a sum R(δζ) + R0, where δζ = bV, and R0 is inde-
pendent of V [b is the coefficient of proportionality
between V and δζ; the case b = 1 corresponds to the
complete screening of the applied field (see Fig. 3)]. In
other words, the region of the voltage drop will be con-
sidered as two sections connected in a series: one with
a uniform shift of the chemical potential and another
one with the resistance not depending on V,

(1)

We have obtained an equation with four fitting parame-
ters; the value of bV0 gives an estimate for the initial
shift of the chemical potential in reference to the effec-
tive midgap. Solid lines in Fig. 1 show the results of
approximating the obtained R(V) curves using Eq. (1).
It is evident in the figure that the proposed model
describes perfectly the experimental behavior. As a
rule, R1 is several times higher than R0; that is, the CDW
is distorted in virtually the entire region of contact volt-

2 The same result will be obtained if we take into account that the
(hole) CDW having a positive charge at V > 0 is stretched in the
vicinity of the contact. In this case, the number of sites above the
gap decreases, which results in an increase in the number of holes
below the gap, that is, to a downward shift of the chemical poten-
tial.

R V( ) R1/
b V V0–( )

kT
------------------------ 

 cosh R0.+=
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age drop. The value of b was found equal to about 1/20,
and, correspondingly, ζ0 = aV0 ≈ 3–5 meV. The compar-
atively low value of b means that the CDW only partly
screens the field in the vicinity of the point contact,
which is associated with pinning at impurities and at
neighboring CDW chains. The initial shift of the chem-
ical potential in reference to the effective midgap is
small as compared to the gap itself; however, it is com-
parable with kT, which may explain the virtually unipo-
lar (electron) conductivity type of blue bronze.

Fig. 2. Resistance as a function of the inverse temperature
for a bulk single crystal (solid line) and also for a stable
microcontact at V = 0 (dark circles) and at V corresponding
to a maximum of R(V) (light circles) in the temperature
range 77–100 K. The resistance of the microcontact is mul-
tiplied by 3.1 × 10–3. The inset shows the same in the range
63–300 K. The straight line with an activation energy of
590 K, which corresponds to the Peierls band gap for
K0.3MoO3, is shown in a dashed line.

Fig. 3. Schematic diagram of energy bands in the vicinity of
a metal–CDW point contact at V > V0. The dash designates
the effective middle of the Peierls gap (electrostatic poten-
tial). The electric field is partially screened in the vicinity of
the contact: the slope of the electrostatic potential is less
than that of the electrochemical potential (solid line). The
electrochemical potential crosses the midgap (transition
from the n-type to p-type conductivity).
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Thus, we managed to observe a hysteresis-free
CDW distortion in the vicinity of the point contact. The
chemical potential can be controlled over a wide range
of values with the use of a voltage applied to the micro-
contact. Even the sign of the majority carriers can be
changed using this technique. In this case, the change in
the resistance of the microcontact is described well
within the framework of the semiconductor model of
the CDW. It is shown that the deviation of the tempera-
ture dependence of the K0.3MoO3 resistance from the
activation law observed at low temperatures is due to
the fact that the equilibrium shift of the chemical poten-
tial in reference to the effective midgap (ζ0 ≈ 4 meV)
becomes comparable with kT. The results of this work
showed that the proposed method of microcontact spec-
troscopy can be used for determining the local shift of
the chemical potential in reference to the midgap and
may turn out to be promising for studying defects and
metastable states of CDW materials.
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A computational (quantum-chemical) experiment has been performed on constructing a silicon nanofiber by
gas-phase deposition. A model of two-step polymerization has been proposed in which a fullerene Si60 mole-
cule serves as the main structural unit. The formation of oligomers of the molecule containing from three to
eight molecular units explains the discrete values of the fiber width observed experimentally. The formation of
a “rouleau” of oligomers leads to fiber growth in terms of length. It is shown that both steps are favorable in
energy with the decisive superiority of a high-spin state, which poses the question of considering silicon nanofi-
bers to be molecular magnets. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 61.48.+c; 61.46.+w
Silicon nanofibers synthesized from gas-phase
atomic silicon on the surface of highly oriented pyro-
lytic graphite [1] represent a new kind of nanosized sil-
icon. It was shown that the formation of fibers is pre-
ceded by the occurrence of compact spheroidal silicon
clusters, which are found on the graphite surface at cov-
erages far from monolayer ones. These clusters are
weakly bound with the surface and possess a significant
kinetic energy acquired during their generation in hot
atomic gas. They easily diffuse over the surface and
readily coagulate, which leads to the formation of bun-
dles of nanofibers when the pressure of the atomic gas
exceeds a certain critical value. This empirical picture
was the basis of the fullerene–polymer structure of
fibers with the fullerene Si24 structure proposed by the
authors as the main building block of the polymer.
However, while explaining the possibility of the longi-
tudinal growth of a fiber as a polymer chain, the authors
did not consider the question of fiber thickness. The
thickness, as follows from the same experiments, is
strictly deterministic and varies in a discrete way, com-
prising 3, 4, 7, and 10 nm. At the same time, remaining
within the framework of the fullerene–polymer model,
one may naturally assume that the fiber thickness is also
formed in the process of fullerene polymerization. In
this case, fullerene oligomers differing in length are
responsible for on one hand, strictly fixed fiber thick-
ness, and on the other hand, discretely varying fiber
thickness. From the thickness values listed above, it is
evident that the linear dimension of a “monomer” form-
ing the oligomer must be of order 1 nm, which consid-
erably exceeds the lateral dimension of the Si24 mole-
0021-3640/01/7403- $21.00 © 0177
cule. In this work, a computational synthesis of a sili-
con fiber was performed based on the assumption of the
two-step polymerization of a Si60 fullerene as a mono-
mer unit. The first part of this computational experi-
ment was in a detailed investigation of fullerene itself,
and the second part of this work is devoted to its poly-
merization (oligomerization).

Calculations were carried out using the semiempiri-
cal quantum-chemical AM1 method [2]. This SCF MO
LCAO method is based on the one-electron Hartree–
Fock approximation in the valence basis set under the
following assumptions: (1) the wave functions of
neighboring atoms do not overlap, and (2) only two-
electron two-center integrals are considered among the
remaining molecular integrals, whose contribution is
determined by the corresponding parameters obtained
by comparing calculated results with experimental data
for a certain set of reference compounds. The calcula-
tions were performed using both the sequential unipro-
cessor [3] and parallel multiprocessing [4] versions. In
the latter case, the calculations were performed on two
clusters of 16 processors: an Intel® PIII cluster based on
Pentium® III 667 MHz processors integrated by a
3COM switch using the 100 Mbit Fast Ethernet tech-
nology and a MBC-1000M Alpha 21264 cluster.

Si60 monomer. Theoretically, the existence of the
Si60 molecule was considered many times (see [5] and
references therein). Experimental efforts to synthesize
or discover silicon fullerenes were started almost
immediately after discovering carbon analogues. How-
ever, it turned out that silicon clusters with a pure unter-
minated surface are extremely reactive and can be
2001 MAIK “Nauka/Interperiodica”
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obtained in molecular beams only under high-vacuum
conditions (see [6, 7] and references therein). The den-
sity of the number of clusters is low; therefore, their
composition and structure cannot be reliably identified.
As a consequence, only indirect experimental evidence
of the existence of silicon fullerenes of the Si60 type is
available so far. Thus, as early as ten years ago, it was
found in experiments on the adsorption of ammonia on
positive Sin ions that the average number of ammonia
molecules bound with one Sin ion is six [8]. In similar
experiments with carbon ions, the number six was
reached only in the adsorption of ammonia on C60 ions
[9]. It is possible that nanofibers [1] discussed in the
article represent another indirect evidence of the exist-
ence of this fullerene.

The main distinction of this investigation from pre-
vious works was that the calculations were carried out
not only for the singlet state but also for high-spin con-
figurations. Fullerene Si60 is an open silicon structure,
which is characterized by high free valences of all its
atoms. In this connection, it should be expected that its
ground state, as in the case of other open silicon struc-
tures [10–12], is stabilized through an ordered arrange-
ment of spins in higher spin states. The starting molec-
ular structure was constructed similarly to its carbon
C60 prototype molecule. The lengths of all Si–Si bonds
were equal to 2.35 Å. This value is characteristic of
cubic crystalline silicon. The structure obtained is geo-
metrically closed without any visible traces of stresses.
After searching a minimum of the total energy in a
cycle of full geometry optimization, the initial structure
is transformed to equilibrium states calculated for the
singlet, triplet, quintet, and septet spin states. All the
obtained structures possess the configuration of a trun-
cated icosahedron consisting of 20 hexagons and
12 pentagons and look rather similar. The maximal hor-
izontal and vertical dimensions of molecules are given
in Table 1. It is evident from the table that the molecule
possesses the smallest dimensions in the singlet state,
and both the dimensions are smaller than those for the
initial geometry (1.17 and 1.14 nm). On the contrary,

Fig. 1. Bond lengths in the Si60 molecule. The curves were

constructed using the Gaussian function exp(–l2/λ2) with
the broadening parameter λ = 0.0005 Å.

2.10 2.20 2.30
the molecular dimensions in high spin states notably
increase as compared with the starting ones and fall into
a narrow range of values.1 The size and the shape of the
molecule are determined by the distribution of Si–Si
bond lengths. Two narrow peaks at 2.094 and 2.298 Å
marked with stars in Fig. 1 are related to the singlet
structure. The first of them relates to the reduced conju-
gated Si=Si bond, whereas the second peak describes
ordinary Si–Si bonds.2 There are two long bonds for
each short bond. The dipole moment is virtually equal
to zero, the molecular symmetry is Ih. The picture
obtained is fully similar to that for the C60 molecule,3 so
that one may speak about an sp2.5 configuration for sil-
icon atoms in the singlet state of the molecule.

The set of peaks in the region 2.25–2.35 Å describes
the structure of the molecule in the triplet state, which
is formed in this spin state by only ordinary Si–Si bonds.
The curve with points and the solid curve describe
bonds that correspond to short and long bonds of the
singlet molecule, respectively. As before, there are two
“long” bonds in the range 2.30–2.35 Å for each short
bond in the range 2.25–2.30 Å. The width of the distri-
bution makes up 0.1 Å, which points to the smearing of
symmetry at the atomic positions in reference to the Ih

symmetry of the singlet molecule. Actually, the sym-
metry of the molecule in the triplet state is reduced to
Ci, which is the reason for the deviations from zero of
the molecular dipole moments given in Table 1. The
symmetry of the molecule in the quintet and septet spin
states is Ci, and the distribution of bond lengths is
equivalent to the triplet one.

Table 1 also gives the heats of formation of the mol-
ecule. It is evident from the calculated data that the
energies of the Si60 molecule in the high-spin states are
significantly lower than the energy of the singlet state
and fall in a narrow range 2–3 kcal/mol in width. Thus,
the ground state of the Si60 molecule is spin-mixed
because of the quasi-degeneracy of the molecular
energy with respect to spin. The electron configuration
of atoms in this case corresponds to an sp3 hybridiza-
tion, which is maintained by the spin density on atoms
(which is different from zero), in addition to the elec-
tron density, which is responsible for the formation of
three chemical bonds of a given atom with the neigh-
boring ones.

The result obtained continues the tendency discov-
ered for open silicon structures, exemplified by the Si2
molecule [10] and the crystal Si(111)(7 × 7) [11] and
Si(001)(2 × 1) [12] surfaces, whose triplet configura-
tions turn out to be significantly more favorable in

1 In order to assign the structures obtained to a minimum of the
total energy, the signs of the second derivatives of the energy with
respect to molecular coordinates were verified in the calculation.

2 The bond order was determined by the Wiberg index [13], which
equals 1.685 and 1.078 for the short and long bonds, respectively.

3 According to our calculation, the corresponding C–C bond
lengths comprise 1.384 and 1.463 Å, and the Wiberg indices are
1.495 and 1.078, respectively.
JETP LETTERS      Vol. 74      No. 3      2001
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Fig. 2. Distribution of spin densities over atoms of Si60 fullerene.
energy (by 20–40%). The occurrence of a spin density
in the ground state of these structures allows one to
class them among the objects possessing molecular
magnetism [14]. After recent experiments using an
STM in combination with polarization analysis [15]
and those combined with studying second harmonic
generation [16], the molecular magnetism of the silicon
Si(111)(7 × 7) surface predicted earlier [11] has
become the experimental reality.

The distribution of the spin density in the Si60 mole-
cule in the triplet state is shown in Fig. 2. The distribu-
tions for the quintet and septet are similar. The spin
densities were arranged in ascending order. It is evident
in the figure that the distribution function is rather sym-
metric with respect to negative and positive values,
whose spread does not exceed 14%. As a result, the spin
density distribution over the atoms of the molecule can
be visualized using a dichromatic representation in
which the light and dark markings correspond to a pos-
itive or negative spin density. The Si60 molecule painted
in such a way is shown in the inset in Fig. 2 for three
spin states. It is evident in the figure that a speckle
structure of the spin density distribution is characteris-
tic of all spin states.

Oligomerization of Si60 molecules. It follows from
Table 1 that the maximal lateral dimension of the Si60
molecule comprises 1.08 and 1.44 nm for the singlet
and triplet structures, respectively. If it is assumed that
this molecule is the main building block of silicon
fibers in [1], the formation of fibers can be thought of as
the multiplication of chains containing two, three, or
five molecules along the fibers. An indirect confirma-
tion of the possibility of this process is the photopoly-
merization of C60 molecules (to dimers and trimers)
ERS      Vol. 74      No. 3      2001
deposited on a silicon surface, as was observed recently
in [17]. It was shown that the STM data are explained
well by the dumb bell structure of the dimer in which
the molecules present axial hexagons to each other.
Chemical C–C bonds form between these hexagons, so
that the junction represents a regular hexahedral prism.
We used this structure of the junction between two
fullerene molecules in constructing models of oligomer
chains {Si60}n with n taking all the values from two to
eight. The calculations of these models were performed
with full geometry optimization for the singlet and trip-
let spin configurations. It was shown that the oligomers
are constructed by simple chain growth through the
hexahedral prismatic junction. The structure of chains
in the singlet and triplet states is not distinguished by
eye. Table 2 presents the heats of formation of oligo-
mers and the binding energies of molecules in oligo-
mers per one molecule Eb, which were determined in
accordance with the following relationship:

Eb ∆H Si60{ } n[ ] n∆H Si60[ ]–{ } /n.=

Table 1.  Main characteristics of the Si60 molecule

Si60

dimension, nm
〈x〉max/〈y〉max

heat of forma-
tion, kcal/mol

dipole
moment, D

Starting structure 1.17/1.14

Singlet 1.08/1.02 1315.08 0.000

Triplet 1.44/1.29 1028.52 0.159

Quintet 1.46/1.20 1031.35 0.183

Septet 1.39/1.28 1029.28 0.154
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Here, ∆H[{Si60}n] and ∆H[Si60] are the heats of forma-
tion of the nth oligomer and the free molecule, respec-
tively, in a given spin state.

It follows from the data reported that polymerization
and (or) oligomerization of Si60 molecules are favor-
able in energy. The second conclusion relates to the
statement that the predominant formation of oligomers
in a high-spin configuration is favorable in energy,
because the heat of formation of an oligomer is signifi-
cantly lower in all cases. The dependence of the binding
energy Eb and the linear dimension of an oligomer on
the number of monomer units is shown in Fig. 3. It is
evident in the figure that the singlet and triplet configu-
rations are virtually equivalent from the point of view
of bonding energy. The binding energy steadily grows
in both cases as the number of molecules in the chain
increases. However, whereas this growth is monotonic
for the singlet configuration, it is markedly modulated
for the triplet one. This fact can also explain in energy
terms the occurrence of a certain modulation in the

Table 2.  Heats of formation of oligomers of the Si60 mole-
cule, kcal/mol

Singlet Triplet

∆H ∆H per
molecule ∆H ∆H per

molecule

Si60 1315.08 1028.52

2 · Si60 2438.17 –96 1969.28 –44

3 · Si60 3571.25 –125 2721.09 –122

4 · Si60 4697.50 –144 3768.64 –86

5 · Si60 5823.82 –150 4513.92 –126

6 · Si60 6950.12 –157 5437.97 –122

7 · Si60 8076.41 –161 6170.18 –147

8 · Si60 9202.74 –165 7046.04 –148

Fig. 3. Binding energy Eb (lower part) and the oligomer
length L (upper part) as functions of the number of mono-
mer molecules: (1) singlet and (2) triplet.

E
b

probability of the formation of oligomers differing in
composition. Thus, from the energy point of view, it is
favorable to for oligomers with the number three (L =
3.66 nm), then five and six (L = 6.24–7.54 nm), and
finally, seven and eight (L = 8.85–10.15 nm). These
data explain the experimental data on bundles of
nanofibers with a thickness of 4, 7, and 10 nm [1]. In
this model, there are no fibers with a thickness of 3 nm.
However, according to the experimental data reported
in [1], the bundles of the corresponding fibers are
inconsiderable in number and are of low intensity. It
may be suggested that a fullerene of lower composition
participates in their formation.

Fullerene-based silicon nanofibers are open struc-
tures with spin-mixed ground states which means these
structures should also be assigned to molecular mag-
nets. The expected distinctness of magnetic properties
is associated with the spin density whose distribution
over oligomer atoms is similar to that for the free mol-
ecule in Fig. 2. In Fig. 4, this distribution is visualized
in a dichromatic way for the triplet state of the pen-
tamer and octamer. It is evident that, as the length of an
oligomer increases, the distribution acquires pro-
nounced features of a fractal nature.

Whereas the fixed fiber width is specified by the oli-
gomer of a certain length, the fiber can grow in length
only in the case of effective secondary polymerization.
However, in this case, it should be the polymerization
of oligomers. The interaction between oligomers was
studied in this work using two dimers and two trimers
as examples. The value of Eb per one oligomer is com-
parable with the interaction energy of molecules in an
oligomer.

The computational experiment performed in this
work showed that Si60 silicon fullerenes are character-

Fig. 4. Spin density distribution over the atoms of 5Si60 and
8Si60 oligomers in spin triplet state.
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ized by the spin-mixed ground state, because the heats
of formation of the molecule in different high-spin
states are almost equal to each other (close to degener-
acy). The atomic configurations of silicon atoms corre-
spond to an sp3 hybridization, which is maintained by
high spin densities on atoms in addition to the electron
density providing the chemical bonding of this atom
with its neighbors. In this work, a model is suggested
for the formation of a silicon nanofiber through two
polymerization processes in which this molecule is
considered the main building block. The primary pro-
cess is responsible for the formation of an oligomer of
Si60 molecules determining the fiber thickness. The sec-
ondary process binds the oligomers with each other
with the growth of the fiber in length. Within the frame-
work of this model, nanofibers represent open struc-
tures with a high free valence of the constituent atoms
and a high-spin configuration of the ground state. The
high spin density on atoms must reveal itself in peculiar
magnetic properties of this new substance, which rep-
resents a molecular magnet.
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Extremely long electron spin memory times in GaAs are reported. It was established by the optical orientation
method that the spin relaxation time of electrons localized at shallow donors in n-type gallium arsenide
(Nd − NA ≈ 1014 cm–3) is 290 ± 30 ns at a temperature of 4.2 K. The exchange interaction of quasi-free electrons
and electrons at donors suppresses the main spin-loss channel for electrons localized at donors—spin relaxation
due to the hyperfine interaction with lattice nuclei. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.35.-y; 73.61.Ey; 78.55.Cr
1. In recent years, spin phenomena in semiconduc-
tors have attracted considerable interest due to the idea
of using spin degrees of freedom for data recording,
storage, and retrieval [1]. In particular, long electron
spin memory times are necessary for data processing on
quantum computers, where electron spin is used as a bit
[2]. In this respect, n-type gallium arsenide represents a
promising material, because it displays long-time spin
dynamics. It was established that the electron spin
relaxation time in n-GaAs with the difference in con-
centrations of donor and acceptor impurities Nd – NA ≈
1013 cm–3 is τs = 30 ns at helium temperatures [3]. It was
found in [4] that τs = 42 ns at Nd – NA ~ 1015 cm–3. The
time τs = 130 ns was reported in [5].

This work presents the experimental results on the
Hanle effect in n-GaAs (Nd – NA ≈ 1014 cm–3) upon
quasi-resonant exciton excitation at T = 4.2 K. It is
shown that the spin lifetime at weak pumping is deter-
mined by the electron spin relaxation time τs = 290 ±
30 ns. This is by far the longest time among the pres-
ently known electron spin relaxation times in GaAs. It
is caused by the suppression of the main spin-loss chan-
nel for electrons localized at donors—relaxation due to
the hyperfine interaction with lattice nuclei. The
exchange interaction between the quasi-free electrons
from the barrier regions and the electrons at donors is at
the basis of this effect.

Electrons with spins oriented along the exciting
beam are produced in semiconductors upon the inter-
band absorption of circularly polarized light [6]. If the
photoexcited carriers do not completely lose spin orien-
tation during their lifetime, the photoluminescence
(PL) will be partially circularly polarized. The degree
of circular polarization for the photoluminescence in
GaAs is determined by the projection Sz of the average
electron spin onto the direction of the exciting beam
0021-3640/01/7403- $21.00 © 20182
(z axis); for the homogeneous spin-density distribution
in space, it is given by the simple expression ρ = Sz. The
hole polarization is zero because of the fast spin relax-
ation. Under these conditions, the maximal degree ρ =
25% [6].

2. The experiments on optical orientation were per-
formed with a sample containing semi-insulating GaAs
substrate, on which a layer of GaAs (5000 Å) and an
AlAs barrier (250 Å) separating the main structure
from the substrate were grown by molecular beam epi-
taxy. Then a GaAs layer (1000 Å), capped with an
Al0.3Ga0.7As (250 Å) barrier followed by a series of five
quantum wells of different thickness was built up. The
residual doping corresponded to the n-type impurity
concentration at a level of 1014 cm–3. The main contri-
bution to the GaAs PL comes from the 1000-Å layer
that is bounded by barriers on both the substrate and
quantum well sides. The presence of quantum wells is
insignificant because measurements were made with
quasi-resonant excitation of GaAs in the transparent
region of quantum wells. The light absorption depth in
GaAs (~1 µm) far exceeds the thickness of the buffer
layer under study, so that the charge carriers and exci-
tons are homogeneously distributed in the layer. The
small thickness allows the reemission effect to be
ignored.

The sample was placed in a liquid helium cryostat
and excited by the beam of a tunable Ti:sapphire laser.
The circular polarization changed its sign with a fre-
quency of 26.61 kHz using a photoelastic quartz mod-
ulator to get rid of the Overhauser effect on the shape of
the electron magnetic depolarization curve [6]. The
geomagnetic field was compensated and did not exceed
0.1 G in the sample location. The PL polarization was
measured in the “reflection” geometry by an analyzer
of circular polarization (quarter-wave phase plate and
001 MAIK “Nauka/Interperiodica”
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linear polarizer). The PL was analyzed by a double-
grating spectrometer with a dispersion of 5 Å/mm.
Electronic circuit measured the effective degree of cir-

cular polarization ρ = (  – )/(  + ), where 

and  are the intensities of the PL σ+ component for
the σ+ and σ– excitations, respectively. In our case, cir-
cular dichroism was insignificant and the degree ρ
could be regarded as a Stokes parameter characterizing
the circular polarization of PL.

The PL spectrum is dominated by two lines corre-
sponding to the recombination of a free exciton (line X)
and an exciton bound to neutral donor (D0–X line) [7].
The emission depolarization in a magnetic field perpen-
dicular to the z axis (Hanle effect) was measured for the
different sections of the PL spectrum. Note that the
shape of the magnetic depolarization curve (Hanle
curve) is identical for the X and D0–X transitions.
Below, the results on the Hanle effect are presented for
the emission at 1.5155 eV corresponding to the exciton
recombination. The PL magnetic depolarization curves
measured upon the quasi-resonant exciton excitation
(photon energy hν = 1.5165 eV) with different excita-
tion densities W are shown in Fig. 1. The dots in Fig. 1a
correspond to the excitation density W = 2 mW/cm2

and, in Fig. 1b, to 40 mW/cm2. One can see that both
the zero-field polarization ρ(0) and the halfwidth of the
Hanle effect increase with a rise in pumping. The
experimental dependence of the degree ρ(0) on the
excitation density W is shown in Fig. 2a.

The experimental results can be interpreted within
the framework of a model of electron optical orienta-
tion in n-type GaAs [6]. The basic positions of this
model are as follows. A circularly polarized light pre-
pares electrons with a preferred spin direction. If elec-
trons with spins “up” and “down” recombine with
equal probability and the spin relaxation is slow, the
spin polarization will accumulate. Then the equilibrium
electrons in the steady state will be oriented, even if the
pumping is weak and, hence, the number of excess
electrons is smaller than the number of equilibrium
electrons. The steady-state value of the average elec-
tron spin is

(1)

where the initial average electron spin Si is determined
by the selection rules. The time τJ is the electron char-
acteristic lifetime. Its steady-state value is

(2)

Here, N is the electron concentration, which is equal to
the equilibrium concentration at weak pumping, and
G is the number of electron–hole pairs created by light
in unit time in a unit volume. One can see from Eqs. (1)
and (2) that, consistent with the experiment, the life-
time increases and the average electron spin (and,

I+
+ I+

– I+
+ I+

– I+
+

I+
–

S0 Si

τ s

τ s τ J+
---------------,=

τ J N /G.=
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hence, the degree ρ) decreases to zero with a decrease
in light intensity (Fig. 2a). The solid line in Fig. 2a is
constructed using Eqs. (1) and (2) for Si = 50% and
τs/τJ = 0.05W, where the excitation density W has
dimensionality mW/cm2. After applying an external
magnetic field perpendicularly to the exciting beam, the
average electron spin precesses about the field with the
Larmor frequency ω = µBgeB/" (ge is the electron g fac-
tor and µB is the Bohr magneton). Under steady state
conditions, the projection Sz of electron spin onto the
initial direction decreases with increasing field, result-
ing in the PL depolarization (the Hanle effect). The
Sz(B) dependence is described by the formula [6]

(3)

where the average spin in zero field S0 is given by
Eq. (1). The reciprocal spin lifetime

(4)

Sz B( )
S0

1 ωTs( )2+
--------------------------,=

Ts
1– τ s

1– τ J
1–+ τ s

1– G/N+= =

Fig. 1. Photoluminescence magnetic depolarization curves
(Hanle effect) for the quasi-resonant exciton excitation
(photon energy hν = 1.5165 eV). Excitation density W =
(a) 2 and (b) 40 mW/cm2. Solid lines are constructed using
Eq. (3).
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can be determined by measuring the halfwidth of mag-
netic depolarization curve B1/2 = "/µBgeTs. It follows
from Eq. (4) that the spin lifetime in the weak-pump
limit is equal to the electron spin relaxation time. The
experimental results are adequately described by
Eq. (3) with S0 = 2.3% and B1/2 = 1.0 G (solid curve in
Fig. 1a). Knowing the halfwidth of the Hanle curve, one
obtains Tc = 258 ns (ge = –0.44 [8]). The spin lifetime
shortens with a rise in pumping. The curve in Fig. 1b is
constructed for S0 = 36% and B1/2 = 2.9 G. In this case,

Ts = 89 ns. The dependence of  on the pump inten-
sity is shown in Fig. 2b. It is approximated well by the
linear function

(5)

where time Ts is expressed in microseconds and light
intensity is in mW/cm2. In the weak-pump limit, Ts =
τs = 290 ± 30 ns. As was pointed out above, this time is
the longest among the spin relaxation times ever
reported in the literature for conduction electrons in

Ts
1–

Ts
1– 3.5 0.4±( ) 0.17 0.02±( )W ,+=

Fig. 2. (a) Degree of PL circular polarization as a function
of excitation density in zero field (dots). Solid line is con-
structed using Eqs. (1) and (2) with S0 = 50% and τs/τJ =
0.05W. (b) Reciprocal spin lifetime as a function of excita-
tion density (dots). The straight line is drawn according to
Eq. (5).
gallium arsenide. The concentration of equilibrium
electrons can be determined from the slope of the
experimental curve Ts(W) using Eq. (4). To do this
requires the knowledge of the relation between the
number of carrier pairs created in unit time in a unit vol-
ume and the excitation density W. This relationship has
the form

(6)

where the reflectivity of GaAs surface is R ≈ 0.3, the
absorption coefficient of gallium arsenide for the resonant
excitation of an exciton is α ≈ 1.2 × 104 cm–1 [9], and the
photon energy hν = 1.5165 eV. Using Eqs. (4)–(6), one
can determine the concentration of equilibrium elec-
trons N ≈ 1.8 × 1014 cm–3. Therefore, the number of
equilibrium electrons determined by the optical orien-
tation method corresponds to a residual doping level of
~1014 cm–3.

3. According to the theory of optical orientation [6],
the limiting degree of polarization in an unstrained bulk
GaAs is 25%. However, the fitting procedure with the
use of Eqs. (1) and (2) gives the limiting value ρ = 50%.
This may be due to a small residual stretching strain
along the growth axis in the GaAs layer, resulting in the
splitting of the hole levels |±3/2〉  and |±1/2〉  by a value
on the order of kT. In this case, holes mainly fill the
upper levels |±3/2〉 , so that ρ = 2Sz [6] and the limiting
degree of polarization becomes ρ = 50%.

The circularly polarized light with hν = 1.5165 eV
creates excitons whose emission polarization is the sub-
ject of investigation. At low temperatures, equilibrium
electrons are bound to donors. In what way does the
electron spin of an exciton obtain information about the
polarization of equilibrium electrons localized at
donors? The matter is that the spin-flip electron–elec-
tron scattering efficiently mixes electron spin over dif-
ferent states [10]. It is shown in the cited work that,
down to the lowest pump intensities, the average elec-
tron spin is the same in different states. The efficient
averaging is also evident from the fact that the shapes
of depolarization curves for the X and D0–X lines are
the same, although their PL polarizations in the zero
field differ by more than an order of magnitude. The
difference in the initial polarizations is due to the differ-
ence in the selection rules for these two transitions [7].
At weak pumping (the number of excitons nx ! N), the
relaxation of the total average spin is determined by the
spin relaxation of the electrons localized at donors [10].
For this reason, the observed time τs = 290 ± 30 ns cor-
responds to the spin relaxation of electrons at donors.

Let us discuss the reasons for the long spin relax-
ation time of electrons localized at donors. Four basic
mechanisms of electron spin loss in gallium arsenide
are known [6]: the D’yakonov– Perel’ and Elliott–Yafet
mechanisms based on the spin–orbit interaction; the
Bir–Aronov–Pikus (BAP) mechanism based on the
exchange interaction with holes; and spin relaxation

G 1 R–( )αW
hν
---------,=
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due to the hyperfine interaction with lattice nuclei. The
first two mechanisms are suppressed because the elec-
tron orbital motion in the donor is quenched. The BAP
mechanism is irrelevant because the steady-state hole
concentration in the weak-pump limit is exceedingly
small in n-type semiconductors. The only operative
mechanism in the situation at hand is that of the hyper-
fine interaction with nuclei. With this mechanism, the
estimate indicates that the electron residence time at
donor is on the order of 10–10 s. In our case, correlation
times as short as those cannot be caused by the electron
hopping over the randomly distributed donors, because
the impurity concentration is small [11]. Electron tran-
sitions to the conduction band are inefficient at helium
temperatures. We relate the exceedingly short electron
spin correlation times to the specific features of the
structure under study. In this structure, the buffer layer
is bounded on both sides by high barriers, whose resid-
ual doping is the same as in the buffer; i.e., Nd – NA ≈
1014 cm–3. In equilibrium, electrons transfer from the
barriers to the buffer layer. Thus, in addition to the elec-
trons localized at donors, “excessive” electrons appear,
which either concentrate near the bottom of the conduc-
tion band or are bound to neutral donors to form D– cen-
ters. The free-electron spin-flip scattering by neutral
donors (or hopping of a weakly bound second electron
over donors) can be an efficient mechanism for chang-
ing the spin state of the electrons at neutral donors. This
will result in the shortening of the spin correlation time.
This model explains qualitatively the origin of the
extremely long spin memory time τs = 290 ± 30 ns of
electrons localized at shallow donors.
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Optical properties of porous graphite samples prepared by electrochemical etching were investigated. It is
found that electrochemical etching modifies their Raman spectra and gives rise to photoluminescence. The evo-
lution of Raman spectra at the initial etching stages is studied in detail. A model is proposed explaining the
salient features of the observed Raman spectra. It assumes the appearance of graphite nanoparticles and the for-
mation of sp3 bonds between the graphite planes at the nanocrystal boundaries. © 2001 MAIK “Nauka/Inter-
periodica”.

PACS numbers: 78.67.Bf; 78.30.Ly; 78.55.Mb; 81.40.Tv
Extensive studies of nanocrystalline materials are
caused by their unique properties, which are absent in
the initial bulk crystals [1]. The appearance of new
properties is primarily due to the size quantization
effects and to the presence of a vast specific surface,
whose properties, however, cannot be regarded sepa-
rately from the properties of nanocrystal bulk. This can
result in the cardinal transformation of the electronic
and phonon states and give rise to new electric and opti-
cal properties [1].

By now, a wide diversity of methods have been
developed for preparing nanocrystalline materials, one
of which is electrochemical etching [2]. It turned out
that, for some electrochemical etching regimes, the
material is removed leaving behind it multiple channels
of nanometer size in the initial crystal. The rest of the
material, as a rule, preserves its initial composition,
structure, and crystal orientation and, in the case of a
sufficiently high porosity, can be regarded as a nano-
composite composed of oriented nanocrystals with var-
ious degree of bonding to each other [3]. This method
found widespread use in the formation of porous semi-
conductor structures, among which porous silicon is
most familiar [4]. One of the merits of this method is
that it provides a possibility of choosing the appropriate
initial material and exhibits a certain flexibility in
choosing the formation conditions (voltage, current
density, composition and concentration of electrolytes,
temperature, and illumination conditions), thereby con-
trolling the porosity, the characteristic pore sizes (and
the size of the remaining framework), and the pore
depth (thickness of the porous layer). Although, it
should be noted that a detailed understanding of the
electrochemical processes at a level allowing the
0021-3640/01/7403- $21.00 © 20186
description of pore microstructure is presently lacking
in the majority of cases [4].

Apart from the silicon nanostructures (the basic
material in microelectronics), much attention is being
given at present to the carbon nanostructures. This is
explained not only by the widespread use of graphite
modifications such as graphite and diamond but also by
the discovery of a series of new structural modifications
such as amorphous carbon, fullerenes, nanotubes, etc.
[5, 6], whose properties radically differ from the prop-
erties of graphite and diamond. It is worth noting that
there is no consensus in the literature on the interpreta-
tion of the properties of carbon nanostructures. The
explanation of the origin of so-called D and G bands in
disordered graphite provides an example [7].

In this work, samples of porous graphite were
obtained by electrochemical etching, and their Raman
spectra were studied. It was found that electrochemical
etching gives rise to photoluminescence. The transients
of Raman spectra at the initial etching stages were stud-
ied in detail and the appropriate interpretation was
given. It is shown that the appearance of the D band is
due to the formation of sp3 bonds between the neigh-
boring graphite layers at the boundaries of nanocrystals
formed. These bonds are shown to radically modify the
Raman spectra and give rise to additional Raman
bands.

Samples of porous graphite were prepared from
high-quality (ZYA grade) single crystals of pyrolytic
graphite (Union Carbide Corporation) by anodization
in a two-compartment electrochemical cell with plati-
num electrodes. Hydrofluoric acid HF(49%) and etha-
nol taken in the ratio 1 : 1 were used as an electrolyte.
The samples were prepared with anodizing times vary-
ing from 1 to 10 min at a current density from 1 to
001 MAIK “Nauka/Interperiodica”
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50 mA. Samples with smooth transition layers between
the nonetched and etched areas were also prepared.
Note that we did not find any indications on the use of
anodic etching for graphite in the available literature, so
that the corresponding etching mechanism calls for
additional investigation. As to the choice of the electro-
lyte composition, we were only aware that it was used
in the formation of porous layers on SiC crystals.

Raman and photoluminescence (PL) spectra were
recorded on a U-1000 spectrometer in the regime for
studying microsamples. The exciting radiation (488 nm)
was focused to a spot as small as 10 µm in diameter.
This allowed us to study the homogeneous and transi-
tion areas of the sample surface and monitor the
absence of the laser heating effect on the sample. The
Raman spectra were recorded with a resolution of
1−5 cm–1.

The Raman spectrum of the prepared porous graph-
ite is shown in Fig. 1a (curve 2). One can see that etch-
ing modifies the surface and renders a Raman spectrum
similar to the spectrum of nanocrystalline graphite. The
Raman spectra of the initial graphite (curve 1) and of
the pyrolytic graphite irradiated with carbon ions
(curve 3) [8] are presented for comparison. Note that,
despite the cardinally different technologies of sample
preparation, the spectra are similar to each other. The
samples of pyrolytic graphite with long anodic etching
times exhibit photoluminescence (Fig. 1b, curve 4). For
comparison, the photoluminescence spectrum of a car-
bon film prepared by vacuum deposition of carbon
plasma on a metallic substrate is also shown in Fig. 1b
(curve 5) [9]. These curves also clearly demonstrate
that the spectra of the samples prepared by different
methods are similar. The optical, especially Raman,
spectra of a particular material are quite specific [10]
and, therefore, often used for the analysis of the com-
position and structure of a material. The similarity of
the Raman spectra is evidence that we deal in this par-
ticular case with the same carbon-based substance.

The anodic etching procedure made it possible to
trace the evolution of a Raman spectrum in passing
from the initial single-crystal graphite to the nanocrys-
talline state. To do this, a series of Raman spectra were
recorded both for the samples differing in the degree of
anodization and for the gradient transition region from
the unetched to the etched part of the surface. The
sequence of Raman spectra in Fig. 2 demonstrates the
evolution of a graphite spectrum on the way to the spec-
trum of porous graphite. In the Raman spectrum of an
initial single crystal, a line at ~1582 cm–1 in the range
1250–1700 cm–1 is due to the in-plane E2g mode
(curve 1). At the beginning of the etching process, an
additional narrow Raman line appears at ~1606 cm–1

(curve 2), and a band with a maximum at ~1355 cm–1

appears simultaneously. As the degree of etching
increases, these bands become stronger and broader
(curves 3, 4). For samples with the maximal degree of
etching, all three lines merge into two broad unresolved
JETP LETTERS      Vol. 74      No. 3      2001
bands with maxima at ~1354 and ~1595 cm–1 (curve 5).
In the literature, these bands are referred to as D and G
bands, respectively (see, e.g., [7]).

Raman spectra are used extensively in studying var-
ious carbon modifications. However, there is still no

Fig. 1. Raman and PL spectra of porous graphite. (a) Raman
spectra: (1) initial substrate; (2) porous layer, and (3) pyro-
lytic graphite irradiated with carbon ions [8]. (b) PL spectra:
(4) porous layer and (5) carbon layer from [9].
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consensus on the interpretation of the Raman spectra of
disordered carbon structures. Two approaches to the
explanation of their spectra can be distinguished.

In the first approach, a model assuming the violation
of the wave-vector selection rules is used. New bands in
the Raman spectrum are assigned to the maxima of
phonon density of states in the initial substance. For
example, band D is assigned in [11] only to the phonon
density of states at point K in the Brillouin zone of a
bulk single crystal, while the intensity ratio I(D)/I(G) is
determined by the nanocrystal size.

In the second approach, the new bands are assigned
to new polymorphic carbon modifications, e.g., to clus-
ters containing distorted sp3 bonds. The authors of [7]
analyzed the Raman spectra of the disordered and
amorphous carbon and arrived at the conclusion that the
ratio I(D)/I(G) carries information about the amount of
carbon atoms containing the sp3 bond. In [8], the first-
and second-order Raman spectra of a disordered carbon
were compared with each other to conclude that the
nanoparticles in some samples also contain sp3 bonds.

To interpret the results of this work, we assume that,
when etching, sp3 bonding can arise between atoms sit-
uated in different atomic planes near the boundaries of
micropores passing through the atomic layers with
sp2 bonds. This assumption is confirmed by the Raman
spectra of a freshly cleaved graphite single crystal
(Fig. 3). Spectrum 1 corresponds to the atomic layer in
graphite. Spectrum 2 is due to the region with a high
density of terraces that appear upon cleaving graphite
with a force perpendicular to the layer plane. A broad
band in the range 1300–1450 cm–1 is clearly seen in
spectrum 2. One can assume that the formation of sp3

bonds (from the broken bonds at the edges of the dis-
rupted planes) upon cleaving a single crystal is more

Fig. 2. A sequence of Raman spectra corresponding to the
areas differing in their degree of anodization. Curves 1 and
5 relate, respectively, to the initial graphite and the porous
graphite with the maximal degree of anodization.
probable than the formation of nanocrystals or a
strongly disordered structure.

The evolution and the aforementioned features of
the Raman spectra of porous graphite can be explained
in terms of the following qualitative model. The anod-
ization of graphite gives rise to micropores passing
through the atomic planes. Simultaneously, the sp3

bonds arise near the pore walls and bind the atoms of
the neighboring atomic planes together. The vibrations
of the carbon atoms directly bonded by the sp3 bonds
contribute to the Raman band in the range 1300–
1450 cm–1. Moreover, these bonds modify the vibra-
tions of pure graphite. Let us consider the E2g mode
(1582 cm–1). This mode corresponds to the in-plane
atomic vibrations, with the atoms of the neighboring
planes moving in antiphase. The bonding between such
atoms should increase the frequency of their in-plane
vibrations. Correspondingly, the line at 1606 cm–1 can
be assigned to this vibration. The fact that the frequency
of this vibration is virtually the same for the samples
differing in the degree of anodization provides evidence
for its local character. Therefore, the atoms with
sp3 bonding between the layers contribute simulta-
neously to the broad band in the range 1300–1450 cm–1

and to the narrow line at 1606 cm–1. Clearly, as the
number of such atoms increases, the area of these bands
will change simultaneously. An increase in the degree
of etching will lead to an increase in the number and
size of micropores, i.e., to the increase in the micropore
surface area and, hence, to the increase in the number
of carbon atoms containing the sp3 bond. At the same
time, the characteristic sizes of the remaining graphite
domains will decrease, while their dispersion will
increase. In combination, this can be the cause for the
observed inhomogeneous broadening of all Raman
bands (Fig. 2, curves 2  3  4  5) with an
increasing degree of anodization (increase in the anod-
ization time and current density). That the sp3 bonds
relate to the graphite nanocrystals, and not to the other
carbon formations (e.g., in the pores between the
nanocrystals), becomes evident from the character of
the second-order Raman spectra (Fig. 1). The fre-
quency analysis confirms [8] that the scatterers contrib-
uting to the bands with maxima in the range 1355 and
1580 cm–1 interact with each other; i.e., they refer to the
same object (nanocrystal).

Turning back to photoluminescence properties, note
that, although the nature of PL was not analyzed in
detail in this work, the following is noteworthy.
A change in the PL intensity correlates with the
increase in the number of sp3 bonds and increases with
increasing degree of graphite etching. It follows from
the Raman spectra that no other substances are synthe-
sized in the films of porous graphite upon etching; i.e.,
the emergence of PL is most likely due to the presence
of a multitude of small graphite nanocrystals that also
contain sp3 bonds. Although there was no direct evi-
JETP LETTERS      Vol. 74      No. 3      2001
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dence (e.g., band shift with increasing degree of etch-
ing) for the size-quantization nature of PL, this cannot
be considered as an argument against such an explana-
tion, because the emission characteristics of nanoob-
jects strongly depend on many parameters (size, shape,
surface state, surroundings, etc.). Note in conclusion
that PL is inherent in a wide range of nanocomposites,
including semiconductor structures and carbon nano-
structures [9], so that elucidation of its nature requires
a detailed and quite accurate inspection in each partic-
ular case.

Thus, the samples of porous graphite were prepared
by electrochemical etching, and their optical properties
were studied. It is found that electrochemical etching
gives rise to graphite nanoparticles and photolumines-
cence. The evolution of Raman scattering spectra at the

Fig. 3. Raman spectra of graphite. Curve 1 is for the flat
plane of the initial graphite single crystal, and curve 2 cor-
responds to the nearby area with a high density of terraces.
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initial etching stages is studied in detail. The appear-
ance of the D band (~1355 cm–1) is satisfactorily
explained by the formation of sp3 bonds between neigh-
boring graphite layers at the nanocrystal boundaries. It
is shown that the additional bonds between the graphite
layers are responsible for the new band at 1606 cm–1.
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