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Numerous experimental data on cosmic rays sensitive to the spectrum of primary cosmic rays were analyzed
in the energy range E > 1 TeV. They proved to be incompatible with the pure power-law spectrum of primary
particles. The spectral index of the proton spectrum is derived from the data considered. It was found to be
0.4 £ 0.1 greater than for the nuclei with Z = 2. Therefore, the flux of galactic cosmic rays consisting of protons

and nuclei with Z > 2 cannot be described by a unified power law in the energy range 0.1-10° TeV. © 2001

MAIK “ Nauka/Interperiodica” .
PACS numbers: 98.70.Sa; 95.85.Ry; 96.40.De

In his report at the 26th International Cosmic Ray
Conference, S. Yoshida formulated the basic character-
istics of the energy spectrum of galactic cosmic rays
(GCRs) asfollows: “Energy spectrum of cosmic raysis
well described by three-knee power-law dependence.
The first knee is observed for energies ~3 x 10'° eV,
where the spectral index changes from ~2.7 to ~3.
... At present, it is reliably (underlined by us) estab-
lished that all spectral components obey the power law
without knees, and no tendency toward sharpening is
observed at least below 10 TeV” [1]. In quantitative
terms, this definition of the GCR spectrum reads,

lo(E) ~ E_B°, and all components are described by the
same law at least up to E ~ 10° TeV.

The spectrum characteristic presentedin[1] isbased
ontheal-particle spectrum observed in [2], from which
it follows that 3, = 2.65 £ 0.05 and that all nuclei with
Z = 2 havethe sameindex at least up to E = 10-20 TeV.
The proton spectrum iswell known up to E 01 TeV. For
higher energies, only two works are known [3, 4] which
are consistent with each other in the energy range E =
20-30 TeV [5]. There is no consensus on the proton
spectrum in the range 1-20 TeV.

Let us consider the experimental results which are
sensitive to the spectrum of primary particles.

(i) For E= 10 TeV, theratio of proton flux to helium
nucleus flux is1,/lpye = 1.02+ 0.35[6] and 0.77 £ 0.35
[7]; i.e., the mean value is 0.9 + 0.25. For E < 1 TeV,
lo/14e = 2.15 £ 0.1. If the spectral index is the same for
all components, then theratio I,/1,. = const = 2.15 can-
not be equal to 0.9 for E > 10 TeV.

(i) Direct measurements of the proton spectrum for
E = 20 TeV give spectral indices B, = 3.05 + 0.19 [3]

and 3.17+ 0.19 [4]. Themean valueis,=3.11+0.14.
For the spectral index 3, = 2.65 + 0.05 of al particle
fluxesin galactic cosmic raysin theinterval 0.1 < E <
103 TeV, B, = 3.11 isimpossible.

(iii) The GCR all-particle spectrum has a spectral
index B,=2.65+0.05intherangesE<1TeV and E >
5TeV.Intherange 1< E<5TeV, 3, =2.89[8], 2.79
[9], and 2.81[10], with the mean value 3, = 2.83 £ 0.03.
For B, = const in the range 0.1-10° TeV, B, cannot
change by 0.18 in anarrow energy.

(iv) The quantity E281,, where |, isthe flux of al par-
ticleswith energy E, changesfrom 0.256 m2 st g1 TeV16
intherangeE< 1TeV t0(0.149 £ 0.003) m? st g1 Tev1®
intherange E= 10 TeV [9, 11]; i.e., astep is observed
in the al-particle spectrum. No such step can occur if
B, = const in the interval 0.1-10° TeV.

(v) At mountain altitudes, the spectral index is 3, =
3.38 + 0.08 [12-14] for single hadrons and 3, = 2.95 +
0.05 for al hadrons; i.e., Bs— B, = 043 £ 0.1. Thisis
impossibleif 3, = const, whichisequivaent to theiden-
tical spectral indices of all components, 3,— B, = 0.

(vi) At a depth of 60 g/cm? of the residual atmo-
sphere, the spectrum of gamma-ray quanta with ener-
giesE, >3 TeV hasaspectra index 3, = 2.9+ 0.09[15].
This value is inconsistent with the spectral index 3, =
2.65 £ 0.05 of GCRs.

(vii) The vertical muon flux for E, > 1 TeV has a
spectral index 3.75[16]. This contradictsthe value 3, =
2.65.

The above-listed characteristics of cosmic rays con-
tradict the GCR spectrum with 3, = const in the range
0.1 <E<10®TeV. To eliminate these discrepancies, we
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Table 1

EnTev| 1 | 3 | 5 | 10 | 15 |Minimum @, value

B, |279
Bp -

2.79
3.04

2.79
3.08

2.80(2.80
324 -

2.79
3.04+0.17

assume that the GCR flux consists of two components.
The first component consists of the nuclei with Z = 2
and has a constant spectral index 3, = 2.65 + 0.05 over
the entire interval 0.1 < E < 10° TeV. The second com-
ponent consists of protons, whose spectral index 3, in
therange E = 1 TeV will be determined independently
for each of the above-listed items. Asaresult, it will be
established whether the entire proton spectrum can be
assigned a unique [, value that describes all the phe-
nomena considered.

First of all, we note that, within one order of magni-
tude (the usual accuracy in measuring the cosmic ray
spectrum), the sum of two power-law spectrawith indi-
ces 3, and 3, is well approximated by one exponential
function with index B = (AB, + BB,)/(A + B), where A
and B are the intensities of the respective components
at the minimal energy E,, in the spectrum of interest.

(i) Let I(E) = CE™ and I,(E) = DE " in the

range E = 0.4 TeV; then | /I, = (C/D) E PP Taki ng
this ratio at E = 0.4 and 10 TeV, we obtain (2.15 +

0.1)/(0.9 + 0.25) = (10/0.4)> "%, from which one has
B, =2.92+0.10.

(if) In this case, direct measurements give 3, =
3.11+0.14.

(iii) Direct measurements of the all-particles spec-
trum gave 3, = 2.83 + 0.03 and 2.65 + 0.05 in and
beyond the interval 0.4 < E < 4 TeV, respectively.
Therefore, 2.83 £ 0.03 = Bl /Iy + B7lz/1o, Where 1/l
and 1,/1, are, respectively, the fractions of protons and
nuclei with Z = 2 in the total GCR flux immediately
below the step. In our case, 1./, = (0.149 %
0.003)/0.256 = 0.58 = 0.01 and I,/l, = 0.42 + 0.01.
Therefore, 3, = 3.07 £ 0.10.

(iv) If E®1(E) = Aand B for E<E, and E > E,,
respectively, and 1o(E) ~ E® intheinterval E; <E<E,,
then the minimal  valueis

_ In(Io(E))/10(Ep)) _ In(A/B)
Bon = = EdE - Pt In(E/E)

In our case, A= 0.256, B = 0.149, E,/E; = 10, and 3, =
2.65 + 0.05, so that B, = 2.89 + 0.05.

The spectrum 1 (E) isformed by two fluxes: the pro-

ton flux with spectral index B, and intensity (A—B) EIB"
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at E; and the nuclear flux with spectral index (3, and
intensity BE]BZ at E,. Therefore,
_ By(A-B)+B,BE" ™
Brin = (B,—B2)
(A-B)+BE;"
Since E; =1 TeV, one has

5 - Bo(A-B)+p;B
min A ]

so that B, = 3.27 + 0.21.

(v) The spectrum of single hadrons in the atmo-
sphere at a depth of X g/cm? is predominantly formed
by the primary protons passing through the atmosphere
without interaction. Therefore, the spectral index of this
spectrum is B = B, + kX/A, if the cross section for
inelastic interaction of protons has the form o™ =
Og[1 + KIN(E/E,)]. The spectral index of all hadronsis
Br = By + kX/Ly, where Ay and L, are, respectively, the
mean free paths for interaction and absorption in the
atmosphere at E = E,. In our case, B, = 3.38 + 0.08,
B,=2.95 + 0.05, X = 670 g/cm?, A, ~ 80 g/lcm?, and
Lo ~ 110 g/cm?. It follows from the difference B, — B3, =
(Bp—Bo) *+ (Brn—PBo)(Lo/Ag — 1) that B, = Bo + (Bor —Br) —
(Br,— Bo)(Lo/Ag —1). Substituting the values of B, By, Bos
and Lo/A,, we obtain 3, =2.98+ 0.1.

(vi) and (vii) If the spectra of secondary particles
(muons with E, > 1 TeV and gamma-ray quanta with
E, > 3 TeV) are not distorted by the secondary interac-
tions, they have the power-law form, similar to the
power law for the primary particles. Because muons
and gamma-ray quanta are produced by protons with

spectrum I (E) = I?,E_Bp and intranuclear neutrons with

spectrum |,(E) = IgE_BZ, the spectrum of secondary

particles hasthe form I(E) = K(I‘;E_Bp =
In our case,

_ By* CBoEn

— (D
1+ CEP P

where C = 1,/17 = 0.35. The B value is taken from the
experimental dataand 3, is determined from Eq. (1) for
different E,,, values. In the experiments with muons and
gammacray quanta, B = 2.75 and 2.9 + 0.09, respec-
tively. Table 1 presentsthe 3, values obtained for differ-
ent E,, with B = (upper row) 2.75 and (lower row)
2.9+ 0.09.

Thus, the resulting seven (3, values extracted from
more than 12 different experiments, carried out by dif-
ferent methods and by different authors with approxi-
mately the same error ~ 0.1, can be averaged. The cor-
responding mean value is [B,J= 3.03 + 0.06 and 0 =
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Proton spectrum (open circles) from direct measurements
and (closed circles) as the difference between the fluxes of
al particles and nuclei with Z> 2 [11].

0.1;i.e, oiscloseto the error of individual determina-
tion of (3,.

Thus, we obtain the following answer to the ques-
tion formulated above: the proton spectrum in energy
range E > 1 TeV must have the spectral index 3, 03,
which differs considerably from 3, = 2.65 in the range
E < 1 TeV. Only in this case can many experimental
results be explained. In other words, the predicted pro-
ton spectrum must have a knee in the range <10 TeV,
where the spectral index changes from 2.65 to 3.

We now analyze what information about the proton
spectraintherange E > 1 TeV can be extracted fromthe
available balloon and satellite measurements.

All proton spectra that have already been reported
for the energy range E = 5 TeV can be represented as

I(E) = CE™. Table 2 presents the corresponding (3,

Table 2
Year of Eqin,

Authors | hlication|  Po [ Tev'| No
Ya Kawamuraet al. 1989 2.88 5| 90*
[17]
N.L. Grigorov [7] 1990 [3.11+015| 4 | 9
I. lvanenko et al. [18] 1993 285+ 0.14 160*
V. Zatsepin et al. [3] 1994 3.14+0.08| 10 | 602
M.L. Cherry et al. [4] 1997 2.80 6 | 656

* Estimated from the datain the cited reference.
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values. N, isthe total number of protons used to obtain
the spectrum in this work and E,;, is the minimal pro-
ton energy after which the spectrum presented in this
work is applicable.

The mean spectral index in Table 2 is 3, = 2.96 +
0.07. The mean value weighted with N is B, = 2.96 +
0.03. For the data reported before 1995, the mean value
is B, =3.00+ 0.08. Thus, the direct measurements give
avalue of B, [13.0 for the proton spectral index in the
range E = 5 TeV, which corroborates the above predic-
tion. The figure shows the similar spectrum obtained in
the direct measurements covering the energy range
0.1-10TeV [8, 11].

Therefore, the GCR spectrum, being the sum of a
power-law spectrum of nuclei and the proton spectrum
with aknee at E 1 TeV, cannot be described by a pure
power-law dependence and, hence, cannot be approxi-
mated by the exponential function with a single index
Bo = 2.65.

Note that the form of proton spectrum could be pre-
dicted even 10-15 years ago, because many experimen-
tal data used for this prediction were available before
1985-1990. If this prediction had been made
10-15 years ago, the spectrum shown in the figure
would be received as obvious and not as aforeign phe-
nomenon breaking the “harmonious” pattern of identi-
cal spectra of all cosmic ray components.
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The probability W of e"e™pair production in vacuum by an intense time-varying electric field created by optical
or X-ray laser is calculated. Two characteristic regionsy << 1 and y > 1 of adiabaticity parameter y are consid-
ered. With an increase in y and on passing from monochromatic radiation to afinite laser pulse, the probability W
increases sharply (for the same field intensity). The dependence of the probability W and the electron and
positron momentum spectrum on the pulse shape is discussed (the dynamic Schwinger effect). © 2001 MAIK

“ Nauka/Interperiodica” .
PACS numbers: 12.20.Ds

1. Quantum electrodynamics predicts that a strong
electric field can induce el ectron—positron pair produc-
tion in vacuum [1]. Being first considered for a static
field, this nonlinear effect was also explored theoreti-
cally for time-varying electric fields. In particular, the
spatially uniform field

B(t) = {FO(1),0,04, B(t) =0, t=ot, (1)

was studied for ¢(t) = cost [2—6]. Here, t' and t are the
time and the dimensionless time, respectively; F and w
are the amplitude and characteristic frequency of the
electric field; and the function ¢(t) specifies the shape
of alaser pulse. Such afield can occur in an antinode of
a standing light wave arising upon the superposition of
two coherent laser beams [4, 7]. In what follows, we
will assume that ¢ is an analytic function of t* and
|¢(t)| < $(0) =1forrea tvalues; i.e., thefield is maxi-
mal at t = 0, when an electron and a positron emerge
from under abarrier [3].

This process, the so-called Schwinger pair-produc-
tion mechanism, is of fundamental importancefor QED
and quantum field theory in general.l However, esti-
mates [4, 11, 12] showed that this process could not be
observed experimentally with lasers available at that
time. For this reason, studies [1-6] were regarded as
being of pure theoretical interest for QED. At present,
the situation is changing because the powers of optical
and infrared lasers increased by many orders of magni-
tude [13, 14], and the projects of developing free-elec-
tron X-ray lasers at the DESY electron—positron linear
collider TESLA (and at SLAC) were proposed to obtain

1 Processes similar to the Schwinger pair production occur, e.g., in
the theory of quantum evaporation of black holes [8, 9], in con-
sideration of the early stages of universe evolution, in the theory
of multiphoton ionization of semiconductors[10], etc.

coherent photon beams with energies of about several
kiloelectronvolts[7, 15]. In light of these circumstances
and new experimental possibilities, it is necessary to
examine in more detail the theory of the Schwinger
effect, to which recent Ringwald'swork [ 7] was devoted.

In this paper, | continue to discuss these problems.
Thefollowing notation is used: e = F/F, isthe reduced
electric field, F,, = mPc¥efi = 1.32 x 10% V/cm is the
critical or Schwinger field in QED [1], a = €/fic =
1/137, Ky = 2mc?/fiw = N/Ti . i's the multiphoton param-
eter, A isthe laser wavelength, X, = #/mc = 386 fm, and
further, asarule, # =c=1.

2. Let usfirst consider a monochromatic laser field
with ¢(t) = cost. Using the imaginary time method for
the description of the subbarrier motion of arelativistic
electron [ 3, 4], one can show that the probability of pro-

duction of a pair with €* momenta £p in vacuum, to a
preexponential factor, is

w(p) = d®wid’p O

Ul ~ ~ . p2 [ 2
0 exp—| §(y) + u(y) L + bay) 22 5,
0 € m m” |
where the adiabaticity parameter yis
Yy = ww, = mcw/eF = 2/Ke, (©)]

wy isthe electron tunneling frequency through the 2mc?
gap between the lower and upper continua. The func-

tion g(y) and the coefficients by, » (y) of the pulse spec-
trum depend strongly on the pulse shape at y = 1. The
tilde functions refer to the pair production and differ
from the analogous functions g and b, , appearing in
the theory of multiphoton ionization of atoms [16],
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because the dispersion relations E(p) for a subbarrier
electron and, in addition, the orders of magnitude of the
parameter vy, are different in these two cases. The total
probability W per the invariant Compton 4-volume

Xo/c == 7.25 x 10 cm? sis determined by inte-
grating Eq. (2) with respect to d®p with the inclusion of
energy conservation law in n-photon absorption. The

resulting formulas (which are rather unwieldy) are pre-
sented in [4] and require numerical calculations.

The formulas are considerably smplified fory < 1
and y > 1.2 In the first case (adiabatic region: low fre-
guency w and strong electric field), the nw spectrum is
virtually continuous and

4

m

W = €
32_4
2°°m

5/2

O g~ O
expE--9(y)a, (4)
O € ]

(4)

Assuming that the maximum electric field F is attained
upon focusing laser radiation to the volume AV = A3
(diffraction limit) and that the pulse duration is T, one
finds the following expression for the total number of
e*e” pairs produced in vacuum:

4 52

N(T) = 0.354Kge

O [
eXpD—lT[l— 1 2}DN', 5
0eée 2(Kqe)™O
where N' = wT/21tis the number of field periodsin the
laser pulse.

In the other limiting casey > 1, one has

g(y) = V[Iny+0386+|ny ]
ay*

Bu(y) = Ba(y) = 21,

and the pair-production probability isrepresented asthe
following sum of the probabilities of n-photon pro-
Cesses:

Wy = K" HEE q(n-Ko), (©

Gy

2 See Egs. (20), (21), and (A.12) in[4] for y < 1 and y > 1, respec-
tively. The formulas used by Ringwald { see Eq. (18) in [7]} coin-
cide with Eq. (4) for y < 1 and, in the case of y > 1, differ from
Eg. (7) only in the numerical factor 2/./m = 1.13, which isimma-
terial for further estimates.

POPOV

wheren > K, = 2m/w and

2x

}e 2><J,ett 1/2dt

@(,
|:| (8X)_:U2,

q(x) = Xx—0 ()

X —> 00,

In this case, the probabiliti&e w, rapidly decrease with
an increase in n and Eq. (6) yields the estimates
5/2

LT 4y /e) ¢

W~
3/2 3[}@ (7)

N(T) = 21K 2? exp{ —2K,In(4y/e)} N'.
The comparison of Eq. (4) with Eq. (7) indicates that
the pair-production probability for y> 1 exceedsthat in
the adiabatic region (for the same electric field F) by
many orders of magnitude.

Figure 1 shows the values of areduced electric field
corresponding to the production of one electron—
positron pair in the volume A for severa pulse dura-
tionsfrom T = 21w (onefield period) to T=1s. These
fields are rather close to each other for optical lasers,
but the difference between them increases with fre-
guency w if Aw = 1 keV (dashed curve corresponds to
y=1).

Figures 2 and 3 show the total number of pairs pro-
duced in the volume A® as functions of , respectively, the
reduced electric field e and electric field F for different
pulse durations T. The curve numbersin Fig. 2 corre-
spond to the photon energies given in the table. The
solid curves are for an ultrashort pulse with T = 217w
(one period) and the dashed curves correspond to the
pulse duration T = 1 ps. The latter value is chosen
because the maximal fields are attained in experiments
with pulsed lasersand T < 1 ps[13, 14]. Asthefield F
increases, the number of pairs increases so rapidly
(especially for A = 1 um) that this process can betreated
as a laser vacuum breakdown. For a fixed field F, the
number N of pairs also increases with wavelength A.
Thisisexplained by thefact that N is proportional to the
volume of the focusing region. Because of the exponen-
tial field dependence of N, anincreasein the pulse dura-
tion by many orders of magnitude from one period to
even 1 sleads (Fig. 3) to acomparatively small shift of
the N = N(e, w) curvestoward weaker fields (for optical
lasers). A decrease in the lowest required field is more
pronounced for X-ray lasers.

The table presents the Schwinger effect threshold,
i.e., thefield Fy, necessary for producing one electron—
positron pair in one field period. For optical lasers, this
threshold is attained at F = (0.7-1.0) x 10% V/cm,
which is smaller than the critical field F., by oneand a
half orders of magnitude (for F = F,, the back action
of the produced particles on the external field should be

3 The same rel ationship takes place for the multiphoton ionization
of atoms[10] and, in general, for particle tunneling through a bar-
rier oscillating with frequency w > wy.
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Fig. 1. Thereduced electric field e = F/F, necessary for the
production of one electron—positron pair in thevolumeAZin
time T = (1) 2w (one field period), (2) 10722, (3) 1072,
(4) 108 and (5) 1 s. Curve6isfor AV=1cm3and T=15;

it corresponds to e = 0.0297. The adiabaticity region is
above the dashed curve for whichy = 1.

taken into account, but this effect is negligible in the
field range under investigation).

For y > 1, the dependence of N_._ on the field

amplitude hasthe power-law, N_. - O F2K°, rather than

the exponential character, which corresponds to the
perturbation theory of high order (Kg) in an external
field. In this case, Eq. (7) gives the values that exceed
the extrapolation by adiabatic Eq. (5) by many orders of
magnitude. Theratio of the corresponding valuesisp ~

(Kge) " exp(rve), which yields p ~ 4 x 10%° for K, = 5
ande =0.1, p~ 10° for K, = 10 and € = 0.05, p ~ 10*®
for K, = 10 and € = 0.03, etc. Therefore, it is easier to

observe the Schwinger effect intheregiony = 1 (for a
given F value), which is understood from the physical

The parameters of some lasers

logh

€

Fig. 2. The number of e*e™ pairs produced in the volume A3
in (solid curves) one field period and (dashed curves) 1 ps.
The curve numbers correspond to the energies from the
table.

considerations: in this case, an externa field Fcosowt'
reverses its direction many times during the tunneling,
resulting in a decrease in the effective barrier width and,
therefore, a sharp increase in the barrier transmittivity
(thisis clearly seen in the imaginary time method [3]).

Unfortunately, they > 1 regime is realized only in
weak fields, where the probability W is extremely low.
Asin the case of multiphoton ionization of atoms, the
values K, < 10-15 are necessary in this case, which cor-
responds to 7w = 100 keV. The fabrication of such
y lasersis possible only in the far distant future.

Recently, considerable efforts have gone into the
design of free electron lasers (see, e.g., [15, 18]). Ring-
wald [7] pointed out that, if these lasers can operate in
X-ray range and their radiation can be focused to avol-
ume of about A3, the minimal laser power P necessary
for observing the Schwinger effect will decrease con-
siderably. In particular, the power P, = 4 x 10 W is

No. A hw Ko Fin Laser type
1 10.6 um 0.117eVv 8.74(6) 0.74 CO, laser [17]
2 1.064 um 1.165eV 8.77(5) 0.87 YAG:Nd [17]
3 0.785 um 158 ev 6.47(5) 0.90 Ti:sapphire
4 0.69 um 1.8eV 5.69(5) 0.91 Ruby
5 109 nm 114eV 8.98(4) 1.07 Free electron laser
6 25nm 50 eV 2.04(4) 1.26 -
7 1.24nm 1keVv 1.02(3) 1.89 X-ray laser [7, 15]
8 0.1nm 12.4 keV 824 3.15 "

A isthe wavelength, K is the multiphoton parameter, and Fy, is the threshold electric field in 108 v/em; a(b)y =ax 10°.
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Fig. 3. The field dependence of the number of electron—
position pairs produced by the CO,-laser pulse of duration

T = 2w = (from right to left) 0.035, 0.01, 1, 100 ps, 10 ns,
and1ls.

required to produce one €*e” pair at A = 0.1 nm and
pulse duration T = 0.1 ps. Such powers have long been
achieved in laser technology in the optical range [14],
but the possibilities of constructing lasers with Aw ~
10 keV and focusing a beam in X-ray optics are still
under study [7].

3. Optical electromagnetic fields of highest intensi-
ties are created by compressing a laser pulse whose
duration is comparable with the optical period and
shape is far from an ideal sinusoid [13, 16, 19]. The
sameislikely truefor X-ray lasersaswell. For thisrea
son, we consider the influence of pulse shortening on
the probability of the Schwinger effect.

The momentum spectrum of e* produced in vacuum
by electric field (1) is determined by Eq. (2), where

@m:ﬂwmuwwﬁn&m:wMW
° . ®
bay) = %Jx(yu)(l—uzf”zdu,
0

and the function x(u) is completely determined by the
pulse shape and has the same form as in the theory of
multiphoton ionization of atoms [16]. In particular,
x(u) = (1 + u’d)™2 for monochromatic radiation, x(u) =

1/(1 + W) for the solitonlike pulse ¢(t) = 1/ cosh’t, etc.
Using Eq. (8), | calculated thefunction g(y) andthe

coefficients E)l, 2(y) of the momentum spectrum for sev-

erd pulsed fields. In al cases, the function g(y)

decreases monotonicaly with an increase in the adiaba
ticity parameter (Fig. 4), and the probability W increases
dragtically for agiven field amplitude F (because e < 1)

POPOV

and startsto depend on the pulse shape ¢(t). It isnatural
to refer to this phenomenon, arising at frequencies w =
wy, as the dynamic Schwinger effect.

Let us consider a modulated el ectromagnetic pulse
with the Gaussian envelope

d(t) = exp(-t*/20%)cost. 9)

In this case, the function x(u) is determined numeri-
cally from the equations

T
_exp(-1°/20%) 205 2 .
o U Iexp(t /26%) cosht dt, (9)
0
where T isaparameter (0 < T < «). As 0 decreases, the
pulse shortens; its amplitude decreases by a factor of
d = exp(—21%/06?) in one period. Asis seen from Fig. 5,
the decreasein thefunction g(y) entering the exponent
begins to be noticeable for 0 ~ 5 and is substantial for
o = 1. The o dependence of the coefficients by ,(y) is
negligible for o = 3, but the momentum spectrum
broadens noticeably at ¢ ~ 1. The probability Wfor ¢ =
3 can be calculated by the formulas for monochromatic
radiation (as it was done above).
The indicated effects are manifested in full measure
in the region y = 1, whereas the dependence on the
pulse shape for y < 1 hasa universal form

~expd - L0 L7ez+ p2) B
W(p)~e><p%#[€%l k= pn+pa)}5, (10)

wherey = ,/a,y anda, =—¢"(0) isthe curvature of the
pulse near its peak. In this case, p; ~ Apy ~ JJeF =

m./e and Ap; ~ y'Apy ~ MKee¥2 The transverse e*
momentum remains nonrelativistic, but the longitudi-

nal momentum is p ~ Uy = mif Kg** <e < 1.

Figure 4 demonstrates that, on passing from the
monochromatic radiation (curve 1) to variously shaped
pulsed fields concentrated in a finite time interval, the
function g(y) decreases substantially if y = 1. There-
fore, pulse shortening facilitates experimental observa-
tion of the Schwinger effect.

4. For some cases, the quantities appearing in
Eq. (2) can be calculated analytically by Eq. (8). In par-
ticular, for

X(u) = (1+u)7, a>0, (11)
one obtains
4(y) = F(12,a 2;-y?),
bi(y) = ay’F(3/2, a+1; 2; —y?), (12)
ba(y) = F(U2 a; 1; ~y),
JETP LETTERS Vol. 74 No.3 2001
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Fig. 4. Dynamic Schwinger effect: the function g(y) for
different values of the adiabaticity parameter y. Electric-

field shape ¢(t) = (1) cost, (2) exp(—t2), R v coshzt , and
(4) V(1L +1?).

where F(...) =, Fy(...) is the Gauss hypergeometric
function. The parametersa = 1/2, 1, and 3/2 correspond

to the field shapes §(t) = cost, 1/ cosh’t, and (1 + )32,
respectively. In the general case,

o(t) = 1—at2+(—13(7a2—3a)t4+..., t—0 (13
and

_O2@-n™e P a1 13
¢ %exp(—Zt), a=1 (13)

for t — co. Expressing the complete eliptic integrals
through the hypergeometric function, one can easily
find that Eq. (12) for a = 1/2 is consistent with the for-
mulas previously obtained for monochromatic light
[2,3]. Fora=1,i.e,for

®(t) = 1/cosh’t, (14)

the functions g and others have a highly simple form

2

~ _ 2 ~ _ Y
ay) = ———, buy) = ——=;,
1+J1+y? (1+y)* (15)
ba(y) = —

ey

At the same time, the Dirac and Klein—~Gordon
equations can be solved exactly for a solitonlike
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Fig. 5. The same as in Fig. 4, but for the modulated pulse
shape (9) with the parameter o = (from bottom to top) 1, 2,
3, 5, and .

pulse (14),4 and the probability of producing the e'e
pair in the quantum state (p, 0) is[20, 21]

W = cosh2rtv— coshTi( v, —V_)
Pe ™ coshTi( Vv, —V_) — cosh 21TV’

E.
Vi = 6’ (16)

wheres= 1/2isthespin, E. = Jm* + p2 + (p, £ 0/2)°,
v = g/2w, and q = 2eF/w is the momentum transfer to an
electronintimefromt =—o tot = +co. In the quasiclas-
sical limit,onehasv, > landv, +v_>2v > |v, —V_|;
under these conditions, Eq. (16) differs from quasiclas-
sical Egs. (2) and (15) only in the preexponentia factor

P = [1-exp(—21V)]° = 1-2exp(-TKly), (17)

which is unity within the exponential accuracy if y <
TK, (this condition is practically always satisfied). This
demonstrates that the accuracy of the quasiclassical
imaginary time method [3, 4] is quite satisfactory in the
problem under consideration.

5. At present, QED is in excellent agreement with
experimental results. For the most crucia case of
anomalous magnetic moments of e and p-, the accu-
racy achieves 1072, which corroborates the high-order
perturbative calculations up to (a/m)?* (see, e.g., [23]).
The experimental confirmation of the Schwinger pair-
production mechanism in vacuum would mean the ver-
ification of the Dirac equation and QED for ultrastrong
external fields beyond the perturbation theory. Indeed,

4 See [20]. Aswas shown in [21], the determination of the pair-pro-
duction probability in auniform electric field reduces to the prob-
lem of quantum oscillator with variable frequency. For pulse (14),
thisis equivalent to the calculation of the coefficient of over-bar-
rier reflection in the Eckart potential [22].
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the exponential decrease of probability (4) fore — 0
is closely connected with the factorial-like increase of
higher perturbation orders and the divergence of pertur-
bation series in QED (so-called Dyson phenomenon
[24]). This nonperturbative effect cannot be obtained
by summing any finite number of terms of the perturba
tion series and, therefore, its observation is of funda-
mental interest for QED (and quantum field theory).
The above calculations demonstrate that, most likely,
the Schwinger effect will be discovered with a further
increase in power of infrared or optical lasers.

| am grateful to L.B. Okun’, who called my attention
to work [7], for discussion of the results and useful
remarks, to M.l. Vysotskii, V.D. Mur, V.A. Novikov,
S.V. Popruzhenko, and Yu.A. Simonov for stimulating
discussions, to S.V. Bulanov, A.B. Kaidalov, and partic-
ipantsin the I TEP theoretical seminar for discussion of
the results, to S.G. Pozdnyakov for continuous assis-
tance in numerical calculations, and to V.A. Gani for
help in manuscript preparation. This study was sup-
ported in part by the Russian Foundation for Basic
Research (project no. 01-02-16850).
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Oscillations of the Dirac neutrinos of three generations in vacuum are considered with allowance made for the
effect of the CP-violating leptonic phase (analogue of the quark CP phase) in the lepton mixing matrix. The
genera formulasfor the probabilities of neutrino transition from one sort to another in oscillations are obtained
as functions of three mixing angles and the CP phase. It is found that the leptonic CP phase can, in principle,
be reconstructed by measuring the oscillation-averaged probabilities of neutrino transition from one sort to
another. The manifestation of the CP phase as a deviation of the probabilities of direct processes from those of
inverse processesis an effect that is practically unobservable as yet. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers; 14.60.Pg; 11.30.Er

Rapidly growing interest in neutrino physics has
recently been stimulated by new data from facilities at
Kamiokande [1], Super-Kamiokande [2], LSND [3],
CHOOZ [4], and some others [5, 6]. These data are
indicative, directly or indirectly, of the Pontecorvo
(vacuum) oscillations[7] of neutrinos of threetypes, v,
v, and v,. The frequency of these oscillations, i.e., of
the v; == v, transitions in oscillations, is proportional

2 2
- 2|jn3— m2 . e .
tosin D4—p\}% , Where p, isthe ultrarelativistic neu-
trino momentum and t = L/c is the time it takes for a
neutrino to run from source to detector (the distance L
is called the “base length”). In what follows, we set ¢ =
1 for convenience.

The presence of vacuum oscillations means that

(i) similar to quarks, neutrinos produced in decays
or collisions have no definite mass|[ 7] but are the super-

positions of neutrinos v;, v,, and v, which have
small (m ~ 10210 eV though definite masses[8, 9]:

3
Vo(x, 1) = ¥ VaiV? (X, 1),

i=1

1
a=eWT;, i=123;

(i) neutrinos of different generations have different
masses; i.e, m’ — m; # 0.

Itisassumed in Eq. (1) that neutrinos v; move with

ultrarelativistic energy E, = /p>+m’ = |p,| + m’/2p,

in a beam along the X axis of their momentum. There-
fore, at the detection timet, = L we have

Vi(x, 1) = vi(L, to) = exp(ip,x)exp(=i Ejt)v;’(0)

2
~ epfiz-EVI(0) = POV (0.
m
2p,’

b; =

The Maki-Nagava-Sakata (MNS) mixing matrix Vi,
of Dirac neutrinos [9] has the same form as the SKM
mixing matrix of quarks [10], but with its own mixing
angles 9,, 913, and 9, and its own CP-violating
phase o

v ©)

-i3,
C1oCi3 S12C13 Si3€

i3, i3,
—S12C13 = C1053513€ €203 —51253513€  Sp3Ci3 ’

i3, i3,
S$1253 = C12C3513€  —C10S3 — 512035138 Cx3Cy3

where s, = sind;, and ¢, = cos9;.. Like Vskm, the
matrix V' isunitary; i.e, V'V =1,

Previous analysis of experimental data [1-6] gave
the following mixing angles[8, 9, 11]

9, = (421£6.9)°, 9, = (23+0.6)°,

9, = (436%3.1)° )

0021-3640/01/7403-0139$21.00 © 2001 MAIK “Nauka/Interperiodica’



140
for 3, =0and

m, = (0.058 + 0.025) eV,

5

m, = (0.0060 £ 0.0035) eV, m; < m,. ®)

Here, the mean error in the mixing angles and the

masses is taken from figures and tables in [8, 9, 11],

where the CHOOZ data [4] from ground-based v,
sources were taken into account.

Below, we will consider the possibility of determin-
ing the leptonic CP phase & from the data obtained in
current experiments of the type [1-6], where oscilla-
tions were not observed directly but only the oscilla-
tion-averaged probabilities P(v,Vg) of vy —= Vg transi-
tions were measured.

The action of matrix (3) on the column vector v;
gives[see Eq. (1)]

Yg 5"%
b = VibE
XS 0

o o _.4)21
Ve(t) = [€15C13V1(0) +515C13v,(0)e I

2
° iy —i§ .m
+5,3V5(0)e ]exp%—lz—llg,
Py

5\ o
V(1) = [—(S12Ci3 + C128,3513€ )V1(0)

i5, o —id,
+(CppCp— 312523313e' Jv3(0)e I
. 2 (6)
o —i¢3 D_ ml
+C13S,3V3(0)e ]eXpD '2_pv ,

Ve(t) = [(SwSm—CraCruspe )V (0)

i5 it
—(C12S53 + S12C3S13€ )V5(0)e

2

—i . m
'4)31] exp E_l ﬁ
\Y

+C13CxV3(0)e

1 Unfortunately, results (4) and (5) obtained in [8, 9, 11] using the
data reported in [1-6] are insufficiently reliable, especially those
based on the data for solar and, partly, atmospheric electron neu-
trinos v, whose interaction with matter within the Sun or Earth
can invert their spin and transform (v), to the sterile, i.e., nonin-
teracting, state (Vo). This so-called MSW effect [12] does not
occur in an analysis of the data from ground-based v, sources,
e.g., CHOOZ data[4], whose processing yields very small angles
1913 ~2°-3° [see Eq. (4)].

RYZHIKH, TER-MARTIROSYAN

where, taking into account the dependence (2) of neu-
trino stateson timet = L, one has

(mf —m?)(ev?)
2 Mev) S(M @

with E, = p, being the neutrino energy in abeam, E, >
m; > m, > m,. Because the neutrino states v; (0) are

_ (m'-m)

0 5oL = 254

orthonormalized, i.e., (v_i° V) = 6ik,2 one has for the
amplitudes A, g = (Vg(t)v4(0)) and probabilities
P(VeVp) = |(Va(Q)Va(0))]” of ve(0) —» viy(t) transi-
tionsin vacuum

2

102

_ |2 2 2 2 i35
P(Veve) = |012C13 + S15C13€

2

+ S3€
_ H i6,‘2

P(VuVy) = [|C13S12 + C1S1354€

ihy 2

)

i

| i6l|2 2 2

T ]C12Co3 —512523513€ | € T C13S5,3€
y ki

P(ViV1) = ||S12S:3 — C12C23S13€

i

| i6,|2 2
T |C12S3 + 515C3S13€ | €

2 2 b
+CaCn€

and

i3
P(Vev,) = |ClZC13(C13312+C12523313e ) |

I8, by
—C13512(C12Co3 — S125x3513€ )€

i(8+¢3)|2
—513C1353€ )

s
P(Vev,) = |(312‘313(523312—(312(323513eI )

10y iy
—C13S12(C12Sp3 + C23512813€ )€

. 9
(O + ) 2
* S13C13C3€ ,

s
P(vyv,) = |(013512 + C155135,€ )
_i3,
X (S12S73—C15C3S13€ )

i3
+(C12Co3 — S$12513523€ )

102

X + 10 2
(C12Sp3 + C2351,513€ )€

2 i$3
—Cx3C1353€ .

2For the Majorana neutrinos, whose fields viO (0) with definite

mass are real, the requirement that fields ve, v, and v (6) pro-
duced in the weak interaction be real even at t = 0 would mean
that real matrix (3) is orthogonal, i.e., § = d;3 = Ttor 0. Thisis
also true for the phases 8,5 and 8,3, which are omitted in Egs. (3)
and (6) because they lead to vanishingly small probabilities of the
v; —= ¥, transitions with amplitudes ~m,/E ~ 10°°-10~°. How-
ever, besides simplicity and aesthetics, there are no other reasons

for requiring that fields (6) be real and CP phase be zero. Weintend
to consider the Mgjorana neutrino oscillations el sewhere [13].
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Averaging these probabilities over oscillations, i.e.,

over phases ¢;; [by setting [Sin?;; 0= [Bos*p;; 0= 1/2
and EOS(d)” + 6|)D: @OS(I)” =0in EqS (8) and (9)] , We

obtain the following energy-independent probabilities,
which were only measured to date [1-6]:

—P(veve)d = A,

A -P(vyv,)d= A, +B,,cosd + chosz<3|,

A -P(v,v,)d= A, + B, cosd +C, coszé,,

(10)
P(vev )O= Ay +

By COSO,,

(P(vv,)d = A, + B, C0s9,,
(P(v,v)d= Ay + B, cosd +C,,cos(29),
where
1 . .
ce = 5[CISIN'(291,) + SiN"(29 )],
1 .
Au = 51(Cha+ (Cip + S1)Si) Sin* (28 3)
+ (S138IN°(29 1) + SIN*(28 13)) S5 + C58IN° (29 1,)],
1 . .
B = E(C;_3335%)3135'”(2’323)9”(4’912)’
_ 1o .2 .2 .
Cip = —éslssm (2953)SIN" (23 1);
1 .
A = 5[(Cis+ (Chp + 1) S) SN (29 )
+(S1380° (29 15) + SIN*(29 1)) Cos + Sy 8N° (29 1,)],
C5aS1a) SIN(49 1,),

1 .
B, = _55135”1(2’923)(533 -

1.

Cun = 2313Sln (2’923)5”’| (29 15);

. (12)
A = FL(L+Cly + ) ysin’(2013)]
+ 2013058 (29 15)],

1. . : i
Bey = §C13S'n(2’913) Sin(29 ) sin(49 1,);

1 .
Ac = FL(L+Cly + $1,)Casin’ (28 1))

+ 2Ci3533si nz(zs 2],
1 . ) .
Ber = _50139n(2’913)5'n(21923)3'n(4’912);
JETP LETTERS Vol. 74 No.3 2001

1 .2 2
Ay = 3[28358IN°(2815) c0S"(29 )
+§in*(29 25){ (C1, + S15)S1s + Cis + CL, + S13]

1 . .
By = 5(1+ S13)S13SiN(49 1) SiN(49 53),

1
Cr = —7518IN"(281) SIN*(29 ).

Note that the obvious relationships
1- P(chvcx) = P(VGVB) + P(Vavy)1 a, [3,V =6 W,

aresatisfied, and P(vpvy) = [P(V4Vg)] 5 .. _5 - Using the

general formulas for oscillation probabilities from the
Appendix, we obtain the following expressions for the
differences between the probabilities of forward—back-
ward neutrino transitions:

P(V,Ve) —P(Vevy)

= ag(sing,, + sing g, —
P(vve) —P(Vevy)

= —ay(sind + sing s, —
P(v,v )—P(VHVT)

- ao%mq)m_zan)zl (¢312

sind,,)sing,,

(12)

sind,,)sing,,

¢ 32)D

sm6|,

wherea, = 1'0139 N29,,SN2938iN238 53 = 0.07. Unfor-

tunately, the phases ¢i appearing in these relationships
depend on the neutrino energy in a beam; therefore, to
determine the sind, value from Eqg. (12), neutrinos v,
and v should have the same energy E in an experiment.
Modern beams include only continuous-spectrum neu-
trinos, and the effect reflected in Eq. (12) vanishes after
averaging over the phases ;,.

However, the CP phase can be obtained in a differ-
ent way by using Egs. (10) and (11) and the experimen-
tal data similar to those obtained in [1-6] but having a
higher accuracy in order to compensate the smallness
of angled 5. For clarity, let usintroduce the coefficients
bik = Bik/Aik and Ck = Cik/Aik in EqS (10) and (11)
Because of the smallness of 5,5 = sind 3 = 0.07, almost
all of these coefficients are very small and are on the
order of afraction of apercent:

A = 0.499;
A, = 0636, b, = 00058, c,, = -0.0038;
A, = 0.613, b, = 0.0055, ¢, = —0.0040;
(13)

A, = 0261, b, = 0.014;

ey
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Ae = 0238, b, = —0.015;
A, = 0373, b, = 00005, c, = —0.0032.

For this reason, the ratio of the number of produced Vu
to that of v, in the primary v, beam at large distances L
(about 300-500 km) will weakly decrease with increas-
ing & fromOto 1T

N, [(P(vev,)d A
po—= —_\Ne'Wwe e _
[(P(vev)d A (1+ (be —ber) O3, (14)

et

N

Vq

where by, — by = 2by, = 2.8% and A, /As = 1.04.
Therefore, if the experimentally measured ratio (14)
differsfrom 1.04 + 0.03 = 1.07 by more than 1-3%, this
would indicate that cosd, < 1; i.e., § # 0.

If 5,3 = 8ind453 > 0.07, i.e, if S5 is larger than the
value used in thiswork, then the CP phase will be man-
ifested more strongly. In particular, for 9,53 = 14°, we

have Nvu/ N, = 1.07(1 + 0.08cos9), and the coeffi-
cient a;in Eq. (12) isay = 0.23.
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APPENDIX

The probabilities of al neutrino transitions in vac-
uum (in the Pontecorvo oscillations with allowance
madefor the CP phase &) are determined by the follow-
ing general algebraic formulas:

1—P(VoVo) = CopSin‘(29 19) SN (§,/2) AD
+Ch5SiN° (29 15) SIN (0 1/2) + S5 SiN° (29 15) SN ($5,/2),
1-P(v,V,) = {Cp8in’(29 1) + S1,55,8N° (29 3)
+ SpStaSIN° (29 1) + ChoSoaSin’ (29 3)
+ 0S8, SiN(49 1,) SIN(29 53) (S13C53 — S13505)
— COS 5S35 SN (29 55) SIN*(281,) } SIN° (0 21/2) 2
+{ 5,057 (29 55) + CorSa SN (29 13) + COSS,S2Cys
X SiN(29 1) SIN(29,5) SIN(29 15) } SN (0 5,/2)
+{ C2yC2,SIN° (29 25) + Sy SN’ (29 13) — COSS, S25C 13
X SIN(291,) SIN(29535) SIN(2915) } SIN° (0 5,/2),
1—P(V,V,) = {CasSiN*(291,) + S1pSsSiN* (29 »3)

4 4 .2 4 2 .2
+ Cp3S138IN" (29 15) + C15S138N" (29 53)

RYZHIKH, TER-MARTIROSYAN

+ 0S8, SIN(49 1,) SIN(29 53) (S13Ch3 — S73555)

— COS 8,55 SN (29 55) SIN*(291,) } SIN° (0 54/2) A3
+{ S50 SIN" (29 53) + CorSpa SN (29 15) + COSS,Ca5C13
X SiN(291,)SIN(29,5)SIN(29 15) } SN () 5,/2)
+{ 2,028 (29 3) + SpCasSIN (29 1) + COSY,CaCys

x SiN(291,) SiN(2955) SIN(2915)} SiN° (@ /2),
1, .
P(Vev,) = Z{ S|n2(28 13)(533 + 0112323 + 5112553)

+ %clgsin(28l3)sin(2823) sin(49,,)cosd,)

—2C2,SIN° (28 1,)(Cas — S5S55) COS(P 1)
— 255,57 (2815) (€25 COS(Pg;) + S5,C0S(935))  (A4)
+ clgsin(2812)sin(2813)sin(2323)(si2cos(6, +é,)
- ciz cos(d, —,;)) + €38N (29 1,) SIN(28 15) SIN(29 ,3)

x (COS(8) + P35) — COS(8) — B1)) + 2C55C5,8N (29 1,)},

1, . 2
P(vevy) = Z{ 5”’12(2'8 13)(053 + C‘112C23 + 5112C§3)
—%clssin(ZSB)sin(2823)sin(4812) Cos9,)

+2C5,SiN° (29 1) (Chs — S23S53) COS(B157)

—2C5 SN’ (29 15) (C5,c08(4;) + S5,COS(03,))  (AD)
+ Cy3SIN(29 1) SIN(29 15) SIN(29 55) (¢, COS(8) — P 1)
—55,C08(3) + §1)) + C13SiN(28 1,) SIN(29 13) SIN(29 )
X (COS(J, + Pgg) — COS(J, + Pgp)) + 2C25525SIN" (29 1)},

P(,V:) = 7{ 2558’ (29 ) 00s'(29) )

4 4 4 4 A\ 4\ 2
+(Ci3+Cpp+ S+ (Cpp + 512)S13) SINT (29 53)
2,4 | 4y .2 2,4 4
—[2515(C3 + Sp3) SIN" (29 15) +[2515(Cy, + Sp)

—(L1+513)8in°(29,)15n(29 55)] cOS(0 1)

- [Zcis(siz + Cizsia) S n2(2’9 23)

1 . . .
- §C13S| Nn(29,)sin(28,5)sin(49,3) cos&} cos(d,)
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+[Zcigsinz(zszgxsizsig—ciz) (A6)

1 . . .
- §c13sm(219 12)SiN(29 13) S|n(4'823)C055|} cos(¢,)
+2C138N(291,)SIN(29 13) SIN(29 3)

+
X SN, SIN((/2) cos%i’l%—"iﬁ

+5;38N (48 1,) SiN(48 53) cosg [ 1 + Sis] 5in2(¢ 21/2)
—C138IN(291,) SIN(29 13) SIN(29 53) SINd SIN($ )

— 282,57 (29 1) SN (29 55) COS(28,) SIN" ($,/2) } .
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Simple atomic models (1/2 — 1/2 and 1/2 — 3/2 transitions) were taken as an example to consider, in the
sub-Doppler cooling approximation, influence of the spatial rotation of a polarization plane on the radiative
friction force at arbitrary field configurations of dimensionality D > 1. Spatial gradients of the angles determin-
ing this rotation additionally contribute to the friction force. This contribution is comparable in magnitude with
other forcesif the detuning & ison the order of the radiative relaxation constant y. For thej — j + 1 transitions,
the contribution promotes sub-Doppler cooling at & < 0, whereas for the j] — j transitions (half-integer j) it
induces anisotropic heating and cooling processes. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers: 32.80.Lg; 42.50.Vk

1. The kinetics of atomic ensembles in light fields
with polarization gradients is governed by the correla-
tion of the atomic trandational and internal degrees of
freedom; the processes of atomic optical orientation
and momentum transfer from the field to atoms through
the spontaneous and induced radiation give rise, in
combination with the translational motion of atoms, to
new kinetic phenomena such as sub-Doppler cooling
and formation of light-induced atomic gratings. The
major mechanisms of sub-Doppler cooling are consid-
ered in [1] using simple one-dimensional field configu-
rations lin O lin [with only the spatial gradient of field
elipticity €(r)] and o,-0_[with only the spatial gradient
of the rotation angle ¢(r) of the polarization ellipse] as
an example. Some other kinetic aspects of one-dimen-
sional field configurations with the spatial gradients of
severa field parameters [dlipticity, ellipse rotation
angle, field amplitude é(r), and field phase ®(r)] are
considered in [2]. However, in addition to these gradi-
ents, gradients caused by the spatia rotation of field
polarization plane appear in the field configurations of
higher dimensionality. As is known, such configura-
tions are used intensively in the experiments on grating
formation. In this work, a simple two-level model of
atoms with the total angular momentum j, = 1/2 in the
ground state is taken in an arbitrary non-one-dimen-
sional field configuration to analyze the contribution to
the cooling kinetics from new gradients, which are
absent in the one-dimensional configurations and have
not been considered so far.

2. Field configuration of dimensionality D > 1 is
formed by s= 3 noncollinear (at least one pair of wave

vectors is such that [k, x k] # 0, and Zf_ kn =0)

coherent monochromatic plane waves with identical
frequency w and can be represented, in the general
case, as

—iwt+ik,r

E(r,t) = Z(

E,+c.c)

D
- (e |mtE(r) + eith*(r))1

where (...)* stands for the complex conjugation, and
E(r) = [€ |€®eand E*(r) are the negative- and positive-
frequency field components, respectively. Here, eisthe
unit polarization vector. Let us consider a small varia-
tion of these components upon passing to r + or. For
example, the variation 8E = E(r + or) — E(r) is
expressed through the field gradients as follows:

()
+ %r E’W(L%%em’E*(r) + (g [{0r LV)E)ey,

where | = cos2e (domain of variability 0 < | < 1) and
A = sin2e (domain of variability -1 < & < 1) are con-
nected with the degrees of linear L =12 and circular A=
A? field polarizations [3] (A + L = 1 for the coherent
fields), and vector e, = —i[e x €]/ is perpendicular to
the local polarization plane. The last contribution in
Eq. (2) describes small spatial rotation of the E vector
out of the initial polarization plane. It is inevitably
present in the field configurations with D > 1. The
angles of rotation a and 3 of the principal axes of the
polarization ellipse in the directions perpendicular to

0021-3640/01/7403-0144%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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theinitial plane are chosen as parameters of this rotation
(Fig. 1). The unit vectors specifying the positions of the
principal axes are defined in an invariant fashion as

& = (e+e*)/y2(1+1);
e, = —i(e—e*)/J2(1-1).

It should be noted that the constant phase is chosen for
eand e* sothat (e- €) = (e* - €*) =1, which corresponds
to the total field phase e*® = (E(r) - E(n))/(E*(r) -
E*(r)). For the field configurations with D > 1, the
problem of determining the directions of e,, g,, and g,
intheregionswith linear polarization is solved by pass-
ing to the limit | — 1, because the dimensionality of
these regions is no higher than D — 1. In this case, e,
specifies the position of the major axis, g, specifies the
position of the minor axis of the polarization ellipse,
and the gradients of angles a and [3 are defined as

Va = V(e [ky); VB = V(e [ky). 4

©)

Hereafter, the differentiated quantities are underlined.

3. Let us consider the influence of gradient (4) on
the processes of optical orientation taking, as an exam-
ple, asimple model of two-level atomswith the ground-
state total angular momentum j, = 1/2 in the standard
conditions of sub-Doppler cooling. Specificaly, the
saturation of the resonant dipolar transitionissmall, S=
|QP/(y?4 + &) < 1, where Q = d|€|€®/h (d is the
reduced dipole transition moment) is the Rabi fre-
guency, yisthe radiative spontaneous decay constant in
the excited state, and 6 = w — wy, is the detuning from
the resonance; the atoms are slow, kv < yS, wherek =
[k,|; and the interatomic collisions are ignored. Under
these conditions, the problem of optica pumping
reduces to the anaysis of the ground-state density

matrix p°. In the representation of the eigenstates of
the angular momentum operator Jm, the diagonal com-

ponents f)ﬁu- specify the populations of Zeeman sub-

levels, while the nondiagonal components correspond
to the coherence in these sublevels. In the irreducible

tensor representation, E)Eq are the multipole moments
of rank 0 < Kk < 2j,. For the states with j, = 1/2, the
anisotropy is described only by the first-rank moment

p?, and, to the zero order in the recoil parameter Ak/Ap
and first order in the field intensity, the closed equation

for the evolution of p° isequivalent to the equation for
the optical orientation vector J = 7 ./2p] [4]:
(0, +vIV)J = (YS/I9N,)
x(2hde,—2)—(1+1)(e,[D)e, ()
—(1-1)(e; D)y + (-1)"*6354[I x ).
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Fig. 1. Spatia rotation of the polarization plane from posi-
tion| to position I1; @istherotation angle of the polarization
ellipsein theinitial plane|; a and 3 are the rotation angles
of the major and minor axesa and b from theinitial planeto
thefinal positionsa’' and b'.

Hereafter, the notation & = &/yand N, = 2. + lisintro-
duced. Thetotal angular momentum of the excited state
can be either j, = 1/2 or j, = 3/2, depending on the type
of transition.

L et us use the approximation of slow atomskv < yS
and consider the steady-state pumping regime (9;J = 0).
For the quiescent atoms, the well-known result J© =
he, is straightforward, indicating that the ground-
state Zeeman sublevels u = £1/2 are differently popu-
lated in the local basis with the quantization axis
directed along e,; the J projection onto this axisis pro-
portional to the difference in the populations of these

sublevels, (J - &) =M =#(pY — p?); it isindependent
of the field intensity and determined only by the
A value. The remaining projections are proportional to
the coherence elements p$_ and p°, and vanishin this
approximation. The next order in small parameter

kviyS< 1, J®, islinear in atomic velocity and has all
three nonzero projectionsin the local basis{e,, &,, ep}:

o = (6,M) = —ON(2yS) ™A (v V)

» (6)
= —9ON,(YS) "Al(v IV)¢;
Ja = (DY) = IN,(NyS) 5t 0
x ((3=1)(v IV)a = (<1)"?6354 (v IV)B);
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= (6, DM = ON(NYS) “hsd

x ((3+1)(v IV)B + (=1)"“*6554 (v [V)a),

where N =9 —12 + 36(d {)?. Note that Egs. (6)—(8) are
completely unusable in the region of field nodes [€| =
0, where the condition kv/yS< 1 breaksfor any velocity
v # 0. We leave aside this issue, because it is of no
importance for our further consideration.

The Jfll) =9 4&, component accounts for the retarda-
tion effect in optical pumping. This effect results in a
population difference transfer if the local quantization
axisischosen along &,. With this choice, the other com-
ponent 39 = $.e. + $.8 isnonzero only in the field

configurationswith D > 1, where it describes the coher-
ence in the Zeeman sublevels—1/2 and +1/2. It is com-
parable with (6) at small detunings |d|< y and decreases

asd  a large detunings. L et us estimate the contribu-

tion of this component to the radiative force acting on
atoms.

4. In the approximation of sub-Doppler cooling, the
light-induced force is written, according to [5], as
F=—ifi(y/2+i8) Tr[p?Q*V'V(QV)] +cc, (9)

where V is the reduced (dimensionless) operator of
dipolar interaction and V' isits Hermitian conjugate.

The density matrix p*” of the quiescent atoms allows
one to determine the light-pressure force and the gradi-
ent force [5] acting on the atom in the fields with polar-
ization gradients, while the correction p*™, linear in
velocity, contributes to the radiative friction force and
the force of the Lorentzian type. For j, = 1/2, this con-
tribution can be represented as [4]

N/2

FO = (-1)"*s(y/2-i8)/(3N€[")
% V(J(l) [JE x E*]) +c.c.

Note that force (10) includes basically different contri-

butions. The component J |(|1) corresponds to the contri-
bution

(10)

FU = 3a1(-1)"*(v V)e
x [25(AVIN[€] +1Ve) = (AVD + V)],

from the gradients of elipticity €, amplitude [€|, total
phase ®, and angle of rotation ¢ of the polarization
elipse.

The contribution
F = (v IV)a(Foa VO + Fap VP)
+h(v DV)B(CL\S’B(:VU + %BBVB),

(11)

(12)

BEZVERBNYI

from the component J(Dl) is due only to gradients (4).
The dimensionless coefficients 3% in Eq. (12) are:

o = 1284%IN,
Fpa = 3541 +1)((125° - 1) — (3 + 125°))/2N;
%BB = —Faar
Fop = 3(1-1)((128° = 1)] + (3+125°))/2N
forj.=1/2 and

T = 60AX(3+1)IN,
Fpa = 3o(1 +1)((125° + 1)l — (125" —3))/2N;
Fop = 684°(3=1)IN,

Fop = 3A(1—1)((125" + 1)l + (125"~ 3))/2N
for jo, = 3/2.

Let us consider the properties of force (12)

5. At large detunings |8|> , the terms with nondi-

agonal components ¥g = —¥p = /2 become domi-
nant in Eq. (12), so that the asymptotic expression for

the force hasthe Lorentzian form F? = [v x By], with

By = (2.4/2)[VB x Va]. Analysis of the more complex
transitions shows that this property is independent of
the transition type and that for the so-called “bleach-
ing” transitionsj —= j— 1 and j — j (integer j) the
force F(Dl’ always has the Lorentzian form. Evidently,
at large detunings the dynamics of slow atomsis prop-
erly described in the adiabatic approximation. In this
case, Lorentzian-type forces are induced by the spatial
gradients of the internal (adiabatic) atomic state [6].

In the remaining cases, the coefficients §§ for the
12 — 1/2 and 1/2 — 3/2 transitions are cardinally
different. Let us consider the diagonal components ¥
and ¥4, in EQ. (12) and the symmetric component
%Ba + %‘GB, which contribute to the radiative friction
tensor [4] governing the anisotropic atom heating and
cooling kinetics in the field configurations with D > 1.
It is worth noting that the diagonal components do not
change their sign and are even functions over the entire
range of the dlipticity parameter —174 < € < 174, whereas
o + Bop IS @ asymmetric function of €. When esti-

mating the integral effect of the F\ force through
averaging over a certain spatial period of field (1), the
latter contribution can be ignored, while the remaining
contributions induce the cooling (heating) effect accu-
mulating with time. However, the coefficients %, and
%BB for the /2 — 1/2 transition differ in sign. This
signifies, e.g., that the a gradient induces cooling while
the B gradient induces heating at & < 0. For the
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1/2 —» 3/2 transition, the coefficients ¥, and ¥pg
have the same sign. It should be emphasized that these

coefficients are similar to ¥, = 6l [see Eq. (11)] in
that their signsareidentical and constant over the entire
ellipticity range —17v4 < € < 1/4 and all of them are odd
functions of detuning d. In other words, for the detun-
ings o < 0 corresponding to cooling by the Sisyphean
mechanism [1], the a and 3 gradients favor this pro-
Cess.

oo Spp ad ¥ are odd functions of 5, have the
same sign, and do not change it over the entire range of
€ values also for the more complex transitions of the
j — ] + 1type (Fig. 2), whereas no such behavior is
observed for the j —= j (haf-integer j) transitions.
A comparison of the contribution from the cooling due
tothea and 3 gradientswith the known forcesindicates
that %4, and ¢¥ s reach their maximaat small detunings
[0]~ ¥/ 2, whereupon they slowly decrease with increas-
ing |0} and are usually an order of magnitude smaller
than, e.g., ¥, Or ¥4 Nevertheless, the role of these
gradients in the sub-Doppler cooling kinetics may be
substantial. One can seein Fig. 2 that ¥, and ¥y, are
finite in the regions of circularly polarized field, || =
14 (I = 0), whereas the remaining forces in Eq. (11)
disappear in these regions. These regions are of partic-
ular importance because they correspond to the minima
of light-induced potentials [1, 5], where particles are,
most likely, accumulated in the course of formation of

optical atomic gratings; i.e., the action of the force F(Dl)
on the trapped atoms may become comparable with the

action of F{".
6. Let us consider the reasons for such different

manifestations of the F(Dl) forceinthej — j (haf-inte-
gerj)andj — j + 1 transitions. To thisend, let us sep-
arate the terms corresponding to the corrections to the
gradient force F{” ~idV(J® - [E x E*]) and to thelight-

pressure force F$Y ~ yWW(I® - ([E x E*] — [E x E*]))
from the initial force definition (10) and take into
account that [E x E*] =i «[€|?e,. Then the correction
to the gradient force takes the form

Fél) — g,OVAS_l_ASV(J(l) [%)) = Fs+Faq 1 (13)

where il = —(-1) N2 10SsA/3N, is the dynamic Stark
shift (written to a constant) of the p = +1/2 sublevel
(quantization axis aong &,). For the p = —1/2 sublevel,
it is equal to —#As Since the projection $, = AMW
appears as a correction to the population difference of
sublevels, the force Fg, being equal to the contribution
from the dllipticity and amplitude gradientsin Eq. (11),
isresponsible for the known Sisyphean cooling mecha:
nism[1], whichis based on the influence of the retarda-
tion in the ground-state optical pumping on the
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Fig. 2. (solid lines) ¥4 (€) and (dashed lines) ¥gg(€) func-
tions for the transitions (a) /2 — 3/2, (b) 1 — 2, and
(c) 3/2 — 5/2 at the detunings |3 |= .

motional dynamicsof atomsin the light-induced poten-
tials caused by the induced photon emission and
absorption processes. In this case, the cooling by the
Fsforce occurs at 6 < O for the /2 — 3/2 transition
and at 6 > O for the /2 — 1/2 transition [ 7], because
the optical shifts for these transitions have different
signs. The new force Fyy; = -Ag$,Va + $,VB) in
Eq. (13) is also due to the retardation effect, which,
however, manifests itself not in the spatial population
difference transfer but in the appearance of a coherence
(proportional to ¥, and $,) in the ground-state sublev-
elsas aresult of changing spatial position of the quan-
tization axis e,. When averaged over the field period,
this force induces cooling under the same conditions as
theforce Fg, but its direction in spaceis determined not
by the gradient of light-induced potential #Ag, but by
the gradient of geometric potential associated with the
internal (adiabatic) atomic state [6].
The correction to the light-pressure force can be rep-
resented as the sum
Fo) = Foot Fag 2, (14)
where Fg, = F,ptY + F_pY = F.N® isthe correction
to the averaged light-pressure force. Here, F, = —F_=

(—1)Ne/2 AYS(AVD + V@)/3N, isthe light-pressure force
acting on the atom in the p = +1/2 (U = -1/2) state and
caused by the recoil effect accompanying the photon
absorption and its spontaneous emission by the excited

atom [8]; f)(f) and f)(_l) are the corrections to the sub-
level populations. This force appears in Eq. (11) as a
contribution from the V& and Vo gradients. For the
models with j, = 1/2, it is independent of the field
detuning; its possible influence on the atom cooling is

considered in[2]. Contrary to Fg, the new force Fq , =
VS0 (@ +1)$,Va — (1~ 1), VB)/6N, in Eq. (14)
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depends on the detuning; the component that does not
disappear upon averaging over the spatial period of the
light field isan odd function of d and identical for both
types of transition:

Faq 20 = 9A3s4%((1+ 1) (v IV)aVa
+(1=1)(v IV)BVB)/YN.

This component contributes to the cooling a & < 0
analogously to the well-known Doppler cooling mech-
anism [8].

Therefore, the a and B gradients introduce correc-
tionsto both gradient and light-pressure forces, thereby
contributing to the anisotropic atom heating and cool-
ing processes. However, the effect of the F,q4 ; correc-
tion depends on the sign of optical shift Ag, whereasthe
Faq, 2 Correction always leads to cooling at & < 0. For
this reason, these corrections act in parallel with each
other and with the Sisyphean cooling mechanism for
thej —= j + 1transitions, whereas, for thej — | tran-
sitions (half-integer j), the contribution to cooling from
one correction is accompanied by a comparable contri-
bution to heating from the other correction.

The following important aspects of influence of the
o and B gradients on the kinetics of atomic ensemble
are also noteworthy: the space symmetry of vector field

F(Dl) differs from that of F|(|l) (an example is given in

BEZVERBNYI

[4]); the contribution from the F(Dl) fluctuations to the
diffusivity tensor in momentum space may be compa-
rable with the contributions from the other field gradi-
ents at detunings |0 ]~ V.
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The reflection of femto- and attosecond soft and hard X-ray pulses from multilayer structures (M Ss) wasinves-
tigated. The conditions are formulated under which the pul se shape and duration barely change upon reflection.
The MSs are optimized for the reflection of extremely short pulses, and the possibility of compressing chirped
pulsesis considered. It is shown that the power reflection coefficient can be appreciably larger than unity. The
aperiodic M Ss capable of effectively reflecting pulses containing no more than three wave periods are calcu-

lated. © 2001 MAIK “ Nauka/Interperiodica” .
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Inrecent years, interest has been growing in the gen-
eration of femto- and attosecond X-ray pulses. These
pulses can be generated upon the resonant interaction
of laser and counter propagating relativistic ion beams
[1]. The idea was proposed that the subfemtosecond
(~0.1 fs) soft X-ray pulses can be obtained through the
coherent generation of high laser harmonics, and
numerical simulation of this process was accomplished
in [2]. Recently, the high-harmonic generation effi-
ciency of femtosecond laser was enhanced substan-
tially (~1 nJ per pulse, fiw ~ 45-50 eV), and the femto-
second soft X-ray pulses (1.8 fs) were obtained [3-5].

Multilayer structures (MSs) are among the most
efficient elements of X-ray optics, because they effec-
tively reflect the soft X-ray radiation at normal inci-
dence and the hard X-ray radiation at not-too-small
angles of grazing incidence. In this work, we consider
the reflection of atto- and femtosecond X-ray pulses
from an M Sand place particular emphasison the reflec-
tion of extremely short pulsesincluding no more than a
few wave periods. The following two points should be
taken into account in this respect.

First, the minimal relative width of the pulse spec-
trum is approximately equal to the ratio of wave period
to pulse duration dw,/wy, ~ T/T (v, is the carrier fre-
quency, dw, isthe spectral width, T isthe wave period,
and T is the pulse duration). For instance, the spectra
width of afew-cycle pulseis comparable to the carrier
frequency. Since the reflection from periodic MSs dis-
plays resonance dependence on frequency (Aw/wy, ~
0.05-0.01), the efficient reflection is possible only for
pulses containing no lessthan several tens of wave peri-
ods. For the reflection of extremely short X-ray pulses,

M Ss with a broad reflectivity spectrum should be used;
this becomes possible with the class of aperiodic MSs
[6-8]. One such MS with the reflectivity band at 125—
250 A was calculated, synthesized, and tested in a
recent work [9].

Second, the reflection of different spectral compo-
nents of a signal occurs, so to speak, at different
MS depths. This causes pulse delay and a change in the
temporal pulse shape upon reflection. In other words,
the group delay t, causes the reflected pulse delay rela-
tive to the incident pulse, while its dispersion distorts
and lengthensthe reflected pulse. At the sametime, this
fact can be utilized to shorten chirped pulses and
increase their power with the help of a broadband ape-
riodic MS of specia type.

Let us consider the reflection of a comparatively
long, bandwidth-limited pulse with carrier frequency wy,
and spectral width dw, much narrower than the
MSreflectivity band, dw), ~ 21T < Aw. Let r(w) =
r (o) |exp[i P(w)] be the complex amplitude reflection
coefficient of any (not necessarily periodic) MS and
d(w) be its phase. Then the reflected pulse delay rela-
tive to the incident pulse is t; = d®(w)/dw|,,- , , and
the “ spreading” in time is determined by the dispersion
of group delay and its spectral width: ~(dty/dw)dwy,.
The pulse spreading may be particularly large for the
broadband mirrors unless the requirement that the
group delay be constant is imposed when solving the
inverse problem of multilayer optics. Thetimet, can be
expressed through the effective depth Ly at which the
reflection occurs, ty = MmN T/2, where N isthe mono-
layer number corresponding to L and misthe order of

0021-3640/01/7403-0149$21.00 © 2001 MAIK “Nauka/Interperiodica’
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reflection, usually equal to unity. The requirement that
the number of MS layers be less than Ny is dictated by
the efficiency loss and cannot be regarded as the cardi-
nal solution of the problem.

The purpose of thiswork isto study the reflection of
atto- and femtosecond pulses from M Ss by numerical
methods. The ways of overcoming restrictions on the
reflection of extremely short signalswill be considered.
Thekey ideaconsistsin asearch for aperiodic M Sspos-
sessing simultaneously a broad (Aw/w ~ 1/2) reflectiv-
ity spectrum and the appropriate dependence of group
delay on frequency. Such a statement of the problem
corresponds to the inverse problem of multilayer optics
which takesinto account the modulus and phase of r(w).

The computing method is partially described in [7].
It isassumed that the MS consist of N alternating layers
of materialsA and B. The simulation of pulsereflection
from agiven M Sincludesthe following principal steps:

Calculation of the complex amplitude reflection
coefficient r(w) asafunction of frequency by the recur-
rent relation method [10]. The complex dielectric con-
stants are expressed through the atomic scattering fac-
torsfy , [11];

Spectral decomposition of the incident pulse field
Eq(t), multiplying each Fourier component Ey(w) by
r(w), and inverse Fourier transform with the object of
determining the reflected pulse field E(t):

[

Eo(w) = IEo(t)eXp(—iwt)dt, D

00

E(t) = %T [ E@exp(icdo, -

where E(w) = Ey(w)r(w).

Here, Ey(w) and E(w) are the Fourier transforms of the
incident and reflected field. The index “0” refersto the
incident pulse. To determine the modulus and phase of
each Fourier component for the reflected signal, both
the modulus and the phase of r(w) were used. The
reflected pulse field obtained by procedure (1) and (2)
carriesinformation about achangein the amplitude and
shape of the reflected pulse and about itstime delay rel-
ative to the incident pulse.

The incident pulses were assumed to be Gaussian
with parameters 1,, w,, and b:

Eo(t) = exp[—g(tlto)z}cos(wot+bt2), -

lo(t) = Eo(t)z,

BEIGMAN et al.

where b is the chirp parameter. By the pulse duration t
is meant the effective width of intensity envelope I (t) :

1= J’T(t)dt/lmax.

The pulse reflection coefficient is defined as the
reflected-to-incident pulse energy ratio,

R = [t [lo(t)ck.

The power reflection coefficient, defined as R, =
R(1,/1), virtually coincides with the peak intensity ratio
| max! lomax @Nd plays an important role.

Below, the periodic MSs are considered by the
examples of two normal-incidence Mo/Si mirrors opti-
mized to maximal |r(wy)f? for photons with energy
hwy =77.6 eV (wave period T =0.053 fs) (Table 1) and
two grazing-incidence Ni/C and Os/C mirrorsfor wy, =
20keV (Table 2); T, = T(wy/Aw) isthe expected min-
imal duration of apulsereflected without sizableloss of
efficiency, as compared to the reflection of a narrow-
band pulse.

Figure 1 shows the intensity envelopes of the
reflected pulses for unchirped (b = 0) pulses (3) inci-
dent on MS-1. Zero time corresponds to the maximal
intensity of incident pulse.

In Fig. 2, the energy reflection coefficients of MS
are shown as functions of the reflected pulse duration.
The pulses longer than 1 fs are reflected from MS-1
practically like the infinitely long ones. For a pulse
duration shorter than ~0.9 fs, the pulse spectrum
becomes broader than the MS reflectivity spectrum,
and the reflection coefficient starts to decrease. If one
specifies a certain minimal allowable reflection coeffi-
cient, i.e., 0.2, then the duration of the shortest reflected
pulse will be T = 0.38 fs. The duration of the corre-
sponding initial pulse is 1y = 0.12 fs, and the loss of
power is~16 (R, = 0.06).

For the MS-2, |r(wy)? is several times smaller, but
the reflectivity spectrum is 2.5 times broader. Because
of this, the MS-2 becomes more efficient for the pulses
with T < 0.4 fsthan MS-1, and it can reflect pulses of
duration up to T = 0.25 fs without noticeable efficiency
loss. For the reflected pulse of durationT = 0.25fs, R, =

0.14 and |r(wy)f? = 0.19 (1, = 0.18 fs).

Let us now consider the reflection of hard X-ray
pulses (Table 2). In this case, the relative reflectivity
bands of the periodic grazing-incidence MSslie in the
range 0.01-0.04. Because of this, the duration of the
shortest pulses reflected from the mirrors is equal to
several tens of light periods. Figure 3 shows the energy
reflection coefficients of periodic MSs for the photon
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I(n)
0.6

04

0.2

Time (fs)

Fig. 1. Envelopes of the pulses reflected from the periodic
MS-1. In order of increasing duration of the incident pulse:
1p=0.1,0.2,0.305,0.7,1, and 2fs.

energy #iw, = 20 keV (T = 0.21 as) and agrazing angle
of 0.01 rad.

Although possessing smaller |r(w)[?, the MS based
on Os/C better reflects the pul ses shorter than 60 as, but
its efficiency decreasesdrastically for the pul ses shorter
than 10 as. Thus, the periodic MSs are unsuitable for
the durations shorter than ~1/Acw.

The aperiodic MSs offer new possibilities. For
them, the spectral width ceases to be the maor con-
straint. The pulseslengthen upon thereflection from the
aperiodic MSs primarily because of a large difference
in the group delays Aty ~ (d?®/dw?)Aw. The higher the
frequency, the longer the path traversed by radiation,
which results in pulse smearing.

However, this effect can be used for shortening the
chirped pulses with higher frequency at their leading
edge. (The transformations of this type have been
employed in the visible region over the last severa
years[12]). It was shown, both theoretically [6-8] and
experimentally [9], that aperiodic MSs can have a
broad and uniform reflectivity band. The band broaden-
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Fig. 2. Energy reflection coefficient of the periodic MSasa
function of the reflected pulse duration: (1) MS-1 and
(2) MS- 2.

ing leads to a considerable increase in the integral
reflectivity

$ = J’Ir(w)lzdw.

In particular, we calculated the aperiodic grazing-inci-
dence MS (Mo/Si) with the uniform reflectivity
[r(w)]? = 0.23 in the range 65-95 eV. Figure 4 showsthe
Ir(w)J? and d(w) functions for this aperiodic MS. The
ratio wy/Aw = 2.5 corresponds to the minimal pulse
duration on the order of 25T = 0.13 fs, provided that
the spectral components of the reflected pul se are com-
pletely phased. The behavior of the ®(w) phase in the
vicinity of w, resembles the function

D(w) = Co+ Cy(00— ) + C(w— ). (4)

The resulting group delay d®/dw = ¢; + 2¢,(w — wy)
depends linearly on the difference w — w,. One can thus
expect that the simple linear chirp of form (3) withb =
1/4c, will provide a good pulse compression upon the
reflection from the indicated aperiodic MS (Fig. 4).
Figure 5 shows the envelopes of the incident and (dot-

Table 1. Characteristics of periodic normal-incidence Mo/Si MSs (hw, = 77.6 €V)

Number of . .
layersN Periodd, A | Mofraction, y I ()P Wo/Aw (Ngtr) Trins fS
MS-1 80 82.6 0.32 0.65 16(13) 0.9
MS-2 10 85.6 0.50 0.25 6(5) 0.3
Table 2. Characteristics of periodic grazing-incidence M Ss (fiwy = 20 keV)
Number of . : .
ILr:Iyers N Period d, A |Ni(Os) fraction, y I (o) ? /AW (Ng) Triny &S
Ni/C 800 314 0.16 0.967 85(76) 18
Os/C 140 315 0.24 0.898 27(30) 6
JETP LETTERS Vol. 74 No.3 2001
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Fig. 3. Energy reflection coefficient of the periodic MS
(Table 2) as a function of the reflected pulse duration:
(2) Ni/C and (2) Os/C.
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Fig. 5. Envelopes of the incident chirped pulse To(t) and

the pulses reflected from aperiodic M Ss optimized to max-
imal uniform reflectivity in the range 65-95 eV (solid line)
with and (dotted line) without taking into account the phase
of the complex reflection coefficient.

ted line) reflected pulses for the optimal chirp parame-
ter. The effective duration of the reflected pulse is
0.21 fs. Therefore, the aperiodic MS provides seven-
fold compression of a pulse ~1.5 fs in duration with
power reflection coefficient of 1.3.

Let us now require that, along with the uniform
reflectivity in the range 65-95 eV, the phase ®(w) of the
aperiodic M S be approximated by function (4) over the
entire range. The aperiodic M S thus obtained possesses
slightly lower reflectivity |r(w)[? = 18.5%. The effective
duration of the reflected pulse (solid line in Fig. 5) is
equal to 0.15fs (three wave periods), signifying that the
fundamental duration limit corresponding to the reflec-
tivity band of aperiodic MSis achieved.

Asarule, Ny in the M Ss designed for the operation
inthe hard X-ray regionisappreciably larger thaninthe
structuresfor the soft X-ray region. Thisisprecisely the

BEIGMAN et al.
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Fig. 4. Reflectivity |r(w)|? and phase ®(w) of an aperiodic
MS optimized to maximal uniform reflectivity in the range
65-95 eV. The dotted line is the reflectivity of the periodic
MS-1.
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Fig. 6. Reflectivity and phase of the aperiodic MS (Ni/C,
800 layers) optimized to the maximal uniform reflectivity in
the range 1525 keV for a grazing incidence angle of
0.01 rad. The dotted line isthe reflectivity of a periodic MS
(Table 2).

reason why the aperiodic M Ssfor the hard X-ray region
should be capable of compressing many fold the
chirped pulses. Figure 6 shows the reflectivity and the
phase of an aperiodic MS (Ni/C; 800 monolayers) opti-
mized to the maximum uniform reflectivity in the range
15-25 keV for a grazing incidence angle of 0.01 rad.
The optimal chirp parameter was found to be b =
8.84 as, allowing the pulse with 1, = 50 asto be com-
pressed to 4.3 as with a power reflection coefficient of
2.45 and energy reflection coefficient of 21%. The
reflectivity of the aperiodic Ni/C MS optimized simul-
taneously for the reflectivity and phase ®(w) of
form (4) islower and equal to 17.4%. Nevertheless, this
MS provides much better compression of the chirped
pulse and apower reflection coefficient greater than 6.3
(Fig. 7). Theduration of theinitial pulseis 25 as, while
the duration of the reflected pulse is 0.69 as (28-fold
compression). The duration of the reflected pulse is
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Fig. 7. Envel opes of theincident chirped pulse and the pulse
reflected from the aperiodic MS optimized to maximal uni-
form reflectivity in the range 15-25 €V, as calculated with
alowance made for the phase of the complex reflection
coefficient.

equal to three wave periods, which is close to the fun-
damental limit for thisMS.

Thus, for the MSs commonly used in the soft X-ray
region, adecrease in the pul se refl ection coefficient and
pulse shape distortion are observed for the pulses of
femtosecond duration and shorter. However, one can
construct special aperiodic MSs that are capable of
reflecting pulses containing only three wave periods
(0.15fsin the soft X-ray region and lessthan 1 asin the
hard X-ray region). The chirped pulses can be strongly
compressed, and the corresponding power reflection
coefficients can be higher than unity. The optimal ape-
riodic MSs can be calculated by solving the inverse
problem of multilayer X-ray optics with account taken
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of the amplitude and phase of the complex reflection
coefficient.
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It is shown that the velocity component transverse to the radiation propagation direction can arise in the light-
induced ion drift (LI1D) after applying an external magnetic field to a weakly ionized gas. It is predicted that
the projection of theion drift velocity onto the radiation direction changesits sign with an increase in the mag-
netic field, resulting in the anomalous L11D. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers; 32.80.Lg; 42.50.Vk

Among the known radiation effects on the transla-
tional mation of particles, light-induced drift (LID) is
one of the strongest [1, 2]. The essence of this effect is
that the macroscopic motion of particles absorbing
radiation in a mixture with buffer particles becomes
directed. Let us recall the origin of this phenomenon.
Due to the Doppler effect, the light action on the
absorbing particlesisvelocity-selective, resulting in the
oppositely directed effective“beams’ of particlesinthe
excited and ground states. I n the buffer gas atmosphere,
these beams experience different drags because of the
difference in the transport collision frequencies of the
excited and unexcited particles. As a result, gas of
absorbing particles, as a whole, acquires directed
motion. The drift velocity is proportional to the relative
difference (v, — v,)/v, in the transport frequencies of
the ground-state (v,) and excited- state (v, resonant
particlesin their collisions with the buffer particles.

Under optimum conditions, the LID effect can sur-
pass the well- known light-pressure effect by several
orders of magnitude. Theoretically, the LID velocity
can reach avalue of thermal velocity upon laser excita-
tion [3]. It has been demonstrated experimentally that,
under the action of LID, the atoms can drift with veloci-
tieson the order of severa tens of meters per second [4].

The vast mgjority of theoretical and experimental
works on LID were devoted to studying the drift of
atoms and molecules in gaseous media (see, eg.,
[3—-11] and bibliography cited therein). The theoretical
description of the L1D of neutral atoms applies equally
to the ions in a weakly ionized gas in the absence of
external electric and magnetic fields[12].

Itiseasy to understand from simple physical consid-
erations that the external magnetic field can strongly
affect the LID of atoms, molecules, and ions. Two
aspects of this influence can be distinguished: spectral
and force. The spectral aspect of theinfluence of amag-

netic field on the LID is caused by the Zeeman splitting
of the absorption line; it isrelevant to arbitrary (neutral
or charged) particles. The force effect of a magnetic
field onthe L1D occursonly for ions; it is caused by the
Lorentz force acting on the drifting ions in a magnetic
field.

Until now, the influence of a magnetic field on the
LID has been poorly understood. The studies on this
problem are limited to works [13-15]. The spectral
aspect of the influence of a magnetic field on the LID
was demonstrated in experimental work [13], where
neutral atomswere spatially localized and accumulated
using the LID effect. The force aspect of the influence
of amagnetic field on the light-induced ion drift (L11D)
was theoretically investigated in [14, 15]. Unfortu-
nately, the results of these works cannot lay claim to
reliability because the influence of a magnetic field on
the LI1D wasincorrectly taken into account in the equa-
tions used therein.

Thus, in fact, no correct analysis of the force aspect
of the effect of a magnetic field on the LIID has been
carried out so far. It is the purpose of this work to par-
tidly fill this gap and explore theoretically the force
aspect of the influence of amagnetic field on the LIID.
It was found that the magnetic field cardinally modifies
the pattern of the L1ID effect.

Let us consider a three-component weakly ionized
gas subjected to a static uniform magnetic field B and
consisting of electrons, singly charged positive ions of
the same sort, and neutra atoms. The collisions
between the charged particles in a weakly ionized gas
are immaterial because the collision frequencies of
electrons and ionswith neutralsare considerably higher
than the collision frequencies between the charged par-
ticles (at a temperature of ~0.1 eV, this condition
impliesthat the degree of gasionizationis <10 [16]).
Let the radiation in the form of a traveling monochro-
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matic wave be resonantly absorbed at the m—n transi-
tion between the ground n and the first excited mion
levels. In what follows, | focus only on the force action
of a magnetic field on the ion drift, so | will restrict
myself to the consideration of the simplest situation
where the Zeeman splitting of an absorption line can be
ignored. For example, the line remains unsplit in the
case of the normal Zeeman effect (the Landé g factors
of the combining m and n states are identical) if the
propagation direction of the radiation linearly polarized
along magnetic field B istransverse to B.

Under these conditions, the interaction of radiation
with two-level particles (ions) is governed by the fol-
lowing equations for the density matrix [5, 17]:

[+ T]Pn(v) = S + NP(Y),

d _
GiP(V) = Si(V) + TPr(V) = NP(V), Q)

[dﬂt + r—2m—i(Q - kv)}pmn(v)

= Sun(V) +iG[pn(V) = Pm(V)],
where

00,0,
at-at " Var TVl

NP(v) = -2Re[iG* pyn(V)],

eB B Bnml (2)

2 _
h Bv |G| - 2T[ ’

w, = WI,
AT,
Ahw’

Here, p;(v)) is the ion velocity distribution for the ith
(i=mand n) level; N isthe total concentration of ions;
S(V), S(v), and S,,,(v) arethe collision integrals; w, A,
and k are the radiation frequency, wavelength, and
wave vector, respectively; I, is the spontaneous decay
rate in the excited state m; wy,,, isthe m-n transition fre-
guency; B, is the second Einstein coefficient for the
m—n transition; | is the radiation intensity; P(v) is the
number of absorption events in unit time for the ion
with velacity v in the unit velocity interval; w. istheion
cyclotron frequency; B is the magnetic field; e is the
elementary electric (positive) charge; and M is the ion
mass.

Equations (1) do not take into account the internal
electric field E in the medium. Thisfield can ariseif the
ions, as a whole, execute directed motion due to the
LID effect, and it can safely be ignored if the concen-
tration of charged particles is not high enough for the
ionized gas to exhibit plasma properties (the Debye
radius ry characterizing the spatial separation of
charged particlesis considerably larger than the charac-

Bym = Q= Ww— W,

JETP LETTERS Vol. 74 No.3 2001

155

teristic size L of the system). In plasma (ry < L), the
directed motion of ions induces directed motion of
electrons because of the quasi-neutrality requirement.
This gives rise to the internal electric field E, which
compensates the friction force between the electrons
and buffer particles (neutral atoms). An analysis shows
that electrons under plasma conditions have no effect
ontheLIID [i.e, thefield E can beignored in Egs. (1)]
if the magnetic field is so weak that ! < v, V1M,
wherev,, and v, are the average transport frequencies of
theions and electronsin their collisions with the buffer
particles, and mis electron mass.

In cases where the particle velocity distribution
functions differ only slightly from the Maxwellian dis-
tribution, kinetic Eq. (1) can adequately be solved by
the Grad method (moments method) [16, 18]. In this
work, these equations are solved using the simplest
approximation of the Grad method, according to which
the dependence of density matrix elements on the
velocity isrepresented in Egs. (1) asthe sum of equilib-
rium distribution N\W(v) and the antisymmetric correc-
tion:

pi(v) = |:Ni+V£2Vjii|W(v)’ i=mnmn, (3

where

N; = Ipi(V)dV, Ji = IVpi(V)dV- 4

Here, N, and N, are theion concentrations in the states
m and n, respectively; j,, and j,, are theion flowsin the

statesmand n, respectively; v = ./2kgT/M isthe most
probable ion velocity; T is temperature; and kg is the
Boltzmann constant. Representation (3) is valid if the
ion interaction with radiation is low-vel ocity-selective,
i.e., if the absorption lineis homogeneously broadened,
I > kv, wherel isthe homogeneous halfwidth of the
ion absorption lineand kv isits Doppler width.

The expression for the nondiagonal collision inte-
gra Sy(v) in Eqg. (1) will be taken in the form that is
often used in nonlinear spectroscopy [5, 17]:

Sn(¥) =~ ~pru(v), )

which means that the phase of the oscillating dipole
moment is completely lost upon collisions.

The inelastic collisions (ionization, recombination,
etc.) are immateria for the problem of interest (the
effective ionization and recombination frequencies are
small compared to the frequency of elastic collisions),
so that only the elastic ion collisions with buffer parti-

L In the case of a broadband radiation with a smooth spectral shape
within the width of an absorption line, approximation (3) is valid
for an arbitrary ratio of I tokV .
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cles (neutral atoms) will be taken into account in what
follows. For elastic collisions, the diagonal collision

integralsin Eq. (1) obey the relationship J'S (v)dv =0,

which implies the conservation of the total number of
particles (ionsin the state mor n).

For the first moment of diagonal collision integrals,
the following relationship is valid in approximation (3)
(see, eg., [2]):

IvS,(v)dv = —j;, 1 =mn, (6)

where v; is the effective (average) transport collision
frequency related to the diffusion coefficient D; of ions

in the state i by the simple formula D, = v*/2v,.

Under stationary and spatially homogeneous condi-
tions, one finds from the solution to the system of equa-
tions for the first and second moments of Egs. (1) that,
in the case of the radiation propagation direction per-
pendicular to the magnetic field (k O B), the ion drift
velocity isequal to the sum of two mutually perpendic-
ular components u; and U

jm*in
N

u= = u” + ul]l (7)
where the component uy, is parallel to the wave vector k,
while the component u is perpendicular to k and B:

u, = Eu”, Ug = @um. (8)
For an arbitrary radiation intensity, the formulasfor the
projections u, and u of drift velocity are rather cum-
bersome, but they are greatly simplified in the limit of
weak radiation intensity | < 21mAwl/A2. In this limit,
the formulas, to small terms on the order of (kv /I")? <
1, take the form

O A%
Uy = UMl —————
I OD Vn(rm"'vm)

9)

o[14 GO =) ([Tt vty |0
2r (r?+ Q% 0

(‘OC(rm + Vm + Vn)
Vn(rm + Vm)

U = Ug

(10)

G, B+ - Q) [(My+ vV, — ]
0 2r(r*+Q%)(My+vy+v,) 0O

PARKHOMENKO

where
o _ 26T
U = VizPd, P = .07
1. = Vp—=Vn
o = 2 2 ’
W w; (11)
oSl s
o = Qkv(r?+Q?
[M?+(Q+ )M+ (Q-w)
and P = (P(v)dv isthe number of absorption eventsin

unit time. In the absence of magnetic field (w, = 0),
Egs. (9)<11), as expected, give the known expression
for the LID velocity in the case of a homogeneously
broadened absorption line[1, 2].

The projections uy and u; of drift velocity cal culated
using Egs. (9) and (10) are presented in Fig. 1. The
quantity

__va=v4 kv 3.J3GJ
Upax =V
Vo o+vy, gre

(12)

istaken asavelocity unit. It isequal to the maximal (at

|Q|=T/./3) valueof ion drift vel ocity in the absence of
amagnetic field.

One can seefrom Fig. 1 that the projection uj of drift
velocity u onto the radiation direction changes sign
with increasing the magnetic field. It is seen from
Eqg. (9) that this occurs in the range of cyclotron fre-

quencies W ~ /Vo(Mm+ Vi) -

The physical reasons for changing the direction of
ion drift velocity with increasing magnetic field can be
understood from the following qualitative consider-
ations. In the absence of a magnetic field, the drift
velocity u, is proportional to the difference v, — vy, in
the transport collision frequencies of ionsin the ground
and excited gtates. In the presence of a magnetic fidd, the
fidd-transverse diffusion coefficient D;g of ionsin the state

i isDg = V° /2,5, Where the quantity vig = v; + ¢ /v; has
ameaning of the effective transport collision frequency
of ionsin the state i colliding with the buffer particles
in the presence of magnetic field [16]. Consequently, if

a magnetic field is perpendicular to the direction of
radiation propagation, one can expect that (estima-
tively) uy 0 Vg — Vg O (vm—vn)(ooi —VV,). Fromthis
it follows that the projection of ion drift velocity onto
the radiation direction changes sign with increasing
magnetic field. A changein the drift direction is caused
by the fact that the difference v,z — v, in the effective
transport collision frequencies of ions changes its sign
with increasing magnetic field.
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Curves 1 and 3 in Fig. 1 correspond to the normal
LIID effect with the characteristic dispersion-like fre-
quency dependence of the drift velocity u(Q) (to a
sign, derivative of the absorption line contour with
respect to frequency) and one zero at zero value of
detuning Q from the radiation frequency. Curve 2 in
Fig. 1a with three zeros corresponds to the so-called
anomalous LID? [9-11] with the sharp deviation of the
frequency dependence of drift velocity u(Q) from the
dispersion-like curve. The anomalous LID arisesat ion

cyclotron frequencies where w; ~ /Vo(I'm+ Vi) - An
analysis shows that the interval Aw, of cyclotron fre-
guencies where the anomalous LID is observed equals
AW, = 0.2v,.

Aswasrealized in anumber of works (see, e.g., [19]
and the bibliography cited therein), the anomalous L1D
in the absence of external fields is fully caused by the
dependence of transport collision frequencies on the
velocity v of resonant particles, and the anomaly can
ariseonly if the differencein the transport collision fre-
quencies for the combining (i.e., involved in the radia-
tion absorption) levels as a function of v changes sign.
The results of this work demonstrate that the anoma-
lousLIID inan externa field can arise even if thetrans-
port collision frequencies are independent of velocity.

Plots of the projection u of drift velocity u onto the
direction transverse to the wave vector k vs. the fre-
guency detuning areshown in Fig. 1b for different mag-
netic fields. The absolute (with respect to Q and w,)
maximum of velocity u occurs at w, ~v,/2; itisclose
to the absolute maximum of velocity u,, which is
achieved at w, — O[it is seen from the comparison of
curves 1 in Figs. 1laand 1b that |(Up)mal = 0.7|(U)) maxl-
The anomalous LIID in the direction transverse to the
wave vector k arises at w, = 3v,, (curve 2 in Fig. 1b).

Note that Egs. (9) and (10), although derived for the
ion drift under the influence of a traveling monochro-
matic light wave, can naturally be extended to the
broadband radiation with an arbitrary spectral intensity
I(w). To do this, it will suffice to replace the radiation
intensity | entering the |G? factor in the expression for
P in Eq.(11) by the frequency-dependent spectral
intensity I(w) and then integrate modified formulas (9)
and (10) for the drift velocity u(w) over w in infinite
limits. The resulting formulas are also valid for the
Doppler-broadened (kv > T') absorption line if the
spectrum of the broadband radiation is smooth within
the absorption line width (see footnote 1).

2|n 1992, a sharp deviation of the frequency dependence of drift
velocity from the dispersion-like curve was unexpectedly
observed in the LID of C,H, moleculesin a buffer Kr gas[9]; an
anomalous profile with three zeros was observed for the LID
velocity, instead of one zero, as might be expected according to
the previous LID theory with velocity-independent transport col-
lision frequencies. The deviation from the predictions of the the-
ory was so strong that the effect was called the “anomalous’ LID.
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Fig. 1. Plots of projections u and up of ion drift velocity u
vs. radiation frequency detuning Q for different values of
ion cyclotron frequency. The values of ratio wyv, areindi-
cated near the curves.

Note al so that the formulas deduced in thiswork for
the drift velocity u can be applied (in compliance with
the results of work [3]) to the particular case of broad-
band radiation with Lorentzian spectrum through the
substitution” — I + &, where d isthe halfwidth of the
radiation spectrum. In this case, the frequency detuning
QinEgs. (9) and (10) isthe difference between the cen-
ter of the Lorentzian radiation curve and the transition
frequency w,,,- Thecondition” > kv for thevalidity of

Egs. (9) and (10) thentransformsto " + d > kv ; thelat-
ter can be satisfied for gas pressures aslow as one likes
if the radiation line halfwidth > kv . Thisfact is used

below to estimate the magnitude of the magnetic field
necessary for the experimental observation of some of
the characteristic features of ion drift that are described
in thiswork.

To observe a change in the drift direction along k
and the anomalous (along k) LIID, a magnetic field
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must provide cyclotron frequency . ~ /V (I + Vi) -
For transitionsin the visible region, onehas I, ~ 10° s,
and, for the transport collision frequency of ionsv,, ~
v, ~ 10° s? (this corresponds to a gas pressure of
~0.1 torr), one obtains the estimate w, ~ 107 s. With
the ion mass M ~ 20 amu, this cyclotron frequency is
achieved in magnetic fields B ~ 2 x 10* G.

| am grateful to A.M. Shalagin for discussion and
valuable remarks and to F.Kh. Gel’mukhanov and
L.V. II'ichev for discussion and attention to the work.
This work was supported by the Russian Foundation
for Basic Research, project no. 01-02-17433.
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Linear Nonreciprocal Dichroism in Boracite Co;B,0,l
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Linear nonreciprocal dichroism that is odd in magnetic field B was observed in the transverse geometry and
studied for cubic (symmetry class Ty) phase of boracite Co3B,0O,3l. Nonreciprocal dichroism was observed in

the range of absorption bands corresponding to the transitions of the Co?* ion in the energy range AE = 1.2-3.2 eV.
The sign and magnitude of nonreciprocal dichroism depend on the mutual orientation of the magnetic field and
crystallographic axes. Nonreciprocal dichroism refers to the phenomena of magnetically induced spatial dis-
persion, and its anisotropy istypical for the manifestation of the second-order magnetoel ectric susceptibility in
the optical range. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers: 75.80.+q; 78.20.Ls; 33.55.-b

1. It was shown in theoretical studies[1, 2] that the
termsof they;;, Bik typeinthe expansion of the dielec-
tric constant tensor ;;(w, k, B) of noncentrosymmetric
crystals are responsible for the linear nonreciprocal
birefringence (NB) whose magnitude is proportional to
the magnetic field B. The NB was experimentally stud-
ied in dielectrics and semiconductors [3-8]. It was
recently observed in boracite single crystals Co;B,0;3l,
Cu3B,043Br, and Ni;B,O,5Br, both in the transparent
region [9, 10] and in the region of absorption bands[9].
These studies showed that the NB exhibits a pro-
nounced resonant behavior near the strong absorption
band due to the Co?**A,(*F) — “E(*P) transition in
C04B,03l [9]. The NB anisotropy in different boracites
is approximately the same and is described by the rela-
tionship A = 2g between the parameters A and g of the
Yiju tensor [10]. Theoretical consideration showed that
this relationship between the parameters is precisely
that which is typical for the manifestation of the sec-
ond-order magnetoelectric (ME) susceptibility G at
optical frequenciesin crystals of symmetry T,[9]. This
susceptibility relates the alternating magnetic moment
OM @ (electric polarization 6P®) to the electric € (mag-
netic h) field of alight wavein crystal. Note that, gen-
eraly, the NB can also be governed by the quadrupole
mechanism, for which the relationship between the
parameters A and g can be arbitrary.

Up to now, studies of the optical phenomena of
magnetically induced spatial dispersion (MISD) in
paramagnetic crystals were restricted to the NB and
carried out by the laser polarimetric methods at certain
wavelengths or in the frequency range corresponding to
tunable lasers [6, 7, 9, 10]. This range proves to be
insufficient if one intends to study the MISD phenom-
enain the range of certain optical transitions.

The purpose of this work was to develop methods
for studying the energy dependences for the optical

phenomenon associated with the manifestation of
MISD in light absorption, namely, for the phenomenon
of linear nonreciprocal dichroism (ND), and to study
this phenomenon in the range of electronic transitions
in boracite Co;B,03l.

Interest in these studies is due to the fact that the
MISD phenomena can be caused by various mecha
nisms, e.g., by the manifestations of the second-order
ME effect in the optical range and/or of the quadrupole
mechanism. Certain conclusions about the contribu-
tions of these mechanisms to the local optical transi-
tions can be drawn on the basis of the character of
anisotropy of these phenomena. Note al so that the man-
ifestations of the ME effect and the quadrupole mecha
nism are due, respectively, to the interference of the
electric dipole transition moment d,, and the magnetic
dipole m,, (through the matrix elements of the type

Red,,m,.) and the quadrupole QX (~Imd., QL

moments, where a and b stand for the ground and
excited state, respectively. By contrast, in the case of
electric dipole transitions, the light absorption and the
magnetooptic phenomena associated with the circular
light polarization [Faraday effect or magnetic circular
dichroism (MCD)] are determined by the electric

dipole moment components of the Rediabd{,a and

I md;dea types[11, 12]. Therefore, the comparison of
the absorption, MCD, and ND spectra can be used for
estimating relative magnitudes of various moments
(electric, magnetic, and quadrupole) for the individual
optical transitions.

2. Experimental procedure and samples. The
block diagram of a setup for measuring ND isshownin
Fig. 1. The light from incandescent lamp 1 passed
through monochromator 3 and polarizer 4 which polar-
ized light at an angle of 45° to the vertical axisY of the

0021-3640/01/7403-0159$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Block scheme of a setup for measuring ND:
(2) incandescent lamp (KGM-300); (2) lens; (3) monochro-
mator (MDR-23); (4) polarizer; (5) elastooptical modul ator;
(6) compensator; (7) polarizer for calibration; (8) electro-
magnet; (9) sample; and (10) photodetector (FEU 79). XYZ
isthelaboratory frame with the vertical Y axis. Variationsin
light polarization during one period of the modulating volt-
age are schematically shown below.

laboratory frame (E, ,5), and then the polarization state
was modulated by elastooptical modulator 5 with fre-
quency Q = 33 kHz. The time-varying light polariza-
tion is schematically shownin Fig. 1. The driving volt-
age of the modulator was chosen equal to the half-wave
voltage U,,,, so that the light polarization changed four
times from E, 45 to E_,5 during one period. Thus, if the
difference Aa in the absorption coefficients of the E, 45
and E_,s-polarized lights was nonzero, this modulation
was converted into the modulation of light intensity at
the second harmonic 2Q of the driving voltage. If crys-
tal 9 displayed a circular dichroism, i.e., if the differ-
ence in the absorption coefficients of the clockwise and
anticlockwise polarized lights was nonzero, it was con-
verted into the modulation of light intensity at the first
Q and third 3Q harmonics. This fact was used to attain
maximal accuracy in orienting magnetic field B, cre-
ated by electromagnet 8, perpendicularly to the wave
vector k so asto eliminate the undesirabl e effects asso-
ciated with the possible manifestation of the MCD or
Faraday effect. On the other hand, this made it possible
to perform MCD measurements at small deviations
(~2°) from the B L k orientation.

For the second harmonic of driving voltage, the out-
put voltage of photodetector 10 has the form U,q =

KRICHEVTSOV

| . SRA0 dexp(—ad), where 1, is the intensity of inci-
dent light; Risthe reflectivity; a isthe absorption coef-
ficient; d isthe crystal thickness; and Sisthe parameter
allowing for the photodetector sensitivity, preamplifier
gain, and reflection losses in the elements of an optical
scheme. To eliminate the parameters |I,, R, S and
exp(—ad), polarizer 7 crossed with polarizer 3 was
included into the optical scheme ahead of the sample.
The Aa d value was determined by the formula

2(2

5 @

2

Aod = T—=

where T is the transmittance of polarizer 7, U5 isthe
second harmonic amplitude without polarizer 7, and

U3? isthe same with polarizer 7. Polarizer 7 was also

used in measuring the energy dependence of the
absorption coefficient.

To eliminate spurious signals caused by the reflec-
tion from the elements of the scheme, compensator 6;
shaped like a thin (~100 pm) glass plate and forming
angles £45° with the Z axis was used it could rotate
about the axes lying in the ZY plane. The use of the

compensator allowed oneto nullify U2® in the absence
of amagneticfield for any crystal azimuth and any light

wavelength and to measure the U5 (B) dependences

within the amplifier sensitivity limits. To enhance sen-
sitivity, a meander modulation with amplitude B, =
+1 T and a period of 40 s was applied to the magnetic
field. The response time of the selective amplifier was

3s.The U5® valuewas averaged over three modulation
periods of the magnetic field. Thisallowed the sensitivity
of ND measurements to be brought to Aa = 0.01 cmr™.
The crystal could rotate in the magnet gap in the range
from 0° to 360° with an accuracy of ~1°. Measurements
were carried out over the energy range AE = 1.2-3.2 eV
with aresolution of ~0.01 eV.

Single crystals of CosB,0,5l were cut as plates with

anareaof ~2 x 2 mm? and athicknessd =93 and 32 um
in the plane of the (110) type. The samples were ori-
ented using X-ray radiography and by crystal faceting.

3. Experimental. In the range of absorption bands
of CosB,0,3l, the field dependence of Aa = a(E_y5) —
0(E.4s) islinear, with the magnitude and sign depend-
ing on the mutual orientation of magnetic field B and
the crystallographic axes. Figure 2 shows the depen-
dences of Aa/B on the angle 6 between the magnetic
field and the crystall ographic direction of type [001] for
different photon energies E. A change in 6 by 180°
results in changing the sign of Aa/B, and the angular
dependences of ND are described by a combination of
the first-order (cosB) and third-order (cos30) harmon-
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ics. Note that the anisotropy of Aa/B weakly depends
on the photon energy in the energy range studied.

Figure 3 shows the energy dependence of Aa/B for
0 = 60°. For comparison, the absorption spectrum of
Co;B;0;5l, smilar to that obtained previoudly in
[13, 14], is shown in the lower panel. The ND is
observed in the absorption range and manifestsitself as
resonant bell-shaped bands. The ND magnitudeis max-
imal near the E = 2.1 eV transition, where it equals
Aa = 0.37 cm™ T, In the energy range studied, the
sign of Aa doesnot change at afixed angle 8. Theratios
of ND maxima near the bands at E = 2.10, 2.30, and
2.78 eV differ appreciably from those in the absorption
spectrum. Contrary to the ND spectrum, in the MCD
spectrum of CoyB-0,5l these ratios are virtualy the
same as in the absorption spectrum.

4. Discussion. In the absorption range, the terms of
the vi;4 Bck type can contribute to the anti-Hermitian
symmetric part of the €;;(w, B, k) tensor. In this range,

they,jy = yIJkl + |y,Jk,,where yIJkI describes the nonre-

ciproca birefringence while yijkl describes the linear

nonreciprocal dichroism. Sincethesetensors haveiden-
tical transformation properties and are connected by the
Kramers—Kronig relation, all conclusions of the phe-
nomenological theory applied in [7] to the NB in crys-
tals of symmetry T, are also valid for the ND. In partic-
ular, the ND magnitude and anisotropy are determined
by the independent parameters A" and g", which

describethe contributions of the y;; Bk, terms, respec-
tively, to the diagonal and nondiagonal components of
€;;. The principal directions in the ND rotate with a

average angular velocity half as high as the rotation
velocity of the magnetic field, and the NB and ND
anisotropy in the plane of the (110) type is described by
thefirst-order and third-order harmonics. Thebasic dis-
tinction between the NB and ND isthat, at a given pho-
ton energy E, the NB is determined by the entire spec-
trum of optical transitions with energies higher than E,
whereas the ND is due only to those transitions which
contribute to the light absorption at the same energy.
The NB anisotropy can, generally, differ from that of
ND, excepting those cases where both phenomena are
due to the same optical transition or where both are due
to the manifestation of the second-order ME suscepti-
bility and where the relationships A' = 2g' and A" = 29"
hold true. It seems likely that both these cases apply to
Co4B,0;5l. The ND anisotropy in the range of the E =
2.1 eV transition virtually coincides with the NB
anisotropy obtained in [9] in the E45B geometry. Note
that this geometry was used in [9] to measure the differ-
ence in the refraction indices of lights polarized at
angles £45° to the direction of the magnetic field. An
analogous type of ND anisotropy is observed for other
E values, e.g., near the E = 2.3 and 2.78 eV transitions

(Fig. 2).
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Fig. 2. Angular dependences of Aa/B in CozB;O43l for dif-
ferent photon energies E. 6 is the angle between the mag-
netic field and the crystallographic direction of the
[001] type.

The NB and ND dispersions are different near the
E =2.1¢eV transition. Whereas the NB is characterized
by Slike dispersion, i.e., has different signs above and
below the resonance energy [9], the ND is bell-shaped
and can be described by Lorentzian curves. Assuming
that the NB and ND are due only to the above-men-
tioned transition and that the difference in complex
reflection indices can be written as

Ani, = An'+iAn"
B2, —E°+il ,E., )
(EZ—E) - oE%

where E,, is the resonance energy, I, is the damping
parameter, and D, is the parameter depending on the

= BDy
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Fig. 3. Energy dependence of Aa/B for 6 = 60°. The absorp-
tion spectrum of CosB70,3l is shown in the lower panel.

Solid lines correspond to the contributions of individual
Lorentzian curves.

transition matrix elements and temperature, one can
compare the NB and ND magnitudes. Taking the ND
magnitude equal to ~4 deg/(cm T) at E = 2.05 eV [9],
onecan readily arrive at avalue of ~0.4 cm T~ for the
maximal ND magnitude at E = 2.1 eV, in agreement
with the experimental value 0.37 cmr T-1. The absorp-
tion coefficient at E=2.1 €V isa ~ 1400 cm™ and the
fractional ND magnitudeinthefieldB=1T isAa/a ~
2.6 x 104

In the energy range studied, the energy dependence
of the absorption coefficient and the ND spectrum can
be approximated by the sum of three Lorentzian curves.
Theresonance energiesE; =2.10eV, E, = 2.30 eV, and
E; =2.78 eV and the damping parameters™; = 0.16 €V,

The D,/D; ratios derived from the absorption and ND spectra

Absorption ND
D,/D4 0.12 0.25
D4/D, 12 0.48

KRICHEVTSOV

,=0.08¢eV,and;=0.17 eV are close in the absorp-
tion and ND spectra, while the ratios between the
parameters D; are noticeably different. Therelative val-
ues D;/D; (i = 2, 3) obtained from the absorption and
ND spectraare given in the table. Whereas the parame-
ters D, and D5 for the *A,(*F) — “E(*P) transition at
E =2.1eV and the*A,(*F) —= *A,(*P) transition at E =
2.78 eV are close in the absorption spectra, the param-
eter D, in the ND spectrum is smaller than D, by
approximately a factor of four. At the same time, the
ratio of parameter D, to parameter D, in the ND spec-
trum is approximately twice as large as in the absorp-
tion spectrum.

The fact that the ND anisotropy does not change
upon the transition from one absorption band to the
other and that it is characterized by the relationship
A"= 2¢" lends support to the conclusion that the
ME mechanism is dominant in the MISD phenomena
in boracites. In this case, the expression for the param-
eters A" and g" can be written as

" n a n V4
A= 29" = ST s=[p.Z'Re(diymia+ D), (3
a,b X

where x, y, and z are the local axes of a paramagnetic
ion, the z axis being aligned with the crystal axis Z(S,),
whilethe x and y axesturned through an angle of f about
the X and Y axes, respectively; p, is the population of
the ground level a, which is split into sublevels in a

magnetic field; Z" = M E/[E2, —E22 + T2, E7; Ty is
the damping parameter; [ stands for the cyclic permu-
tation of the x, y, and z indices; S = 32cos2f(n? +

1)/3Ee. AV, nistherefraction index; and AV isthe unit
cell volume. The ND magnitude is determined by the

matrix elements of the Red,,,mi,, type, which are non-
zero if the environment of paramagnetic ion is noncen-
trosymmetric. One can see from Eq. (3) that the bell-
shaped (Lorentzian) ND dispersion can be obtained if
the magnetic-field dependence is taken into account for
the population p,(B) and for the transition matrix ele-
ments d, and m, The latter mechanism implies the
mixing of different electronic states of the Co** ionina
magnetic field [12].

It isknown that the absorption coefficient in the case
of electric dipole transitions is determined by the

matrix elements of the Red;bdf)a type, while the mag-
netic circular dichroism is described by the matrix ele-

ments of the Imdiabd{Ja type. A comparison of the

absorption and MCD spectra of Co;B,045l indicates
that the electric dipole transition moments for E = 2.1
and 2.78 eV are close in magnitude. Moreover, the
Redd-to-Imdd ratios for the transitions at E = 2.1, 2.3,
and 2.78 eV are approximately identical. By contrast,
the ND spectrum gives evidence that the magnetic
No. 3
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dipole momentsfor these transitions can differ substan-
tially from each other.

5. The main result of thiswork isthat the linear non-
reciprocal dichroism caused by the magnetically
induced spatial dispersion was observed and studied in
the range of absorption bands corresponding to the
optical transitions of the paramagnetic ion in
Co4B,0;35l. The method devel oped opens up new possi-
bilitiesfor studying the electronic 3d and 4f states of the
ions in noncentrosymmetric crystals with the use of
magnetoel ectric spectroscopy.

| am grateful to N.F. Kartenko for X-ray structural
studies, to A.Yu. Zyuzin for helpful discussions, and to
A.l. Shelykh for assistance in measurements. Thiswork
was supported by the Russian Foundation for Basic
Research (project no. 99-02-18028) and the program
“Fundamental Spectroscopy.”
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Anisotropy of Magnetic Transport and Self-Organization
of Corrugated Heterointerfacesin Selectively Doped Structures
on GaAs(100) Substrates
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The anisotropy of the longitudinal magnetoresistance has been found for a two-dimensional electron gas with
a high mobility and concentration in GaAs quantum wells grown by molecular beam epitaxy on GaAs(100)
substrates. The experimental data obtained are explained by the self-organization of spatially modulated het-
erointerfaces and are in agreement with the results of studying growth surfaces by atomic force microscopy. ©

2001 MAIK “ Nauka/Interperiodica” .
PACS numbers: 73.23.-b; 73.21.Fg

One of the physical reasons for the anisotropy of
magnetic transport in a highly mobile two-dimensional
electron gas (2DEG) in selectively doped structuresis
scattering from heteroboundary roughnesses. This
mechanism is most pronounced in GaAs/AlGaAs het-
erojunctions grown by molecular beam epitaxy (MBE)
on high-index GaAs substrate surfaces. As the concen-
tration in these surfaces increases, the anisotropic scat-
tering of charge carriers due to the morphology of het-
erointerfaces becomes dominant [1].

The scattering of 2DEG from heteroboundary
roughnesses in conventional GaAs/AlGaAs hetero-
junctions grown on GaAs(100) substrates is insignifi-
cant compared to the scattering from the random poten-
tial of doping impurity. Thisfact is associated with the
method that suppresses scattering from a random
potential based on an increase in the distance between
the conducting channel and the doping impurity. When
this method is used, a high mobility of a 2DEG can be
obtained only at a relatively low concentration of the
order 3 x 10 cm and lower. For such concentrations,
the effect of the morphology of heterointerfaces on
2DEG transport is small. At high concentrations, when
scattering from roughnesses becomes significant, the
scattering from a random potential also increases and
remains dominating.

Recently, anew concept for the suppression of scat-
tering from the random potential of a remote doping
impurity has been proposed. Within this concept, both
a high mohility and a high concentration of 2DEG can
be obtained simultaneously [2]. In the proposed MBE
structure, the 2DEG islocated in a GaAs quantum well
with AIAS/GaAs superlattice barriers. The X electrons
arising in short-period AIAs/GaAs superlattice barriers

smooth out the fluctuation potential of the doping impu-
rity. As a result, the concentration of 2DEG in a GaAs
guantum well with AIASGaAs superlattice barriers can
be considerably increased without decreasing the mobil-
ity as compared to conventional GaAs/AlGaAs hetero-
junctions.

In thiswork, it is shown that the magnetoresi stance
of a2DEG with high mobility and concentration exhib-
its an anisotropy due to the roughness of heterointer-
faces in such MBE structures even when these struc-
tures are grown on GaAs(100) substrates. It is found
that the reason for the anisotropy of magnetic transport
in this case isthe spatial modulation of heterointerfaces
arising in the process of self-organization of growth
surfaces[3].

The structures under study were grown on semiinsu-
lating GaAs(100) substrates by the MBE technique.
The active part of the structures represented a GaAs
guantum well with athickness of 10 nm. The quantum
well was restricted on both sides by short-period super-
lattices composed of alternating AlAs and GaAs layers
with a thickness of 1.1 and 2.3 nm, respectively. Two
d layers of Si with a concentration of 2.5 x 102 cm™
served as the sources of charge carriers. These layers
were located in GaAs plates at a distance of 9 and
12.5 nm from the walls of the quantum well. The lower
superlattice was separated from the substrate and the
smoothing GaAs layer by an Al ;Ga,-As layer with a
thickness of 0.2 um. The growth of GaAs was carried
out under conditions characterized by the occurrence of
As-stabilized surface (2 x 4) reconstruction, and the
growth of Aly;Ga,;As was characterized by (3 x 1)
reconstruction.

0021-3640/01/7403-0164%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. AFM view of (a) “smooth” and (b) “corrugated” MBE structures.

The growth surfaces of MBE structures were ana-
lyzed by atomic force microscopy (AFM). An AFM
view of an MBE structureis shown in Fig. 1a. The sur-
face of this structure is characterized by the best
smoothness that we managed to obtain. A typical view
of an MBE structure with the corrugated surface is
shown in Fig. 1b. The undulate character of the surface
is manifested well. The ridges are predominantly ori-

ented along the [110] direction. Figure 2 displays
AFM profiles for “smooth” and “corrugated” surfaces

inthe[110] and [110] directions. These profiles dem-
onstrate that spatial modulation issmall in thefirst case
and hardly distinguishablein the second case. Its period
depends on the direction.

Based on the grown structures, Hall-effect bridges

oriented along the [110] and [110] directions with a
length of 100 um and awidth of 50 um were manufac-
tured by optical lithography and liquid etching. Mag-
netic transport measurements were performed at T =
4.2 K in magnetic fields of upto 2 T that were parallel
and perpendicular to the substrate. The transport prop-
erties of the 2DEG in quantum wells were studied for
various averaged heights h of the spatial modulation of
heterointerfaces. Its value was varied from 0.5 to
15 nm, depending on the growth conditions. The lateral
period of spatial modulation d in the MBE structures
under study was 0.5-1.5 pm in the [110] direction. The
2DEG concentration in theinitial structures waswithin
the range (1.1-1.8) x 10" cm?, and the mobility was
(1-5) x 10° cm? V- s, depending on the orientation of
the measuring current and on the d and h values.

The magnetic field dependence of the longitudinal

resistance R, along the [110] and [110] directions in
amagnetic field B perpendicular to the substrate is dis-
played in Fig. 3. It isevident that the values of R, in a

JETP LETTERS  Vol. 74
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zero magnetic field for a sweeping current oriented
along various directions are different for both “smooth”
and spatially modulated MBE structures. The anisot-
ropy of conductivity increased with the increasing
height of the spatial modulations of growth surfaces.
However, we did not manage to obtain an anisotropy

[110] (@)

0 1 2 3 4 5
X, ¥ (um)

Fig. 2. AFM profilesin the [110] and [110] directions for
(a) “smooth” and (b) “corrugated” MBE structures.
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Fig. 3. Longitudinal resistance of a 2DEG in orthogonal
directions in a perpendicular magnetic field for
(a) “smooth” and (b) “corrugated” MBE structures.

less than that shown in Fig. 3a for a conventionally
“smooth” MBE structure. A typical negative magne-
toresistance (MR) is observed for the MBE structure
with the highest MR anisotropy in magnetic fields from
0to 1T ([110] direction, Fig. 3b). A negative MR was
observed previously in MBE structures grown on high-
index GaAs substrates [1] and on GaAs substrates with
arelief formed in advance [4, 5].

The magnetic field dependence of R, in amagnetic
field B parallel to the substrate and to the direction of
the measuring current is shown in Fig. 4a. It is evident
in the figure that the MR of an MBE structure with
“smooth” heterointerfaces remains constant within
experimental accuracy over the entire range of mag-
netic fields. However, an anisotropic positive MR is
observed in a “corrugated” structure. The value of this
MR depended on the spatial modulation of heterointer-
faces: the larger the value of h, the greater the MR, all
other things being equal .

The well pronounced anisotropy of the longitudinal
resistance R, in a perpendicular magnetic field allows
the conclusion that the MBE structures under study are
characterized by the mechanism of scattering from
roughnesses of heterointerfaces. The reason for the
manifestation of this mechanism is associated with the
fact that the surface of heterointerfaces of GaAs quan-
tum wellsformsas steps. Similar structuresformin het-
erojunctions grown on high-index GaAs substrates [1].

BYKOV et al.
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Fig. 4. (8) Longitudinal resistance of a 2DEG in orthogonal
directionsinaparallel magnetic field for (1, 2) “ corrugated”
and (3, 4) “smooth” MBE structures; (b) profiles of the
effective magnetic field in orthogonal directions for the
2DEG in a*“corrugated” MBE structure.

This conclusion is in agreement with AFM profiles. It
isevident that the scattering from stepswill be lower in
the direction in which the spatial modulation of hetero-
interfaces is virtually absent, because it proceeds pre-
dominantly when charge carriers “overcome ridges,’
that is, when the carriers move perpendicular to the

steps.

The spatial modulation of heterointerfaces of GaAs
guantum wells (in accordance with AFM profiles)
means that the motion of charge carriers along such
boundaries proceeds under periodically varying condi-
tions. We believe that the geometrical parameters of
steps and facets that form the corrugated surface also
vary periodically in accordance with the spatial modu-
lation of heterointerfaces. Such a simplified consider-
ation alows the conclusion that the “large” negative
MR in the MBE structures in hand is of a classical
nature and is associated with the commensurable
motion of charge carriersin the periodic lattice of scat-
terers [6]. Within this suggestion, the scatterers are
steps and facets rather than antidots, as distinct from
[6]. The absence of commensurable maxima in the
magnetic field dependences in this case is due to the
larger dispersion of the period of scatterers[7].

JETP LETTERS  Vol. 74
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The direct evidence of the spatial modulation of the
2DEG in the samples under study is provided by the
fact that a positive MR is observed in an external uni-
form magnetic field B parallel to the substrate [4, 8, 9].
In this case, charge carriers move in the effective non-
uniform magnetic field By; either along the lines of the
constant magnetic field By = B, OF by overcoming
magnetic barriers [10, 11]. The profiles of By calcu-
lated from AFM profiles for two mutually perpendicu-
lar directions of the parallel field B are presented in
Fig. 4b. It isevident in the figure that the periods of the
spatial modulation of By and, correspondingly, that the
number of magnetic barriersfor B directed perpendicu-
lar and parallel to the ridges of “waves’ differ by afac-
tor of approximately five. This is the reason for the
anisotropy of the positive MR.

Thus, it is shown experimentally that the 2DEG in
GaAswellswith self-organized corrugated heterointer-
faces is spatiadly modulated. Its magnetic transport
properties in a perpendicular magnetic field are due to
the motion of charge carriers in the anisotropic disor-
dered lattice of scatterers, and those in a parallel mag-
netic field are due to the motion of charge carriersin the
effective magnetic field whose spatial modulation may
reach 20% of the external uniform parallel magnetic
field.

The authors are grateful to G.M. Gusev for fruitful
discussions of the results of this work.
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Dynamic Mixed Statein Micron-size Bridges
Based on Bi,Sr,CaCu,O, Whiskers
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Measurements of the current—voltage characteristics of micron-size bridges made of Bi,Sr,CaCu,O, single-
crystal whiskers are carried out. It is found that, at temperatures below the superconducting transition temper-
ature, the current—voltage characteristics exhibit quasi-periodic voltage jumps with segments of constant differ-
ential resistance whose value is proportional to the jump number. For the narrowest bridges (0.5-1 um), up to
ten voltage jumps are observed. Theresult of the experiment is explained by the formation of vortex lines under
the current effect. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers: 74.25.Fy; 74.72.Hs

In superconductors, the process of superconductiv-
ity destruction under the effect of electric current is
characterized by a spatial inhomogeneity and can be
accompanied by interesting effects such as the forma-
tion of vortex lines[1, 2], hot spots [3-5], and phase-
dlip centers[6]. The dynamic mixed state that occursin
these cases (in the absence of a magnetic field) mani-
fests itself in the current—voltage characteristics as
quasi-periodic (in current) voltage jumps with seg-
ments of constant differential resistance. The effect was
observed for superconducting bridges made from low-
T, superconductors[2, 3, 6]. The study of these bridges
made it possible to determine the characteristic relax-
ation times, the viscosity coefficient, the velocity of the
vortex motion, the pinning force, and other parameters.
However, in homogeneous samples of high-T, super-
conductors, multistep current—voltage characteristics
have never been observed in the plane of superconduct-
ing layers.

This paper describes the study of the superconduc-
tivity destruction by current in BSCCO (2212) single-
crystal whiskers and bridges made on their basis with
the dimensions of about the effective magnetic penetra-
tion depth A. The experimental curves showed a set of
regular voltage jumps with varying current.

The BSCCO (2212) whiskers grown by the method
described in [7] had the form of homogeneous, almost
defect-free, single crystals [8], which is a necessary
condition for the formation of vortex lines [1]. To
obtain the maximal current density, bridge structures
were prepared on the basis of these whiskers. The
length | and width w of the bridges were both approxi-
mately equal to 0.5-5 pm, and their thickness d was
0.1-0.3 um. In [1], it was shown that, in the case & <
d<| < w < Ay, where € is the coherence length and

Ao =A?d (A isthe magnetic penetration depth), acoher-

ent single-line vortex motion is possible. For BSCCO,
A = 0.3 um, and for our sampleswe obtain A ~ 1 um;
i.e, & <d<|~ws Ay Hence, we deal with the bound-
ary region and can expect the formation of vortex lines,
in qualitative accordance with [1].

The bridges were fabricated by microetching using
a pulsed (10 ns) focused scanning laser beam with a
wavelength of 0.53 um. The technique used for mount-
ing the crystals on a substrate and making gold contacts
by laser spraying of gold in vacuum is described in [7].
Figure 1a shows the arrangement of contacts on awide
whisker, and Fig. 1b shows a short micron-size bridge
formed by etching in a part of the wide whisker. One
side of the bridge is a natural face of the whisker.

To measure the current—voltage characteristics V(1)
and the temperature dependence of the resistance R(T),
we used the five-probe method. The measurements
were simultaneously performed for two parts of the sin-
glecrystal: one part with the bridge and the other with-
out it. As a rule, the dependences R(T)/R(300 K)
obtained for the bridge and for the crystal part without
the bridge coincided, which testified to the unperturb-
ing effect of the laser microetching. We a so studied the
destruction of the superconducting state in long narrow
(~ 1 pm) whiskers, one of which is shown in Fig. 1c.
Figure 1d presents the temperature dependences of the
resistance for four samples: two bridges 0.5 and 3 um
wide and two whiskers 1.5 and 10 um wide. One can
see that the curves are amost coincident. The samples
have asmall residual resistance [which was obtained by
the linear extrapolation of R(T) observed for T > 100 K
to T =0 and reached ~ 10% of R(300 K)] and represent
single-phase crystals (T, determined by the end of the
transition, R= 0, was equal to 73-76 K). The transition
width is 3-5 K, and the resistivity at room temperature

0021-3640/01/7403-0168%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. (a) Five-probe measuring structure; (b) part of a whisker with a bridge; (c) 1-um-wide whisker. The distance between the
adjacent probesis 30 umin al micrographs. (d) Temperature dependences of the resistance for a 10-um-wide whisker, a 3-um-wide
bridge, a 0.5-pm-wide bridge, and a 1.5-um-wide whisker. The dashed line shows the extrapolation of R,(T) to T = 0; p(300 K) =

300 pQ cm.

is (300 K) = 300 uQ cm. All this testifies to the high
guality of the crystals and bridges under consideration.

The measurements below T, show that, for bridges
whose width isw < 4 um, voltage jumps appear in the
current-voltage characteristics as the temperature
decreases. For smaller w, the jumps are more regular
and their number is greater. At w = 0.5 um, the current—
voltage characteristics exhibit up to ten voltage jumps.

Figure 2 shows the current—voltage characteristics
of one of the bridges (with T, = 73.5K) at different tem-
peratures. When T = T, the current—voltage character-

istic follows the same power law V O |I* as was
observed earlier for wide samples[9, 10]: at T > T, the
exponentisa =1, and at T = T, (curve 6), it increases
to a = 3. However, as the temperature decreases below
T, periodic bends appear in the curves, and at T =
63.4K (curve 9), the current—voltage characteristic
exhibits about ten pronounced voltage jumps (see the
inset in Fig. 2). We note that the current—voltage char-
acteristics do not depend on the direction of the current
sweep, i.e., no current hysteresisis observed.

Figure 3 presents curve 9 from Fig. 2 on a linear
scale. In the region | > 1.5 mA, the current-voltage
characteristic exhibits voltage jumps that are quasi-
periodic in current and are separated by segments with
a constant differential resistance Ry. From Fig. 3, one
can see that the extrapolation of the linear portions of
the current—voltage characteristic to V = 0 yidds
approximately the same current I, = 1.2 mA.

2001

JETP LETTERS Vol. 74 No. 3

Figure 4 shows the dependence of R; on N, where
N is the order number of the linear portion of the cur-
rent—voltage characteristic. The dependence Ry(N) is
amost linear; i.e., as N increases by unity, R, increases
by a constant value Ryy: Ryy = RN, where Ry is the

I (mA)

Fig. 2. Current—voltage characteristic of a bridge with
dimensionsd = 0.22 pm, w = 0.5 um, and | =1 pm (T, =
73.5 K) at the temperatures: (1) 77.4, (2) 76.5, (3) 76.2,
(4) 76.0, (5)74.8, (6) 735, (7) 710, (8) 68.8, and
(9) 63.4 K. The inset shows the part of the plot enclosed in
the rectangle on an enlarged scale.
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Fig. 3. Current-voltage characteristic of a bridge with
dimensions 1 x 0.5 x 0.22 um (curve 9 in Fig. 2). Theinset
shows the current—voltage characteristic of a whisker with
dimensions 30 x 1 x 0.13 um (T = 54 K). In both cases, one
can see aregular stepped structure.

differential resistance of the Nth segment. A similar
dependenceis presented for the total resistance R=V/I.

Before analyzing the experimental results, we note
that, in appearance, the dependence shown in Fig. 3is
similar to the current—voltage characteristics of long
narrow bridges made from low-T, superconductors
with the transverse dimensions smaller than €. In this
case, the stepped form of the current—voltage character-
istics is explained by the formation of the phase-dlip
centers [6]. However, the width and thickness of our
bridges considerably exceed the coherence length (for
BSCCO, & ~ 50-100 A). In [11], the voltage jumps
observed for wide granular YBCO filmswere explained
by the fact that the bridges were highly inhomogeneous
and the condition of the phase-dlip center formation
could be satisfied in some of their parts. In our case, the
bridge is made of a 2212 BSCCO single crystal. The
form of R(T) and the high critical currents of the
bridges (>10° A/cm?),which are as high as in perfect
single crystals [7], testify to the homogeneity of our
bridges. Thus, the steps observed by usin the current—
voltage characteristics cannot be explained by the for-
mation of phase-slip centers.

For wide films (w, | > A), the resistive state is deter-
mined by the nucleation of rows of vortices at the edge.
The current—voltage characteristics of such films are
determined by aviscous vortex motion [12]. Under suf-
ficiently strong currents, the formation of a flux-flow
instability accompanied by thermal effects is possible,
which resultsin the appearance of one or several voltage
jumps in the current—voltage characteristic [3, 5, 12]. In
this case, each jump corresponds to the formation of a
resistive region (domain) with the dimensions of
approximately the thermal length (for Y BCO, thisvalue
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is~1um[5]). Our bridge can contain no more than one
such domain. Besides, a local superheating is always
accompanied by a hysteresis in the current—voltage
characteristic. For our microbridges, this explanation
also fails, because we observed multistep current—volt-
age characteristics without any hysteresis.

Several jumps in the current—voltage characteristic
can appear in the case of an inhomogeneous distribu-
tion of the pinning forcein thefilm[12], and, in princi-
ple, such an inhomogeneity can be introduced by laser
radiation. However, this assumption is inconsistent
with the observation of voltage jumps in the current—
voltage characteristic of anarrow (w = 1 um) homoge-
neous whisker (seetheinset in Fig. 3).

As noted above, we have d, w, | < A for our micro-
bridge, and, according to [1], the dynamic resistive
state can be determined by the vortex motion in one or
severa lines [2]. The distinctive feature of this kind of
resistive state is the quadratic dependence V O |2 in the
initial part of the current—voltage characteristic, when
the line begins to be filled with vortices [1]. Such a
dependence is observed in the experiment: as the tem-
perature decreases, the exponent, after an increase to
three in the small current region, decreases to two
(curve 8in Fig. 2). Thisis accompanied by the appear-
ance of bends in the current—voltage characteristic,
which precede the appearance of steps (the inset in
Fig. 2).

Asthe current increases, the formation of the second
and subsequent lines of vorticesbecomes possible. This
must lead to periodic changes in the differential resis-
tance Ry, which were observed earlier on tin bridges
[2]. In our case, as seen from Figs. 3 and 4, the current—
voltage characteristics exhibit an increase in the differ-
entia resistance Ry with current with periodic steps of
equal height Ry, = 0.68 Q. These steps can be caused by
the appearance of identical lines of vortices, so that
each jump in R, corresponds to the formation of a new
vortex line.

From Fig. 3, one can see that the linear portions of
the current—voltage characteristic are extrapolated to
the same current value | = |, corresponding to V = 0.
With allowance made for the pinning, the equation
describing the viscous vortex motion takes the form

u=n"g—jp) @

where u is the velocity of vortices, ) is the viscosity
coefficient, @, is the magnetic flux quantum, and j, is
the current density at which the vortices begin to sepa-
rate from the pinning centers (see, e.g., [12]). If we
assume that, in our case, we have j, = |/S where Sis
the cross-sectional area of the bridge, then, because
V O u, condition (1) meansthat V O (I —1,,), which cor-
responds to the linear portions of the current—voltage
characteristic (Fig. 3). From Eg. (1), using the fact that
the mean velocity of vorticesin thelinesisu = VE/Ng,
(onthe assumption that the distance between vorticesin
No. 3
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alineisabout & and the voltage drop at each lineisV/N)
and that £(65 K) = 100 A, we obtain the viscosity coef-
ficient for BSCCO: n = @oN (j — j,)/VE = @ IRES =
6 x 10° H /m?. It should be noted that the estimate of
n for YBCO single crystals near T, which can be
obtained from the observation [13] of the vortex lattice
motion in a spatially inhomogeneous potential of the
pinning centers, yields a value that is an order of mag-
nitude greater: (89K, 1.7 T) =6.3 x 108 H m?. For
low-temperature superconductors, the viscosity is still
greater: for, e.g., NbSe,, N(3.2 K) = 1.4 x 107 H g/m?
[14]. Nevertheless, the value of n obtained from our
experiment seems to be reasonable, because the esti-
mate of the normal resistivity p, by the Bardeen—Stefan

formula n = H,@/p, [15], where Hy, = @/2n& is the
upper critical field, yieldsthevalue p,(65 K) = 100 uQ cm,
which isfairly close to the value obtained by the linear
extrapolation of R(T) (the dashed line in Fig. 1d).

When the bridge is filled with vortex lines, their
maximal humber should be equal to N, = 0.41/¢ [2].
In this case, the resistance of the bridge should be close
to the normal-state resistance R,. Therefore, N, can
be estimated as R,/R,, where R, is the contribution of
each line to the bridge resistance. From Fig. 4, one can
see that the curve R(N) is close to a straight line, and
from its slope we determine R, ~ 0.3 Q. Knowing the
length of the bridge | = 1 um and the resistance R, =
10 Q at a given temperature, we obtain & = 0.41/N,,, =
0.4IRy/R, = 100 A, which agrees well with the value of
&(65K) for BSCCO. An equally good agreement of the
estimates was obtained for all samples studied in our
experiment.

Knowing the value of the resistance step R,, one
could expect that the normal state would be reached as
a result of approximately 40 resistance jumps. How-
ever, our experiment showed that, approximately after
the tenth step, the resistance exhibits a sharp increase,
which can be related to the nonmonotonic dependence
n(u) [16]. If the vortex velocity exceeds a characteristic
value u*, the viscosity begins to decrease and the cur-
rent—voltage characteristic bresks. Estimating u* =
V*&/N@, (N =9, Fig. 3), where VV* isthe voltage corre-
sponding to the break of the characteristic, we obtain
u* =5 x 10° cm/s, which corresponds to the value of u*
in BSCCO films[17].

Thus, the whole set of data suggests that the appear-
ance of regular stepsin the current—voltage characteris-
tics of BSCCO microbridges of width w < A is associ-
ated with the sequential formation of individual vortex
lines under the effect of current. It should be noted that
the periodic increase in Ry by the value Ry, correspond-
ing to the formation of asingle line was never observed
before. The study of multistep current—voltage charac-
teristics of high-T. microbridges offers new possibili-
tiesfor investigating the motion of vorticesin linesand
their interaction.
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Fig. 4. Dependences of the differential resistance Ry (deter-

mined from the slope of the linear portions of the current—
voltage characteristics) and the total resistance R (deter-
mined from the beginning of the voltage jumps) on the step
number. Thefirst step is assumed to be doubled.

In closing, we note two more facts. As seen from
Fig. 3, the current—voltage characteristic of a long
(30 um) whisker has a stepped structure similar to that
observed in the current—voltage characteristics of short
bridges of the same width. This means that, for the for-
mation of vortex lines, the bridge must not necessarily
be short (see [1]): the fundamental requirement is that
the bridge width is ~A. In addition, we can conclude
that along-range interaction occurs between the vortex
lines: the first line suppresses the formation of others,
and only when the current increases by a certain value,
does the appearance of the second, third, and following
lines become possible.

Asseen from Fig. 2, the nucleation of lines of three-
dimensional vortices in quasi-two-dimensional high-T,
superconductors can lead to a deviation of the current—
voltage characteristic from the power law typical of the
Berezinski—Kosterlitz—Thouless transition, which is
observed in BSCCO single crystals [9] and, specifi-
caly, in whiskers [10]. Presumably, the nucleation of
three-dimensional vortex lines is responsible for the
wavy form of the current—voltage characteristics,
which is amost always observed in layered high-T,
superconductors (see, e.g., [18]).

We are grateful to A.M. Nikitina for synthesizing
the samples, to V.N. Timofeev for studying the bridge
structures using an electron microscope, and to
S.N. Artemenko and V.N. Gubankov for discussing the
results.
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When an electric field is applied to a Peierls quasi-one-dimensional conductor Ky 3M 003, a change in conduc-
tivity isobserved in the vicinity of the point contact. This changeisdueto astrong local distortion of the charge
density wavein the pinned state. In thiscase, the chemical potential can be varied over awide range by changing
the conductivity from the n type to the p type. The local position of the chemical potential can be determined
by the method proposed; in particular, the low-temperature anomaly of conductivity isexplained. © 2001 MAIK

“ Nauka/lInterperiodica” .

PACS numbers; 72.15.Nj; 71.45.Lr; 73.20.Mf; 73.40.Ns

Electrons in quasi-one-dimensional conductors at
temperatures below the Peierls transition temperature
Tp condenseto acharge density wave (CDW) [1]. Inthe
region of voltages below the threshold value V; for the
beginning of CDW motion, the electronic properties of
guasi-one-dimensional  conductors are adequately
described by the semiconductor CDW mode ([2] and ref-
erencestherein). The essence of themodd isthat thetrans-
port propertiesin the case of agtatic CDW are determined
by eectron and hole excitations through the Peierls gap
2\, and the charge of quasiparticles p — n changes asthe

CDW wavevector g changes. q—q(T=0) = %[(p —n). The

temperature dependence of the conductivity, the ther-
mal emf, and the Hall coefficient, as well as the hyster-
esis of these values associated with a CDW distortion,
can be explained within the framework of this model
[2]. This distortion &q, that is, the deviation of g from
an equilibrium value can be caused by the temperature
prehistory and by an electric field. The hysteresisis due
to the fact that, in order to change the wave vector, the
CDW must break at aweak point for one period of the
CDW to be created or annihilated, that is, for a phase
dlip (PS) to occur. For this purposg, it is necessary to
stretch or compress the CDW to a critical value, which
can be conveniently characterized by a shift of the
chemical potential . As arule, the critical shift of the
chemical potential comprises a value in the range of
several millielectron-volts, that is, considerably smaller
than KT (k is the Boltzmann constant): at larger distor-
tions a CDW PS (that is, relaxation of the metastable
state) occurs. Correspondingly, the hysteresis of the
resistance OR/R < 50% is observed.

When an electric field <E isapplied to asample of
a Peierls conductor, a distortion of the CDW occursin
the vicinity of the contacts with the input lead; as the
field further increases, PS centersformin thevicinity of
the contacts, and CDW motion starts. As was men-
tioned above, in the case when the contact areaislarge,
the shift of the chemical potential in the vicinity of the
contacts is insignificant (<kT). A different situation
may occur in the vicinity of a microcontact. Let us
make a crude estimate. Assume that the size of the
microcontact is a ~ 100 A. Hence, the length of the
CDW distortion region can be of the same order of
magnitude, because the electric field is localized in a
region with the characteristic size ~a [3]. In the case
when a PS occurs, the change in g can be estimated at
0g = 21va, and the corresponding d{,, can be readily
evaluated if the temperature dependence of the resis-
tance R(T) is known: 08¢, = 0q(0¢dg) =
KT(0a/q)(R(T)/R(300 K)) [4]. This value for typica
Peierls conductors like K, 3M0O; is many times higher
than KT at all temperatures, except for the region in the
vicinity of Tp. Thus, even a single PS event shifts the
chemical potential by alarge value.! This meansthat a
PS does not occur before the shift of the chemical
potential reaches even ahaf of 8(,,. A CDW distortion
opposite in sign and even larger in magnitude would
arise otherwise. Hence, it may be suggested that a very
large CDW distortion and a shift of the chemical poten-
tial can be obtained for the static CDW in the vicinity

1 The shift of the chemical potential would be somewhat smaller if
the PS occurred as a climb of a dislocation loop in the CDW.
However, when the size of the contact is ~ 100 A, the number of
CDW chains that fall within the contact is of order 10, so that it
makes no sense to speak about a dislocation.

0021-3640/01/7403-0173%21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Resistance of several Cu—Ky3MoO3 microcontacts

asafunction of the voltage applied to amicrocontact. Points
correspond to experiment, and solid lines are approxima-
tions by Eq. (2).

of apoint contact of a sufficiently small area. The char-
acteristics of point Cu—K,3sM00; contacts were studied
in [5]. The asymmetric voltage dependence of the dif-
ferential resistance obtained in [5] actually pointed to a
CDW distortion in the vicinity of the contact. However,
because the diameter of the contacts studied was too
large and corresponded to the differential resistance
R,(0) = 103 Q, aPSoccurred even at low voltages. This
was manifested in the Ry(V) curves as a sharp decrease
in resistance and an increase in noise.

In thiswork, an effort was made to study high-resis-
tance point contacts of anormal metal (Cu) with single
crystals of the blue bronze K, 3M00O3, with the aim of
comprehensively studying the local CDW distortion
and experimentally verifying the applicability of the
model [2]. The blue bronze K, sM00; isatypical quasi-
one-dimensional CDW conductor, in which the Peierls
transition occursat T, = 180 K. Ascompared with other
guasi-one-dimensional conductors, blue bronze crys-
talsare distinguished by relatively large sizes. Thisfact
facilitates the preparation of point contacts to these
samples, including those for passing a current along
chains. Electrochemically sharpened copper wires 50
and 75 um in diameter were used in thiswork as normal
electrodes. The rounded radius of the needles did not

SINCHENKO et al.

exceed 1 um. The point contacts were formed directly
at a low temperature with the use of a high-precision
mechanical transmission system. The contact diameter a
was estimated by its resistance R using the Sharvin
equation [6]: R= pl/a?, wherep = 0.2 Q cmistheresis-
tivity of KosMoO; at T =77 K, and | = 10 nm is the
mean free path [1]. Contacts with the resistance up to
several hundreds of kiloohms, that is, d = 100 A, were
obtained and studied at T= 78 K. Unfortunately, obtain-
ing temperature characteristics for these contacts
turned out to be very difficult because of their low sta-
bility especially under variations of temperature.

Several typical dependences of resistance R=V/1 on
the voltage V applied to various point contacts at T =
78 K aredisplayed in Fig. 1. The contacts were created
at the sample end; that is, the current passed along the
conducting chains. Asdistinct from the contacts studied
in[5], theresistance R(V) (Fig. 1) varies smoothly; that
is, the CDW remains static in the entire range of applied
voltages. A maximum of the resistance is observed in
all thecurvesat V =V, > 0. Under variations of the con-
tact diameter and temperature, V, oscillated within the
range 60-110 meV. We observed no systematic varia-
tions of Vy(T) in the range 77-84 K. Curves similar to
those shown in Fig. 1 were obtained only when the cur-
rent in the contact passed strictly along the chains, that
is, when the contact was created at a sample cleavage
strictly perpendicular to the chains.

In order to revea how the observed conductivity is
related to the bulk crystal properties, we measured the
temperature dependence of the volume resistance of a
Ko3M00; sample from the same lot. The dependence
R, (T) for abulk crystal from the same lot is shown in
Fig. 2in asolid line, and the dark circles correspond to
R(0) for a stable microcontact for which it has been
possible to perform measurements at severa tempera
tures. The resistance of the microcontact has been mul-
tiplied by 3.1 x 103, It is evident that the results virtu-
ally coincide with each other. This means that the con-
ductivity of the microcontact at V = 0 reflects the bulk
properties of the crystal, and the contact shift of the
chemical potential isof minor importance. Both depen-
dences below 100 K exhibit a departure from the acti-
vation law corresponding to A/k =590 K (dashed line).
The dependence Ry (T) is shown in the same figure
(light circles), where Ry, at each temperature corre-
sponds to amaximum of R(V) (Fig. 1). It isevident that
the dependence R, (T) hardly deviates from the activa-
tion law down to the lowest temperatures, and the acti-
vation energy corresponding to the temperature T =
590 K is close to the known value A [7, 8]. Note that a
deviation of the dependence R(T) from the activation
law at low temperaturesistypical for al CDW materi-
as[1].

The following qualitative picture stems from these
results; a CDW distortion &g leads to partial screening
of the electric field in the vicinity of the contact. This

JETP LETTERS  Vol. 74

No. 3 2001



CONTROL OF THE ELECTRON SPECTRUM

results in a shift of the chemical potential o( =
0g(d¢/dg) and in achangein resistance. A maximum of
the resistance corresponds to the position of the chem-
ical potential in the effective midgap (1,n = W, p, where
M, and p, are the mobilities of electron and hole excita-
tions, respectively), that is, to atransition from electron
to hole conductivity. It is known from measurements of
the thermal emf and the Hall effect [9] that blue bronze
possesses n-type conductivity. A schematic diagram of
energy bandsin the vicinity of apoint contact is shown
inFig. 3. The positive sign of V, correspondsto adown-
ward shift of the chemical potential (assume that 8¢ >
0, which corresponds to a stretch of the CDW, &q < 0).
Actualy, itisevident in Fig. 3 that the CDW distortion
in the vicinity of the contact is characterized by the
property that the electric field determined by the gradi-
ent of the electrostatic potential (dashed curvein Fig. 3)
decreases near the contact. At V > 0, the chemical
potential in the vicinity of the contact drops down,? and
can drop below the midgap in the case of a sufficiently
large CDW distortion. Such a significant shift of the
chemical potential of quasiparticles has not been
observed previously. The departure of the temperature
dependences of R, and R(0) from the activation law
(Fig. 2) finds its natural explanation within the frame-
work of the semiconductor model: as the temperature
decreases, the average shift of the chemical potentia in
reference to the midgap becomes =KT in an equilib-
rium.

In order to describe R(V) quantitatively (Fig. 1),
note that the changein the resistance of the near-contact
region is nonuniform (Fig. 3). For smplicity, represent
R as asum R(8Q) + R, where 8 = bV, and R, is inde-
pendent of V [b is the coefficient of proportionality
between V and &¢; the case b = 1 corresponds to the
complete screening of the applied field (see Fig. 3)]. In
other words, the region of the voltage drop will be con-
sidered as two sections connected in a series: one with
a uniform shift of the chemical potential and another
one with the resistance not depending on V,

_ (V= Vo)

R(V) = R1/ cosh DTD +R,. (1)
We have obtained an equation with four fitting parame-
ters; the value of bV, gives an estimate for the initial
shift of the chemical potential in reference to the effec-
tive midgap. Solid lines in Fig. 1 show the results of
approximating the obtained R(V) curves using Eg. (1).
It is evident in the figure that the proposed model
describes perfectly the experimental behavior. As a
rule, R, isseveral timeshigher than R,; that is, the CDW
isdistorted in virtually the entire region of contact volt-

2 The same result will be obtained if we take into account that the
(hole) CDW having a positive charge at V > 0 is stretched in the
vicinity of the contact. In this case, the number of sites above the

ap decreases, which resultsin an increase in the number of holes
below the gap, that is, to adownward shift of the chemical poten-
tial.
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Fig. 2. Resistance as a function of the inverse temperature
for a bulk single crystal (solid ling) and also for a stable
microcontact at V = 0 (dark circles) and at V corresponding
to a maximum of R(V) (light circles) in the temperature
range 77-100 K. The resistance of the microcontact is mul-
tiplied by 3.1 x 103, Theinset shows the same in the range
63-300 K. The straight line with an activation energy of
590 K, which corresponds to the Peierls band gap for
Ko.3M00Og3, is shown in adashed line.

Energy

+

Cu K, sMoO;,

Fig. 3. Schematic diagram of energy bandsin thevicinity of
ametal-CDW point contact at V > V. The dash designates

the effective middle of the Peierls gap (electrostatic poten-
tial). Theelectricfield is partially screened in the vicinity of
the contact: the slope of the electrostatic potential is less
than that of the electrochemical potential (solid line). The
electrochemical potential crosses the midgap (transition
from the n-type to p-type conductivity).

age drop. The value of b wasfound equal to about 1/20,
and, correspondingly, {, = aV, = 3-5 meV. The compar-
atively low value of b means that the CDW only partly
screens the field in the vicinity of the point contact,
which is associated with pinning at impurities and at
neighboring CDW chains. Theinitial shift of the chem-
ical potential in reference to the effective midgap is
small as compared to the gap itself; however, it is com-
parable with KT, which may explain the virtually unipo-
lar (electron) conductivity type of blue bronze.
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Thus, we managed to observe a hysteresis-free
CDW distortion in the vicinity of the point contact. The
chemical potential can be controlled over awide range
of values with the use of avoltage applied to the micro-
contact. Even the sign of the mgjority carriers can be
changed using thistechnique. In this case, the changein
the resistance of the microcontact is described well
within the framework of the semiconductor model of
the CDW. It is shown that the deviation of the tempera-
ture dependence of the K,3M00; resistance from the
activation law observed at low temperatures is due to
thefact that the equilibrium shift of the chemical poten-
tial in reference to the effective midgap ({, = 4 meV)
becomes comparable with KT. The results of this work
showed that the proposed method of microcontact spec-
troscopy can be used for determining the local shift of
the chemical potential in reference to the midgap and
may turn out to be promising for studying defects and
metastable states of CDW materials.
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A computational (quantum-chemical) experiment has been performed on constructing a silicon nanofiber by
gas-phase deposition. A model of two-step polymerization has been proposed in which a fullerene Sigy mole-
cule serves as the main structural unit. The formation of oligomers of the molecule containing from three to
eight molecular units explains the discrete values of the fiber width observed experimentally. The formation of
a“rouleau” of oligomers leads to fiber growth in terms of length. It is shown that both steps are favorable in
energy with the decisive superiority of ahigh-spin state, which posesthe question of considering silicon nanofi-
bers to be molecular magnets. © 2001 MAIK “ Nauka/lInterperiodica” .

PACS numbers: 61.48.+c; 61.46.+w

Silicon nanofibers synthesized from gas-phase
atomic silicon on the surface of highly oriented pyro-
Iytic graphite [1] represent a new kind of nanosized sil-
icon. It was shown that the formation of fibers is pre-
ceded by the occurrence of compact spheroida silicon
clusters, which are found on the graphite surface at cov-
erages far from monolayer ones. These clusters are
weakly bound with the surface and possess a significant
kinetic energy acquired during their generation in hot
atomic gas. They easly diffuse over the surface and
readily coagulate, which leads to the formation of bun-
dles of nanofibers when the pressure of the atomic gas
exceeds a certain critical value. This empirical picture
was the basis of the fullerene—polymer structure of
fibers with the fullerene Si,, structure proposed by the
authors as the main building block of the polymer.
However, while explaining the possibility of the longi-
tudinal growth of afiber asapolymer chain, the authors
did not consider the question of fiber thickness. The
thickness, as follows from the same experiments, is
strictly deterministic and variesin a discrete way, com-
prising 3, 4, 7, and 10 nm. At the same time, remaining
within the framework of the fullerene—polymer model,
one may naturally assumethat the fiber thicknessisalso
formed in the process of fullerene polymerization. In
this case, fullerene oligomers differing in length are
responsible for on one hand, strictly fixed fiber thick-
ness, and on the other hand, discretely varying fiber
thickness. From the thickness values listed above, it is
evident that the linear dimension of a“monomer” form-
ing the oligomer must be of order 1 nm, which consid-
erably exceeds the lateral dimension of the Si,, mole-

cule. In this work, a computational synthesis of a sili-
con fiber was performed based on the assumption of the
two-step polymerization of a Sig, fullerene as a mono-
mer unit. The first part of this computational experi-
ment was in a detailed investigation of fullerene itself,
and the second part of thiswork is devoted to its poly-
merization (oligomerization).

Calculations were carried out using the semiempiri-
cal quantum-chemical AM1 method [2]. This SCF MO
LCAO method is based on the one-electron Hartree—
Fock approximation in the valence basis set under the
following assumptions. (1) the wave functions of
neighboring atoms do not overlap, and (2) only two-
electron two-center integrals are considered among the
remaining molecular integrals, whose contribution is
determined by the corresponding parameters obtained
by comparing cal culated results with experimental data
for a certain set of reference compounds. The calcula-
tions were performed using both the sequentia unipro-
cessor [3] and parallel multiprocessing [4] versions. In
the latter case, the calculations were performed on two
clustersof 16 processors. an Intel® P11 cluster based on
Pentium® [11 667 MHz processors integrated by a
3COM switch using the 100 Mbit Fast Ethernet tech-
nology and a MBC-1000M Alpha 21264 cluster.

Sg, monomer. Theoretically, the existence of the
Sig molecule was considered many times (see [5] and
references therein). Experimental efforts to synthesize
or discover silicon fullerenes were started amost
immediately after discovering carbon analogues. How-
ever, it turned out that silicon clusterswith a pure unter-
minated surface are extremely reactive and can be
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Fig. 1. Bond lengths in the Sigy molecule. The curves were

constructed using the Gaussian function exp(—I4/A?) with
the broadening parameter A = 0.0005 A.

obtained in molecular beams only under high-vacuum
conditions (see [6, 7] and references therein). The den-
sity of the number of clusters is low; therefore, their
composition and structure cannot be reliably identified.
As a consequence, only indirect experimental evidence
of the existence of silicon fullerenes of the Sig, typeis
available so far. Thus, as early as ten years ago, it was
found in experiments on the adsorption of ammoniaon
positive Si,, ions that the average number of ammonia
molecules bound with one Si;, ion issix [8]. In similar
experiments with carbon ions, the number six was
reached only in the adsorption of ammonia on Cg, ions
[9]. It is possible that nanofibers [1] discussed in the
article represent another indirect evidence of the exist-
ence of thisfullerene.

The main distinction of this investigation from pre-
vious works was that the calculations were carried out
not only for the singlet state but aso for high-spin con-
figurations. Fullerene Sig, is an open silicon structure,
which is characterized by high free valences of al its
atoms. In this connection, it should be expected that its
ground state, as in the case of other open silicon struc-
tures [10-12], is stabilized through an ordered arrange-
ment of spinsin higher spin states. The starting molec-
ular structure was constructed similarly to its carbon
Ceo prototype molecule. The lengths of all S—Si bonds
were equal to 2.35 A. This value is characteristic of
cubic crystalline silicon. The structure obtained is geo-
metrically closed without any visible traces of stresses.
After searching a minimum of the total energy in a
cycle of full geometry optimization, theinitial structure
is transformed to equilibrium states calculated for the
singlet, triplet, quintet, and septet spin states. All the
obtained structures possess the configuration of atrun-
cated icosahedron consisting of 20 hexagons and
12 pentagons and ook rather similar. The maximal hor-
izontal and vertical dimensions of molecules are given
inTable 1. It isevident from the table that the molecule
possesses the smallest dimensions in the singlet state,
and both the dimensions are smaller than those for the
initial geometry (1.17 and 1.14 nm). On the contrary,

SHEKA et al.

the molecular dimensions in high spin states notably
increase as compared with the starting onesand fall into
anarrow range of values.! The size and the shape of the
molecule are determined by the distribution of S-S
bond lengths. Two narrow peaks at 2.094 and 2.298 A
marked with stars in Fig. 1 are related to the singlet
structure. Thefirst of them relates to the reduced conju-
gated Si=Si bond, whereas the second peak describes
ordinary Si—-Si bonds.? There are two long bonds for
each short bond. The dipole moment is virtualy equal
to zero, the molecular symmetry is . The picture
obtained isfully similar to that for the Cg, molecul e’
that one may speak about an sp?® configuration for sil-
icon atomsin the singlet state of the molecule.

The set of peaksin theregion 2.25-2.35 A describes
the structure of the molecule in the triplet state, which
isformed in this spin state by only ordinary S—Si bonds.
The curve with points and the solid curve describe
bonds that correspond to short and long bonds of the
singlet molecule, respectively. As before, there are two
“long” bonds in the range 2.30-2.35 A for each short
bond in the range 2.25-2.30 A. The width of the distri-
bution makes up 0.1 A, which points to the smearing of
symmetry at the atomic positions in reference to the I,
symmetry of the singlet molecule. Actually, the sym-
metry of the molecule in the triplet state is reduced to
C;, which is the reason for the deviations from zero of
the molecular dipole moments given in Table 1. The
symmetry of the moleculein the quintet and septet spin
states is C;, and the distribution of bond lengths is
equivalent to the triplet one.

Table 1 also givesthe heats of formation of the mol-
ecule. It is evident from the calculated data that the
energies of the Sig, moleculein the high-spin states are
significantly lower than the energy of the singlet state
and fall in anarrow range 2—3 kcal/moal in width. Thus,
the ground state of the Sig, molecule is spin-mixed
because of the quasi-degeneracy of the molecular
energy with respect to spin. The electron configuration
of atoms in this case corresponds to an sp* hybridiza-
tion, which is maintained by the spin density on atoms
(which is different from zero), in addition to the elec-
tron density, which is responsible for the formation of
three chemical bonds of a given atom with the neigh-
boring ones.

The result obtained continues the tendency discov-
ered for open silicon structures, exemplified by the Si,
molecule [10] and the crystal Si(111)(7 x 7) [11] and
Si(001)(2 x 1) [12] surfaces, whose triplet configura-
tions turn out to be significantly more favorable in

LIn order to assign the structures obtained to a minimum of the
total energy, the signs of the second derivatives of the energy with
respect to molecular coordinates were verified in the calculation.

2 The bond order was determined by the Wiberg index [13], which
equals 1.685 and 1.078 for the short and long bonds, respectively.

3 According to our calculation, the corresponding C-C bond
lengths comprise 1.384 and 1.463 A, and the Wiberg indices are
1.495 and 1.078, respectively.
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Fig. 2. Distribution of spin densities over atoms of Sigq fullerene.

energy (by 20-40%). The occurrence of a spin density
in the ground state of these structures allows one to
class them among the objects possessing molecular
magnetism [14]. After recent experiments using an
STM in combination with polarization analysis [15]
and those combined with studying second harmonic
generation [16], the molecular magnetism of the silicon
Si(111)(7 x 7) surface predicted earlier [11] has
become the experimental reality.

The distribution of the spin density in the Sigy mole-
culeinthetriplet stateis shown in Fig. 2. The distribu-
tions for the quintet and septet are similar. The spin
densitieswere arranged in ascending order. It isevident
inthe figurethat the distribution function is rather sym-
metric with respect to negative and positive values,
whose spread does not exceed 14%. Asaresult, thespin
density distribution over the atoms of the molecule can
be visualized using a dichromatic representation in
which the light and dark markings correspond to a pos-
itive or negative spin density. The Sig, molecule painted
in such away is shown in the inset in Fig. 2 for three
spin states. It is evident in the figure that a speckle
structure of the spin density distribution is characteris-
tic of al spin states.

Oligomerization of Sg, molecules. It follows from
Table 1 that the maximal lateral dimension of the Sig,
molecule comprises 1.08 and 1.44 nm for the singlet
and triplet structures, respectively. If it is assumed that
this molecule is the main building block of silicon
fibersin[1], theformation of fibers can be thought of as
the multiplication of chains containing two, three, or
five molecules along the fibers. An indirect confirma-
tion of the possibility of this process is the photopoly-
merization of Cg, molecules (to dimers and trimers)
2001

JETP LETTERS Vol. 74 No. 3

deposited on asilicon surface, aswas observed recently
in[17]. It was shown that the STM data are explained
well by the dumb bell structure of the dimer in which
the molecules present axial hexagons to each other.
Chemica C—C bonds form between these hexagons, so
that the junction represents aregular hexahedral prism.
We used this structure of the junction between two
fullerene moleculesin constructing model s of oligomer
chains { Sigo} , with n taking al the values from two to
eight. The calculations of these models were performed
with full geometry optimization for the singlet and trip-
let spin configurations. It was shown that the oligomers
are constructed by simple chain growth through the
hexahedral prismatic junction. The structure of chains
in the singlet and triplet states is not distinguished by
eye. Table 2 presents the heats of formation of oligo-
mers and the binding energies of molecules in oligo-
mers per one molecule E;,, which were determined in
accordance with the following relationship:

E, = {AH[{Sicg )] —nAH[Sig]} /n.

Table 1. Main characteristics of the Sigy molecule

Siso
dimension, nm|heat of forma-| dipole
X/ Ve | tion, kcal/mol | moment, D

Starting structure| 1.17/1.14
Singlet 1.08/1.02 1315.08 0.000
Triplet 1.44/1.29 1028.52 0.159
Quintet 1.46/1.20 1031.35 0.183
Septet 1.39/1.28 1029.28 0.154
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mer molecules: (1) singlet and (2) triplet.

Here, AH[{Sig} 1] and AH[Sig,] are the heats of forma-
tion of the nth oligomer and the free molecul e, respec-
tively, in agiven spin state.

It followsfrom the datareported that polymerization
and (or) oligomerization of Sig; molecules are favor-
able in energy. The second conclusion relates to the
statement that the predominant formation of oligomers
in a high-spin configuration is favorable in energy,
because the heat of formation of an oligomer is signifi-
cantly lower inall cases. The dependence of the binding
energy E, and the linear dimension of an oligomer on
the number of monomer units is shown in Fig. 3. It is
evident in the figure that the singlet and triplet configu-
rations are virtually equivaent from the point of view
of bonding energy. The binding energy steadily grows
in both cases as the number of molecules in the chain
increases. However, whereas this growth is monotonic
for the singlet configuration, it is markedly modulated
for the triplet one. This fact can also explain in energy
terms the occurrence of a certain modulation in the

Table 2. Heats of formation of oligomers of the Sigy mole-
cule, kcal/mol

Singlet Triplet
TR
Sigo 1315.08 1028.52
2-Sigy | 2438.17 -96 1969.28 —44
3:Sig | 3571.25 -125 2721.09 -122
4.-Sigy | 4697.50 144 3768.64 —86
5.Sg | 5823.82 -150 4513.92 -126
6-Sg | 6950.12 -157 5437.97 -122
7-Sg | 8076.41 -161 6170.18 147
8-Sigy | 9202.74 -165 7046.04 -148

SHEKA et al.

Fig. 4. Spin density distribution over the atoms of 5Sig; and
8Sigg oligomersin spin triplet state.

probability of the formation of oligomers differing in
composition. Thus, from the energy point of view, it is
favorable to for oligomers with the number three (L =
3.66 nm), then five and six (L = 6.24—7.54 nm), and
finaly, seven and eight (L = 8.85-10.15 nm). These
data explain the experimental data on bundles of
nanofibers with a thickness of 4, 7, and 10 nm [1]. In
this model, there are no fibers with athickness of 3 nm.
However, according to the experimental data reported
in [1], the bundles of the corresponding fibers are
inconsiderable in number and are of low intensity. It
may be suggested that a fullerene of lower composition
participates in their formation.

Fullerene-based silicon nanofibers are open struc-
tures with spin-mixed ground states which meansthese
structures should also be assigned to molecular mag-
nets. The expected distinctness of magnetic properties
is associated with the spin density whose distribution
over oligomer atomsis similar to that for the free mol-
eculein Fig. 2. In Fig. 4, this distribution is visualized
in a dichromatic way for the triplet state of the pen-
tamer and octamer. It is evident that, as the length of an
oligomer increases, the distribution acquires pro-
nounced features of afractal nature.

Whereas the fixed fiber width is specified by the oli-
gomer of a certain length, the fiber can grow in length
only in the case of effective secondary polymerization.
However, in this case, it should be the polymerization
of oligomers. The interaction between oligomers was
studied in this work using two dimers and two trimers
as examples. The value of E, per one oligomer is com-
parable with the interaction energy of moleculesin an
oligomer.

The computational experiment performed in this
work showed that Sig, silicon fullerenes are character-
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ized by the spin-mixed ground state, because the heats
of formation of the molecule in different high-spin
states are almost equal to each other (close to degener-
acy). The atomic configurations of silicon atoms corre-
spond to an sp? hybridization, which is maintained by
high spin densities on atoms in addition to the electron
density providing the chemical bonding of this atom
with its neighbors. In this work, a model is suggested
for the formation of a silicon nanofiber through two
polymerization processes in which this molecule is
considered the main building block. The primary pro-
cess is responsible for the formation of an oligomer of
Sigo Mol ecul es determining the fiber thickness. The sec-
ondary process binds the oligomers with each other
with the growth of thefiber in length. Within the frame-
work of this model, nanofibers represent open struc-
tures with a high free valence of the constituent atoms
and a high-spin configuration of the ground state. The
high spin density on atoms must reveal itself in peculiar
magnetic properties of this new substance, which rep-
resents a molecular magnet.
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L ong Electron Spin Memory Timesin Gallium Arsenide
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Extremely long electron spin memory timesin GaAs are reported. 1t was established by the optical orientation
method that the spin relaxation time of electrons localized at shallow donors in n-type gallium arsenide

(Ng — Na =10 cm3) is 290 + 30 ns at atemperature of 4.2 K. The exchange interaction of quasi-free electrons
and electrons at donors suppresses the main spin-loss channel for el ectronslocalized at donors—spin relaxation
due to the hyperfine interaction with lattice nuclei. © 2001 MAIK “ Nauka/Interperiodica” .

PACS numbers; 71.35.-y; 73.61.Ey; 78.55.Cr

1. In recent years, spin phenomena in semiconduc-
tors have attracted considerable interest due to the idea
of using spin degrees of freedom for data recording,
storage, and retrieval [1]. In particular, long electron
spin memory times are necessary for dataprocessing on
guantum computers, where electron spinisused as abit
[2]. Inthisrespect, n-type gallium arsenide represents a
promising material, because it displays long-time spin
dynamics. It was established that the electron spin
relaxation time in n-GaAs with the difference in con-
centrations of donor and acceptor impurities Ny — N, =
102 cm=3ist,=30nsat helium temperatures[3]. It was
found in [4] that T, =42 nsat Ny — N, ~ 10'° cmS. The
time 1, = 130 nswas reported in [5].

This work presents the experimental results on the
Hanle effect in n-GaAs (Ny — N, = 10* cm®) upon
guasi-resonant exciton excitation at T = 4.2 K. It is
shown that the spin lifetime at weak pumping is deter-
mined by the electron spin relaxation time 13 = 290 +
30 ns. Thisis by far the longest time among the pres-
ently known electron spin relaxation times in GaAs. It
iscaused by the suppression of the main spin-loss chan-
nel for electronslocalized at donors—relaxation due to
the hyperfine interaction with lattice nuclei. The
exchange interaction between the quasi-free electrons
from the barrier regions and the electrons at donorsis at
the basis of this effect.

Electrons with spins oriented along the exciting
beam are produced in semiconductors upon the inter-
band absorption of circularly polarized light [6]. If the
photoexcited carriersdo not completely lose spin orien-
tation during their lifetime, the photoluminescence
(PL) will be partidly circularly polarized. The degree
of circular polarization for the photoluminescence in
GaAs is determined by the projection S, of the average
electron spin onto the direction of the exciting beam

(z axis); for the homogeneous spin-density distribution
in space, itisgiven by thesimple expressionp = S,. The
hole polarization is zero because of the fast spin relax-
ation. Under these conditions, the maximal degree p =
25% [6].

2. The experiments on optical orientation were per-
formed with a sample containing semi-insulating GaAs
substrate, on which a layer of GaAs (5000 A) and an
AlAs barrier (250 A) separating the main structure
from the substrate were grown by molecular beam epi-
taxy. Then a GaAs layer (1000 A), capped with an
Aly2Gay-As (250 A) barrier followed by a series of five
quantum wells of different thickness was built up. The
residual doping corresponded to the n-type impurity
concentration at a level of 10 cm=. The main contri-
bution to the GaAs PL comes from the 1000-A layer
that is bounded by barriers on both the substrate and
guantum well sides. The presence of quantum wellsis
insignificant because measurements were made with
guasi-resonant excitation of GaAs in the transparent
region of quantum wells. The light absorption depth in
GaAs (~1 um) far exceeds the thickness of the buffer
layer under study, so that the charge carriers and exci-
tons are homogeneously distributed in the layer. The
small thickness alows the reemission effect to be
ignored.

The sample was placed in a liquid helium cryostat
and excited by the beam of a tunable Ti:sapphire |aser.
The circular polarization changed its sign with a fre-
guency of 26.61 kHz using a photoelastic quartz mod-
ulator to get rid of the Overhauser effect on the shape of
the electron magnetic depolarization curve [6]. The
geomagnetic field was compensated and did not exceed
0.1 G in the sample location. The PL polarization was
measured in the “reflection” geometry by an analyzer
of circular polarization (quarter-wave phase plate and

0021-3640/01/7403-0182$21.00 © 2001 MAIK “Nauka/Interperiodica’
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linear polarizer). The PL was analyzed by a double-
grating spectrometer with a dispersion of 5 A/mm.
Electronic circuit measured the effective degree of cir-

cular polarization p = (17 — 17)/(17 + 17), where I

and |, are the intensities of the PL o* component for

the o* and o~ excitations, respectively. In our case, cir-
cular dichroism was insignificant and the degree p
could be regarded as a Stokes parameter characterizing
the circular polarization of PL.

The PL spectrum is dominated by two lines corre-
sponding to the recombination of afree exciton (line X)
and an exciton bound to neutral donor (DX line) [7].
The emission depolarization in amagnetic field perpen-
dicular to the zaxis (Hanle effect) was measured for the
different sections of the PL spectrum. Note that the
shape of the magnetic depolarization curve (Hanle
curve) is identical for the X and DX transitions.
Below, the results on the Hanle effect are presented for
the emission at 1.5155 eV corresponding to the exciton
recombination. The PL magnetic depolarization curves
measured upon the quasi-resonant exciton excitation
(photon energy hv = 1.5165 eV) with different excita-
tion densitiesW are shownin Fig. 1. Thedotsin Fig. 1a
correspond to the excitation density W = 2 mW/cny?
and, in Fig. 1b, to 40 mW/cm?. One can see that both
the zero-field polarization p(0) and the halfwidth of the
Hanle effect increase with a rise in pumping. The
experimental dependence of the degree p(0) on the
excitation density Wis shown in Fig. 2a.

The experimental results can be interpreted within
the framework of a model of electron optical orienta-
tion in n-type GaAs [6]. The basic positions of this
model are as follows. A circularly polarized light pre-
pares electrons with a preferred spin direction. If elec-
trons with spins “up” and “down” recombine with
equal probability and the spin relaxation is sow, the
spin polarization will accumulate. Then the equilibrium
electronsin the steady state will be oriented, even if the
pumping is weak and, hence, the number of excess
electrons is smaller than the number of equilibrium
electrons. The steady-state value of the average elec-
tron spinis

TS
T+ 1,

S 1
where the initial average electron spin § is determined
by the selection rules. The time 1, is the electron char-
acterigtic lifetime. Its steady-state value is

1, = N/G. @)

Here, N isthe electron concentration, which is equal to
the equilibrium concentration at weak pumping, and
G isthe number of electron-hole pairs created by light
inunit timein aunit volume. One can see from Egs. (1)
and (2) that, consistent with the experiment, the life-
time increases and the average electron spin (and,
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Fig. 1. Photoluminescence magnetic depolarization curves
(Hanle effect) for the quasi-resonant exciton excitation
(photon energy hv = 1.5165 eV). Excitation density W =

() 2 and (b) 40 mwW/cm?. Solid lines are constructed using
Eq. (3).

hence, the degree p) decreases to zero with a decrease
in light intensity (Fig. 24). The solid line in Fig. 2ais
constructed using Egs. (1) and (2) for § = 50% and
1/1;= 0.05W, where the excitation density W has
dimensionality mW/cm?. After applying an external
magnetic field perpendicul arly to the exciting beam, the
average electron spin precesses about the field with the
Larmor frequency w = Uzg.B/% (g. isthe electron g fac-
tor and g is the Bohr magneton). Under steady state
conditions, the projection S, of electron spin onto the
initial direction decreases with increasing field, result-
ing in the PL depolarization (the Hanle effect). The
S/(B) dependence is described by the formula[6]

S

S(B) = TU)TS)Z

©)

where the average spin in zero field S, is given by
Eq. (1). Thereciproca spin lifetime

TS =1 +1; = 15 +GIN (4)
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0.05W. (b) Reciprocal spin lifetime as afunction of excita-
tion density (dots). The straight line is drawn according to

Eqg. (5).

can be determined by measuring the halfwidth of mag-
netic depolarization curve By, = AlpggeT,. It follows
from Eqg. (4) that the spin lifetime in the weak-pump
limit is equal to the electron spin relaxation time. The
experimental  results are adequately described by
Eq. (3) with § = 2.3% and B;;, = 1.0 G (solid curvein
Fig. 1a). Knowing the halfwidth of the Hanle curve, one
obtains T, = 258 ns (g, = —0.44 [8]). The spin lifetime
shortenswith arisein pumping. The curvein Fig. 1bis
constructed for §, = 36% and B,, = 2.9 G. In this case,

T, = 89 ns. The dependence of T." on the pump inten-

sity isshown in Fig. 2b. It is approximated well by the
linear function

T.' = (35+0.4) +(0.17+ 0.02)W, ®)

where time T is expressed in microseconds and light
intensity is in mW/cn?. In the weak-pump limit, T =
T, = 290 £ 30 ns. Aswas pointed out above, thistimeis
the longest among the spin relaxation times ever
reported in the literature for conduction electrons in
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galium arsenide. The concentration of equilibrium
electrons can be determined from the slope of the
experimental curve T(W) using Eq. (4). To do this
requires the knowledge of the relation between the
number of carrier pairscreated in unit timein aunit vol-
ume and the excitation density W. This relationship has
the form

G =(1-RLY ©)

where the reflectivity of GaAs surface is R = 0.3, the
absorption coefficient of gallium arsenidefor the resonant
excitation of an excitonisa = 1.2 x 10* cmr? [9], and the
photon energy hv = 1.5165 eV. Using Egs. (4)—<6), one
can determine the concentration of equilibrium elec-
trons N = 1.8 x 10 cm3. Therefore, the number of
equilibrium electrons determined by the optical orien-
tation method corresponds to aresidua doping level of
~10" cm3,

3. According to the theory of optical orientation [6],
thelimiting degree of polarization in an unstrained bulk
GaAs is 25%. However, the fitting procedure with the
use of Egs. (1) and (2) givesthelimiting value p = 50%.
This may be due to a small residual stretching strain
along the growth axisinthe GaAslayer, resulting inthe
splitting of the hole levels |£3/20and |+1/20by avalue
on the order of KT. In this case, holes mainly fill the
upper levels |+3/2[) so that p = 2S, [6] and the limiting
degree of polarization becomes p = 50%.

The circularly polarized light with hv = 1.5165 eV
creates excitons whose emission polarization isthe sub-
ject of investigation. At low temperatures, equilibrium
electrons are bound to donors. In what way does the
electron spin of an exciton obtain information about the
polarization of equilibrium electrons localized at
donors? The matter is that the spin-flip electron—elec-
tron scattering efficiently mixes electron spin over dif-
ferent states [10]. It is shown in the cited work that,
down to the lowest pump intensities, the average elec-
tron spin is the same in different states. The efficient
averaging is aso evident from the fact that the shapes
of depolarization curves for the X and D°-X lines are
the same, athough their PL polarizations in the zero
field differ by more than an order of magnitude. The
differenceintheinitia polarizationsisdueto the differ-
ence in the selection rules for these two transitions [7].
At weak pumping (the number of excitonsn, < N), the
relaxation of the total average spin isdetermined by the
spin relaxation of the electronslocalized at donors[10].
For this reason, the observed time t, = 290 + 30 ns cor-
responds to the spin relaxation of electrons at donors.

Let us discuss the reasons for the long spin relax-
ation time of electrons localized at donors. Four basic
mechanisms of electron spin loss in gallium arsenide
areknown [6]: the D’ yakonov— Perel’ and Elliott—Yafet
mechanisms based on the spin—orbit interaction; the
Bir—-Aronov—ikus (BAP) mechanism based on the
exchange interaction with holes; and spin relaxation
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due to the hyperfine interaction with lattice nuclei. The
first two mechanisms are suppressed because the elec-
tron orbital motion in the donor is quenched. The BAP
mechanism is irrelevant because the steady-state hole
concentration in the weak-pump limit is exceedingly
small in n-type semiconductors. The only operative
mechanism in the situation at hand is that of the hyper-
fine interaction with nuclei. With this mechanism, the
estimate indicates that the electron residence time at
donor is on the order of 1071°s. In our case, correlation
times as short as those cannot be caused by the electron
hopping over the randomly distributed donors, because
the impurity concentration is small [11]. Electron tran-
sitions to the conduction band are inefficient at helium
temperatures. We relate the exceedingly short electron
spin correlation times to the specific features of the
structure under study. In this structure, the buffer layer
is bounded on both sides by high barriers, whose resid-
ua doping is the same as in the buffer; i.e, Ny — Ny =
10 cmr3. In equilibrium, electrons transfer from the
barriersto the buffer layer. Thus, in addition to the elec-
trons localized at donors, “excessive” € ectrons appear,
which either concentrate near the bottom of the conduc-
tion band or are bound to neutral donorsto form D~ cen-
ters. The free-electron spin-flip scattering by neutral
donors (or hopping of aweakly bound second electron
over donors) can be an efficient mechanism for chang-
ing the spin state of the electrons at neutral donors. This
will result in the shortening of the spin correlation time.
This model explains qualitatively the origin of the
extremely long spin memory time 1, = 290 £+ 30 ns of
electrons localized at shallow donors.
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Optica properties of porous graphite samples prepared by electrochemica etching were investigated. It is
found that el ectrochemical etching modifies their Raman spectra and gives rise to photoluminescence. The evo-
lution of Raman spectra at the initial etching stages is studied in detail. A model is proposed explaining the
salient features of the observed Raman spectra. It assumes the appearance of graphite nanoparticles and the for-
mation of sp® bonds between the graphite planes at the nanocrystal boundaries. © 2001 MAIK “ Nauka/ I nter-

periodica” .
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Extensive studies of nanocrystalline materials are
caused by their unique properties, which are absent in
the initial bulk crystals [1]. The appearance of new
properties is primarily due to the size quantization
effects and to the presence of a vast specific surface,
whose properties, however, cannot be regarded sepa-
rately from the properties of nanocrystal bulk. Thiscan
result in the cardinal transformation of the electronic
and phonon states and giverise to new electric and opti-
cal properties[1].

By now, a wide diversity of methods have been
developed for preparing nanocrystalline materials, one
of which is electrochemical etching [2]. It turned out
that, for some electrochemical etching regimes, the
material isremoved leaving behind it multiple channels
of nanometer size in theinitial crystal. The rest of the
material, as a rule, preserves its initial composition,
structure, and crystal orientation and, in the case of a
sufficiently high porosity, can be regarded as a nano-
composite composed of oriented nanocrystals with var-
ious degree of bonding to each other [3]. This method
found widespread use in the formation of porous semi-
conductor structures, among which porous silicon is
most familiar [4]. One of the merits of this method is
that it provides apossibility of choosing the appropriate
initial material and exhibits a certain flexibility in
choosing the formation conditions (voltage, current
density, composition and concentration of electrolytes,
temperature, and illumination conditions), thereby con-
trolling the porosity, the characteristic pore sizes (and
the size of the remaining framework), and the pore
depth (thickness of the porous layer). Although, it
should be noted that a detailed understanding of the
electrochemical processes at a level alowing the

description of pore microstructure is presently lacking
in the majority of cases [4].

Apart from the silicon nanostructures (the basic
material in microelectronics), much attention is being
given at present to the carbon nanostructures. This is
explained not only by the widespread use of graphite
maodifications such as graphite and diamond but also by
the discovery of aseriesof new structural modifications
such as amorphous carbon, fullerenes, nanotubes, etc.
[5, 6], whose properties radically differ from the prop-
erties of graphite and diamond. It is worth noting that
there is no consensus in the literature on the interpreta-
tion of the properties of carbon nanostructures. The
explanation of the origin of so-called D and G bandsin
disordered graphite provides an example [7].

In this work, samples of porous graphite were
obtained by electrochemical etching, and their Raman
spectrawere studied. It was found that el ectrochemical
etching gives rise to photoluminescence. The transients
of Raman spectraat theinitial etching stageswere stud-
ied in detail and the appropriate interpretation was
given. It is shown that the appearance of the D band is
due to the formation of sp® bonds between the neigh-
boring graphite layers at the boundaries of nanocrystals
formed. These bonds are shown to radically modify the
Raman spectra and give rise to additiona Raman
bands.

Samples of porous graphite were prepared from
high-quality (ZYA grade) single crystals of pyrolytic
graphite (Union Carbide Corporation) by anodization
in a two-compartment electrochemical cell with plati-
num electrodes. Hydrofluoric acid HF(49%) and etha-
nol taken in theratio 1 : 1 were used as an electrolyte.
The samples were prepared with anodizing times vary-
ing from 1 to 10 min at a current density from 1 to
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50 mA. Sampleswith smooth transition layers between
the nonetched and etched areas were also prepared.
Note that we did not find any indications on the use of
anodic etching for graphitein the available literature, so
that the corresponding etching mechanism calls for
additional investigation. Asto the choice of the electro-
lyte composition, we were only aware that it was used
in the formation of porous layers on SiC crystals.

Raman and photoluminescence (PL) spectra were
recorded on a U-1000 spectrometer in the regime for
studying microsamples. The exciting radiation (488 nm)
was focused to a spot as small as 10 um in diameter.
This alowed us to study the homogeneous and transi-
tion areas of the sample surface and monitor the
absence of the laser heating effect on the sample. The
Raman spectra were recorded with a resolution of
1-5cm™.

The Raman spectrum of the prepared porous graph-
iteisshown in Fig. 1a(curve 2). One can see that etch-
ing modifies the surface and renders a Raman spectrum
similar to the spectrum of nanocrystalline graphite. The
Raman spectra of the initial graphite (curve 1) and of
the pyrolytic graphite irradiated with carbon ions
(curve 3) [8] are presented for comparison. Note that,
despite the cardinally different technologies of sample
preparation, the spectra are similar to each other. The
samples of pyralytic graphite with long anodic etching
times exhibit photoluminescence (Fig. 1b, curve 4). For
comparison, the photol uminescence spectrum of a car-
bon film prepared by vacuum deposition of carbon
plasma on a metallic substrate is also shown in Fig. 1b
(curve 5) [9]. These curves also clearly demonstrate
that the spectra of the samples prepared by different
methods are similar. The optical, especialy Raman,
spectra of a particular material are quite specific [10]
and, therefore, often used for the analysis of the com-
position and structure of a material. The similarity of
the Raman spectrais evidence that we deal in this par-
ticular case with the same carbon-based substance.

The anodic etching procedure made it possible to
trace the evolution of a Raman spectrum in passing
from the initial single-crystal graphite to the nanocrys-
talline state. To do this, a series of Raman spectrawere
recorded both for the samples differing in the degree of
anodization and for the gradient transition region from
the unetched to the etched part of the surface. The
sequence of Raman spectrain Fig. 2 demonstrates the
evolution of agraphite spectrum on the way to the spec-
trum of porous graphite. In the Raman spectrum of an
initial single crystal, aline at ~1582 cm™ in the range
1250-1700 cm™ is due to the in-plane E,, mode
(curve 1). At the beginning of the etching process, an
additional narrow Raman line appears at ~1606 cm
(curve 2), and a band with a maximum at ~1355 cm!
appears simultaneously. As the degree of etching
increases, these bands become stronger and broader
(curves 3, 4). For samples with the maximal degree of
etching, al threelines merge into two broad unresolved

JETP LETTERS  Vol. 74

No. 3 2001

187

(a)

3000

2000

I (cps)

1000

800
(b)

600

400

I (cps)

200

500 600

700 800
A (nm)

Fig. 1. Raman and PL spectraof porousgraphite. (a) Raman
spectra: (1) initial substrate; (2) porous layer, and (3) pyro-
lytic graphiteirradiated with carbonions[8]. (b) PL spectra:
(4) porous layer and (5) carbon layer from [9].

bandswith maximaat ~1354 and ~1595 cm (curve 5).
In the literature, these bands are referred toas D and G
bands, respectively (see, e.g., [7]).

Raman spectra are used extensively in studying var-
ious carbon modifications. However, there is still no
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Fig. 2. A sequence of Raman spectra corresponding to the
areas differing in their degree of anodization. Curves 1 and
5 relate, respectively, to the initial graphite and the porous
graphite with the maximal degree of anodization.

consensus on the interpretation of the Raman spectra of
disordered carbon structures. Two approaches to the
explanation of their spectra can be distinguished.

Inthefirst approach, amodel assuming theviolation
of the wave-vector selection rulesisused. New bandsin
the Raman spectrum are assigned to the maxima of
phonon density of states in the initial substance. For
example, band D isassigned in [11] only to the phonon
density of states at point K in the Brillouin zone of a
bulk single crystal, whiletheintensity ratio I(D)/1(G) is
determined by the nanocrystal size.

In the second approach, the new bands are assigned
to new polymorphic carbon modifications, e.g., to clus-
ters containing distorted sp® bonds. The authors of [7]
analyzed the Raman spectra of the disordered and
amorphous carbon and arrived at the conclusion that the
ratio I(D)/I(G) carries information about the amount of
carbon atoms containing the sp? bond. In [8], the first-
and second-order Raman spectraof adisordered carbon
were compared with each other to conclude that the
nanoparticlesin some samples also contain sp® bonds.

To interpret the results of thiswork, we assume that,
when etching, sp* bonding can arise between atoms sit-
uated in different atomic planes near the boundaries of
micropores passing through the atomic layers with
sp? bonds. This assumption is confirmed by the Raman
spectra of a freshly cleaved graphite single crysta
(Fig. 3). Spectrum 1 corresponds to the atomic layer in
graphite. Spectrum 2 is due to the region with a high
density of terraces that appear upon cleaving graphite
with a force perpendicular to the layer plane. A broad
band in the range 1300-1450 cm™ is clearly seen in
spectrum 2. One can assume that the formation of sp®
bonds (from the broken bonds at the edges of the dis-
rupted planes) upon cleaving a single crystal is more
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probable than the formation of nanocrystals or a
strongly disordered structure.

The evolution and the aforementioned features of
the Raman spectra of porous graphite can be explained
in terms of the following qualitative model. The anod-
ization of graphite gives rise to micropores passing
through the atomic planes. Simultaneously, the sp®
bonds arise near the pore walls and bind the atoms of
the neighboring atomic planes together. The vibrations
of the carbon atoms directly bonded by the sp® bonds
contribute to the Raman band in the range 1300—
1450 cm™*. Moreover, these bonds modify the vibra-
tions of pure graphite. Let us consider the E,; mode
(1582 cm™). This mode corresponds to the in-plane
atomic vibrations, with the atoms of the neighboring
planes moving in antiphase. The bonding between such
atoms should increase the frequency of their in-plane
vibrations. Correspondingly, the line at 1606 cm can
be assigned to thisvibration. Thefact that the frequency
of this vibration is virtually the same for the samples
differing in the degree of anodization provides evidence
for its local character. Therefore, the atoms with
sp® bonding between the layers contribute simulta-
neoudly to the broad band in the range 1300-1450 cm
and to the narrow line at 1606 cm™. Clearly, as the
number of such atomsincreases, the area of these bands
will change simultaneously. An increase in the degree
of etching will lead to an increase in the number and
size of micropores, i.e., to theincrease in the micropore
surface area and, hence, to the increase in the number
of carbon atoms containing the sp® bond. At the same
time, the characteristic sizes of the remaining graphite
domains will decrease, while their dispersion will
increase. In combination, this can be the cause for the
observed inhomogeneous broadening of al Raman
bands (Fig. 2, curves 2 —= 3 —= 4 — 5) with an
increasing degree of anodization (increase in the anod-
ization time and current density). That the sp® bonds
relate to the graphite nanocrystals, and not to the other
carbon formations (e.g., in the pores between the
nanocrystals), becomes evident from the character of
the second-order Raman spectra (Fig. 1). The fre-
guency analysis confirms[8] that the scatterers contrib-
uting to the bands with maxima in the range 1355 and
1580 cmt interact with each other; i.e., they refer to the
same object (hanocrystal).

Turning back to photoluminescence properties, note
that, although the nature of PL was not analyzed in
detail in this work, the following is noteworthy.
A change in the PL intensity correlates with the
increase in the number of sp® bonds and increases with
increasing degree of graphite etching. It follows from
the Raman spectra that no other substances are synthe-
sized in the films of porous graphite upon etching; i.e.,
the emergence of PL ismost likely due to the presence
of a multitude of small graphite nanocrystals that also
contain sp® bonds. Although there was no direct evi-
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Fig. 3. Raman spectra of graphite. Curve 1 is for the flat
plane of theinitial graphite single crystal, and curve 2 cor-
responds to the nearby area with a high density of terraces.

dence (e.g., band shift with increasing degree of etch-
ing) for the size-quantization nature of PL, this cannot
be considered as an argument against such an explana-
tion, because the emission characteristics of nanoob-
jects strongly depend on many parameters (size, shape,
surface state, surroundings, etc.). Note in conclusion
that PL isinherent in a wide range of hanocomposites,
including semiconductor structures and carbon nano-
structures [9], so that elucidation of its nature requires
a detailed and quite accurate inspection in each partic-
ular case.

Thus, the samples of porous graphite were prepared
by electrochemical etching, and their optical properties
were studied. It is found that electrochemical etching
gives rise to graphite nanoparticles and photolumines-
cence. The evolution of Raman scattering spectraat the
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initial etching stages is studied in detail. The appear-
ance of the D band (~1355 cm™) is satisfactorily
explained by the formation of sp* bonds between neigh-
boring graphite layers at the nanocrystal boundaries. It
is shown that the additional bonds between the graphite
layers are responsible for the new band at 1606 cm™.
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